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Wettability Interaction on Two-Phase 
Flow in Microfluidic Flow-Focusing 
Geometry 

Rakesh Majumder and Gautam Choubey 

Abstract The underlying mechanism related to microfluidic two-phase flow system 
under the surface wettability conditions is getting more attention for both chemical 
and biological applications. The current study computationally explores the interac-
tion of physicochemical determinants such as capillarity and surface wettability on 
the microfluidic behaviors of two immiscible fluids flowing in a flow-focusing appa-
ratus with two types of cross-junction angle arrangements (α = 90◦ and α = 60◦) 
using volume of fluid (VOF) method utilizing OpenFOAM environment. With an aim 
to investigate the temporal behavior of dispersed phase with its resulting phenomena 
such as dripping and jetting, three non-wetting scenarios with a combination of three 
capillary numbers (Ca) are chosen. The findings reveal that the dripping flow behavior 
lasts for all non-wetting circumstances at lower capillary numbers. However, the drip-
ping transits to jetting flow pattern by the alteration from lower to higher non-wetting 
scenario (super-hydrophobic) at higher capillary number. Further, various important 
phenomena such as pinch-off time and pressure field variation for both junction 
angles are also illustrated in detail. Such findings indicate that surface wettability 
acts as a crucial governing parameter that may have important implications for the 
creation of microfluidic droplet-based systems. 

Keywords VOF · Two-phase flow · Junction angles · Wettability · Dripping ·
Jetting · Capillary number (Ca) · OpenFOAM
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1 Introduction 

The application of multiphase flow system in microfluidic devices has been attracted 
by the researcher of different branches. The use of microfluidic devices in indus-
trial processes such as nanomaterial synthesis [1], chemical analysis [2], mems 
cooling system [3] and biomedical approaches such as cancer cell separation [4] 
and drug delivery [5] has been increasing since last decade. Further, the applica-
tion of multiphase flow system in microfluidic confinements facilitates generation of 
droplets. From this perspective, the most frequently applied junction-based microflu-
idic arrangements to produce droplets are T-junctions [6], co-flowing geometry [7] 
and flow-focusing devices [8]. Out of many types of flow-focusing configurations, 
the flow-focusing devices with cross-junction are constructed by the two lateral 
channels connected at a perpendicular or angular way with central inlet and outlet 
channel of equal height and width [9–11]. In such devices, the immiscible dispersed 
and continuous fluids enter through middle and lateral channels, respectively, and 
their mutual interaction results into droplet generation past junctions in the outlet 
section. The advancement of two-phase fluids through the flow-focusing device is 
highly controlled by various internal aspects. Additionally, the majority of research 
on the droplet production has also focused on examining the effects of crucial physic-
ochemical parameters such capillary number (viscous force to surface tension) [9, 
12–14], viscosity ratio [11, 13, 15–17], interfacial tension [18], pressure [19], and 
wettability [10, 11, 20]. 

One of the key elements that can affect the flow properties of an immiscible 
flow system is surface wettability [21–23]. For example, Kang et al. [21, 22] and 
Schleizer et al. [23] computationally analyzed only on the dynamic characteristics of 
an immiscible drop transportation under various wettability conditions incorporated 
with bond number and capillary number, respectively. 

It is clear from the above that capillary number along with viscosity ratio are 
the two main factors that are generally considered in studies of droplet production 
in two-phase systems. Again, the majority of research on two-phase flow in flow-
focusing geometry have taken only one constant wettability setting for the whole 
study, which suggests that any significant effects that could result from alteration of 
the wettability are out of consideration. Once more, most of the investigations on two-
phase systems flowing in the flow-focusing geometry ignore angular configurations 
other than right-angle junctions. Addressing those concerns, the present numerical 
investigation aims to evaluate the outcome of various surface wettability configu-
rations on microfluidic behaviors of two-phase flow for both right angle (α = 90◦) 
and one angular (α = 60◦) junction-based flow-focusing geometry. In light of this, 
the present study concentrates on the outcome of capillary along with wettability 
interaction on the flow behaviors of two-phase flow employed in the microfluidic 
flow-focusing geometry having cross-junction angle of α = 90◦ and α = 60◦ via 
volume of fluid (VOF) approach, with a specific attention on the potentials of the 
surface wettability.
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2 Problem Specification 

In order to computationally examine the impact of capillary-wettability interaction on 
the two-phase flow characteristics, the three-dimensional configuration of a microflu-
idic flow-focusing with cross-junction angle of α = 90◦ and α = 60◦ employed in 
the present work is shown in details in Figs. 1 and 2. As demonstrated in Fig. 2a, 
the flow-focusing device is constructed by four channels having a uniform square 
cross section of W = 600 μm. Each of the lateral and central inlet channels for the 
continuous phase and dispersed phase, respectively, has a length of 3W, whereas 
the outlet channel has a length of 10 W. The properties related to the immiscible 
two-phase liquids taken into consideration for the current investigation are listed in 
Table 1. 

Fig. 1 Schematic representation of flow-focusing device with junction angle a α = 90◦ and b 
α = 60◦ 

Fig. 2 a Dimensions and b inlet flow rate direction of the microfluidic flow-focusing geometry
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Table 1 Properties of two-phase system 

Liquids Density
(
Kgm−3

)
Dynamic viscosity (mPa s) 

Polydimethylsiloxane silicone oil (PDMS) 920 11 

Deionized water with 0.5% SDS 1000 0.92 

The schematic diagram indicating inlet flow rate direction of two immiscible 
fluids through the inlets is shown in Fig. 2b. The inlet flow rate of the dispersed fluid 
is maintained as constant (Qd = 300 μL/min) throughout the whole study, while the 
inlet flow rate of the continuous fluid is (Qc) adjusted according to the capillary 
number (Ca = Ucμc/σ ), where (Uc = Qc/w

2) and μc stand for the continuous 
medium’s inlet velocity and dynamic viscosity, respectively, and σ designates the 
property of surface tension of two-phase system. It must be added here that the 
associated flow velocity in the microchannel is laminar for the designated capillary 
numbers (Ca), and therefore, Reynolds number (Re) stands in a tolerable span of Re 
< 100, where Re = ρcUW/μc. For the current computational study, the designated 
capillary numbers are Ca = 0.007, Ca = 0.015 and Ca = 0.05. The various wetta-
bility configurations of the channel substrate are imposed in terms of the static contact 
angle (θ ), and Young’s equation [24] can be appointed to accurately approximate θ 
represented as 

cos θ = 
σwc − σwd 

σ 

where σwc, σwd and σ stand for interfacial tension where ‘w’, ‘c’ and ‘d’ stands for 
channel wall surface, continuous and dispersed medium, respectively. The wettability 
setting of walls of the dispersed or central inlet channel is kept in a neutral setting 
(i.e., θ = 90◦) throughout the whole study, while the wettability setting of rest of the 
walls is altered from lower to higher non-wetting (super-hydrophobic) configurations, 
viz. θ = 105◦, 120◦ and 150◦. . It is essential to note in this context that the side 
of the length (W ) of the square cross section is utilized with a purpose to make all 
the geometric parameters non-dimensional. Moreover, concerning time (t) related to 
present investigation is also made non-dimensional by rescaling with total simulation 
time (τmax) where non-dimensional time τ = t/τmax. 

3 Theoretical Formulation 

The current time-dependent numerical study of two-phase system via a 3D microflu-
idic cross-junction-based channel is executed utilizing the VOF method originally 
introduced by Hirt et al. [25]. The VOF method employs the continuity and Naiver-
Stokes equations to computationally solve the transport equations associated with 
two-phase flow-field. Subsequently, the interface tracking factor (αc) of the  VOF  
method is defined to indicate the interface of the dispersed and continuous phase and
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defined as 

αc = 

⎧ 
⎨ 

⎩ 

0 for dispersed phase 
1 for continous phase 
0 < αc < 1 at the interface 

Thus, the properties of the mixed fluid can be defined in terms of αc and αd.where 
volume fraction for the dispersed phase (αd) = (1 − αc).Therefore, density (ρb) and 
viscosity (μb) of the mixed fluid can be evaluated as 

ρb = αdρd + (1 − αd)ρc (1) 

μb = αdμd + (1 − αd)μc (2) 

Here, the dispersed and continuous phase of the fluid are indicated by the subscripts 
‘d’ and ‘c’. For an incompressible and Newtonian two-phase system being unsteady 
and laminar in nature flowing through a three-dimensional domain can be presented 
as dimensional form in the following manner, 

Mass conservation equation: 

∇.U = 0 (3)  

Momentum conservation equation: 

∂ρbU 
∂t 

+ ∇.(ρbUU) = −∇  p + ∇.μb
(∇U + ∇UT + ρb g + Fs

)
(4) 

Phase fraction equation: 

∂α 
∂t 

+ ∇.(αU) = 0 (5)  

where vector U indicates the two-phase velocity, and p denotes two-phase pressure 
fields. Further, g represents the gravitational force. Here, Fs refers to surface tension 
force and calculated using CSF model [26] as  Fs = γ κ∇(α), where γ depicts the 
interfacial surface tension, and κ designates interface curvature where κ = ∇

(
∇α 
|∇α|

)
. 

4 Solution Methodology 

The VOF method is implemented due to its advantageous tracking of each phase’s 
volume fraction throughout the chosen domain for computational purpose [27]. A
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native two-phase system solver of OpenFoam (V-1912) environment known as Inter-
Foam is executed to solve the transport equations numerically. Integration of velocity 
and pressure is done using the pressure implicit method for pressure linked equa-
tions (PIMPLE algorithm). For the purpose of discretization of convective and diffu-
sive terms in the current numerical model, upwind and linear scheme of Gaussian 
methods are employed sequentially [28]. Additionally, the Eulers’ time scheme is 
utilized. Adaptive time method is applied to the current transient simulation for all 
the cases. For the purpose of computational accuracy, the iterations are continued 
until convergence is accomplished by maintaining comparative error between two 
successive iterations equals 10−6 precisely. To have a better computational output, 
a grid independence study is conducted by comparative analysis of dispersed-phase 
thread length (DL) over three sets of hexagonal mesh elements for the highest and 
the lowest capillary numbers scenario, i.e., Ca = 0.007 and Ca = 0.05, respectively, 
for wettability condition of θ = 150°. The measured DL for a particular time period 
is compared for each grid system showed in Table 2. It can be observed that with the 
increasing number of cells, the DL has also been increased. However, the variation 
in DL is the least for the cell number DL has also been increased. However, the 
variation in DL is the least for the cell number of 5,68,800 and 7,02,075. Taking 
both numerical precisions and computation cost into account, the optimum hexag-
onal mesh elements of 5,68,800 are appointed in the current numerical investigation. 
Further, the validation of the current numerical analysis has been carried out by 
comparing the experimental results exhibited by Fu et al. [11]. The variation in 
dispersed thread length (L t) over time found numerically has been set against the 
experimental outcome shown by Fu et al. [11]. As seen in Fig. 3, the experimental 
findings of [11] are well supported by the current VOF method-based solver. Thus, 
the findings in our current investigation validate the precision of the present solver.

5 Results and Discussion 

The primary objective of the current computational work is to explore the effect of 
surface wettability integrated with capillary number (Ca) on flow physics of micro-
scale two-phase flow employed in a flow-focusing geometry by taking two cross-
junction angles, viz. α = 90◦ and α = 60◦ into account using VOF approach. 
The effect of the combined action of capillary and wettability under dripping and 
jetting regime results in displacement behavior of dispersed phase associated with 
various phenomena such as necking, droplet formation, droplet morphology, pinch-
off time and pressure variation that are comprehensive explanations are provided in 
the following sections.
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Fig. 3 Comparison of the 
variation in length of the 
dispersed liquid thread over 
time with Fu et al. [11]

5.1 Temporal Study of Microfluidic Characteristics 
of Dispersed Thread 

The time-dependent variation related to flow behaviors of the two-phase system in 
the both α = 90◦ and α = 60◦ cross-junction angle with respect to the displace-
ment characteristics concerning dispersed medium thread for three non-wetting 
(θ = 105◦, 120◦ and 150◦) settings for a fixed viscosity ratio (μr = 12) at several 
capillary numbers (Ca = 0.007, 0.015 and 0.05) is displayed in Figs. 4, 5, 6 and 7. 

It can be easily identified from Figs. 4 and 5 that at the both Ca = 0.007 and 
0.015, the dispersed fluid first progresses through the junction with higher expansion 
to the radial direction forming a concave neck induced by dispersed medium’s inertia 
at τ = 0.024 for both α = 90◦ and α = 60◦ under all non-wetting circumstances. 
Simultaneously, as dispersed thread passes through the junction while flowing toward 
outlet section, the continuous medium from the sidewise inlet channels starts to 
interact with the dispersed thread. As the time advances, at τ = 0.047, the dispersed

Fig. 4 Tempral evoluiton of dispersed phase at Ca = 0.007 for a α = 90◦ and b α = 60◦
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Fig. 5 Tempral evoluiton of dispersed phase at Ca = 0.015 for a α = 90◦ and b α = 60◦ 

Fig. 6 Vorcity generation under Ca = 0.007 and Ca = 0.05 for a α = 90◦ and b α = 60◦ 

Fig. 7 Tempral evoluiton of dispersed phase at Ca = 0.05 for a α = 90◦ and b α = 60◦

thread restricts the continuous fluid flow in the lateral channels which propels the 
inertia of the continuous medium to come into the action and starts to shrink the 
concave interface to form convex interface. As a result, the radius of the convex 
interface increases with simultaneous axial elongation of the dispersed column; in 
other words, the dispersed thread begins to experience necking. This variation in the 
radius of interface curvature over time is relied on the axial imbalance of interfa-
cial tension force of the dispersed medium, shearing action induced by the contin-
uous medium and the surrounding pressure differential around dispersed medium. 
This convex interface ultimately evolves into a concave tip which gets dislodged
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or pinched-off from the dispersed thread as mother droplet with thin thread which 
breaks into multiple satellite drops which may catch to the mother droplet with 
time [9, 11]. It can be seen that recirculation vortexes are generated due to retrac-
tion caused by interfacial tension immediately before and shortly after pinch-off 
phenomena shown in Fig. 6. Thus, for both α = 90◦ and α = 60◦, the dripping 
flow pattern is spotted in close proximity to the outlet channel at Ca = 0.007 and 
Ca = 0.015 under all wettability scenario. It is also evident from Figs. 4 and 5 
that the interfacial concave or almost planer meniscus of dislodged droplets at lower 
non-wetting circumstances (θ = 105◦) switches to convex meniscus at higher non-
wetting (θ = 150◦) circumstance. It can be also distinguished that droplet genera-
tion frequency becomes higher with the alteration from lower to higher non-wetting 
condition as the detached droplets adhere to the channel surface for a less period of 
time. 

Figure 7 illustrates the time-dependent displacement of dispersed liquid column 
for various non-wetting circumstances at the higher capillary number of Ca = 0.05. 
It is incredibly intriguing to witness how the dynamics of dispersed column changes 
over time for both α = 90◦ and α = 60◦ at Ca = 0.05.At  Ca = 0.05, it can be noticed 
here that the dispersed column traverses into central outlet channel without blocking 
or adhering to lateral channels irrespective of wetting conditions. However, wetta-
bility controls the manner or fashion in which the detachment of liquid fragments 
from dispersed thread occurs. 

For lower non-wetting cases, i.e., θ = 105◦ and θ = 120◦, it is found that 
the dispersed thread still exhibits dripping flow pattern by stretching toward outlet 
direction up to a specific length before necking. Hence, mother droplets having 
length smaller than the channel width with satellite droplets are generated. It is 
seen that mother droplet with many satellite droplets is created more often at Ca = 
0.05. It is due to the highly deformed dispersed thread results in multiple breakup 
sequences at Ca = 0.05. Additionally, the wettability condition of θ = 150◦ (super-
hydrphobic surface) results into the lowest solid–liquid attraction force which allows 
the dispersed phase to proceed as a steady and prolonged downstream thread as 
opposed to the dripping phenomena seen at θ = 105◦ and θ = 120◦. Additionally, 
for higher capillary number (Ca = 0.05), two different types of fluids flow side 
by side to one another which finally produces jetting flow pattern with prolonged 
downstream thread. As the shearing action of the continuous medium exceeds the 
interfacial tension force at greater non-wetting circumstance (θ = 150◦), the jet’s 
interface loses its stability after reaching its utmost expansion along the downstream 
or outlet direction and begins to form secondary droplets. 

5.2 Variation in Pinch-Off Time 

The combined impact of both wettability and capillarity on the microfluidic character-
istics of the dispersed column can be estimated by time (τpinch - off) as the variation in 
non-dimensional pinch-off while two mediums with immiscible properties appointed
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Fig. 8 Variation in pinch-off  
time (τpinch - off) at various 
capillary number 

in the cross-junction apparatus for Ca at surface wettability settings for both α = 90◦ 

and α = 60◦ are shown in Fig. 8. The  τpinch - off is highly varied depending upon the 
wettability. It is evident that the overall pinch-off time for both α = 90◦ and α = 60◦ 

is reduced at higher non-wetting condition, i.e., θ = 150◦. It can be attributed to the 
decrement in solid–fluid affinity at θ = 150◦ which causes to dispersed thread to 
adhere to the channel surface for a shorter period of time, and thus, earlier destabi-
lization occurs and results in reduction of pinch-off time. However, for the individual 
context, the pinch-off time is lower for α = 60◦ compared to α = 90◦. This is due 
to the less resistance experienced by the continuous phase at junction for α = 60◦ 

which results in earlier formation of concave tip as well as faster pinch-off under all 
capillary number. 

5.3 Variation in Pressure Field 

Another critical case evaluated corresponding to the flow behavior of the dispersed 
medium employed in microfluidic flow-focusing apparatus is pressure field variation. 
In order to visualize the pressure field, we demonstrate the change of pressure field 
along center line of the channel at Ca = 0.007 and Ca = 0.05 under various non-
wettability scenarios for both α = 90◦ and = 60◦ illustrated in Fig. 9. It is worthy  
to mention that pressure variation along centerline of the channel is shown at an 
instant of time when maximum number of droplets are present in the channel before 
passing through outlet. It is evident from the illustration of Fig. 9 that the pressure 
field up to the droplet pinch-off point is almost constant with less fluctuations. After 
that, significant variation in pressure is observed due to interactions between two-
phase fluids. According to [29], the dissimilarity of the radius of interface curvature 
from back to front of a droplet causes a pressure contrast over the droplet, and 
thus, in any pressure profile, each droplet location and shape are identified by a
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Fig. 9 Variation in pressure field at different capillary number a α = 90◦ and b α = 60◦ at 
Ca = 0.007, c α = 90◦ and d α = 60◦ at Ca = 0.05 

peak with its width, respectively. Consequently, it is observed that higher the overall 
droplet generation higher the pressure fluctuation. As such, the higher number of 
droplets in jetting regime compared to dripping regime causes more fluctuations at 
higher capillary number, i.e., Ca = 0.05 when the surface is maintained at higher 
non-wetting condition, i.e., θ = 150◦. 

6 Conclusion 

The current work computationally evaluates the microfluidic behavior of a two-phase 
system employed in the flow-focusing device with junction angles of α = 90◦ and 
α = 60◦. The impact of the interaction between capillary and wettability on the 
microfluidic behavior of the dispersed medium resulting into dripping as well as 
jetting flow pattern have been explored. The following important conclusion can be 
drawn from the present study:
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i. At lower capillary number (Ca = 0.007 and Ca = 0.015), dripping phenomena 
are observed in all non-wetting scenarios ranging from lower to super-
hydrophobic condition. In this dripping regimen, the droplet interface changes 
from concave or almost planner meniscus to convex meniscus with shifting of 
lower to higher non-wetting substrate scenario. 

ii. At higher capillary number (Ca = 0.05), dripping phenomena are observed 
for lower hydrophobic surface, i.e., θ = 105◦ and θ = 120◦, whereas jetting 
phenomena with longer downstream length are observed only for the higher 
non-wetting surface (i.e., θ = 150◦). This longer and more stable downstream 
length before pinch-off is caused by the substrate’s weak solid-fluid attraction 
at super-hydrophobicity (i.e., θ = 150◦). 

iii. As a whole, the pinch-off time regarding droplet formation decreases higher 
non-wetting scenario for all capillary number. It is evident that though droplet 
detachment process is same for both junction angles, the less resistance of junc-
tion angle of α = 60◦ causes faster necking and subsequently, faster pinching-off 
form droplet from the dispersed column. Consequently, lower pinch-off time is 
observed for junction angle of α = 60◦ compared to α = 90◦. 

iv. The pressure variation along centerline of the flow-focusing device is highly 
dependent on the presence of droplet numbers at a time. The higher the number 
of droplets the higher the pressure fluctuations. As a result, jetting regime due 
to super-hydrophobicity at Ca = 0.05 shows higher fluctuations in pressure for 
both types of flow-focusing devices compared to dripping regime. 
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Impact of Secondary Channel Combined 
with Different Shaped Cavities and Ribs 
on Double Layer Microchannel Heat Sink 

Dipak Debbarma, Krishna Murari Pandey, and Abhishek Paul 

Abstract Double layer microchannel heat sink is the convenient heat sink in respect 
of its low temperature gradient causing lesser thermal stress and other benefits. 
Advantage of secondary sub-channel observed in single layered sink is the motivation 
for the present study. Double layer microsinks with secondary sub-channel, different 
shaped cavities and ribs in their flow channels are investigated. The parameters such 
as wall or fluid temperatures, Nusselt number ratio (Nu/Nuo) and thermal perfor-
mance factor (η) have been numerically evaluated. All cases of such microchannel 
design investigated in this study are observed beneficial except the case having 
vertical secondary sub-channel without rib. Horizontal secondary sub-channel along 
with cavities and ribs brings proper fluid mixing into the channel so that better 
temperature uniformity is obtained in the substrate and fluid layers as well. The 
average 24% reduction in ΔT b would help such heat sinks to recover from the 
thermal stresses. Although higher Re suggests higher heat transfer coefficient (h) 
and larger Nu, medium range of Re leads to optimum pumping power and η. It has  
been realized that the model having secondary sub-channel along with triangular 
cavity and diamond-shaped rib offers higher heat transfer coefficient, maximum Nu 
and the best overall performance among the cases studied. This heat sink exhibits 
optimum Nu/Nuo of 1.43 at Re = 346 and η of 1.26 at Re = 593, respectively. 

Keywords Double layered microchannel heat sink · Secondary sub-channel ·
Maximum bottom wall temperature difference · Nusselt number ratio · Thermal 
performance factor 

1 Introduction 

The heat flux generated in the circuits of micro-electro-mechanical system in today’s 
technology is simultaneously increasing with the trend of modern evolution. After 
the introduction of concept of microchannel heat sink by Tuckerman and Pease [1] in
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1981, researchers were attracted by the concept. Thus, the researchers started more 
investigations in this domain due to the advantages of microchannel. Karayiannis 
and Mahmoud [2] indicated heat flux of high intensity in the future computers. 
Such prediction drew attention of several investigators which led to identification of 
innovative and improved techniques. 

Employing cavities and ribs into flow channel are some of the potential concepts. 
Xia et al. [3, 4] applied cavity of different shapes in single layered microchannel and 
observed superiority in the performance parameters. The researchers through their 
works [5–9] have articulated that microchannel with combination of cavities and ribs 
creates chaotic advection and flow mixing into the channel. Employment of dimple 
and protrusions also helps to enhance performance. Wei et al. [10] performed study 
of microchannel with the row of dimples at its bottom surface with air as coolant. 
Lan et al. [11], Li et al. [12, 13] investigated the influences of dimple as well as 
the protrusions on performance. The secondary flow through adding secondary sub-
channel in single layered microchannel has received wide attention recently. The 
prospect of secondary flow through secondary small channel was well demonstrated 
by Steinke and Kandlikar [14]. The single layer microchannel sink with oblique 
sub-channels was proposed by Ghani et al. [15]. More elaborate investigations were 
carried out by Japar et al. [16] for the models with rectangular rib, triangular cavity 
and combination of rectangular rib, triangular cavity and secondary channel. Vafai 
and Zhu [17], in 1997, unveiled the concept of double layer microchannel heat sink 
and suggested more reliability in it. Vafai and khaled [18], Chong et al. [19], Xie 
et al. [20, 21] had reported the significant better performances in double layer sink. In 
similar investigation, Xie et al. [22] studied the influence of counter and parallel flow 
for wavy channel. Shen et al. [23, 24] took novel structures having staggered flow 
alternation. Performance variation with different width ratio, aspect ratio and flow 
rate was studied by Wu et al. [25] and  Wei et al.  [26]. Levac et al. [27] highlighted 
benefits of double layered sink. 

Exploration of secondary channel, cavities and ribs on double layer microchannel 
heat sink (DL-MCHS) is the main objective of the present study. Use of secondary 
channel, cavities and ribs are found to be beneficial in single layer microchannel 
heat sink (SL-MCHS). But their influence on performances in the DL-MCHS is not 
studied by the researchers as per the knowledge of present authors. Therefore, this 
work has been taken up in regard to enhancement of DL-MCHS. The performance 
parameters for different shaped cavities combined with ribs and secondary channel 
are investigated in present study.
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2 Design and Model Description 

2.1 Heat Sink 

Double layer microchannel heat sinks (DL-MCHS) of total width, W = 10 mm 
and total length, L = 10 mm are considered in present study. Figure 1 depicts 
schematic diagram of a double layer microchannel heat sink (DL-MCHS). The heat 
sinks bear channel height (Hc) of 400 µm, width (W c) of 100  µm and base height 
(Hb) of 150  µm. Total five cases of DL-MCHS as shown in Table 1 are investi-
gated in the study. Water as coolant is flown through the silicon channel substrate. 
Counter flow is arranged for the study. The thickness of wall between bottom and top 
channel (tm) is 50  µm, kept unchanged for all cases. Channel wall thickness (Ww) of  
200 µm and channel total length (L) of 10 mm are also constant for all cases. Same 
channel height (Hc) is considered for both bottom and top layers in all cases. Case 
0 is the microchannel heat sinks with smooth channel. The secondary sub-channels 
are introduced in Case 1, Case 2, Case 3 and Case 4. Circular cavity and vertical 
secondary channel, rectangular cavity and rectangular rib with secondary channel, 
triangular cavity and diamond-shaped rib with secondary channel and circular cavity 
and circular rib with secondary channel are the parts of flow channels of Case 1, 
Case 2, Case 3 and Case 4, respectively, as shown in Fig. 2. 

Figure 3 portrays 2D views of single computational domain of Case 0 and Case 
4. Table 1 depicts dimensions of channel parameters. Table 2 shows dimensions of 
cavity and rib parameters. Cavity width (C1), cavity depth (C2) and rib width (W r)

Fig. 1 Schematic of double layer microchannel heat sink (DL-MCHS) 

Table 1 Dimensions of 
channel parameters 

Sl. No. Channel parameters 

1 W c 100 µm 

2 Ww 200 µm 

3 L 10 mm
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Fig. 2 Descriptions of heat sink channels

Fig. 3 a 2D view of single 
computational domain of 
Case 0 and b 2D view of 
single computational domain 
of Case 4

are considered identical for all cases. The secondary channel possesses its width (S) 
as 50 µm. 

2.2 Computational Model 

A single computational domain as shown in Fig. 4 represents conjugate unit of 
symmetrical geometry of the heat sink. This single domain has channel height Hc,
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Table 2 Dimensions of 
cavity and rib parameters 

Sl. No. Cavity and rib parameters 

1 C1 300 µm 

2 C2 125 µm 

3 W r 50 µm 

4 S 50 µm

Fig. 4 Schematic of 
computational model of 
DL-MCHS 

substrate wall thickness Ww and base height Hb. Half of channel width, W c/2, is 
selected as the domain channel width. The tm denotes thin solid layer between two 
fluid channel layers. 

2.3 Mathematical Equation and Computation 

The coolant fluid flow in the microchannel heat sink is generally assumed as 
incompressible, laminar and steady in order to make the problem formulation 
simplified. 

The general forms of continuity equation, momentum equation and energy equa-
tions are the governing equation for the present problem. At inlet of lower layer (x 
= 0): u = uin, v = 0, ω = 0 and T in = 293 K; at upper layer (x = 0 for parallel 
flow, x = L for counter flow): u = uin (parallel), u = −uin (counter), v = 0, ω = 0 
and T in = 293 K. The SIMPLEC method is adopted for numerical solution in Fluent 
solver. Fluid viscosity is taken as piecewise-linearly variable with temperature. The 
inlet fluid velocity (uin) is ranged from 0.5 m/s to 4 m/s, and uniform heat flux (q) 
applied at bottom surface is 106 W/m2. 

Followings are some other associated equations and performance parameters for 
microchannel domain: 

The Reynolds number (Re) and hydraulic diameter (Dh) are  given as
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Re = ρuDh/μ (1) 

Dh = (2HcWc )/(Hc + Wc) (2) 

where ρ, u, μ, Hc and W c are fluid density, flow velocity, fluid viscosity, channel 
height and channel width, respectively. 

Fanning’s friction factor (f ), Nusselt number (Nu) and heat transfer coefficient 
(h) are computed as 

f = (ΔpDh)/
(
2ρu2 L

)
(3) 

Nu = hDh/k (4) 

h = Qb,total/
[
Acon

(
Tb,av − Tav

)]
(5) 

where Δp, L and k are representing pressure drop, channel length and thermal 
conductivity of fluid. Qb,total, Acon, Tb,av, Tav stand for total heat applied at bottom 
wall, convection heat removal area, average temperature of bottom wall and average 
fluid temperature of channel. 

The thermal performance factor or heat transfer enhancement factor (η) is defined 
as 

η = Nu/Nuo/( f/ fo)(1/3) (6) 

where Nu0 and f0 stand for Nusselt number and friction factor of the base 
microchannel, respectively. 

Thermal resistance (R) is expressed as  

R = ΔTb/Qb,total (7)

ΔTb = Tb,max − Tb,min (8)

ΔTb, Tb,max, Tb,min, are maximum bottom wall temperature difference, maximum 
bottom wall temperature and minimum bottom wall temperature, respectively. 

2.4 Validation and Grid Independence Check 

The present study is compared with experiential results of Wei et al. [26] to verify the 
reliability of the computational work. For same dimensional geometry and uniform 
heat flux, the verification is carried out. The comparison is represented in Fig. 5,
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Fig. 5 Comparison of present study with experiential results of Wei et al. [26] 

where 3.80% is observed as the maximum variation in thermal resistance justifying 
the agreement of present work with experiential results. 

The computational domain including fluid region has been discretized into hexa-
hedral elements. Independence of grid is checked to confirm the accuracy of numer-
ical solution. As such, three different meshed models of Case 1 comprising Mesh (a) 
249,250, Mesh (b) 414,270 and Mesh (c) 801,356 elements give negligible differ-
ences in thermal resistance and bottom wall temperature readings. Likewise, Mesh 
(a) and Mesh (b) show the deviation of only 0.81% and 0.64%, respectively, from 
Mesh (c) in terms of thermal resistance. Therefore, similar mesh of Mesh (b) is 
utilized for all other cases. 

3 Results and Discussion 

The influences of secondary channel and different shaped cavities and ribs in double 
layer microchannel heat sinks have been estimated in the numerical method. The 
thermal characteristics along with the hydraulic characteristics of five cases are 
assessed. Improved results are obtained by virtue of embodiment of these types of 
secondary channel, cavities and ribs inside the channel. The calculation of ratios 
of Nusselt number and friction factor and finally determination of heat transfer 
enhancement factor in the study deliberately helped to come out with several 
perceptions. 

Figure 6 describes temperature distributions for bottom channel of Case 1, Case 
2, Case 3 and Case 4 at middle of bottom layer at sectional plane p–p. It helps to
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Fig. 6 a 2D view of computational domain in z–y axis with the sectional plane p–p at middle of 
bottom layer and b temperature distributions for bottom channel of Case 1, Case 2, Case 3 and Case 
4 at the sectional plane p–p at middle of bottom layer at uin = 2 m/s  

know the property changes in the selected channel local domain. The y–x plane of 
conjugate domain at middle of bottom layer states how temperature is varying for 
all cases. The contours of Case 1 and Case 2 have clear differences from Case 3 and 
Case 4. It shows that substrates of Case 3 and Case 4 are cooled down in better way 
than Case 1 and Case 2. At this section of heat sinks, better temperature uniformity 
between substrate and liquid is observed in Case 3 and Case 4 than Case 1 and Case 
2. 

In the analysis of f and f /f o data, it has been observed that friction loss occurs 
as per the expectation. It hikes as the Reynolds number increases. As observed in 
Fig. 7a, the higher inlet velocities or larger Re brings more friction causing bigger 
f and f /f o. Introduction of ribs is always associated with larger friction, and thus, it 
causes more pumping power. This is how the Case 1 in absence of rib absorbs less 
pumping power.

In the study of Nu/Nuo and η, interesting results are found. The dimensional 
number Re = 346 leads to the best η of 1.26 in Case 3. Simulation at slightly below 
Re = 400 is predicted as the optimum Re for the best η for all cases. The range of 
Re from 400 to 700 is subject to higher friction and more pressure drop which in 
turn causes reduction in heat transfer enhancement factor. As shown in Figs. 7b and 
8, Case 1 deteriorates both Nu/Nuo and η due to lesser Nu. The reason is vertical 
secondary sub-channel which does not contribute in transferring heat.
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Fig. 7 Comparison of 
performance parameters 
for Case 1, Case 2, Case 3 
and Case 4: a variation of 
f /f o with Re and b variation 
of Nu/Nuo with Re
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Fig. 8 Variation of thermal performance factor η with Re for Case 1, Case 2, Case 3 and Case 4 

4 Conclusion 

Investigation using numerical method is carried out on double layer microchannel 
heat sink to explore the influences of secondary channel, cavities and ribs. Hence, the 
variation in flow and thermal characteristics for different shaped cavities combined 
with ribs and secondary channel are assessed in present study. Improved results are 
obtained by virtue of embodiment of these types of secondary channel, cavities and 
ribs inside the channel. Followings are the findings observed in the study. In the study 
of Nu/Nuo and η, interesting results are found. Both Nu/Nuo and η increase with the 
increase of Re, but the larger Re after certain value does not provide better output. 
There is an optimum limit of Re which shows the best results. Hence, whereas Re 
= 593 gives the highest Nu/Nuo, Re  = 346 leads to the best η of 1.26 in Case 3. 
Simulation at slightly below Re = 400 is predicted as the optimum Re for the best η 
for all cases. The range of Re from 400 to 700 is subject to higher friction and more 
pressure drop which in turn causes reduction in heat transfer enhancement factor. 
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Influence of Geometric Configuration 
on the Flow and Heat Transfer 
Characteristics of an Open Microchannel 
Thermal Sinks 

Mohammed Anees Sheik, Abhishek Dasore , Bukke Kiran Naik , 
and Vinit Malik 

Abstract Numerical analysis has been carried out to assess the effects of geomet-
rical configuration on fluid flow and heat transfer properties of open microchannel 
thermal sinks. Varying the fin heights induces an open configuration of microchannel 
with an open space between the fin top and top wall of the thermal sink. Numerical 
investigation has been conducted among seven various thermal sinks by considering 
circular geometric configuration fins and by changing fin heights ranging between 0.5 
and 2.0 mm. Conventional configuration, viz., closed microchannel thermal sink with 
fin height 2.0 mm is also considered in present work to compare with open heat sink 
performances. Finite volume method (FVM) technique is adopted in the present work 
to solve governing equations and 3D steady-state conjugate heat transfer problem. 
Water with Re < 1000 is considered to flow through these microchannels. Uniform 
heat flux of 75 kW/m2 is maintained in these microchannels. Overall thermal perfor-
mance is compared and presented to choose the best configuration of the heat sink 
in the prevailing range of operating conditions. The results indicated that increasing 
pin fin height in thermal sink enhances the heat transfer rate up to 1.75 mm and 
beyond that heat dissipation capacity of thermal sink drops. Further, thermal sinks 
of shorter fins (0.5–1.0 mm) depicted lower thermal performance and pressure drops 
in comparison with thermal sink having fin height 1.75 and 2.0 mm. The attained 
results are found to be in good accordance with the experimental data from literature. 
From the present work, it is inferred that availability of open space and net convective 
surface area favors better flow behavior which in turn facilitates better heat transfer 
characteristics of thermal sinks.

M. A. Sheik · A. Dasore 
Department of Mechanical Engineering, RGM College of Engineering and Technology, Nandyal, 
Andhra Pradesh 518501, India 

B. K. Naik (B) 
Department of Mechanical Engineering, National Institute of Technology Rourkela, 
Odisha 769008, India 
e-mail: k.bukke@gmail.com 

V. Malik 
Sustainable Thermal Energy Systems Laboratory (STESL), Department of Mechanical 
Engineering, National Institute of Technology Rourkela, Odisha 769008, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
V. K. Singh et al. (eds.), Advances in Thermal Sciences, Lecture Notes 
in Mechanical Engineering, https://doi.org/10.1007/978-981-19-6470-1_3 

27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6470-1_3\&domain=pdf
http://orcid.org/0000-0002-6355-0304
http://orcid.org/0000-0001-9896-1990
mailto:k.bukke@gmail.com
https://doi.org/10.1007/978-981-19-6470-1_3


28 M. A. Sheik et al.

Keywords Open microchannel thermal sinks · Pressure drop · Temperature ·
Nusselt number · Heat transfer coefficient 

1 Introduction 

Technical equipment such as electronic chips and microelectromechanical systems 
require excellent thermal management in order to operate in a steady and sustained 
manner. The compact and slim architecture of such equipment has often intrigued 
consumers, who need to be miniaturized. The combination of large size reductions 
and higher transistor density results in considerable increases in heat production per 
unit volume. It is almost probable that it will reach over 1000 W/cm2 in future [1]. 
The dissipation of a great quantity of heat from a confined space has to be arranged 
more effectively, given the restricted capacity of traditional cooling system that use 
natural and artificial air (by fans and fins) [2]. 

The researchers have been particularly interested in microchannel heat 
sinks, which incorporate a variety of novel heat dissipation strategies such as 
microchannel cooling, spray cooling, thermoelectric cooling, jet impingement 
cooling, microchannel, and carbon nanotube cooling [3]. As a consequence, the 
volume to surface ratio is increased [4], as is the simplicity of application, which 
is an inherent feature. One of the recent developments [5] is the construction of 
an inlet/outlet plenum that makes it possible to consistently distribute the cooling 
mechanism through each channel, reducing the microchannel fluid flow imbalance. 
Inadequate intake/outlet plenum configuration results in an unpredictable tempera-
tures distribution in the thermal sink that can result in a non-uniform coolant flow 
during the transition flow [6]. 

In order to enhance heat transmission via the heat exchanger, researchers first 
modified the geometry of the channel to allow for more heat dissipation and then 
improved the properties of coolants to allow for increased heat transfer. Various fluid 
forms coolant including water, phase-changing material, nanofluid, etc., have been 
tested for cooling. There is no surprise, however, that water is used most often as 
coolant, and these days nanofluids are also particularly important because it is rich in 
nanoparticles that are known as high-heat carriers [7]. However, nanofluid has some 
disadvantages including sedimentation, higher pressures drop, and corrosion of the 
pipe wall due to particulate suspension [8]. These problems and the use of nanofluid 
in microchannels are being solved with considerable efforts. It should be noted that 
it is still ideal and always has a good reach to provide an appropriate coolant with 
good heat transfer capability. 

Siu-Ho et al. [9] investigated at stagnant rectangular pin fins in the thermal sink and 
discovered that the efficiency of heat transfer is highest near the inlet and decreases 
as the flow direction changes. 

Yadav et al. [10] with three separate configurations partly located the cylinder 
micro fines in a rectangular microchannel. The up straight microchannel performed 
more effectively on low Reynolds number (Re), while the high Re finned
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microchannel performs more effectively. The surface roughness and pin fin’s relative 
importance are evaluated by Khalili Sadaghiani et al. [11]. The effect of pin fin forms 
decreases with an increasing ruggedness of the surface. The experimental work was 
conducted on the staggered micro-squared pin fine heat sink by Liu et al. [12]. They 
found that both pressures drop and average Nu rise with the increase in Reynold 
numbers. Zhao et al. [13] discovered two criteria for increasing the efficiency of 
pin fins: the permeability of the pin fins and the inclination at which the pin fins 
are rotated. The finding was that porosity should be 0.75 for improved results and a 
rotating angle of 30°. 

Kadam et al. [14] showed the open microchannel heat sink’s potential in compar-
ison with the closed design. It is worth noting that the open microchannel has, 
however, shown that there are very small works done in single phase coolant flow and 
boiling flow. In addition, it has rarely been researched on an open microchannel with 
pin fin setup. Bhandari et al. [15] investigated the heat transfer and fluid flow prop-
erties of open microchannel heat sinks with square pin fins numerically. Researcher 
evaluated seven different heat sinks with fin heights ranging from 0.5 to 2.0 mm. 
The results show that increasing the fin height increases heat transfer rate, but only 
up to 1.5 mm fin height. The heat sink’s heat dissipation capability decreases at 1.75 
and 2.0 mm of fin height, and it is found that heat sink with 1.5 mm fin height has 
superior thermal performance factor. 

The objective of the present work is to consider the heat transfer capacity of 
the open microchannel heat sinks and to equate them with the effects of the closed 
microchannel. In addition, a full comparative study of circular micro fin with varying 
the fins height from open to closed microchannel is performed. Seven individual 
thermal sinks were investigated with 2, 1.75, 1.5, 1.25, 1.0, 0.75, and 0.5 mm. The 
2 mm thermal heat sink is a standard design totally closed without an opening. A 
comparison was made between the results of the open and closed microchannel 
heat sinks of circular pin fins in order to determine their relative thermal efficiency. 
Therefore, a total of 7 geometries were thoroughly studied. In this numerical inves-
tigation, the optimal design value that provides the best heat transfer and fluid flow 
characteristics is predicted. 

2 Geometrical Modeling 

2.1 Physical Model and Computational Domain 

Figure 1. illustrates the proposed open microchannel with circular shape fin heat sink. 
It shows clearly the aspect that an open heat sink has developed in relation to channel 
height as a result of a shorter fine height. As a result, an open space exists among the 
fin’s top surface and the heat sink’s surface. It is widely recognized that the lower the 
fin’s height, the more open space is accessible, and vice versa. Coolant flow occurs 
through the channel and open space in this arrangement. In this arrangement, fins
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are entirely immersed in coolant, which often has heated transfer on the top surface 
of the fins also. This flow is different from the fully closed microchannel, which 
regulates fluid to flow only along the channel paths. 

The current study analyzes the 3D geometry of the heat sinks numerically. The 
computational domain’s dimension is L × W × H = 27 mm × 10 mm × 3 mm  
[15] as shown in Fig. 2. It comprises a set of circular pin fin setup of varying height. 
As indicated in the figure, 4 rows of fins with 12 fins in per row are used in the 
arrangement. Therefore, a total of 48 fins of the same size with a base of circular 
fin setup of 1 mm in diameter are mounted 1 mm away on both sides. As already 
mentioned, pin fin height was varied to locate the optimal setup for the microchannel 
heat sink. 

ANSYS Fluent V19.0 commercial code generation software is used to create 
geometry and simulations for the fluent module. Copper material used as the heat 
sink and liquid water was utilized as a coolant during analysis. The combined heat 
transfer solution is then used to resolve the problem. In this work, the following 
assumptions have been taken into account in steady-state analyzes. The fluid used 
is Newtonian and incompressible, flow is laminar and steady, and walls of the heat 
sink hold the adiabatic condition and no-slip at wall surface.

Fig. 1 3D geometry of circular pin fin heat sink 

Fig. 2 Detailed 2D sketch of circular pin fin a top view b side view 
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2.2 Governing Equations 

The assumptions listed above make it much easier to comprehend the straightforward 
fluid flow and heat transfer equations. The following are 

Continuity equation ∇ ·  V = 0 (1)  

Momentum equation ρw(V · ∇V ) = −∇  P + ∇  ·  (μw∇V ) (2) 

Energy equation ρwCp(V · ∇T ) = Kw∇2 T (3) 

In the above equations, V denotes the velocity, P denotes pressure, T denotes 
temperature, and Cp, ρw, μw, and Kw are specific heat, density, viscosity, and thermal 
conductivity of liquid water, respectively. 

2.3 Boundary Condition and Mesh Independence 

The uniform heat flow of 75 kW/m2 on the bottom surface of all thermal sinks was 
taken into account. Adiabatic conditions are taken into account while designing the 
outside walls of a heat sink. For the microchannel’s intake, a uniform velocity profile 
and constant coolant inlet temperature of 300 K are assumed. At the microchannel’s 
exit, a pressure boundary is utilized. Laminar flow simulations have been conducted 
due to the maximum value of Reynolds number (Re) being 800. ANSYS Fluent 
and a feasible finite volume program were used to perform the simulations. The 
momentum and energy equations are discrete in the 2nd order upwind scheme. To 
address the pressure velocity coupling, the SIMPLE algorithm has been implemented. 
Gauss Seidal iterative technique is utilized to resolve the resultant algebraic equa-
tions scheme. The entire computational domain has been discretized into hexahedral 
volume components using standardized grids. In Fig. 3, a heat sink with a final 
meshing of 0.075 mm is shown. 

The detailed mesh representations of the fluid region and solid surface suggest 
that a well-organized mesh was utilized for simulation. The grid independence test

Fig. 3 Heat sink meshing for 1.0 mm of fin height 
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Table 1 Mesh size that was 
utilized in the grid 
independence test is 
presented below 

Element size in mm Number of elements 

1 17,972 

2 37,194 

0.5 53,457 

0.25 139,573 

0.1 457,584 

0.075 1,049,472 

0.05 2,592,000 

0.025 4,563,754 

Fig. 4 Pressure drop 
variation with element size 
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was used to identify the optimal mesh environment. Table 1 contains comprehensive 
information on meshing the whole computer domain, for both solid and fluid regimes. 
In addition, Fig. 4 describes the variations in pressure values with reduction element 
sizes for fin height of 1.0 mm, Re of 200, and heat flux of 75 kW/m2. The consequence 
variation is extremely nominal for the last three sets of grids. In addition to the 
0.075 mm grid scale, the pressure variation is just 1–2%. For all the setups of the 
microchannel heat sink, the 0.075 mm grid size was chosen. 

2.4 Data Reduction 

A uniform velocity was given at the entrance to the inlet. Reynolds number (Re) at 
inlet measured with Eq. 4, depending on the coolant’s entrance velocity and physical 
properties. 

Re = 
ρumax Dh 

μ 
(4)
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where Dh is the hydraulic inlet plenum diameter measured with the following term 

Dh = 
4As 

P 
(5) 

where As and P denote the intake plenum’s cross-sectional area and perimeter, respec-
tively. In this study, Dh is kept constant at 3.27 mm for all heat sink configurations. 
The following expression is used to calculate avg. heat transfer co-efficient. 

h = Q 

Tw − Tvol 
(6) 

where Q, Tw, and Tvol are effective heat flux, solid–liquid avg contact surface temper-
ature of fluid, and fluid avg. volume temperature, respectively. The effective heat flow 
is computed using the equations below. 

Q = q. 
A 

Aw 
(7) 

where q, A, and Aw denote the total heat flux provided, the heat sink’s bottom wall 
surface area, and the solid–liquid interface region area, respectively. Avg. Nusselt 
number (Nu) is calculated by following Eq. 8. 

Nu = 
hDh 

kw 
(8) 

2.5 Model Validation 

The current numerical model was validated using Yu et al. [16] and Shah et al. [17] 
Nu correlations. This correlation is intended to be used on a flat surface. Thus, a 
heat sink’s extra flat surface shape was simulated, i.e., without a fin to keep other 
parameters within the correlations’ operating limits. The average value of the Nusselt 
number was calculated, taking the whole flow domain into account based on the 
correlations (including developing and developed flow). 

NuYu et al. = 2.1219 Re0.3204 (9) 

NuShah et al. = 2.2348 Re0.3333 (10) 

Figure 5 shows a relationship between the average Nu and the different Reynold 
numbers and at heat flux values of 75 kW/m2. The above-mentioned parallels with
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Fig. 5 Average Nu for plane 
microchannel 
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Eq. 10 in particular were seen as a good agreement. But this model predicts that the 
Nu value would be approximately 17–20% in line with the Shah et al. [17]. 

3 Results and Discussion 

The study has been proposed with two different fin configuration circular pin fins 
with varying operational parameters such as Reynolds number. It has dealt with 4 
values of Re, i.e., 200, 400, 600, and 800. Four separate setups for the heat sink 
comprising seven fine height configurations such as 0.5, 0.75, 1.0, 1.25, 1.5, 1.75, 
and 2.0 mm have been deliberated. The operational factors examined are based on 
a commonly used selection in the literature and therefore satisfy current heat sink 
microchannel criteria [5, 16]. 

3.1 Heat Transfer Performance 

To determine the heat transfer performance of different designs of circular fin 
microchannel heat sinks, Fig. 6 plots the average Nu against Re for a 75 kW/m2 

heat flux. Two significant observations have been made about this figure. To begin, a 
rise in Re leads in an increase in the average Nusselt number. It is worth noting that 
the heat sink’s coolant flow is disrupted by the fins. Additionally, when Re decreases, 
the wake created by the trailing edge of the fins accelerates coolant flow via inter-
connecting channels, resulting in substantial coolant mixing inside the heat sink and 
perhaps an early transition to turbulent flow at lower Re. The widespread occurrence 
of this kind of coolant flow behavior in heat sinks argues for increasing the average 
Nusselt number with Re. This is self-evident, since the coolant flow rate increases 
proportionally as Re increases; the coolant transmits more heat.
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Fig. 6 Average variation of 
Nu with Re for various pin 
fin heights 
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Close examination shows that the slope of the curves increases as the fin height 
increases. This tendency is maintained, however, only up to the fin height of 1.25 mm. 
The increased slope of the curves shows that longer fins can dissipate more heat at 
higher Re. It is worth noting that heat sinks with fin heights of 1.5 mm and 1.75 mm 
exhibit exaggerated performance across all Re, whereas heat sinks with 2.0 mm 
exhibit a significant increase in Nu at Re numbers of 800, indicating some remarkable 
influence of coolant flow behavior that undoubtedly facilitates favorable heat transfer 
conditions. However, at 200, 400, and 600 Re, heat transmission increases steadily. 
Nu reaches a maximum value of 44.7 for heat sinks of 1.75 mm and 2.0 mm at Re 
800, but drops to 20, 12, and 8% for fully closed heat sinks of 2.0 mm at Re 600, 
400, and 200. 

3.2 Overall Pressure Drops 

Pressure drop measurements are important for determining the amount of energy 
required to pump coolant through the microchannel heat sink. Additionally, the 
thermal performance of the heat sink must be forecasted. The graphic depicts the 
pressure decrease over the different heat sinks. The pressure drop is the change in 
pressures at the input and output. It is identified that the pressure differential rises as 
the Re rises, as does the fin height. The reason for the increased pressure loss is due 
to the increased blockage to the coolant flow produced by the increased fin height. It 
is observed that the 1.75 and 2.0 mm of heat sink are having similar flow behavior up 
to 400 Re; further for 600 and 800 Re, there is gradually rise in pressure drop such 
as 7% and 13% respectively, as shown in Fig. 7. Open microchannel 1.75 mm fin 
height is having higher pressure drop when compared to closed microchannel heat 
sink of 2.0 mm fin height.

Figure 8 illustrates the pressure drop pattern in the microchannel heat sink using 
pressure contours. The contours are presented for three fin heights of 1.0, 1.5, and
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Fig. 7 Average variation of pressure drop with Re for various pin fin heights

2.0 mm at a Re 600 and a heat flux of 75 kW/m2. All graphs are in the ZX plane 
at a distance of 2 mm in the Y direction, with coolant flowing left to right and blue 
to red color indicating low to high pressure. Pressure drops may be seen throughout 
the flow path. From the contours, it is noted that there is rise in pressure drop with 
increase in fin height. 

Fig. 8 Pressure contours at Y = 2 mm at 1, 1.5, and 2.0 mm fin heights



Influence of Geometric Configuration on the Flow and Heat … 37

Fig. 9 Velocity contours at mid of plane in X-direction at 1, 1.5, and 2.0 mm fin heights 

3.3 Fluid Flow Characteristics 

Fluid flow characteristics are mainly necessary to identify the coolant flow route, 
its flow pattern, and its interaction throughout the fine, primary, and secondary flow 
path. Figure 9 shows the velocity contour at the mid of x direction in ZY plane for 
fin height of 1.0, 1.5, and 2.0 mm at 600 Re and 75 kW/m2 heat flux. As can be 
observed, coolant enters the heat sink at a uniform velocity. As that when coolant 
enters passage between two successive fins (secondary passage), a considerable rise 
in velocity of coolant is found with increase in fin height. 

As the velocity increases, wakes or recirculating vortices develop at the trailing 
edge of the fins, as shown in Fig. 10. The fins serve as barriers to the coolant flow, 
causing the vortices to evolve on the trailing edge. When the coolant travels via the 
secondary path, it is trapped and recirculates near the edge of the fine. It has been 
observed that increasing the height of the fins slows the flow of coolant through the 
channel and reduces the amount of free space available in the channel.

3.4 Temperature Contour 

To determine the heat transfer properties of a heat sink, the temperature distribution 
across the base is needed. Figure 11 illustrates the average temperature variation along 
the bottom wall of a microchannel heat sink. It is self-evident that raising the Re leads 
in increased coolant velocity and mass flow rate, resulting in increased heat transfer 
rate in the heat sink. It is found that 1.75 mm of fin height heat sink is having higher 
contact surface area of 652.6 mm2 and leads to higher heat transfer rate capacity 
comparative to the other open and closed microchannel heat sinks. Moreover, heat
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Fig. 10 Velocity contours at Y = 2 mm at 1, 1.5, and 2.0 mm fin heights

Fig. 11 Average variation of 
bottom wall temperature of 
heat sink (T cw) with Re  
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sink with 0.5 mm of fin height is having high-bottom wall temperature irrespective 
of Re. 

3.5 Thermal Performance Factor 

Thermal performance factor (TPF) is a parameter used to determine the effectiveness 
of the microchannel heat sink. The thermal performance factor (TPF) is the ratio of 
increased heat transfer to pressure decrease. Equation 11 provides the expression for 
TPF, which was utilized in an empirical research by Zhao et al. [13] for the purpose 
of evaluating the aggregate performance of all instances, the TPF is determined.
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Fig. 12 Average variation of 
Re with TPF 
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(11) 

where ΔP,ΔPi , and Nup represent the pressure drop over the plain heat sink and 
Nusselt number in the microchannel. Figure 12 illustrates the thermal performance 
factor changes with Reynolds number for all microchannel heat sink configurations. 

It is noted that the 1.75 mm of heat sink is having higher TPF at 200 Re and is 
dropped at 400 Re, and it is seen that there is increase in TPF with increase in Re. 
For the 2.0 mm of heat sink, it is found that there is drastically increase in TPF for 
800 Re. When it comes to average, TPF for all the Re 1.5 mm of heat sink is better 
when compared to other heat sinks. 

4 Conclusions 

A comparative analysis of open and closed microchannel heat sink is performed, to 
determine the optimal design value that provides the best heat transfer and fluid flow 
characteristics. Seven circular shape heat sinks of varying heights were studied. The 
2 mm thermal heat sink is a closed microchannel heat sink, and some of the findings 
are given below. 

1. Nu reaches a maximum value of 44.7 for heat sinks of 1.75 and 2.0 mm at 800 
Re but drops by 20, 12, and 8% for closed heat sinks 2.0 mm at 600, 400, and 
200 Re. Longer fins can dissipate more heat at higher Re. 

2. The pressure drop grows with Re, as does the fin height increases. Up to 400 
Re, the 1.75 and 2.0 mm heat sinks pressure drop is similar, but at 600 and 800 
Re, the pressure drops increased by 7 and 13% when compared with closed heat 
sink. 

3. It is found that 1.75 mm heat sink is higher heat transfer rate capacity comparative 
to the other open and closed microchannel heat sinks. Moreover, heat sink with 
0.5 mm of fin height is having high-bottom wall temperature irrespective of Re.
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4. The average TPF for all the Re, 1.5 mm of heat sink is better when compared to 
other heat sinks. 
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Transient Heat Transfer Analysis 
on Coaxial Surface Junction 
Thermocouples of Types K, E, and J 

Chaganti Apoorva Priya and Ravi K. Peetala 

Abstract Heat transfer is paramount in the design of hypersonic vehicles. For a 
vehicle at hypersonic flight, it is arduous to precisely estimate the surface convective 
heat flux. A need has emerged, for fast responses in the measurement of transient 
temperature data, in such hostile hypersonic conditions, thus paving way for the 
development of thermal sensors like thin film temperature detectors and coaxial 
surface junction thermocouples, for various aerospace applications. Owing to the 
presence of high temperatures, the surface heat flux and temperatures cannot directly 
be measured at the surface. Inverse analysis is used to detect the heat flux, from the 
temperature measurements given by the sensors, placed beneath the surface. In this 
study, the transient temperature data is acquired from the models of coaxial surface 
junction thermocouples, of types K, E, and J, from thermal simulation. This data is 
suitably discretized and is subsequently used in recovering the convective heat flux. 
Validation of the numerical models of the thermocouples, is done using analytical 
methods, by retracting the heat flux supplied during the simulation. The obtained heat 
flux histories from the analytical methods are observed to be in close approximation 
to the given input heat load of 1000 and 5000 W/m2. The transient temperature 
histories generated from the numerical simulation, are found to be in-line with the 
experimental outcomes. 

Keywords Hypersonic vehicles · Convective heat flux · Transient temperature 
data · Coaxial surface junction thermocouples 

1 Introduction 

Advancements in the aerospace applications, have caused studies on hypersonic 
flows to come into prominence. Hypersonic flow being high energy flow, with Mach 
numbers of about 5 or greater, establish significant high-temperature phenomena in
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the gas. The boundary layers possess high temperatures, due to the viscous dissi-
pation of the flow’s kinetic energy. The enormous temperatures excite vibrational 
energy internally within the molecules, causing dissociation and ionization of the 
gas. Aerothermodynamic heating, wherein the heat is transferred from the fluid flow 
to the surface of the vehicle, is crucial in hypersonic flow, as it is linearly depen-
dent on the kinetic energy of the vehicle [1], and generates requirement for usage of 
appropriate thermal protection systems. Hence it becomes necessary to ensure accu-
rate measurement of heat flux distribution over the vehicle’s surface, in a hypersonic 
flight. The estimation of surface heat flux is done by temperature measurement, in 
short test durations. The high total enthalpy of hypersonic freestream in the facilities 
makes it inevitable to have short test durations, for feasible thermal survival [2]. 

In this work, Coaxial Surface Junction Thermocouples (CSJTs), based on the 
Seebeck effect, have been studied. Coaxial Surface Junction Thermocouples feature 
a unique design, where one thermocouple element is swaged over the other, with a 
thin layer of electrical insulation in between, having a thickness of about 10 µm. 
The design of coaxial thermal gauge was first proposed by Bendersky, which was 
made up of a small wire, consisting one thermoelement, coated with a layer of 12 µm 
thick aluminium oxide insulation [3]. Due to the presence of smaller dimensions and 
tube thicknesses in the CSJT, ample precision is required in its fabrication. The steps 
involved in the fabrication process consist of preparation of the external and internal 
elements, and preparation of the sensing end of the assembly. 

The junction of the thermocouple is formed by plastic deformation when one ther-
mocouple element is abraded over the other, with an abrasive blade or a sandpaper. 
This allows the CSJT to be perfectly fit into any curved wall, with no gaps between 
the thermocouple and the wall surface, hence leaving the temperature measurement 
undisturbed. The micro-scratches generated in the junction formation, represent 
small amounts of active masses and form an active part of the junction, leading 
to short response times. The formation of the thermocouple junction in this way, 
makes the gauge very robust and suitable for the application in hostile hypervelocity 
conditions. 

Numerous research activities have been performed in the study of CSJTs over the 
last few decades. Charles et al. [4] developed a quick response high temperature and 
high pressure- resistant thermocouple. The thermocouple was made up of two thin 
wires, implanted in fused alumina. A thin film of molybdenum provided the electrical 
contact at the surface junction of the thermocouple. Mohammed et al. [5, 6] demon-
strated the design technique of K-type CSJT and associated fabrication difficulties. 
In addition, the microstructural analysis and the chemical characterization which 
included SEM and EDX analysis, were carried out. These were used to verify the 
surface morphology and to evaluate the material composition of CSJT, qualitatively. 
The EDX analysis showed that the entire surface of the CSJT, comprised alumel and 
chromel distributed throughout. The ability of developed sensor to measure the tran-
sient surface temperatures, was demonstrated using UNITEN’s shock-tube facility. 
The obtained results have shown a time response of the order of microseconds and 
confirmed the suitability for making the transient heat transfer measurement.
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The use of CSJTs in hypervelocity flows is apt, as it provides important advantages 
of rugged design, faster response time, higher calibration stability, and an ability to 
be contoured to model surface, in transient heat transfer measurements [5]. As the 
thermal inertia of the junction so formed is low, temperatures close to the surface of 
interest, could be gauged well [3]. 

In this work, numerical modelling and transient thermal analyses of CSJTs of types 
K, E and J are done, using ANSYS. The temperature-time history obtained from the 
analytical analysis, is discretized using the cubic-spline fitting with constant thermal 
properties, to obtain heat flux in order to validate the given input heat flux during 
simulation. Also, for the known wattage of an input heat flux, a study is done to 
compare the transient temperature histories obtained by numerical simulations of 
CSJT models with the ones resulting from the experiments [7]. 

2 Materials and Methods 

2.1 Theoretical Modelling of Coaxial Surface Junction 
Thermocouples 

The principle of application of coaxial surface thermocouple for heat flux rate estima-
tion, is temperature measurement of the surface of a body which could be considered 
as semi-infinite. A semi-infinite body is one which extends to infinity in all direc-
tions but one. It is characterized by a single identifiable surface. If sudden changes 
are imposed at this surface, one-dimensional, transient heat conduction would occur 
within the body. This semi-infinite consideration provides us with a useful idealiza-
tion for approximating the transient response of a thermocouple. CSJTs are usually 
formed from inner wire of negative elements with an outer annulus of the positive 
element, with both elements being electrically insulated by a layer of epoxy-resin 
along the length of the element. The artificially created micro-scratches, during the 
formation of surface junction, help in quickly responding, during short duration 
timescale of application [8]. 

The principle on which thermal sensors work, have been systematically studied 
by Schultz and Jones [9]. Firstly, transient temperature histories are measured by the 
sensors, and in turn, heat flux is estimated. Considering the model to be transferring 
heat in one-dimension and the heat flow to be unsteady, the system could be thought 
of as a semi-infinite solid. 

ρc 
∂ T 
∂t 

= 
∂ 
∂x

[
k 
∂T 

∂x

]
(1) 

In order to have uniform initial conditions, if a heat load of qs(t) is applied instantly, 
the CSJT would sense a transient temperature of T s(t). The thermocouple wires are 
10 mm long, the outer wire has a diameter 3.25 mm, and the sensing surface junction
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Fig. 1 Computational 
model of CSJT 

is 20 µm thick [10]. Initial condition for the simulation is: At t = 0 and 0 ≤ y ≤ 
10.02 mm; T (y, 0)  = 300 K; at the top wall, y = 0, t > 0,  q(0, t) = qs(t); at interface, y 
= 0.02 mm. t > 0,  T 1 = T 2 = T s(t); at the bottom wall; y = 10.02 mm, t > 0;  T (10.02, 
t) = 300 K. A computational model is shown in Fig. 1. Solving the above equations, 
whilst treating the thermal properties of the coaxial sensors as constant, Duhamel’s 
superposition integral is put to use, to calculate the heat flux, qs(t), passing through 
the surface [11]; 

qs(t) = β√
Π

t ∫
0 
1/

√
(t − τ )(dTs(τ )/dt)dτ (2) 

where β = √
ρck is the thermal product of the sensor. 

2.2 Numerical Simulation of the Coaxial Surface Junction 
Thermocouple 

Numerical analysis is done in ANSYS APDL (Transient Thermal) v 16.0, by the 
finite element simulation method, for a known wattage of input step heat loads. The 
schematic model of the CSJT is shown in Fig. 2. A transient thermal simulation is 
performed for a duration of 1 s with constant heat flux of 1000 W/m2, applied at 
the surface junction of the thermal probe. The side walls/surface were considered 
adiabatic, the bottom wall/surface was assumed isothermal with temperature equal to 
room temperature of 300 K. Subsequently heat load is increased to 5000 W/m2 and 
observed. A geometric arrangement of coaxial elements and the boundary conditions 
to which the thermocouple is subjected to, is shown in the figure.
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Fig. 2 Schematic of model 
of CSJT 

The properties of the thermocouple elements are tabulated in Table 1. The prop-
erties of the surface junction are considered to be average of those of the thermo-
couple elements (Table 2). The thermophysical properties selection of temperature 
sensor elements was taken from Caldwell [12]. As per the investigation performed 
by Caldwell [12], the approximate analysis of temperature sensors’ elements is as 
follows, 

(i) alumel constituents are: 94–96% Ni, 1–1.5% Si, 1.3–2.5% Al, 1.8–3.25% Mn, 
and iron and other constituents in smaller quantities;

Table 1 Properties of thermocouple elements [12] 

Material Density Specific heat Thermal conductivity 

Alumel 8600 523.336 27.463 

Chromel 8730 447.83 17.846 

Constantan 8900 390 19.5 

Iron 7870 450 80.4 

Epoxy 1150 1100 0.15 

Table 2 Properties of thermocouple sensors [12] 

Type Density Specific heat Thermal conductivity 

K (alumel-chromel) 8665 486 22.65 

E (chromel-constantan) 8815 419 18.67 

J (iron-constantan) 8385 420 49.75
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Fig. 3 Grid- independence test using fine, medium, and coarse grid 

(ii) chromel constituents are: 89–90% Ni, 9–9.5% Cr, up to 0.5% Si, 0.02–0.65% 
Fe, and 0.01–0.8% Mn; 

(iii) constantan constituents are: 55% Cu, 45% Ni 

A grid-independence test was performed for coarse, medium, and fine mesh 
structures, selecting a K-type CSJT and subjecting to a transient thermal load of 
1000 W/m2 for a duration of 1 s. It was observed that the choice of grid-size does 
not influence the final solution, for the simulations so performed (Fig. 3). 

3 Results and Discussion 

Thermal simulations are performed on the model of the coaxial thermocouples by 
imposing sudden changes at the surface junction, thereby one-dimensional, transient 
heat conduction would occur within the body, as per the semi-infinite slab assumption. 
This approximation is useful in short duration transient studies, during which, temper-
atures further below the surface junction are essentially uninfluenced by changes in 
the surface conditions. The numerical modelling of the three-dimensional sensor 
configurations by supplying instantaneous heat loads, is done to estimate the gauge 
dimensions, and directionality of heat flow. The thermal sensor must account for the 
rapidly varying flow environment and should have very fast response characteristics. 
As there are no direct means for estimation of surface heat flux, the measured tran-
sient temperature data is processed and heat flux based on one-dimensional transient 
heat conduction theory is recovered, using cubic-spline method. 

3.1 Transient Thermal Simulation 

A transient simulation has been performed for a duration of 1 s with constant input 
heat flux of 1000 W/m2, applied on the surface junction of the thermal probe, and
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the variation of temperature along the length of the thermocouple is depicted in the 
following figures. Figure 4 shows the transient temperature history for the thermo-
couples and an appreciable change in temperature is observed till a length of around 
6 mm, measuring from the surface junction, in the longitudinal direction, which is the 
thermal penetration depth of the sensor. Hence it can be shown that the heat transfer 
is one-dimensional, and can be asserted that the chosen length of the substrate does 
not violate the assumption of heat conduction for semi-infinite geometry.

Under the same initial and boundary conditions,with a heat supply of 1000 W/m2, 
the thermocouples are then studied to observe the variation along the radius of the 
surface junction (hot junction). It is noted from Fig. 5, that the lateral variation of 
temperature is observed to be negligible, owing to the fact that the assumption of 
adiabatic conditions along the walls, is considered. Thus, the substrate of the sensor 
does not undergo any lateral heat conduction and the heat is only transferred in the 
normal direction of the substrate, satisfying the conditions required for assumption 
of semi-infinite condition.

The thermocouples are further studied by increasing the heat load to 5000 W/m2, 
and temperature contours are generated as shown in Fig. 6.

3.2 Validation of Heat Flux Obtained with Numerical 
Algorithm 

The Eq. (2) is one of the most effective forms of temperature data analysis in tran-
sient heat transfer applications. Practically, the function in the Eq. (2) cannot be 
described by a simple expression, making it essential to perform numerical integra-
tion by discretizing the temperature data. The obtained temperature–time history of 
the sensors is discritized using a cubic-spline technique, and the surface heat flux 
equation is then in the following form; 

{qs(t)}spline =
{[
2((ρ2C2k2)/π )1/2

∑(M−1) 

(i=1)

{
Vi

(
P1/2 
i − R1/2 

i

)

−
(
Wi

(
P3/2 
i − R3/2 

i
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M

))
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+
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a4,i P

5/2 
M

)
/10

]}√
St (3) 

where St, is the time scaling factor; constants P, R and W are embedded with the 
transient surface temperature history. 

A numerical algorithm developed in MATLAB, is used for retracting the surface 
heat flux [incorporating Eq. (3)] from the discretized transient temperature. The heat
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Fig. 4 Temperature contours of types K, E, and J thermocouples, along their length for an input 
heat load of 1000 W/m2
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Fig. 5 Temperature contours of the surface junctions of types K, E, and J, showing temperature 
along the radial direction
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Fig. 6 Temperature contours of the types K, E, and J CSJTs, along their lengths, for an input heat 
load of 5000 W/m2
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Fig. 7 Heat flux-time plot generated, for the K-type CSJT, with input load 1000 W/m2 

Fig. 8 Heat flux-time plot generated, for the K-type CSJT, with input load 5000 W/m2

fluxes computed from analytical methods, are shown in Figs. 7, 8, 9, 10, 11 and 
12, for K, E and J types of CSJTs, with input heat loads given numerically as 1000 
W/m2 and 5000 W/m2. The results produced a mean heat flux value, which estimate 
to 1000 W/m2 and 5000 W/m2, respectively, same as the input value given. The 
correctness of simulation is thus verified from the obtained heat flux histories. 

3.3 Comparison of Simulation Results with Experimental 
Data 

The simulation results generated, are compared with the ones obtained in an exper-
imental study done, by researchers at ISM Dhanbad [7]. A unit developed for 
experimental studies of K, E, and J types of, fast response coaxial probes for tran-
sient measurements, had the probes’ sensing surfaces subjected to step heat loads, 
to capture transient temperatures for a duration of 1.50 s. The experimental unit 
consisted of a continuous-wave type infrared diode laser heat source. The transient
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Fig. 9 Heat flux-time plot generated, for the E-type CSJT, with input load 1000 W/m2 

Fig. 10 Heat flux-time plot generated, for the E-type CSJT, with input load 5000 W/m2

temperatures from the experimental approach, and numerical analysis for K, E, and 
J types of coaxial probes with 5 kW/m2 input heat load, are generated as shown in 
Fig. 13. The percentage error of the numerical results compared to the experimental 
results are found to be 0.132%, 0.06%, and 0.089%, respectively.
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Fig. 11 Heat flux-time plot generated, for the J type CSJT, with input load 1000 W/m2 

Fig. 12 Heat flux-time plot generated, for the J type CSJT, with input load 5000 W/m2

4 Conclusions 

The numerical simulations on K, E, and J types of thermocouples are done to find 
the required dimension of the thermal sensor for which the semi-infinite assumption 
holds good. An estimate of the thermal penetration depth of the sensor is done. Tran-
sient thermal simulations in ANSYS are conducted to obtain temperature histories of 
the sensor, for short durations. It can be concluded that there is no significant variation 
in the lateral direction and a gradual decrement in the temperature is observed along 
the length of the sensor, thus in-line with the assumptions considered. It is found that 
the mean heat flux recovered from the analytical methods, approximates quantita-
tively to the input heat flux in the numerical simulation, and thus the dimension of 
the model is validated. The transient temperature histories obtained numerically are 
found to be consistent with those obtained from the experiments.
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 (a) (b) 

  (c) 

Fig. 13 The transient temperature histories for 1.5 s, of CSJTs of types K, E, and J, with 5 kW/m2 

input heat load
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Comparison of Heat Transfer 
Characteristics of Nanofluids for Electric 
Vehicle Battery Thermal Management 

S. G. Sankeeth, S. Kathiresan, J. Harish, D. Srihari, and R. Harish 

Abstract The efficiency and performance of electric vehicle batteries are affected 
due to the high working temperature and operating conditions. Thus, in this study, 
a novel battery thermal management system using nanofluids is being designed 
and evaluated. The heat transfer characteristics are numerically investigated using 
commercial Finite volume solver Ansys Fluent. The CAD model of the battery pack 
is generated using Design Modular geometry in Ansys. The base fluid is consid-
ered as water into which monodispersed nanoparticles of uniform size are dispersed 
to enhance the overall thermal performance. The nanoparticles considered in the 
present study are made of metals, metal oxides, carbides, carbon nanotubes, etc. 
The parametric study is performed using different nanoparticles such as aluminum, 
aluminum oxide, and single-walled carbon nanotubes (SWNCT). Further investiga-
tions are performed by varying the battery temperature and volume concentration of 
nanoparticles. It is found that the system achieved a considerable drop in tempera-
ture, compared to the conventional cooling methods. It was also found that there is 
a drastic change in the coolant performance on varying the volume fraction of the 
nanoparticles in the base medium. 

Keywords Conventional cooling methods · Nanofluids · Volume fraction 

1 Introduction 

The main objective is to numerically analyze the battery thermal management of 
electric vehicles using nanofluids. The lithium-ion batteries which are being widely 
used in electric vehicles and many other upcoming fields have optimal working 
temperature which ranges from −20 °C to 60 °C, above which the battery will not 
perform effectively due to thermal runaway effect which may lead fatal problems. 
The battery pack is the backbone of any electrical system such as electric vehicles 
(EVs). The batteries are closely packed which results in the increase of temperature
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thereby leading to heat accumulation which in turn affects the entire performance 
and efficiency of the battery. The rise in temperature in each module of the cell will 
affect the other modules internally in the battery pack. Although electric vehicles have 
become popular due to their zero emission and Low Maintenance, still few factors 
limit the development, performance, cost, lifetime, and safety of the battery. The 
effective thermal management in batteries is highly important, and various cooling 
methods such as active cooling method and passive cooling method are applied to 
make the battery pack work more effectively. The study is based on active cooling in 
which the coolant liquid or mixture liquid comprising of a base fluid and nanoparticles 
are in direct contact with the battery cells. The active cooling method plays a vital role 
in thermal management of battery which results in the temperature distribution along 
with the nanofluid. The cooling performance of nanofluids as coolant reduces the 
maximum temperature compared to other conventional cooling methods. Nanofluids 
have high value in this new type of cooling with high thermal conductivity to the 
thermal management system of power battery packs for electric vehicles. 

Xu et al. [1] investigates the heat performance rates by using nanofluids as 
coolants. There are two main constrains which have been used namely cylindrical and 
squared cross-section battery packs. The conclusions were made, and the best-suited 
nanofluid in case of cylindrical cross-section is CuO-EG and Al2O3-EG in case of 
squared cross-section. Mondal et al. [2] explores the ways of thermal management for 
a lithium-ion battery using nanofluids. A proper thermal management has to be done 
to increase the performance and life of the battery. As we use the battery, they get 
heated up and to reduce the dissipated heat, the cooling methods such as nanofluids 
which is a mixture of a base fluid and nanoparticle are used. The temperature vari-
ation is also seen by using different nanofluids. The final study on heat dissipation 
rates in high discharge rates and design considerations is also done. Arora et al. 
[3] states that the backbone for a E-vehicles is its batteries. The most optimum and 
adequate battery to be used is lithium-ion battery packs. Now, these can be placed in 
many different ways to get more efficiency and performance of the automobile. These 
placements are to be made such that vibrations, vehicle impact, etc.; these things are 
drastically reduced, thereby not affecting the battery. Many mechanisms and designs 
are innovated which makes sure that there is no development of high-pressure events 
in battery. A proper conclusion is made by placing the battery in the center of the 
chassis of the vehicle in the most preferred and the optimum place for the battery 
to be present. Jilte et al. [4] investigated on the safety factors for better efficiency in 
E-vehicles and identified that the cooling components could be replaced with liquid 
circulated battery cooling system. As the names suggest, the meaning can be under-
stood easily as in one case the battery is submerged and the other is implemented in 
a way that the battery is surrounded by the nanofluid. Each has its own advantages 
and disadvantages based on the usage of both the methods. Therefore, both are very 
much adequate in case of E-vehicles. So, any of the methods can be used. Harish 
et al. [5] uses a 2-phase mixture model, and a numerical simulation is performed 
on a transient, 3D model by considering the nanoparticles such as aluminum oxide, 
copper, and silver as well as the base fluid to be water. The results are withdrawn 
by varying the diameter of the nanoparticle and volume fraction. Outcomes from
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this are the heat transfer increases linearly with volume fraction. Also, the Brownian 
motion boosts the rate of energy interchange between the fluid and phase particle. 
Better results are found in turbulent flows than laminar flows by increasing the heat 
transfer rate and reducing the nanoparticle or particle size. 

Rohit et al. [6] studied the effects of phase change materials on thermal cooling 
of lithium-ion battery. It is observed that graphene acts as an effective temperature 
management agent than paraffin and capric acid. Wiriyasart et al. [7] studied about the 
nanofluid thermal management system for electric vehicle battery cooling modules. 
It is observed that the battery surface temperature reduces up to 27.6% when using 
nanofluids compared to that of conventional battery cooling modules, and it was 
also observed that the cooling effect would be more effective as the concentration of 
nanofluids suspended is higher in the coolant. Abdullh et al. [8] studied the effects 
of liquid-cooled copper plate with oblique fins for thermal management in electric 
vehicle. It is observed that the oblique fins significantly enhanced the liquid cold 
plate performance and the flow rate improves the heat transfer performance and the 
battery surface temperature was maintained at less than 50 °C which is a nominal 
battery operating temperature. 

Hsuan et al. [9] analyzed the feasibility of using nanofluids with various concen-
trations as thermal management system in green power sources. It is observed that 
in the lower concentration condition and minimal flow rate, the efficiency of the 
nanofluid inside the heat exchangers was better as a coolant system. Syazana et al. 
[10]. studied about the various types of nanotubes by evaluating the Magnetohydro-
dynamic (MHD) on a 2D mixed convection. There are two nanofluids considered in 
the case which are water and kerosene performed on single-walled and multi-walled 
carbon nanotubes. The results were evaluated and discussed based on the properties 
such as volume fraction and heat transfer rate. The optimum software used here is 
MATLAB, to acquire the best results. 

Kiani et al. [11] studied a hybrid thermal management passive cooling system, 
constructed by saturating the copper foam and implemented paraffin as the phase-
changing material. Alumina nanofluids were the coolant fluids. Nanofluids were 
simulated to pass through the surface of the battery, the maximum temperature differ-
ence was observed at Reynolds number 420, and time taken was 13s. Arshad et al. 
[12] conducted review with a system of graphene nanoparticles suspended in various 
base fluids. Base fluids include water, red wine, acetone, etc., various parameters 
were computed and contrasted, and the authors concluded that more work is needed 
in the domain of graphene nanofluids. Huo et al. [13] studied a system employed 
with Al2O3-Water nanofluid as the coolant and lattice Boltzmann (LB) model for 
the Battery Thermal Management (BTM). This system provided as considerable 
decrease in average battery temperature, close to 7% for the volume fraction of 0.04. 
Omiddezyani et al. [14] studied and experimented a system consisting of Al2O3-
Water nanofluid as well as copper foam filled with paraffin as the phase change 
material. The results concluded that for the volume fraction of 0.02 of the nanofluid, 
the system recorded a temperature difference of 4.1 K and the temperature difference 
dropped close to 77%, assisted with copper foam with/without phase change mate-
rial. Liu et al. [15] conducted a study on thermal performances of cooling system
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with different base fluids mixed with nanoparticles. It was found that the addition 
of nanoparticles with fluids with less thermal conductivity (engine oil) provided a 
remarkable result compared to water. It was also observed that with the increase 
in the volume fraction of nanoparticle, the thermal performance increased. Similar 
investigations are performed in literature to understand the flow and thermal perfor-
mance of nanofluids in stepped lid-driven cavity [16], cubical enclosure [17] and 
ventilated enclosures [18, 19]. 

So, from most of the research papers reviewed it is evident that most of the papers 
have tried various materials and fluids in order to create a complete thermal manage-
ment system for a battery in an electric vehicle but most of them faced many issues 
due to various factors such as its natural state or its unpredictable behavior at intense 
testing conditions and in most cases circular battery packs were tested but in actual 
practice cuboidal battery packs are used in EVs. So, a cuboidal battery design was 
prioritized and addition of various nanoparticles at different concentrations was added 
to a base fluid (water), and various factors such as thermal heat transfer coefficient 
and surface Nusselt number are to be calculated and identifying the best performing 
nanofluid at precise volume fraction is the primary aim. 

2 Methodology 

Many types of battery packs are available. They are cylindrical and cubical battery 
surfaces. The problem methodology incorporated is three-dimensional steady-state 
heat convection over a turbulent flow. The battery enclosure encompasses a cubical 
battery pack. As the current chosen method of cooling is the active method, the 
nanofluid is placed in the void which is found in between the battery and the enclo-
sure’s inner surface thereby having direct contact with the battery. We know that 
the nanofluid is a combination of base fluid and nanoparticles. According to the 
problem statement, the chosen base fluid is water along with different nanoparticles 
such as aluminum, aluminum oxide, and single-walled carbon nanotubes. The neces-
sary boundary conditions are also maintained such as the acceleration due to gravity 
acting on the negative y-axis direction. K-omega shear stress transport [SST] model 
is used to compute the problem. The wall boundary condition of the six surrounding 
wall faces are specified with a constant wall temperature maintained at a temperature 
of 293 K. The wall temperature of the Cubical battery surface is set as 333 K and the 
enclosure. The thermophysical properties are kept constant based on the temperature. 
The energy equation is solved using second-order upwind scheme. The convergence 
criteria were fixed at 10–6.
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2.1 Governing Equations 

The Mass conservation (1), momentum conservation (2), energy conservation (3), 
turbulent kinetic energy (4), and specific dissipation rate (5) equations for the fluid 
are discussed below: 
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2.2 Thermophysical Properties 

Based on the boundary conditions implied, the necessary requirements prevailing in 
the study are nanofluid density, heat capacitance, thermal conductivity, and tempera-
ture. The absolute viscosities of the nanofluids were quantified with different volume 
fraction values using current empirical formulae available. The resultant values are 
depicted in Table 1. 
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Table 1 Thermophysical properties of nanofluids 

Nanoparticles (φ) (ρ) (kg/m3) (Cp) (J/Kg.K) (k) (W/m.K) (μ) (N.s/m3) 

Al 0.02 1034 4015.02 0.6428 9.36 × 10–4 

Al 0.04 1068 3855.40 0.6811 9.86 × 10–4 

Al 0.06 1102 3705.61 0.7210 10.39 × 10–4 

Al 0.08 1136 3564.82 0.7626 10.96 × 10–4 

Al2O3 0.02 1059 3938.91 0.6412 9.36 × 10–4 

Al2O3 0.04 1118 3718.35 0.6778 9.86 × 10–4 

Al2O3 0.06 1177 3519.91 0.7159 10.40 × 10–4 

Al2O3 0.08 1236 3340.40 0.7555 10.96 × 10–4 

SWCNT 0.02 1032 4102.94 0.6344 10.54 × 10–4 

SWCNT 0.04 1064 4027.88 0.6725 11.10 × 10–4 

SWCNT 0.06 1096 3952.82 0.7122 11.70 × 10–4 

SWCNT 0.08 1128 3877.76 0.7537 12.34 × 10–4 

3 Modeling and Meshing 

The modeling and simulation were carried out in ANSYS fluent 20 software. This 
software is used to simulate computer models of structures, electronics, machine 
components for analyzing strength, toughness, elasticity, temperature distribution, 
electromagnetism, fluid flow, etc. Ansys determines the functioning of a product with 
different specifications, without building test products or conducting crash tests. The 
battery model was designed using Ansys design modular geometry with dimensions 
26 mm × 26 mm × 26 mm; similarly, the enclosure was designed with dimensions 
100 mm × 100 mm × 100 mm. The two solids are Boolean subtracted, and the 
properties are preserved. The meshing is done with an element size of 0.01 m. The 
respective nodes and elements are 11890 and 60434. Under sizing, the curvature 
minimum size was set at 1.9752 × 10−4 m and the curvature normal angle is at 18°. 
Medium smoothing was carried out for meshing in Fig. 1. 

Fig. 1 Depicts meshing of a 
Battery pack b enclosure
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4 Results and Discussions 

As per the methodology followed, with the help of Ansys fluent many contours were 
plotted for various nanofluids such as aluminum-water, aluminum oxide–water, and 
single-walled carbon nanotubes-water. Variations such as heat transfer coefficient and 
Nusselt number were established for volume fractions varying from 2 to 8%. Also, 
percentage increase of heat transfer coefficient was also found and plotted. With 
comparison of 3 nanofluids considered, aluminum-water showcased better results 
than compared to other nanofluids. Also, comparisons of these nanofluids with water 
were computed and plotted. 

Considering the temperature distribution contour, convection patterns are visible 
in Fig. 2. This shows that the maximum value of the temperature is observed at the 
surface of the battery pack, and as we move away from the surface, the temperature 
gradient is observed, and the minimum temperature is observed at the wall of the 
enclosure. When we take into the considerations of velocity, we see that the distri-
bution is random and is found to be low at the edges of the battery pack. Figs. 3 and 
4 depict the pressure distribution contour, where the pressure varies from minimum 
to maximum as we go from bottom surface of the enclosure to the top surface of the 
enclosure. 

Fig. 5 represents the variation of heat transfer coefficient for various volume 
fractions for aluminum-water nanofluid. The heat transfer coefficient values were 
found out to be 29.267616, 31.010925, 32.827723, and 34.722755 (W/m2K) for 
volume fractions of 2%, 4%, 6%, and 8%, respectively. Increase in the heat transfer 
coefficient for increase in the volume fraction is observed.

Fig. 2 Temperature distribution of nanofluid (aluminum–water) with ø = 8%
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Fig. 3 Velocity distribution of nanofluid (aluminum–water) with ø = 8%, Pressure distribution of 
nanofluid (aluminum–water) with ø = 8%, respectively 
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Figure 6 represents the variation of heat transfer coefficient for various volume 
fractions for aluminum–oxide–water nanofluid. The heat transfer coefficient values 
were found out to be 29.196356, 30.86259, 32.595953, and 34.400585 (W/m2K) for 
volume fractions of 2%, 4%, 6%, and 8%, respectively. Increase in the heat transfer 
coefficient for increase in the volume fraction is observed. 

Figure 7 represents the variation of heat transfer coefficient for various volume 
fractions for SWCNT-water nanofluid. The heat transfer coefficient values were 
found out to be 28.886567, 30.621396, 32.429078, and 34.318721 (W/m2K) for 
volume fractions of 2%, 4%, 6%, and 8%, respectively. Increase in the heat transfer 
coefficient for increase in the volume fraction is observed. 

For aluminum-induced nanofluid, the heat transfer coefficient increased by 
18.63% when compared with 2% and 8% volume fractions. Considering aluminum

28.886567 30.621396 

32.429078 
34.318721 

24.291725 

0 

10 

20 

30 

40 

0 0.02 0.04 0.06 0.08 0.1He
at

 T
ra

sn
fe

r C
oe

ffi
ci

en
t 

volume fraction 

SWCNT 

HT FOR SWCNT 

HT FOR WATER 

Fig. 6 Volume fraction versus heat transfer coefficient (W/m2K) for SWCNT-water at various 
volume fractions 

Fig. 7 Comparison chart of volume fraction versus heat transfer coefficient (W/m2K) for different 
nanofluids at various volume fractions 
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Table 2 Observation (represents the various nanofluids and their corresponding percentage change 
for each nanofluid with respect to value for volume fraction of 0.02) 

Nanofluid Volume fraction Thermal heat transfer coefficient (W/m2K) Nusselt number 

SWCNT 0.02 28.886567 45.53368 

0.04 30.621396 45.533674 

0.06 32.4229078 45.533668 

0.08 34.318721 45.533662 

Al2O3 0.02 29.196356 45.533696 

0.04 30.86259 45.533668 

0.06 32.595953 45.533681 

0.08 34.400585 45.533675 

Al 0.02 29.267616 45.533683 

0.04 31.010925 45.53684 

0.06 32.827723 45.533676 

0.08 34.722755 45.533668 

oxide induced nanofluid 17.83% when compared with 2% and 8% volume frac-
tions. Finally, considering SWCNT-induced nanofluids the heat transfer coeffi-
cient increased by 18.80% when compared with 2% and 8% volume fractions. 
The maximum value of heat transfer coefficient was observed for aluminum-water 
nanofluid with corresponding volume fraction of 8%, and the value was found as 
34.722755 W/m2K. On comparing this with water, a drastic increase of 35.61% was 
observed and shown in Table 2. 

5 Conclusion 

From the simulations performed, the following conclusions were drawn. All three 
nanofluids had similar temperature contours and similar convection patterns were 
also observed. The nanofluid-induced coolants showed better rate of convection 
than standard water. Further, higher the concentration of nanofluid minimal was the 
velocity of the nanofluid particles during convection. From the temperature contour, 
it is observed that, as battery heat source gets heated up thermal convection patterns 
are visualized, similarly the velocity contour is also noted. Because of the thermal 
convection, the flow propagation takes place near the walls of the enclosure so that 
the cold nanofluid present near the battery pack gets heated and it tries to diffuse 
toward the walls with higher velocity. The nanofluid closer to the heat source gets 
heated up and because of thermal buoyancy force thereby the pressure distribution is 
very high toward the upper half of the enclosure. The cold nanofluid that is present 
inside the enclosure is at higher density and as it settles down the pressure distribu-
tion is reduced in the lower half of the enclosure. Perhaps, aluminum-water nanofluid
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with 0.08 volume fraction provides better heat transfer coefficient and can be used 
as an active cooling system for thermal management of battery in E-vehicles. Thus, 
as the efficiency and the power of the battery increase a proper thermal management 
system for the same in the future has a huge scope in terms of a viable market and 
as the world is moving toward EVs, making the battery more efficient is of huge 
interest. 

Nomenclature 

The annotations mentioned in the above formulae are: 

u flow velocity (m/s) 
t time (s) 
T temperature (K) 
k kinetic energy (J) 
σ empirical constants 
ω turbulent dissipation rate (m2/s3) 
v kinematic viscosity (m2/s) 
U velocity in the domain (m/s) 
P pressure gradient (Pa/m) 
φ volume fraction of the nanoparticle 
ρ density (kg/m3) 
K thermal conductivity (W/m K) 
Cp heat capacity (J/Kg K) 
β thermal expansion coefficient (K−1) 
μ dynamic viscosity (N.s/m3) 
α thermal diffusivity (m2/s) 
Q heat generated by the battery during the process of discharging (J) 

The subscripts p, f , nf , b, and k represent the nanoparticle, fluid, nanofluid, battery, 
and kinetic energy, respectively. 

References 

1. Xu X, Xiao T, Chen S, Lin S (2019) Exploring the heat transfer performance of nanofluid as a 
coolant for power battery pack. Heat Transf 48(7):2974–2988 

2. Mondal B, Lopez FC, Mukherjee PP (2017) Exploring the efficacy of nanofluids for lithium-ion 
battery thermal management. Int J Heat Mass Transf 112:779–794 

3. Arora S, Shen W, Kapoor A (2018) Review of mechanical design and strategic placement 
technique of a robust battery pack for electric vehicles. Renew Sustain Energy Rev 60:1319– 
1331 

4. Jilte D, Kumar R, Mohammad H (2019) Cooling performance of nanofluid submerged versus 
nanofluid circulated battery thermal management systems. J Cleaner Prod 240:118131 

5. Harish R, Sivakumar R (2018) Turbulent thermal convection of nanofluids in cubical enclosure 
using two-phase mixture model. Int J Mech Sci 190:106033



68 S. G. Sankeeth et al.

6. Kumar KR, Sharan V, Harish R, Kumar MS (2020) Numerical study of thermal cooling for 
Lithium-ion battery pack using phase change material. In: IOP conference series: earth and 
environmental science vol 573, p 012018 

7. Wiriyasart S, Hommalee C, Sirikasemsuk S, Prurapark R, Naphon P (2020) Thermal manage-
ment system with nanofluids for electric vehicle battery cooling modules. Case Stud Thermal 
Eng 18:100583 

8. Aldosry AM, Mansur A, Zulkifli R, Ghopa WW (2021) Heat transfer enhancement of liquid 
cooled copper plate with oblique fins for electric vehicles battery thermal management. World 
Electr Veh J 12(2):55 

9. Hung YH, Chen JH, Teng TP (2013) Feasibility assessment of thermal management system 
for green power sources using nanofluid. J Nanomater 93:93 

10. Anuar NS, Bachok N, Turkyilmazoglu M, Arifin NM, Rosali H (2020) Analytical and stability 
analysis of MHD flow past a nonlinearly deforming vertical surface in carbon nanotubes. Alex 
Eng J 59(1):497–507 

11. Kiani M, Ansari M, Arshadi AA, Houshfar E, Ashjaee M (2020) Hybrid thermal management 
of lithium-ion batteries using nanofluid, metal foam, and phase change material: an integrated 
numerical–experimental approach. J Therm Anal Calorim 141(5):1703–1715 

12. Arshad A, Jabbal M, Yan Y, Reay D (2019) A review on graphene based nanofluids: preparation, 
characterization and applications. J Mol Liq 279:444–484 

13. Yutao H, Rao Z (2015) The numerical investigation of nanofluid based cylinder battery thermal 
management using lattice Boltzmann method. Int J Heat Mass Transf 91:374–384 

14. Kiani M, Omiddezyani S, Houshfar E, Miremadi SR, Ashjaee M, Nejad AM (2020) Lithium-
ion battery thermal management system with Al2O3/AgO/CuO nanofluids and phase change 
material. Appl Therm Eng 180:115840 

15. Liu H, Chika E, Zhao J (2018) Investigation into the effectiveness of nanofluids on the mini-
channel thermal management for high power lithium ion battery. Appl Therm Eng 142:511–523 

16. Janjanam N, Nimmagadda R, Asirvatham LG, Harish R, Wongwises S (2021) Conjugate heat 
transfer performance of stepped lid-driven cavity with Al2O3/water nanofluid under forced and 
mixed convection. SN Appl Sci 6:1–13 

17. Harish R, Sivakumar R (2021) Effects of nanoparticle dispersion on turbulent mixed convection 
flows in cubical enclosure considering Brownian motion and thermophoresis. Powder Technol 
378:303–316 

18. Harish R (2018) Buoyancy driven turbulent plume induced by protruding heat source in vented 
enclosure. Int J Mech Sci 148:209–222 

19. Harish R (2018) Effect of heat source aspect ratio on turbulent thermal stratification in a 
naturally ventilated enclosure. Build Environ 143:473–486



Theoretical Investigation of Base Fluid 
Type in Nanofluids for Heat Transfer 
Enhancement in Multidisciplinary 
Engineering Applications 

N. Brinda, Prem Raj, Amod Yadav, H. P. Monika, and V. Somashekar 

Abstract The effect of using various types of nanofluids as coolant fluids in CPU 
cooling, microtubes, solar parabolic trough collector, and distributor transformer on 
the enhancement of heat transfer was studied theoretically. Identifying the suitable 
base fluid and nanoparticles is challenging in multidisciplinary engineering applica-
tions. Through theoretical study, we made an attempt to identify a suitable base fluid 
for multidisciplinary engineering applications through this work. Four different cases 
are considered in this work. Case 1 is a cooling system for a central processing unit. 
Case 2 is a microtubes. Case 3 is a solar parabolic trough collector. Case 4 is a distrib-
utor transformer. For both CPUs and distributor transformers, the Reynolds number 
is considered to be in the 5000 to 15,000 range. The range of Reynolds numbers is 
considered to be 10 to 140 for microtubes. Similarly, the Reynolds number range 
for a solar parabolic through collector is considered to be 50,000 to 250,000. From 
the theoretical results for CPU, the recorded maximum Nusselt number for glyc-
erine base fluid is 1458.9 at Reynolds number 15000. For microtubes, the recorded 
maximum Nusselt number for glycerine base fluid is 140 at Reynolds number 140. 
For a distributor transformer, the recorded maximum Nusselt number for glycerine 
base fluid is 1609.2 at Reynolds number 15,000. Similarly, for the solar parabolic 
trough collector, the recorded maximum Nusselt number for glycerine base fluid is 
9913 at 250,000. It can be concluded that the optimal parameter setting resulted in 
the greatest increase in heat transfer in engineering applications. 

Keywords Nanofluids · Heat transfer · CPU · Microtubes · Solar collector ·
Transformer 

1 Introduction 

Fluids containing nanometer-scale materials (droplets, nanosheets, nanorods, and 
nanoparticles) are called “nanofluids”. They are two-phase systems in which one
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phase (the solid phase) is contained within the other (the liquid phase). Nanofluids 
exhibit improved thermo-physical properties such as convective heat transfer coef-
ficients, thermal conductivity, thermal diffusivity, and viscosity when compared to 
base fluids such as water or oil. It has shown significant application potential in a 
variety of fields [1]. 

Nanotechnology is concerned with the manufacture and application of nanoscale 
materials as well as the integration of the resulting nanostructures into larger systems. 
Nanotechnology is expected to have a significant impact on our daily lives in the 
coming decades, according to trends [2]. 

Nanofluids have gained increasing attention in recent years. The primary moti-
vation for nanofluids research is the breadth of their applications. Although several 
review articles on the progress of nanofluid investigation have been published in the 
last few years [3–8], the majority of reviews focus on experimental and theoretical 
studies of nanofluids’ thermo-physical properties or convective heat transfer. 

By combining different types of nanoparticles with different types of base fluids, 
nanofluids can be created. Copper oxide (CuO), alumina oxide (Al2O3), silica oxide 
(SiO2), and zinc oxide (ZrO2) are used most frequently, but silver, copper, and copper 
oxide (CuO) also show up frequently. De-ionized water, oil, and ethylene glycol are 
the most widely used base fluids for nanofluids [9]. 

As a result, the way to suspend liquid-borne particles for heat transfer improve-
ment was known, but it was never utilized. For those conventional fluids with less 
heat transfer, using active and passive techniques to improve heat transfer rates is a 
common technique. Using external energy sources, active flow control changes the 
flow; it is contrasted with passive flow control, which does not need additional energy 
sources to modify the flow. Nanofluids consist of suspended nanoparticles. Nano-
sized particles are more dispersed because of their large surface area and mobility 
[9]. 

Researchers have conducted many studies to improve base fluid heat transfer 
rates by using nanofluids. Trisaksri [10] demonstrates how additives are imple-
mented to improve base fluid heat transfer. A new technology in heat transfer is 
using nanometer-sized particles in suspension in traditional fluids. The nonmetallic 
or suspended metallic nanoparticles influence the properties of the base fluid that 
control how heat is transferred and the transfer of material in the system. According 
to Eastman et al., [11] 10 mm copper particles (40% increased conductivity) in ethy-
lene glycol achieve higher conductivity with a small particle loading fraction. To 
get the volume fraction to 4%, users have to use a percentage improvement of 20% 
with cupric oxide. Clearly, particle size has an effect on conductivity enhancement. 
Al2O3 and TiO2 nanoparticles in water were found to have 12% less convective heat 
transfer coefficient than pure water in the 3% volume fraction, as reported by Pak 
and Cho [12]. 

As a result of this widespread interest, numerous research projects have been 
launched in heat transfer. Three possibilities were discovered regarding heat transfer 
improvement. They are making the flow more erratic and creating more turbulence in 
the fluid. In some fluid-based heat transfer systems, small particles can be beneficial. 
In order to address the above-mentioned voids, the current research aims to outline
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the best base fluids with nanoparticles using a theoretical approach. The purpose of 
this paper is to discover suitable base fluids for multidisciplinary engineering applica-
tions (considered central processing unit (CPU), microtubes, solar parabolic trough 
collector, and distributor transformer). Using empirical relations, we predicted non-
dimensional quantities such as heat transfer coefficient, Nusselt number, and Prandtl 
number using a theoretical approach. The theoretical data obtained is compared with 
previously published numerical data. 

2 Nanofluids Thermo-Physical Properties 

Numerous theoretical and empirical models for predicting the effective thermal 
conductivity, density, effective viscosity, Prandtl number, specific heat of nanofluid, 
convective heat transfer coefficient, and average Nusselt number of nanofluids have 
been proposed. The following are the most frequently used models, along with their 
formulas. 

The dynamic viscosity, density, thermal conductivity, and heat capacity of various 
base fluids and SiO2 nanoparticles are listed in Table 1. The following equations are 
used to calculate these properties:

Density of Nanofluid [13]: 

ρn f  = (1 − ∅)ρ f + ∅ρn f  . (1) 

The mass densities of the base fluid and the solid nanoparticles are ρ f and ρn f  , 
respectively. 

Effective Thermal Conductivity [14]: 

Keff = Kstatic + KBrwnian (2) 

Kstatic = K f

[(
knp + 2k f

) − 2∅(
k f − knp

)
(
knp + 2k f

) + ∅(
k f + knp

)
]
. (3) 

where ks denotes the thermal conductivity of the solid particles, and k f denotes the 
thermal conductivity of the base fluid, respectively. 

According to [15], thermal conductivity due to Brownianotion is as follows: 

KBrwnian = 5∗104 β∅ρ f Cp f  

/
KT  

2Rnp 
f (T, ∅). (4) 

f (T , ∅) = (
2.8217∗10−2∅ +  3.917∗10−3

)( T 

To

)
+ (−3.0669∗10−2∅ −  3.3991123∗10−3

)
. (5)
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Table 1 Base fluid’s thermo-physical properties 

Thermo-physical properties Glycerin Engine oil Ethylene glycol 

Density, ρ(Kg/m3) 1259.9 884.1 1114.4 

Dynamic viscosity, µ(Kg/ms) 0.799 0.486 0.0157 

Thermal conductivity, k(W/mK) 0.286 0.145 0.252 

Specific heat, Cp (J/Kg. K) 2427 1909 2415 

Water Ethanol Transformer Oil 

Density, ρ(Kg/m3) 998.203 789.45 880 

Dynamic viscosity, µ(Kg/ms) 0.00101 0.001095 0.01432 

Thermal conductivity, k(W/mK) 0.613 0.171 0.126 

Specific heat, Cp (J/Kg. K) 4182 2.46 1860 

PropyleneGylcol Ammonia Kerosene 

Density, ρ(Kg/m3) 1036 730 786 

Dynamic viscosity, µ(Kg/ms) 0.042 0.01 0.00164 

Thermal conductivity, k(W/mK) 0.34 0.022 0.145 

Specific heat, Cp (J/Kg. K) 3.474 4.744 2.01 

Hydrofluoric acid Nitric acid Medical Paraffin 

Density, ρ(Kg/m3) 1.15 1.51 0.85 

Dynamic viscosity, μ(Kg/ms) 0.981 3.5 0.00198 

Thermal conductivity, k(W/mK) 2.33 0.26 0.127 

Specific heat, Cp (J/Kg. K) 2.66 1.72 2.13

where K denotes the Boltzman constant, T denotes thfluid temperature, and T0 
denotes the reference temperature, the β values for the SiO2 pticle are as follows 
[15]: 

1.9526(100∅)−1.4594 for 1% ≤ ∅10% at 298k ≤ T ≤ 363k (6) 

The following mean empirical correlation can be used to determine the effective 
viscosity [13]: 

μeff = μ f ∗ 

⎛ 

⎜⎝ 1 

1 − 34.87
(
dp 

d f

)−0.3 ∗∅1.03 

⎞ 

⎟⎠ (7) 

d f =
[

6M 

N πρ f0

]1/3 

(8) 

The following is the effective specific heat [13]:
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Cnf  = 
(1 − ∅)

(
ρCp

)
f + ∅(

ρCp
)
np 

ρn f  
(9) 

The heat capacities of the based fluid and the solid nanoparticles are
(
ρCp

)
f and(

ρCp
)
np, respectively. 

Prandtl Number: 

Pr = 
μCp 

k 
(10) 

Average Nusselt Number: 

0.3 + 
0.62Re1/2 Pr1/2[
1 + (

0.4 
Pr

) 2 
3

]1/4
[
1 +

(
Re 

282000

) 5 
8

]4/5 

(11) 

Convective Heat Transfer Coefficient 

h =
(
Nuk 

L

)
(12) 

3 Results and Discussion 

The effect of twelve different types of base fluids which are ethylene glycol 
(EG), glycerine, engine oil, water, ethanol, transformer oil, propylene glycol, 
ammonia, kerosene, hydrofluoric acid, nitric acid, and medicinal paraffin with SiO2 

as nanoparticles is used in this section. 

Case 1: Central Processing Unit (CPU) Cooling System 
Investigate different Reynolds numbers of different base fluids to see how they 
affect CPU cooling heat transfer enhancement (i.e., 5000, 7500, 10,000, 12,500, 
and 15,000), all other parameters of the CPU must be consistent with Husam Abdul-
rasool Hasan et al. (2018) [16] numerical results. Twelve different types of base 
fluids are illustrated in Fig. 1 to show how Nusselt number changes with Reynolds 
number. From the theoretical results, the recorded maximum Nusselt numbers for 
glycerine and engine.

Oil base fluid are 1609.2 and 1578.4 at Reynolds number 15000, respectively. 
Similarly, the recorded minimum Nusselt number for kerosene base fluids is 14.71.
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Fig. 1 Average Nu number versus Re number for CPU

The maximum Nusselt number variation between the glycerine and kerosene base 
fluids is 99.08% at Reynolds number 15000. 

Case 2: Microtubes 
From the results, glycerin-SiO2 nanofluids have the highest Nusselt number when 
compared to other types of nanofluids. For the purpose of determining how different 
base fluids affect heat transfer in the microtubes cooling system at different Reynolds 
numbers (i.e., 10, 40, 80, 140), all other parameters of the microtubes must be consis-
tent with Salman et al. (2014) [17] numerical results. The average Nusselt number 
for various Reynolds numbers is shown in Fig. 2 (i.e., 10, 40, 80, 140). From the 
graph, glycerin-SiO2 nanofluids have the highest Nusselt number when compared 
to other types of nanofluids. From the theoretical results, the recorded maximum 
Nusselt number for glycerine base fluid is 140 at Reynolds number 140, respec-
tively. Similarly, the recorded minimum Nusselt number for kerosene base fluids is 
1.54. The maximum Nusselt number variation between the glycerine and kerosene 
base fluids is 98.9% at Reynolds number 140. In this case, it is because the glycerine 
base fluid has the highest viscosity, which causes the nanofluids’ velocity to increase 
as a result, since velocity is directly proportional to the viscosity of the base fluid 
in question. In that order of viscosity, engine oil is the second most important base 
fluid, followed by EG and then water.

Case 3: Solar Parabolic Trough Collector 
For the purpose of studying the effect of various base fluids on the improvement of 
heat transfer in the solar parabolic trough collector at different Reynolds numbers 
(i.e., 50,000, 100,000, 150,000, 200,000, and 250,000), all other parameters of the 
solar parabolic trough collector must be consistent with Ghasemi and Ranjbar [17] 
numerical results. With twelve different types of base fluids, the variation in Nusselt 
numbers can be seen in Fig. 3. From the theoretical results, the recorded maximum 
Nusselt numbers for glycerine and engine oil base fluid are 9913 and 9724 at Reynolds
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Fig. 2 Average Nu number vs Re number for microtubes

number 250000, respectively. Similarly, the recorded minimum Nusselt number for 
kerosene base fluids is 89.17. The maximum Nusselt number variation between the 
glycerine and kerosene base fluids is 99.10% at Reynolds number 250000. 

Case 4: Distributor Transformer 
For the purpose of studying the effect of various base fluids on the enhancement of 
heat transfer in the distributor transformer at different Reynolds numbers (i.e., 5000,
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Fig. 3 Average Nu number versus Re number for solar parabolic trough collector 
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Fig. 4 Average Nu number versus Re number for distributor transformer 

7500, 10,000, 12,500, and 15,000), all other parameters of the distributor transformer 
must be consistent with Pendyala et al. [18] numerical results. Based on twelve types 
of base fluids, the variation in Nusselt number as a function of Reynolds number is 
shown in Fig.  4. From the theoretical results, the recorded maximum Nusselt numbers 
for glycerine and engine oil base fluid are 1609.2 and 1578.4 at Reynolds number 
15000, respectively. Similarly, the recorded minimum Nusselt number for kerosene 
base fluids is 14.71. The maximum Nusselt number variation between the glycerine 
and kerosene base fluids is 99.08% at Reynolds number 15000. 

The Nusselt number increases as the Reynolds number increases because of the 
intensification of the nanofluid mixing fluctuation. It is clear from theoretical studies 
that glycerine and engine oil base fluids, as well as other base fluids, show the greatest 
heat transfer enhancement in cases 1 to 4. 

4 Validation 

In our theoretical study, for validation purposes, we used glycerine base fluid with 
SiO2 nanoparticles for heat transfer enhancement in microtubes at different Reynolds 
numbers, i.e., 10, 40, 80, 140 to be consistent with Salman et al. (2014) [19] numer-
ical results. Glycerin-SiO2 has the highest Nusselt number, smallest axial velocity 
along tube radius, and coldest axial and wall temperatures, according to the find-
ings of this study [19]. When compared with the numerical data, our study showed 
good results for the Nusselt number. The theoretical results agree quite well with 
the corresponding numerical results for different Reynolds numbers. The maximum 
difference in the Nusselt number between theoretical and numerical [19] results at 
various Reynolds numbers is illustrated in Fig. 5 and summarized in Table 2.

Theoretical value refers to the value that a scientist anticipates from an equation 
under ideal or near-optimal conditions. On the other hand, numerical/experimental
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Table 2 Nusselt number for 
numerical and theoretical 
study at different Reynolds 
number 

Salman et al. (2014) [17] Present study 

Reynolds 
number 

Nusselt 
number 

Nusselt 
number 

% variations 

10 18 37.44 51.92 

40 26 74.71 65.20 

80 32 105.71 69.73 

140 35 140 75.00

value refers to what is actually measured during a numerical/experiment. These 
numbers are rarely identical. 

5 Conclusions 

Investigating the effect of various base fluids on the enhancement of heat transfer in 
the central processing unit (CPU), microtube, solar parabolic trough collector, and 
distributor transformer at different Reynolds numbers was carried out using empir-
ical relations and theoretically. For theoretical calculations considered the most avail-
able/utilizing various base fluids (i.e., ethylene glycol (EG), glycerine, water, engine 
oil, ethanol, transformer oil, propylene glycol, ammonia, kerosene, hydrofluoric acid, 
nitric acid, medicinal paraffin) for the central processing unit (CPU), microtube, solar 
parabolic trough collector, and distributor transformer were theoretically studied. 
According to the results, glycerine base fluid has the highest Nusselt number in all of 
the above cases. It can be concluded that the optimal parameter setting resulted in the 
greatest increase in heat transfer in engineering applications. This research proves
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that the best base fluid for multidisciplinary engineering applications is glycerine for 
enhancement of heat transfer. 
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CFD Analysis on Thermal Performance 
of Nanofluids in Electric Vehicle Battery 

P. L. Palaniappan, T. T. K. Lokeswar, V. Adhitya, and R. Harish 

Abstract As electric vehicles are becoming more popular, thermal management 
systems for batteries have become an important aspect of keeping the temperature 
and performance of the batteries under check. Exposure to extreme or higher tempera-
tures might lead to the reduction in maximum voltage and the durability of the battery. 
Thus, an efficient way of thermal management is required for good performance. 
This research paper deals with the modelling and simulation of a thermal manage-
ment system of batteries, which makes use of nanofluids as a cooling medium. The 
battery is modelled as a cylindrical body with isothermal temperature surrounded by 
nanofluid as cooling medium. Water is considered as a base fluid and parametric study 
is conducted using different nanoparticles such as aluminium, aluminium oxide and 
graphene. The volume fraction of the nanofluid is varied between 2 and 8%. Monodis-
persed spherical particles of uniform size are referred to as nanoparticles. By taking 
into account the impacts of natural convection, the problem is treated as a three-
dimensional incompressible unstable flow. The problem is investigated by plotting 
the streamline, temperature, velocity and pressure contours. The findings show that 
the type of nanofluid used and its volume percentage can have a substantial impact 
on the flow and heat transfer characteristics of batteries. The findings of this study 
will aid in determining the ideal nanofluid combination for increasing heat transfer 
rate. 

Keywords Battery · Nanofluids · Enhancement 

1 Introduction 

Batteries have now become an inevitable part of our day-to-day life. They have their 
applicability in a wide range of fields from consumer electronics to electrical vehicles. 
The most widely used batteries in the present-day world are lithium-ion batteries. 
Lithium-ion batteries have profound use because of their rechargeable capabilities.
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During both periods of charging and discharging, there is dissipation of heat from 
their surfaces which exposes the battery continuously to high temperatures. This may 
affect the operating conditions and efficiency of the battery. Constant operation at 
excessive temperatures dwindles the performance of the batteries and also fast tracks 
the deterioration process thus reducing the battery’s lifespan. Additionally, there is 
a possibility of the heat generation value of the battery exceeding the amount of 
heat dissipation to the surroundings. This phenomenon known as thermal runaway 
can create a domino effect with the internal battery temperature rising exponentially 
bringing about a rise in battery current. This hike in temperature in any single battery 
can set about affecting other batteries in the close vicinity. Besides the excessive 
temperature, the large disparity in the temperatures inside the battery package could 
potentially lead to irregular current densities and battery decay. All these issues arise 
the need for a proper thermal management system of a battery to transmit the excess 
heat to the surroundings and maintain the battery at optimal temperatures. 

Ahmed et al. [1] used a single-phase model in an inclined square enclosure 
with buoyancy-driven flow to examine the utilization of CuH2O nanofluid. The two 
surfaces under consideration are a cold obstacle and a circular cylinder with unsteady 
state convection taking place between the surfaces. Jilte et al. [2] investigated two 
techniques of cooling component arrangement: liquid filled battery cooling systems 
and liquid circulated battery cooling systems. The two-cooling mediums consid-
ered are water and alumina-water nanofluid and inspect the improvement in cooling 
performance by addition of nanoparticles. Harish and Sivakumar [3] examined the 
turbulent thermal convection flow with the heat and cold sources attached to the walls 
of the cubical enclosure using nanofluids. A transient, three-dimensional, two-phase 
mixture model was developed with the values of Grashof numbers varied to compute 
the results. Karimi et al. [4] investigated the use of phase change composites to 
increase the heat transfer rate of cylindrical lithium-ion batteries. The different phase 
change material (PCM) used were copper, silver and iron oxide, and the computed 
results were weighed up with metal matrix of PCM. Alipanah et al. [5] studied 
the outcome of various geometrical and operating conditions on the battery surface 
temperature which is the vital aspect of BTMS. The cooling media considered were 
octadecane and gallium and aluminium foams with different porosities were saturated 
with these mediums to determine the increase in the thermal conductivity values. 

Jilte et al. [6] studied the characteristics of a thermal management system which 
uses nano-enhanced phase change materials for better heat transfer. In this study on 
addition of nanoparticles to phase change materials, it was observed that after a certain 
time, the addition of nanoparticles enhanced the heat absorption characteristics of 
the material. Huo et al. [7] using lattice Boltzmann method investigated the thermal 
management system which was based on nanofluid medium. He used aluminium 
oxide as the nanoparticles suspended in water as the cooling medium and conducted 
the analysis on a cylinder with uniformly distributed constant heat source. Mondal 
et al. [8] worked on the thermal management system and investigated on the efficacy 
of nanoparticles. In this study, different nanoparticles were tested on the battery with 
different flow configurations. Kiani et al. [9] looked into pure water and nanofluid 
battery thermal control systems. The system was used in conjunction with phase
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change material (copper foam filled with paraffin wax). Singh et al. [10] looked at 
the thermal conductivity of various nanofluids to see how diverse their applications 
are. 

Liu et al. [11] studied about the effectiveness of nanofluid on the mini-channel 
thermal management in lithium-ion battery. It is observed in this paper that the 
addition of nanofluid shows great influence on cooling effect in fluids with lower 
thermal heat conductivity especially on engine oil. The addition of nanoparticle to 
base fluid shows a very good thermal management performance as they control the 
maximum cell temperature. Kiani et al. [12] investigated the use of nanofluid, metal 
foam and phase change material in the hybrid thermal control of lithium-ion batteries. 
In this paper, the authors have shown that nanofluid cooling system is very much 
effective in thermal management when compared to that of water-cooling system 
during stressful operating conditions of the battery. It is observed in this paper that 
nanofluid cooling system extends the battery’s operation time. Nasir et al. [13] studied 
about the nanofluid heat pipe in managing the temperature of electric vehicle lithium-
ion battery. When aluminium oxide nanofluid with a volume fraction of roughly 0.015 
is used as a working fluid in a heat pipe, the overall thermal resistance is reduced 
by 15% when compared to water filled heat pipes. Wiriyasart et al. [14] investigated 
the nanofluid thermal management system for battery cooling modules in electric 
vehicles. It is observed that the battery surface temperature reduces up to 27.6% 
when compared to that of conventional battery cooling modules. It is also found 
that the cooling effect of the coolant would increase drastically if the concentration 
of the nanoparticles suspended in the coolant is higher. Wu et al. [15] investigated 
the nanofluid-based battery thermal management system using lattice Boltzmann 
method. The authors have observed 6.5% decrease in the temperature of the battery 
if we use nanofluid with 0.06 volume fraction. 

Majority of the earlier papers involves the investigation of effects of usage of 
nanofluids in distinct shapes. To the best of authors’ knowledge, there is a lack of study 
on the comparison of different nanofluids’ utilization in battery thermal systems and 
singling out the best ones. Thus, this paper studies the use of aluminium, Al2O3 and 
graphene in a simulated battery thermal environment and figuring out the most effi-
cient nanofluid particle. A three-dimensional model is developed in an unsteady state 
environment to determine the different required characteristics. Through the alter-
ation of different volume fraction values, the heat transfer characteristics of various 
nanofluids are investigated. Similar investigations were performed in [3, 16–19]. 

2 Methodology 

The designed model of the presented problem comprises of an unsteady state flow of 
nanofluids enclosed in an enclosure. The nanofluids are considered to be incompress-
ible and viscous. The base fluid to be used is water with the nanoparticles suspended in 
them. The three different nanoparticles under consideration are aluminium, alumina 
and graphene. The battery is in cylindrical shape with a diameter of 14 mm and
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height of 50 mm. This cylindrical battery surface generates heat uniformly over its 
surface. Thus, the boundary condition is set to be constant wall temperature of 85 °C 
at the outer surface of the cylinder. The acceleration due to gravity is taken in the 
conventional direction and is set as 9.81 m/s2. The thermophysical properties are 
presumed to be constant. 

2.1 Governing Equations 

The conservation equations for mass, momentum and energy equations of the fluid 
are as follows: 

∂ρ f 
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ρ f u

) = 0 (1)  
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where ρ f represents the density of fluid, μf indicates the dynamic viscosity, Cpf 

depicts the specific heat of the fluid and kf represents the thermal conductivity of the 
fluid. The other parameters like the velocity, time and temperature are denoted by 
u, t and T, respectively. The assumptions taken under this study are incompressible 
fluid flow and steady state heat transfer. 
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(5) 

Equation (4) and (5) denote the turbulent kinetic energy equation and diffusion 
equation, respectively, where K is the kinetic energy, ν represents the kinematic 
viscosity of the nanofluid, νT represents the turbulent viscosity and Uj indicates the 
velocity in the domain. 

σ w denotes the empirical constants. ω and Pk variables in the equation are the 
turbulent dissipation rate and production of turbulent kinetic energy, respectively.
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2.2 Thermophysical Properties 

According to the requirements pertaining to the required study, the effective density, 
heat capacitance. Thermal conductivity and absolute viscosities of the nanofluids 
were computed based on the following formulas with different volume fraction values 
under consideration. The values are computed using the formulas and presented in 
Table 1 

ρn f  = (1 − ∅)ρ f + ∅ρp (6)

(
ρCp

)
n f  = (1 − ∅)

(
ρCp

)
f + ∅(

ρCp
)
p (7) 

kn f  
k f 

=
(
kp + 2k f

) − 2∅(
k f − kp

)

(
kp + 2k f

) + ∅(
k f − kp

) (8) 

μn f  = μ f 
(1 − ∅)2.5

(9) 

(ρβ)n f  = (1 − ∅)(ρβ) f + (∅)(ρβ)p (10) 

αn f  = kn f(
ρCp

)
n f  

(11) 

Table 1 Property values of different nanofluids 

Nanofluids Volume 
fraction 

Density 
(Kg/m3) 

Viscosity (Pa. s) Heat capacity 
(J/kgK) 

Thermal 
conductivity 
(W/mK) 

Aluminium 0.02 1034 0.000936 4015.016673 0.642768328 

0.04 1068 0.00099 3855.38809 0.681054605 

0.06 1102 0.00104 3705.609546 0.720954813 

0.08 1136 0.0011 3564.79662 0.762573202 

Aluminium 
oxide 

0.02 1059 0.00094 3938.91407 0.641203288 

0.04 1118 0.00099 3718.354204 0.677796832 

0.06 1177 0.00104 3519.906542 0.715864647 

0.08 1236 0.0011 3340.404531 0.755497657 

Graphene 0.02 1025.4 0.00094 4031.178077 0.643056194 

0.04 1050.8 0.00099 3884.316711 0.681654448 

0.06 1076.2 0.00104 3744.38766 0.721893065 

0.08 1101.6 0.0011 3610.911402 0.763878884
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where ϕ refers to the volume fraction of the nanoparticle. The subscripts in the equa-
tion p, f and nf represent the thermal capacity, μ represents the dynamic viscosity, 
β means the thermal expansion coefficient and α depicting the thermal diffusivity. 
Table 1 represents the thermophysical properties of three different nanofluids under 
different volume fraction. 

2.3 Simulation Modelling 

Fluent in Ansys software was used to run the simulation. We created a cylinder 15 mm 
in diameter and 50 mm in length. It was enclosed in an enclosure of 100 mm in all 
six directions. The created model was meshed further with the default size. Further, 
all the sides of the enclosure and cylinder was named using the named selection. 
Next step was carried on the Fluent environment. The enclosure fluid was defined 
here using the nanofluid properties taken from Table 1. The surface of the cylinder 
is defined with a constant wall temperature of 333 K (60 °C), and the fluid is taken 
to be at 293 K (20 °C). All the residuals of velocity, momentum and energy are set 
to values of 1e-06. Calculations were carried out for a total of 1000 iterations. The 
flow in this simulation is considered to be incompressible and turbulent. Further, 
the values of convective heat transfer coefficients, surface heat flux values are taken 
from the reports. Contours for temperature pressure and velocity are plotted with the 
count of contours to be 1000. The maximum temperature was taken from the contour 
plotted in Fig. 1. 

Fig. 1 Meshing of a cylinder in the enclosure b the enclosure
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3 Result and Discussions 

Temperature, velocity and pressure contours of all the 12 simulations are calculated. 
Figure 2a represents one such temperature distribution contour of aluminium-water 
nanofluid with a volume fraction of 6%. In this scenario, the temperature decreases 
as the distance from the battery increases, forming a concentric rings pattern. The 
temperature varies from a maximum temperature of 333 k on the surroundings with 
a temperature of 293 K. The temperature is conducted in the initial stage from the 
solid cylinder to surrounding fluids whereby afterwards the convection takes over 
and the temperature near the fluid is convected to the low temperature surroundings. 
Figure 2b represents the velocity distribution of the same case. Due to convection, the 
particles near the fluid get the energy and diffuse towards the walls of the enclosure 
which can be seen in the visualization as small patches. Figure 3 represents the 
pressure distribution of the same case. All other values’ temperature, velocity, and 
pressure contours were found to be similar to Figs. 2a, b and 3 accordingly. 

The velocities of the nanofluids are highest near the heat source, which is the cylin-
drical battery, in the early periods. These high-energy particles propagate towards 
the wall surfaces as the transient heat transfer continues. Thus, after a period of time, 
the higher velocities are seen to be concentrated towards the enclosure fences as 
seen in Fig. 2b. As observed from Fig. 3, the pressures are spotted to be maximal 
near the vicinity of the top surfaces. This is a result of the buoyancy forces acting

Fig. 2 a Temperature distribution contour of (aluminium–water) with ø = 6% b Velocity 
distribution of (aluminium–water) with ø = 6% at the base of the cylinder
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Fig. 3 Pressure distribution contour of (aluminium–water) with ø = 6%

on the nanofluid molecules. The particles absorb this heat and grow lighter as the 
temperature of the molecules rises due to the heat generated. As a result, a significant 
concentration of molecules may be found near the upper parts, resulting in higher-
pressure results. Similarly, lower pressures are seen in the lower surface where a 
lesser concentration of nanofluids can be identified. 

The fluctuation of the heat transfer coefficient with volume fraction is depicted 
in Fig. 4a. It is observed that the line graph for the variation is found to be 
increasing linearly with the addition of nanoparticles. When the volume percentage 
was increased from 2 to 4%, the heat transfer coefficient increased by 4.67 per cent. 
Subsequently, there was an increase of 4.3% and 4.52% increase in h value from 4 
to 6% and 6% to 8%. Figure 4b represents the total heat flux variation with volume 
fraction. The pattern found here is that the value of surface heat flux increases momen-
tarily as the volume fraction of nanoparticles in nanofluids increases, implying that 
more heat is transported per unit area as the volume fraction of nanoparticles grows.

The fluctuation of the heat transfer coefficient with the volume fraction for 
alumina-water nanofluid is shown in Fig. 5a. An exact increasing trend was observed 
in the case of heat transfer coefficient with the value jumping from 63.75 W/m2K to  
72.46 W/m2K on varying the volume fraction from 2 to 8%. Similarly, a positive slope 
is observed in case of total surface heat flux in Fig. 5b varying from 2858.501 W/m2 to 
3249.34 W/m2 on addition of nanoparticles. Figure 6 indicates that the heat transfer 
coefficient and total surface heat flux increases with increase in volume fraction for 
graphene-water nanofluid.

Simulation of graphene-water nanofluid was carried out with different nanopar-
ticles concentration, and the results were plotted on a graph. An increasing slope is
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Fig. 4 Variation of a heat 
transfer coefficient (W/m2K) 
and b total surface heat flux 
(W/m2) with volume fraction 
of aluminium-water 
nanofluid 
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Fig. 5 Variation of a heat 
transfer coefficient (W/m2K) 
and b total surface heat flux 
(W/m2) with volume fraction 
of alumina–water nanofluid 
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Fig. 6 Variation of a heat 
transfer coefficient (W/m2K) 
and b total surface heat flux 
(W/m2) with volume fraction 
of graphene-water nanofluid 
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observed in case of heat transfer coefficient on increasing the nanoparticle concen-
tration. On the other hand, the total surface heat flux increases on increasing the 
nanoparticle concentration. On average the heat transfer coefficient increases by a 
percentage of 4.41% for 2% increase in nanoparticle concentration. In case of total 
surface heat flux, it increases by an average of 4.25% on rise of 2% rise in the 
nanoparticle concentration. Figure 7 represents the comparison aluminium-water, 
alumina-water and graphene-water nanofluids combination’s fluctuation in the coef-
ficient of heat transfer with the increase in nanoparticle concentration. On comparing 
on all the values obtained in the simulation, it can be noted that aluminium has the 
highest coefficient of heat transfer comparing to aluminium oxide and graphene. 
Aluminium with a volume fraction of 8% exhibited the highest of all heat transfer 
coefficients with a value of 72.73 W/m2K. It can also be noted from the line graphs 
that the value of h increases with the rise in nanoparticle concentration for all the 
three cases. Figure 8 depicts the increase in the coefficient of convective heat transfer 
on increasing the volume fraction by 2 percentage. It was observed that a change of 
4.5% on average increase on increasing the volume fraction by 2%.

4 Conclusion 

• This work establishes a lithium-ion battery model of a nanofluid-based battery 
thermal management system to keep the battery temperature within safe limits. 
On a cylinder with a constant wall temperature, the validation is carried out.
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Fig. 7 Comparison of all the above mentioned nanofluids 
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Fig. 8 Percentage increase of heat transfer coefficient on increasing the value of nanoparticle 
concentration

• The cooling qualities have been investigated, and it has been discovered that 
the cooling features improve as the percentage of nanoparticles in the nanofluid 
increases. 

• Out of the three nanofluids, aluminium-water nanofluid exhibited a higher convec-
tive heat transfer coefficient. The highest heat transfer coefficient of 72.73 W/m2K 
is observed on the Al-water nanofluid with 8% volume fraction of aluminium 
which signifies its better ability of cooling and maintaining a lower temperature 
on the surface of a battery. 

• In the variation of total surface heat flux with volume fraction of nanoparticles, it 
is concluded that with the increase of nanoparticle concentration, the amount of 
heat transferred per unit area has increased on the surface which shows its ability 
to be added along with base fluid to enhance the cooling capacity.
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• Similarly, a maximum heat flux of 3261.166 W/m2 was observed in case of 
aluminium–water nanofluid with a nanoparticle concentration of 8%. Thus, the 
nanofluids can be used in order to increase the rate of heat transfer to the 
surroundings from the surface of the battery to maintain it at optimal temperatures. 
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Impact of Titanium Oxide-Based (TiO2) 
Nanofluid on Parabolic Trough Solar 
Concentrating Collector 

Shri Ram Bhardwaj, Surendra Kumar Yadav, and Arvind Kumar 

Abstract Parabolic trough solar concentrating collector (PTSC) system is profi-
cient in all solar applications such as power generation, steam, water heating, 
and air heating. This work was conceded for the study of nanofluids which are 
nascent fluid that has given away the growth in the thermal properties over the past 
decade. Nanofluids have made great potential in the field of nanotechnology for 
thermal engineers. The present work investigates the effects of variation of titanium 
oxide nanoparticles concentration on the efficiency of a nanofluid-based parabolic 
trough solar concentrating collector with the usage of high-reflective mirror trough. 
Nanofluids blend primarily the base fluid (water, in this study) with the nanoparti-
cles of the size micro or millimeter and display characteristic features than that of 
conservative fluids employed. At 110 lph mass flow rate, the percentage change in 
overall thermal efficiency was found to be increasing with increase in concentration 
of nanoparticle, i.e., 42.5% at 0.01% of TiO2, 59.17% at 0.1% of TiO2, and 62.28% 
at 0.15% of TiO2 in comparison to the water. On the other hand, with an increase in 
mass flow rate (i.e., 160 lph), the percentage variation in overall thermal efficiency 
was found to be 26.47%, 41.06%, and 66.37% at 0.01%, 0.1%, and 0.15% of TiO2 

nanoparticles, respectively, when it is compared to the water being used as working 
fluid. The study indicated that the overall performance of the PTSC improves with 
an enhancement of mass flow rate and nanoparticle concentration. 

Keywords PTSC · Nanofluid · Titanium oxide · Solar energy 

1 Introduction 

In this experiment, the characteristics of parabolic trough solar concentrating 
collector at different concentrations of nanofluid were investigated. The parabolic 
trough solar collector was employed here, which has a reflector of parabolic shape, 
made by using typically a mirror or an aluminum sheet as per required performance
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to reflect and focus the solar radiations in the direction of a receiver tube positioned 
at the focal length of the parabola. The absorber tube is prepared of copper or mild 
steel and tarnished with heat resilient black paint in order to increase the absorbing 
capacity of the absorber tube. The receiver engrosses the entering radiations and 
converts them into heat energy that is conveyed and composed by a fluid medium 
flowing inside the receiver tube. The heat transport fluid streams throughout the 
absorber tube get heated and hence transmits heat. The fluid temperature was found 
to be stretched up to 400 °C. 

Depending upon the heat transfer characteristics, various heat transfer fluids can 
be used. Nanofluid is one of those heat transportation fluids which are formed by 
blending of nanoparticles and base fluid. Nanofluids are a new challenge as well as a 
new opportunity in the field of thermal engineering. These have distinctive character-
istics altered from conservative solid–liquid mixtures in which they are in millimeter 
or micrometers-sized particles of metals and non-metals scattered onto it. Due to 
their excellent characteristics, nanofluids have discovered extensive applications in 
enhancing heat transfer (Fig. 1). 

The knowledge behind the employment of nanofluids as thermo-fluids in heat 
exchangers is the enrichment of heat transfer coefficient and to minimize the measure-
ment of heat transfer equipment’s dimensions. The characteristics of nanofluid, which 
are viscosity, density, thermal conductivity, and specific heat, are supported for saving 
of heat energy and material necessary for the heat exchanger. The essential param-
eters influencing the heat transfer with its properties are primarily dependent on 
the operating temperature of nanofluids. Heat transfer fluids usually use oil, water, 
and ethylene glycol, which have comparatively less thermal conductivities than the

Fig. 1 Flow diagram of a parabolic trough solar collector 
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thermal conductivity of solids. The solids (metals) have higher thermal conductivity 
and can upturn the thermal conductivity by accumulating a small quantity of solid 
elements to that of fluid. The development in optical loss features in the linear type of 
concentrating solar collectors for practice heat application was explained by Heim-
sath et al. [1] and witnessed that the energy generation practice was extra operational 
in temperature range 423–573 K. The model investigation of solar thermal damages 
of PTSC in Malaysia employing computational fluid dynamics (CFD) was described 
by Tijani et al. [2]. The convection and radiation heat losses were scrutinized by 
means of the ensuing temperature of the glass cover from the model. Cau et al. [3] 
performed a contrast of medium-sized concentrating solar power (CSP) plants estab-
lished on parabolic and linear collectors. The maximum specific energy creation was 
found to be 55–60 kWh/y per m2 square land engaged with solar multiples in the 
range of 1.74–2.5 in 4–12 h. 

Prinsloo et al. [4] studied electrical power generation using concentrated solar 
radiation as a temperature heat radiation source. It proposed a 12 square meter 
parabolic frame design, including modifications to lightweight solar concentrating 
collectors. Khullar and Tyagi [5] performed the speculative & mathematical exami-
nation concerning the usage of nanofluid as working fluid in parabolic trough solar 
concentrating collector devices. It was shown from the results that the collector 
performance with the help of nanofluid as a functioning liquid has an enhanced 
enactment than the conventional collectors in similar circumstances of thermal and 
optical effectiveness and greater exit temperatures. The results also concluded that 
the accumulation of aluminum nanoparticles into the base fluid (water) consider-
ably advances its absorption features. Torrecilla et al. [6] proposed mathematical 
scheming of wind loads over solar collectors. The results were validated for fixed 
no. of points and variables. It was observed that the accurate assessment of results 
permits optimization of the configuration, growing consistency, and decreasing cost, 
which can result in substantial savings in security in the plant. Oukili et al. [7] 
conducted a Moroccan power grid adequacy evaluation process with CSP by the 
solar tower and parabolic trough glass technology. It was found that with an increase 
in load, there was an increase in the risk of load non-recovery. Nagarajan et al. 
[8] mentioned nanofluid application in parabolic through solar accumulators and 
revealed that nanofluid enriches the solar system’s usefulness when utilized in solar 
accumulators. It was perceived that the friction factor didn’t show any part in refining 
heat transfer. Some researchers observed that the rate of concentration yields no or 
very little influence on heat transfer rate. Nanofluids as an advanced knowledge for 
heat transfer augmentation were described by Dharmalingam et al. [9] and précised 
the heat transfer in nanofluids. It was shown that nanoparticles developed the thermal 
conductivity and convective heat transfer of liquids mixed with various base fluids. 
The temperature absorption was established to be greater with the high density of 
nanofluid compared to water. 

Jilte et al. [10] probed the convective heat transfer damages from solar openings 
in the wind circumstances and in the changed forms such as conical, cylindrical, 
cone-cylindrical, dome-cylindrical, and hetero-conical. The comprehensive Nusselt 
number was offered based on convective heat transfer damages from altered shapes
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and magnitudes with or without obstacles under face-to-face wind situations. The 
viscosity and thermal conductivity of nanofluid by retaining the hypothetical and 
investigational revisions was studied by Murshed et al. [11] study. The volume frac-
tion of the nanoparticles was taken from 1 to 5%, and different graphs demonstrated 
the results indicating a direct intensification in the effective thermal conductivity 
with the temperatures. Wang et al. [12] presented a brief assessment associated with 
the depiction of heat transfer in a nanofluid. The factors connected with the heat 
transfer, commonly thermal conductivity, viscosity, convective heat transfer, boiling 
heat transfer of the nanofluid by quantifying, and their study examinations were 
essentially established on the existing conductivity additional equitably than on the 
heat transfer feature. Other studies also focused on role of nanofluid in solar collectors 
[13–17]. 

The primary aim of this study was to check the performance of solar collectors by 
using mirror strips as a reflector material. Using empirical formulas, we also aim to 
calculate nanofluid’s thermophysical properties (density, specific heat, viscosity, & 
thermal conductivity). The nanoparticle concentration was varied (0.01%, 0.1%, and 
0.15%) with base fluid water at two mass flow rates (110, 160 lph). The variation of 
efficiency in parabolic trough solar collectors using nanofluids at varying mass flow 
rates and concentrations of the nanofluid was studied and demonstrated in the later 
sections. 

2 Design Methodology 

The primary importance is to make parabolic trough solar collector (PTSC) with 
different materials which are easily accessible and have a low cost without compro-
mising the feature of the material and hence enactment of the system. The trough 
should be prepared proficient in surviving different loads like wind load and stress 
loads. So, these things are set aside in mind during the fabrication of the PTSC 
system. The general made-up PTSC system is displayed as shown in Fig. 2. The  
PTSC has a reflector of parabolic shape to replicate the direct solar radiation and 
focused them on top of the focal line of the parabola. A receiver tube is employed on 
this focal axis to absorb the focused solar radiation flux. It is prepared with stainless 
steel, iron, or copper and coated with a careful coating on the outside surface.

The coating has a high absorption power for entering radiations but a low emitting 
ability for the infrared radiations in the solar energy spectrum to decrease the thermal 
radiation losses. Inside the receiver tube, heat transfer fluid (HTF) flows, which is 
nanofluid (TiO2 + water) here in this study, takes up the focused radiation which 
drops on the tube and changes the solar radiation into thermal energy. The receiver 
tube is surrounded by a Pyrex glass cover to decrease the thermal losses to the 
surroundings. The space between the glass cover and the tube is evacuated to sustain 
the vacuum which has low thermal conductivity and high viscosity as heat transfer 
takes place through radiation in this region. Figure 2 below shows the flow diagram 
of PTSC. Titanium oxide + water nanofluid was used as the working fluid in different
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Fig. 2 Fabricated parabolic trough solar collector

concentrations with different mass flow rates. The experiment comprises circulating 
nanofluid from the storage tank through the collector inlet to the receiver tube, where 
it catches the heat and then streams back to the storage tank. A pump is used for the 
circulation of the working fluid in the system. Two digital thermometers are used on 
the inlet and outlet separately to measure the increase in the temperature. By the use of 
a solar power meter and anemometer, solar intensity and wind speed were repetitively 
measured during the experiment. The PTSC is slanted in the southeast direction to 
track the sun. The investigation is performed by taking different mass flow rates 
with changing concentrations of nanofluid. The detailed geometrical parameters of 
fabricated parabolic trough solar collector (PTSC) as shown in Table 1.

2.1 Nanofluid Preparation 

The quantity of nanoparticles to be used in the nanofluid depends upon the concentra-
tion of nanofluid [refer Fig.3a]. This can be easily calculated by using the following 
expression (Table 2): 

M = Mnano × 100 
Msol 

(1)

The measured nanoparticle is now mixed with the base fluid. This mixing is 
accomplished with the help of a magnetic stirrer [refer Fig. 3b]. Stirring is required
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Table 1 Collector 
specification 

Parameters Specifications 

Aperture area 2.45 m2 

Collector length 2.1 m 

Collector breadth 1.2 m 

Rim angle 90° 

Absorber inner diameter 0.0286 m 

Absorber outer diameter 0.0305 m 

Glass envelope inner diameter 0.039 m 

Glass envelope outer diameter 0.041 m 

Concentration ratio 12.17 

Circulating pump 40 W 

Storage tank material Plastic 

Nanoparticle TiO2 

Base fluid Distilled water 

Collector material Mirror strips 

Absorber material Copper

Fig. 3 a Weighing b Stirring c Sonication
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Table 2 Mass of TiO2 
nanoparticles in water to 
make nanofluids at three 
different concentrations 

Concentration Mass of TiO2 (g) 

0.01 2.96 

0.1 29.6 

0.15 44.4

to be done to disperse the nanoparticles in the base fluid to prevent particle agglom-
eration. The stirring is done for approximately 30 min. Lastly, the sonication process 
was performed for nanoparticle stability, as illustrated in Fig. 3c. Finally, sonication 
of the nanofluid is done to stabilize the nanoparticles for approximately 2 to 3 h. 
After preparing the nanofluid, the thermophysical properties were calculated using 
the various empirical relations [refer Appendix A]. 

3 Results and Discussion 

Performance analysis of parabolic solar collector using TiO2-H2O based nanofluid 
considered in this study. The variation in thermal efficiency with time for TiO2 and 
water-based nanofluid was investigated in this study. The variation in the thermal 
efficiency with time at different flow rates (110 and 160 l/hr) for 0.01, 0.1, and 
0.15% concentration, respectively, is shown in Fig. 4a–c below. The graph shows 
that the maximum thermal efficiency was obtained at the beginning of the experiment 
because the working fluid exhibited maximum temperature rises during this course 
of time. Nagarajan et al. [8] also show the same trends where the performance of the 
PTSC was found to be improved with the application of nanofluids.

The efficiency variation at 110 lph and 160 lph with 0.01% concentration of 
nanoparticles in comparison to the water is shown below in Fig. 5a, b and witnessed 
that the efficiency is much greater when we use the titanium oxide + water as 
nanofluid than using only water as a working fluid. These trends were also indicated 
by Nagarajan et al. [8]. The variation in useful heat gain at 110 lph & 160 lph revealed 
that the heat gain was observed maximum in peak time of the sunshine where the 
temperature difference was found to be maximum, as shown in Fig. 6a–d.

It was also identified that the useful heat gain increases with increase in flow 
rates (110 lph to 160 lph) alongside an increase in nanoparticle (TiO2) concentration 
(0.01%, 0.1%, and 0.15%) in the base fluid (water). 

The results displayed that the maximum observed intensity was 745.35, 785.58, 
810.56, 762.48, 825.06, and 879.45 W/m2. The maximum outlet temperatures 
observed were 43, 42.9, 49.7, 42.7, 45.9, and 44.6 °C, respectively. The maximum 
temperature difference observed at 0.01, 0.1, and 0.15% nanoparticle concentration 
at a flow rate of 110lph was 3.2, 5.9, and 6.4, respectively, and at 160 lph was 
4, 4.4, and 6.6, respectively. The maximum useful heat gains at 160 and 110 lph 
were observed around 575.65 and 494.72 W with 0.01%, 586.96 and 517.64 W 
with 0.1%, and 708.84 and 472.58 W with 0.15% concentration of nanoparticles
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Fig. 4 a, b, c Variation in the thermal efficiency with time at different flow rates

Fig. 5 a, b Variation in thermal efficiency for with 0.01%, 0.1%, and 0.15% TiO2-H2O-based 
nanofluid at vol. flow rate of 110 lph, 160 lph in comparison to water

in the working fluid. The overall thermal efficiency was observed 17.87, 19.96, and 
20.53% at 110 lph and 21.59, 24.08, and 28.04% at 160 lph with 0.01, 0.1, and 0.15% 
concentration of nanoparticles, respectively (Table 3).
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Fig. 6 Variation of useful heat gain at different flow rates

Table 3 Results of experimental observations 

Parameters Water Nanofluid Concentration 

110 lph 160 lph 0.01% 0.1% 0.15% 

110 lph 160 lph 110 lph 160 lph 110 lph 160 lph 

Max. 
temperature 
difference 
(°C) 

3.6 2.9 3.2 4 5.9 4.4 6.4 6.6 

Max. useful 
heat gain 
(W) 

543.98 464.26 575.65 494.72 586.96 517.64 708.84 472.58 

Maximum 
thermal 
efficiency 

30.99% 35.01% 27.01% 41.52% 39.69% 34.35 24.29% 36.37% 

Overall 
thermal 
efficiency 

12.54% 17.01% 17.87% 21.59% 19.96% 24.08% 20.53% 28.04% 

4 Conclusion and Future Scope 

The investigation has been performed to investigate the performance of parabolic 
trough solar concentrating collector using TiO2-H2O-based nanofluids and water. The
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results were obtained from the experimental analysis of TiO2-H2O-based nanofluids 
and water compared. The study was examined with different volume concentrations 
(i.e., 0.01, 0.1, and 0.15% of TiO2) and various mass flow rates (110 and 160 lph). 
Based on the outcomes of the experimental work, the following conclusions can be 
made:

● The maximum temperature difference was observed at 160 lph volume flow rate, 
and the minimum temperature difference was observed at 110 lph. The maximum 
useful heat gain was observed at a volume flow rate of 160 lph and a minimum 
useful heat gain at 110 lph of volume flow rate.

● The maximum thermal efficiency with 0.01, 0.1, and 0.15% concentration of TiO2 

was found to be 27.01, 39.69, and 24.29% at 110 lph and 41.52, 34.35 and 36.37%, 
respectively.

● The overall thermal efficiency was observed to be 17.87, 19.96, and 20.53% at 
110 lph and 21.59, 24.08, and 28.04% at 160 lph with 0.01, 0.1, and 0.15% 
concentration of nanoparticles, respectively.

● The overall thermal efficiency of the PTSC was found to be greater when TiO2-
based nanofluid was employed as working fluid in comparison to water being 
used as working fluid.

● It was also observed that the overall efficiency of the solar system goes on 
increasing with an increase in volume flow rate. 

Some of the modifications possible in the future are listed as follows:

● Instead of using a number of mirror strips, a reflector can be fabricated to reflect 
the maximum amount of solar radiation onto the receiver using a single mirror 
piece.

● The absorber tube here used was of copper. Instead of using the copper tube, 
aluminum tubes can also be used as absorber tubes. The diameter of the absorber 
tube and the glass cover used can be varied to prevent heat losses during the 
experiment.

● In this experimental investigation, we have taken three concentrations and two 
volume flow rates of nanoparticles as 0.01, 0.1, and 0.15% of TiO2 & 110 and 
160 lph, respectively. The certain other concentrations and volume flow rates can 
be used to check the effect of change in concentration on the performance of the 
solar collector. 

Appendix A 

Calculations of thermophysical properties and performance evaluation parameters 
of solar collector: To study the properties of nanofluid and performance of nanofluid 
using parabolic trough solar collector, following relations are used: 

Thermal conductivity: Chandrasekar et al. [18] expressed thermal conductivity as 
follows:
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Knf  

Kdw 
=

[
Qnf  

Qdw

]1.358[Cpn f 

Cpdw

]−0.023[
μdw 

μn f

]0.126 

(2) 

Viscosity: Viscosity of nanofluid is calculated by involving the following equation 
[19]: 

μn f  = μdw 

(1 − ϕp)2.5 
(3) 

Density: It is also calculated by relating the following equation [19]: 

ρn f  =
(
1 − ϕp

)
ρdw + ϕpρp (4) 

Specific heat: Specific heat also calculated by relating the following equation [19]: 

Cef  f  =
[
(1 − p) f C f e  f  f

]
(5) 

Useful heat gain: It is calculated under steady-state condition from the following 
relation: 

Qu = e f  f  Ce f  f  (T0 − Ti ) (6) 

Thermal efficiency: The hourly efficiency of the PTSC under steady-state 
conditions can be obtained from following equation: 

ηth  = mef  f  cpn f (To − Ti ) 
AaperG B 

(7) 

Overall thermal efficiency: The overall thermal efficiency under the steady-state 
conditions is calculated as: 

η = FR(τα) − FRUL

(
Ti − Ta 
G B

)
(8) 
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Effect of Variation of Free Stream 
Boundary Conditions on Flow 
Characteristics of Transverse 
Injection-Based Scramjet Combustor 
Equipped with Shock Generators 

Pabbala Monish Yadav, Kavina Bhojani, and Gautam Choubey 

Abstract Scramjets are very useful, in clocking supersonic speeds or greater and, 
as a superior alternative for turbo engines due to the absence of moving parts in 
them. Current work involves the study of the effect of variation in Mach number and 
temperature of inlet air stream on the flow dynamics and working of the scramjet 
combustor enhanced with dual shock generator. This is a numerical study conducted 
using Ansys Fluent software for executing the simulations. The 2D study involves a 
solver setup based on 2D coupled implicit RANS equations and standard k-E turbu-
lence model for a better comprehension of the flow characteristics and interactions 
between the air and the fuel. Due to its wide flammability characteristics and effi-
cient combustion, hydrogen was chosen as fuel for the current study. By the research 
done previously on the usage of shock generators in the combustor of a scramjet 
engine, a 2D geometry with dual shock generators suggested by the study was used 
for the current work due to the merits in mixing and penetration of fuel. To justify 
the credibility of the solver, simulations were performed of the experimental work 
conducted by Weidner and Drummond and compared, and it was observed that the 
results from the simulations were in proper concurrence with experimental findings. 

Keywords Scramjet combustor · Shock generators · Boundary parameters 
variation 

1 Introduction 

Scramjets amassed ample enthusiasm from both the academic community and 
industry interested in research regarding supersonic and hypersonic flights [1]. 
Rocket-based combined cycle systems or turbine-based combined cycle systems [2], 
which are an example of dual-mode ramjets and combined cycle propulsion systems 
[3], use scramjets as a supportive engine module. Thus, making this appropriate 
equipment for supersonic and hypersonic vehicles. These air-breathing propulsion
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systems occupy a prominent place in the defense as well as nondefense utiliza-
tions, however, have low combustion and mixing timescales due to brief duration 
of residence of the fuel in the flow in the combustion chamber, thus requiring vast 
amounts of research in high-speed combustion for the design and advancement of 
scramjet engines [3–5]. As supersonic mixing and combustion stand as the most 
essential concerns at present, injection strategies that enable surface contact enhance-
ment of fuel and air accomplish the task of improved mixing [4–6]. Consequently, 
diverse injection strategies such as transverse injection [6–8], swept ramp injection 
[9], cantilevered ramp injection [10, 11], cavity-based injection [12–14], and strut 
injection [15, 16] were devised to address the mixing and combustion concerns, albeit 
these strategies were not able to solve the issues completely yet. 

It has been proved by Cao et al. [17], a numerical study, that the mixing effi-
ciency of fuel in the combustor was greatly improved by the existence of shock 
waves. Additionally, to find the effect of shock waves induced by shock generators 
on mixing of fuel and air in scramjet combustor, computational work was conducted 
by Choubey et al. [18] where they concluded that mixing efficiency and flame stability 
are improved due to shocks produced by the shock generators and also they suggested 
a geometric model with dual shock generators due to its profound capability and supe-
riority over the other models including the one without any shock generator. Hence 
from the above-stated literature, it can be pronounced that the existence of shock 
waves boosts mixing efficiency and augments flame stability. 

It is very crucial to study the effect of variation of free stream conditions on 
mixing of fuel and air and consequent combustion process for the provision of greater 
stability and plausibility of the scramjet during its utilization as the air conditions 
vary extremely with altitudes. 

Based on the literature review presented and to the best of the author’s knowl-
edge, there are not any computational studies determining the optimum inlet condi-
tions of air for the scramjet combustor equipped with shock generators, rather than 
the existing works which involve the study of variation of inlet air conditions for 
the scramjet combustors without shock generators. Hence, it is essential to eval-
uate the influence of various free stream conditions on the mixing efficiency of the 
scramjet combustor equipped with shock generators. In the present work, the study 
is performed with varying free stream Mach numbers and temperatures, separately, 
keeping the rest of the parameters the same as in the case of Choubey et al. [18]. 

2 Numerical Formulation 

The 2D coupled implicit RANS equations are used to replicate the attributes and 
nature of the flow. Moreover, the conventional k–E model is used for the simulation 
of the interaction between free stream and helium. The conventional k–E model is 
selected in computational fluid dynamics models due to its resilience and capability 
to fit the iterations, design lectotype, and parametric investigation [19]. In addition,
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the no-slip criteria are chosen for the walls of the channel, and the conventional wall 
functions are provided to represent the near-wall area flow. 

The other equations which are used for the computation of different elements are 
equations of standard k–E turbulent model, equation of species transport, equation 
of mass diffusion in turbulent flows, and equations of eddy-dissipation model. 

3 Geometry and Mesh Data 

3.1 Geometry 

The geometry for the validation purpose as shown in Fig. 1 has been adapted from the 
experiment performed by Weidner and Drummond [20], where helium is injected 
transversely at Ma = 1 from a 0.0559 cm diameter port on the lower wall of the 
combustor which is a 2D rectangle like channel of 25.4 cm length and 7.62 cm 
height. Here, the helium is injected into supersonic air stream entering the rectan-
gular channel from the left at Ma = 2.9 with stagnation pressure (P) and stagnation 
temperature (T ) as 0.0663 MPa and 108 K, respectively. 

For the purpose of studying the effect of variation of inlet air conditions, the 
geometry is chosen from Choubey et al. [18] in which it is titled as geometry 3 
(shown in Fig. 1). This geometry is also a rectangular shaped channel but with the 
dimensions 25.5 cm (length) × 8 cm (height) and includes two shock generators with 
each on the upper and bottom walls of the channel at 12.7 cm and 7 cm, respectively, 
downstream the air inlet (left). The shock generators are 1.8 cm long and 0.5 cm 
high, and the fuel is injected from a 0.3 cm slot situated at 17.8 cm downstream of 
the channel’s air inlet.

Fig. 1 a Geometry of the model used for validation and b investigated model (all dimensions are 
in mm) 
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3.2 Mesh Generation and Grid Independence Test 

It is crucial to develop a potential grid for capturing dynamics of compressible flow, 
and the interaction regions require dense cell distributions for credible results. Thus, 
keeping in mind, the boundary layers and interaction regions a structural mesh as 
shown in Fig. 2 were produced by using the Ansys software (commercial) [19]. The 
mesh contains highly dense cells in the proximity of the wall and the injector, to 
keep the errors to a minimum with the first cell’s height being 0.001 mm and with 
the tolerable value of y+ being < 2.5. 

To test the grid independence of the solution, three different meshes, namely 
coarse, moderate, and refined with total cell quantity as 360,202, 502,304, and 
721,345, respectively, were created, and a simulation was performed using all three 
grids. Results for simulations using all the three grids are compared and as shown in 
Fig. 3 which proves the independence of solution over the grid.

4 Validation 

The validation is based on data from Weidner and Drummond’s experimental work 
[20]. There are certain inconsistencies relating to underestimating of static pressure 
spike proximal to the upstream area of the injector by the k–E turbulent model’s, due 
to its limitations, consistent flow presumption at fuel departure, and the complications 
of the flow. Apart from these minor differences, the experimental outcomes and the 
values produced from the simulation, as depicted in Fig. 4a, are quite similar. It can 
be seen that the interaction of the bow shock wave, boundary layer, and bottom wall 
causes high pressures in both the separation and reattachment zones close to the 
injector, resulting in the creation of a powerful shock wave. The pressure is likewise 
lowered downstream of the injection slot, and the boundary layer and shock wave 
intermesh to form separation areas on each side of fuel injection zone. The shock 
wave is found to perish in the combustor at a point situated at 3.81 cm downstream 
the fuel injector.

For both the experiment and the simulation work, helium mass fractions plotted 
on a line to inlet of the combustor at a distance of 3.81 cm from the injector are

Fig. 2 Image depicting mesh generation across the combustion chamber 
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Fig. 3 Static pressure distribution along the bottom wall of combustor for various grid sizes (grid 
independence test)

Fig. 4 Comparison of computational results and experimental results from Weidner and Drummond 
[20] a pressure distribution on bottom wall, b static pressure at 3.81 cm downstream of the injector

evaluated and presented as normalized height vs helium mass fraction graphs and 
compared as shown in Fig. 4b. The nature of the graphs is almost the similar for 
experimental work and the simulations performed, and the values of both are near to 
each other, despite the simulation work’s underestimate. 

It can be inferred from Fig. 4a and b that simulated models can be used to replicate 
free stream and fuel mixing, as well as the detection, study, and prediction of shock 
waves. Thus, computational and numerical simulations can be utilized to investigate
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the effects of variation in free stream conditions on the flow characteristics of a shock 
generator equipped transverse injection-based scramjet combustor. 

5 Results and Discussion 

Subsequent to the fact that the validation results are in concurrence with experimental 
results, the effect of change in free stream Mach number and temperature on the flow 
field and mixing efficiency fuel of the combustor is studied. The geometry of the 
combustor is as described in Sect. 3.1. Firstly, the effect of variation of free stream 
Mach number is examined by using three different Mach numbers 2.5, 3.0, and 3.5, 
respectively, at a constant temperature of 800 K. Secondly, the effect of variation of 
free stream temperature is investigated by changing it from 700 to 900 K at constant 
free stream Mach number (Ma = 3.0). 

5.1 Effect of Variation of Inlet Mach Number 

Computational simulations with free stream Mach numbers 2.5, 3.0, and 3.5 are 
performed in the combustor model (Fig. 1b) with a stagnation temperature of 800 K. 
The second simulation performed in this study, i.e., the one with free stream Mach 
number as 3.0 is the exact same simulation which has been performed by Choubey 
et al. [18]. 

Figure 5 shows the Mach number contours of the combustor for various free 
stream Mach numbers. It can be observed that Fig. 5b is closely similar to the result 
indicated in Choubey et al. [18].

From Fig. 5a–c, by interpolating the oblique shock wave (produced by upper wall 
shock generator) and separation shock (produced downstream of the bottom wall 
shock generator), we can find the intercepts (X1 for oblique shock on bottom wall, 
X2 for separation shock on upper wall) of the shocks on both the walls. By looking 
at the intercepts for all the values of the Mach numbers, it can be interpreted that by 
an increment in inlet air Mach number, there is a shift in intercepts toward further 
downstream in the combustor. Thus, with an increase in inlet air Mach number, the 
flow dynamics tend to shift toward the right or downstream of the combustor. This 
downstream shift causes a decrease in the size of separation zones in the combustor. 

The decrease in the size of the separation zone may indicate reduction in the size 
of the vortices formed in the zone. It can also be noticed from Fig. 6 that with an 
increase in free stream Mach number, there is a decrease in the size of the separation 
zone formed downstream of the injector slot as well as in the recirculation zone 
which may cause degradation in flame holding capacity of the combustor.

Velocity streamlines for all the cases were plotted and are shown in Fig. 6. The  
effect of an increase in Mach number as predicted above can be clearly seen in Fig. 6. 
For the simulation with free stream Ma = 2.5, there is counter-rotating vortex pair
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Fig. 5 Mach number of contour lines of the combustor a with free stream Ma = 2.5 b with free 
stream Ma = 3.0, c with free stream Ma = 3.5

Fig. 6 Computed streamlines distribution along the combustor for a free stream Ma = 2.5, b free 
stream Ma = 3.0, c free stream Ma = 3.5

along with a larger vortex in the separation upstream of the injector; later when the free 
stream Mach number is increased to Ma = 3.0, we can notice the counter-rotating 
vortex pair merging into a single vortex resulting in only single pair of counter-
rotating vortices in the whole separation region due to increase in the influence of 
separation shock on the separation zone. As the free stream Mach number is further 
increased to Ma= 3.5, there is clear evidence of the strong influence of the shock over
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the zone due to which the vortices disappear and the whole region gets occupied by a 
recirculation zone ahead of the injector, this clearly illustrates the effect of variation 
of free stream Mach number on the flow field of the combustor. The vortex pairs 
which are generated in the proximity of the fuel injection zone promote mixing of 
free stream with fuel than the recirculation zone formed upstream of the injection 
slot as it does not increase any surface area of fuel and air. 

From the provided velocity streamlines images, it can be deduced that there will be 
an effect on mixing efficiency of the combustor from the variation of free stream Mach 
number, which is evident from the elements of the flow dynamics like vortices and 
recirculation zones. We can also notice that with an advancement in free stream Mach 
number, there is a decrement in the size of the recirculation zone formed downstream 
of the injector, thus decreasing the flame holding capacity of the combustor. 

The comparison of mixing efficiencies of the combustor from all the simulations 
was made and depicted in Fig. 7. We can see that the mixing efficiency of a combustor 
with free stream Ma = 2.5 has the highest efficiency than any other initially and 
then takes second place as we proceed toward the right side of the combustor. The 
combustor with a free stream Ma = 3.5 has the least mixing efficiency of all the cases 
throughout the combustor. 

The higher mixing efficiency of the combustor with free stream Ma = 2.5, by a 
very low margin, than the combustor with free stream Ma = 3.0 in spite of almost 
same upstream separation zone volume is due to the presence of additional counter-
rotating vortex pair in the combustor with free stream Ma = 3.0 which increases 
the contact surface area of fuel and air promoting higher mixing efficiency. The rise

Fig. 7 Mixing efficiency comparison for all the cases with varying free stream Mach number 
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in mixing efficiency in a combustor with free stream Ma = 3.0 than the combustor 
with free stream Ma = 2.5, as we proceed toward the right side of the combustor, is 
due to high downstream mixing caused by an increase in Mach number of the inlet 
air. The reason for low mixing efficiency of the combustor with free stream Ma = 
3.5 is because of the absence of any vortex in the upstream region of the injector, 
even though there is a huge recirculation zone, it cannot cater to the capability of 
a counter-rotating vortex in terms of mixing ability, but we can observe the rise in 
mixing efficiency as we approach toward the outlet due to high downstream mixing 
rate because of high free stream Mach number. 

5.2 Effect of Variation of Stagnation Temperature of Inlet Air 

In this section, three cases are compared and the variation among them is in the free 
stream temperatures. The free stream temperatures studied are 700 K, 800 K, and 
900 K with a constant Ma = 3.0. Here, the case with free stream temperature as 
800 K is nothing but the same case as in the 2nd case in the previously done study 
(i.e., the effect of variation of free stream Mach number—Sect. 5.1) and also the 
same simulation as performed by Choubey and Pandey [21]. 

The separation shock formed downstream the bottom wall shock generator in 
the combustor with inlet air temperature as 700 K is closer to the shock generator 
and further from the injector in comparison with the other two cases (Fig. 8a–c). 
In the other two instances (i.e., in combustor with inlet air temperatures as 800 K 
and 900 K), there is not much difference in the location of separation shock/region 
formation. This early formation of separation shock/region in the first case (T = 
700 K) allows for the formation of a huge separation region. The flow dynamics for 
the cases with inlet air temperatures of 800 K and 900 K are a lot similar to each 
other.

The combustor case with 700 K as free stream temperature has a very large 
counter-rotating vortex pair in the upstream of the injector which has a great deal 
of influence over the mixing efficiency of the combustor as shown in Fig. 9a. The 
separation zone housing the counter-rotating vortex pair starts very ahead in the 
combustor slightly prior 0.1 m downstream the air inlet of the combustor. Whereas 
in other cases, the zone starts at around 0.11 m downstream of the air inlet. The 
smallest recirculation zone formed downstream the injector is in the case with the 
free stream temperature of 800 K.

The highest mixing efficiency [21 is achieved by the combustor with free stream 
temperature of 700 K (Fig. 10) due to the formation of a very large counter-rotating 
vortex pair, which increases the contact surface area of air and fuel staggeringly. 
The second case combustor (T = 800 K) has a very slight advantage over the last 
simulation (i.e., combustor with T = 900 K) due to slightly more contact surface 
area due to the merged vortex present in it, thus providing a minor upper hand in 
mixing efficiency over the other.
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Fig. 8 Mach numbers contours of the combustor a with free stream T = 700 K b with free stream 
T = 800 K c with free stream T = 900 K

Fig. 9 Computed streamlines distribution along the combustor for a free stream T = 700 K, b free 
stream T = 800 K, c free stream T = 900 K

6 Conclusions 

The effect of variation of inlet air Mach number and temperature on the flow dynamics 
and mixing ability of a scramjet combustor equipped with dual shock generators is 
studied, and the following outcomes are.
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Fig. 10 Mixing efficiency 
comparison for all the cases 
with varying free stream 
temperature

● The mixing efficiency of the combustor with inlet air Mach value of Ma = 2.5 was 
the highest initially due to the presence of more vortices and was overcome by 
the combustor with inlet air Mach value of Ma = 3.0 because of high downstream 
mixing due to high velocity.

● Combustor with Ma = 2.5 has the largest recirculation zone downstream the 
injector making it the best in terms of flame holding capacity, and the combustor 
with Ma = 3.5 is the worst due to its smallest recirculation zone, downstream the 
injector, of all because of high velocity.

● Simulation with inlet air stagnation temperature T = 700 K has the highest mixing 
efficiency due to the presence of the largest counter-rotating vortex pair of all the 
cases. The cases with inlet air stagnation temperatures of 800 K and 900 K are 
similar. 
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Effect of Divergence Angles 
on the Performance of a Cavity-Based 
Scramjet Combustor 

Malhar Solanki, Tathya Bhatt, G. Kshitij, and Gautam Choubey 

Abstract Supersonic combustion is a work-in-progress field primarily dealing with 
difficulties in mixing fuel with the free stream air coming into the engine leading 
to difficulties of inefficient combustion and thus inefficient thrust production. Such 
new generation engines require unique fluid mechanisms to achieve good mixing. 
One such approach is changing the shape of the space surrounding the fuel injector 
yields generates vortices that aids in mixing fuel with air by increasing the residence 
time of the combustible mixture. In addition to the bespoke shape of the cavity, a 
diverging cross-sectional area is provided to reduce if not prevent thermal choking. It 
was found that the trapezoidal shape cavity provided the best metrics with diverging 
angles. 

Keywords Supersonic combustion · Trapezoidal cavity fuel injection · Divergence 
angle · Mixing efficiency 

1 Introduction 

Scramjet engines offer greater capabilities for propelling aircrafts and missiles. These 
engines are light weight as compared to their counterparts (traditional jet engines) 
because of fewer number of mechanical components. Contributions from across 
the world have led to development of geometrical modifications of the combustion 
domain. The primary objective of making a geometric contraption of hot gases is 
to provide constant source of ignition which in turn provides sustained combustion. 
The cavity flows are segregated mainly into open type (L/D < 10) and closed type 
(L/D > 10). In open type flows, the shear layer formed at the separation corner 
spans the entire cavity length and reattaches somewhere along the cavity back face. 
These cavities generally have low values of drag, but also relatively small levels of 
entrainment from the main flow. Closed cavity flows occur when the shear layer is 
unable to span the entire length of the cavity and reattaches on the cavity floor. Closed
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cavities are characterized by larger drag coefficients compared with open cavities. 
Thus, open cavities are more desired in scramjet combustors due to their lower drag 
coefficients. 

Sustained combustion is difficult to achieve because of the sonic velocity of air at 
inlet. Thus, the complete combustion lasts no more than few milliseconds, therefore, 
effective combustion is a critical factor in increasing the efficiency of the engine. 
Since the velocity of fuel injected is very high, mixing efficiency is the key factor 
contributing to optimize fuel combustion. 

This topic of mixing efficiency due to various geometrical entrapments is widely 
researched upon; Huang et al. [1] have investigated the ram-to-scram mode tran-
sition induced by jet-to-crossflow pressure ratio, while Huang et. al. [2] exten-
sively worked on transient combustion flow for the hypermixer in a Hyshot scramjet 
combustor. Prominent works of Gruber et al. [3] have provided comprehensive litera-
ture on improving the fundamental understanding of cavity-based flame holders. On 
contrary, researchers have also tried to incorporate dual-cavity injection; Lu et al. [4] 
concluded that the interaction of fuel injection and cavity flow gave rise to the forma-
tion of two sizes of vortexes in the upstream cavity. Ali et al. [5] comprehended the 
effects of microjet generated oblique shocks (multiple parallel and coalescing shocks) 
on the flow field. To use fuel-mixing capabilities to its potential, various geometrical 
constrictions aiding fuel mixing and their combustion are studied with the help of 
CFD. Recently, Choubey and his fellow researchers also [6–16] conducted some 
important simulation on scramjet combustor. A survey was conducted by Seiner 
et al. [17] on numerous concepts previously investigated on mixing augmentation of 
scramjet for future consideration. 

The rate of the enhancement was controlled by cavity shape and velocity of the 
inlet air. The flow field entrapped in the cavity recirculates flow increasing the resi-
dence time of fluid in the cavity leading to proper mixing of fuel with air. Streamline 
patterns are compared for different divergence angles to show its influence. It shall be 
noted that circulations are main results of the cavity in the supersonic flow patterns. 
The injection of the hydrogen divides the main circulation, and role of the cavity 
shape is prominent for the formation of the circulations inside the cavity. 

From the above literature review, it can be easily noticed that the effect of diver-
gence angle of the upper wall of the combustor has rarely been analyzed, and it 
might have an impact on the combustion performance inside the scramjet engine. 
Therefore, this information needs to be explored further. 

Numerous experiments with unique approaches and geometries were developed 
by scientists to enhance the mixing efficiency. Roos et al. [18] in their work investi-
gated the effect of a cavity placed directly upstream of an injector on the performance 
of generic scramjet combustor while in this work, we have primarily focused on the 
trapezoidal cavity-based fuel injection (injector placed inside the cavity). 

Among different types of cavities, we have comprehensively analyzed the mass 
distribution of H2O inside the trapezoidal chamber which is the most valuable param-
eter effecting the mixing efficiency. Moreover, our studies also consider the effects 
on mixing efficiency with change in divergence angle of the upper wall.
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2 Flow Modeling and Simulation 

2.1 Geometry and Grid Generation 

A two-dimensional model is developed with dimensions of 300 mm and 50 mm in 
horizontal and vertical directions, respectively. The geometric model of the cavity 
flow domain used in this work is from Moradi. et al. [19] for extensive investigation. 
This geometry has been further changed for performing different investigations. A 
divergence angle of 1.5° and 3° is provided on the upper wall as a part of this study. 
A high-resolution structured mesh grid is generated inside the cavity. To reduce the 
numerical diffusion, the generated high-resolution grid in the model is essential. The 
grid generated is very uniform throughout to eliminate any type of discontinuity in 
the results (Fig. 1). 

Fig. 1 a Schematic diagram of trapezoidal cavity (*All dimensions are in mm) b Grid generation
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2.2 Numerical Setup 

In this research, the use of implicit solver has been made with a finite volume cell 
center method and with help of that we have performed the computational investiga-
tion at Mach numbers 1.5, 2, 2.5 and temperature 300 K and studied each parameter 
at two different divergence angles. Several boundary conditions were imposed to 
make sure we get a robust solution. To obtain a higher accuracy solution, k-omega 
shear stress transport turbulence model [20] was used with an inclusion of energy 
balance and species transport equations. For this study, 2-D Navier–Stokes equation 
has been used to describe the flow of the fluid. 

While k-omega model is used for low Reynolds number and near wall treatment, 
SST k-omega is used for high Re and free stream flow. Thus, SST model is preferred 
for high turbulent flows. To find relevant diffusion data using trapezoidal cavity, 
species transport equation is necessary, which helps in determining mass fraction of 
hydrogen, oxygen and water present in the combustion chamber. 

Species transport solver with mixture as hydrogen and air was employed with 
single step reaction option enabled. 

2H2 + O2 → 2H2O 

3 Results and Discussions 

This section presents the results of our numerical simulations in terms of the perfor-
mance parameter. Our previous studies concluded that trapezoidal cavity is best 
suited for preserving the ignition zone, thus trapezoidal cavity is considered for this 
study; as it was already verified from Moradi et al. [19] work. 

3.1 Simulation Validation 

The curve in Fig. 2 represents the static pressure distribution with respect to the 
distance along cavity wall. The distance is measured upstream from the separation 
corner, the cavity floor and the cavity rear face. Based on Gruber’s experimental 
results, the current study shows good agreement with his experimental data.
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Fig. 2 Validation study 

3.2 Effect of Variation of Mach Number 

Combustion simulations using species transport equations were performed on trape-
zoidal cavity geometry work having divergence angle for this study. Running the 
simulations at different Mach numbers (M = 1.5, 2, 2.5), it was observed that Mach 
number M = 2.5 yielded better results than the other Mach numbers. The Mach 
number contours of the performed simulations are shown in the Figs. 3, 4, and 5. 
Two prominent factors; shock waves and flow separation were examined during this 
study.AtM= 1.5, the flow velocity is pretty non-uniform while at M= 2, bow shocks 
started to emerge in the geometry with 3° divergence angle but in the geometry with 
1.5° divergence angle there are irregularities in the flow velocity. It is evident from 
the Mach contours (Figs. 3, 4, and 5) that M = 2.5 is a favorable condition for 
profound shock generation. It has also been observed that the shockwaves generated 
in the geometry with 1.5° divergence angle are much less sustained downstream 
than those obtained in the geometry with 3° divergence angle. Secondly, there is an 
abrupt change in flow velocity downstream in the geometry with 1.5° divergence 
angle while the flow velocity transition is subtle in the geometry with 3° divergence 
angle. In the latter, geometry flow separation is delayed thus pronouncing the effect 
of bow shocks.

3.3 Effect on Mole Fraction of H2O 

Further, investigation on the flow of H2O shows that the hydrogen-rich flow is very 
perturbed at low Mach numbers (i.e., M = 1.5 and 2) (Figs. 6 and 7). The flow is 
having uniform distribution of H2O at M  = 2.5 with 3° of divergence angle, with
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Fig. 3 Mach number contours for a 1.5° and b 3° divergence angle at M = 1.5 

Fig. 4 Mach number contours for a 1.5° and b 3° divergence angle at M = 2 

Fig. 5 Mach number contours for a 1.5° and b 3° divergence angle at M = 2.5

less flow turbulence as compared to 1.5° divergence angle. Geometry with 3° of 
divergence angle also gives more profound combustion when compared with 1.5° 
divergence angle as evident by mixing efficiency (Fig. 8).
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Fig. 6 Mole fraction of H2O contours for a 1.5° and b 3° divergence angle at M = 1.5 

Fig. 7 Mole fraction of H2O contours for a 1.5° and b 3° divergence angle at M = 2 

Fig. 8 Mole fraction of H2O contours for a 1.5° and b 3° divergence angle at M = 2.5
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3.4 Mixing Efficiency 

Mixing efficiency is a measure of the level of mixing of fuel taking place in the 
combustor, which can be calculated as [15]. 

ηmixing =
∫

α · ρgas · χH2 · u · d A  

m ·
H2 

α = stoichiometric ratio for hydrogen. 
ρgas = density of gas (combustion products). 
χH2 = mass fraction of fuel available for combustion. 
u = axial velocity. 
m ·

H2 
= the mass flow rate of fuel at the fuel inlet. 

It gives us an idea of potential combustion performance. The mixing is largely 
affected by the near-field presence of vortices. As per our remark, mixing efficiency 
is greater in geometry having 3° of divergence angle in the upper wall than the 
1.5° divergence angle. The mixing efficiency of geometries with and without any 
divergence angle is given in Fig. 9. Further, the recirculation happening in the cavity 
and the shock formation leads to turbulence into the flow field; which shall promote 
diffusion and hence efficient mixing as a result. 

Fig. 9 Mixing efficiency graph for divergence angle a 1.5° and b 3° at M = 2.5
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4 Conclusions 

In this study, computations were performed to investigate the effect of inclusion 
if divergence angle in the trapezoidal shaped cavity injector in a generic scramjet 
combustor. Two-dimensional CFD approach is used with SST turbulence model to 
simulate the flow inside the cavity. The following conclusions have been drawn from 
the performed investigation based on the comparison of two different geometries 
that were considered for this research. Parameters used to compare the two different 
geometries observations include Mach number contours, mass fraction contours and 
mixing efficiency graph. 

From Mach number contour, it is evident that the bow shocks get established at 
M = 2.5, thus further observations and comparisons are made at M = 2.5. It has 
been observed that there are less flow separations and less shockwaves are sustained 
in the geometry with 1.5° divergence angle when compared to the geometry with 3° 
divergence angle. 

In the mass fraction contour, it has been observed that there were low flow turbu-
lence and profound combustion was taking place the geometry with 3° divergence 
angle when compared to the geometry with 1.5° divergence angle. 

From the mixing efficiency graphs, it has been observed that the mixing is taking 
place more prominently in the geometry with 3° divergence angle when compared 
to geometry with 1.5° divergence angle. Thus, when the divergence angle of wall 
cavity increases, the mixing efficiency is improved. 
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A Review on the Selection of Materials 
and Heat Transfer Properties in Scramjet 
Engines 

Namrata Bordoloi , Krishna Murari Pandey , and Gautam Choubey 

Abstract The scramjet engines are considered as one of the important developments 
of the hypersonic industry. The engines only operate at supersonic velocities; the 
supersonic combustion process is so fast that the time available for efficient combus-
tion is very less. The heat produce inside the combustor is very high, so selection 
of materials is one of the crucial parameters in obtaining efficient combustion. The 
jet propulsion devices demand the use of special materials that have the capacity to 
withstand the high temperature environment. So, the selection of appropriate mate-
rials is one of the primary requirements for designing the scramjet combustor. The 
paper reviews the different material properties and the applications on the combustor 
to enhance the performance, durability, and reliability. The paper uses a subjective 
approach to review the different material properties. The paper also attempts to cover 
the heat transfer phenomenon inside the combustor as the temperature and pressure 
generated in the combustor is quite high. Furthermore, the paper finally overviews 
the properties of the composite materials for the scramjet combustor with the motive 
to find the appropriate materials that can used further by the researchers in future. 

Keywords Composite · Combustor · Heat transfer ·Materials · Propulsion ·
Scramjet 

1 Introduction 

The hypersonic industry is exploring options to fly at hypersonic speed since the 
development of multi-staged rockets. However, rocket propulsion has limited scope 
in hypersonic travel which led hypersonic research a curious topic among the
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researchers. The development of air breathing jet engines such as turbojet engines, 
turbofan engine, Ramjet engine, and scramjet engine has paved the way in devel-
oping lightweighted vehicles to fly at high velocities [1]. All the jet engines stated 
here work on the same principle. The supersonic combustor ramjet engines also 
known as scramjet engines have grabbed the attention of the researchers as it does 
not have any moving parts unlike other jet engines. These engines use the atmospheric 
oxygen and do not carry an oxidizer to undergo the combustion process at high veloc-
ities [2]. However, the engines cannot start of its own it required a carrier vehicle, 
which is one of the prime disadvantages of the engine. The process of combustion 
occurs at supersonic speeds, and very less time is available for efficient fuel burning 
which decreases the performance of the engine. In order to overcome this problem, 
researchers have introduced different fuel injection techniques such as fuel injection 
through single strut injection [3], multi-strut injection [4], cavity injection [5–7], and 
wall injection with the motive to enhance the performance of the system. Till date, 
scramjet engines testing has survived the short duration and has proved feasible. 
However, for longer flight duration for Mach number greater than 5 has its unique 
challenges in the structure of the system as it experiences extreme thermal loads 
[8–10]. Furthermore, flights operating higher than Mach 5 demands an exhaustive 
selection of materials to survive the extreme thermal loads and temperatures at such 
speeds. It is necessary that the selection of the materials has to be done in such a way 
that during the combustion process, the thermal energy gets distributed in such a way 
that the temperature does not exceed the material limits. Additionally, for long-flight 
scramjet engines, the use regenerative cooling with endothermic hydrocarbon fuels 
is able to solve the challenge of thermal protection. 

The paper reviews the advancement in the selection of the materials and the 
different techniques to tackle the heat transfer challenges in the scramjet engines 
with the motive to improve the efficiency of the overall engines. 

2 Materials and Heat Transfer Properties Required 
in the Scramjet Engines 

The scramjet engines operated at supersonic speeds and demand appropriate selec-
tion of materials which primarily should be low in cost and lightweighted [2]. In 
order to select the appropriate materials, some of the properties such as specific 
strength, corrosivity, heat resistivity, strength over density, low thermal expansion, 
and resistance to embrittlement at low temperature should be take into consider-
ation. One such materials is titanium which has high specific strength, resistance 
to heat and corrosion, light in weight, etc. [11]. Generally, its usage is seen in fan 
and compressor as it can withstand lower temperatures (600 °C). Another mate-
rial is carbon fiber-reinforced plastic (CFRP) which also quits fit the criteria. The 
use of aluminum alloys is also seen in the literature. These alloys good castability 
and cost-efficient [12]. The use of superalloys is seen in the make of combustion
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chambers due to its good mechanical properties and corrosion-resistance properties. 
The composite materials provide 20% more strength-to-weight ratio as compared 
to materials. Different types of composites such as composite matrix composites 
(CMC), metal matrix composites (MMCs), polymer matrix composites (PMC), and 
carbon matrix composites are widely used to serve the purpose of withstanding the 
extreme environment [13]. These composites exhibit high tensile strength, tough-
ness, lightweight, high temperature resistance, etc.; one of the important features of 
composites is that it can withstand high temperature to around 1500 °C, which is 
quite beneficial for the scramjet engines [14] The use of composites in the make of 
scramjet engines can be perfect candidate among the other materials. 

3 Literature Review 

The scramjet engines operate at high velocities which have paved the way to design 
lightweighted space vehicles. Unlike any other rocket engines, the scramjet engines 
use the atmospheric oxygen to undergo the process of combustion. The engines start 
it operation at high velocities, due to which the outer body experiences vigorous 
friction with the atmosphere resulting in aerodynamic heating. On the other hand, 
the combustion process inside the combustor occurs at high velocities resulting in 
temperature rise as high as 3000 K. Moreover, due to such high temperature on 
the inside, and intense friction on the outside requires a stable cooling system, and 
selection of appropriate materials is necessary to meet the working conditions. The 
sections below discuss the usage of different materials and different cooling tech-
niques that are already present in the literature in other to provide an overview on 
the current advances in materials and cooling techniques in the scramjet engines. 

3.1 Material Selection in Scramjet Engines 

The selection and development of materials is very crucial for scramjet engines. 
The materials for the scramjet engines are expected to have low density and high 
stiffness and strength and many others. The researchers around the globe are making 
continuous efforts in the development and selection of materials that can withstand 
the extreme conditions due to high velocity combustion process occurring inside the 
combustor. The section reviews the studies on material usage in the already present 
in the literature with the motive to select the appropriate materials for the scramjet 
engines. 

Seelant [15] and Bauchez et al. [16] studied the different cooling mechanisms and 
lightweight advanced materials for high-speed flight projects for different materials 
requirements (CMC, metallic). The aim to the study was to understand the capacity 
of these materials to withstand the high temperature and generated heat flux at high 
flight Mach 3 speed.
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Draper et al. [17] used TiAl alloy as stiffness structure at the inlet, nozzle, and 
compressor section with the motive to reduce the weight of the hypersonic propulsion 
system in the scramjet engines. 

Sabarigirinathan et al. [18] manufactured and tested a ramjet engine and performed 
an analysis on temperature using different fuels. Costa et al. [19] experimentally 
investigated the Brazilian 14-X hypersonic vehicle. The model exhibited the use of 
long stainless steel waverider model technology with the motive to provide lift and 
combustion efficiently in the scramjet engine. 

Zander [20] studied the uses of composite materials and regenerative cooling on a 
proposed scramjet model to understand the heat transfer in the walls and the changes 
in the combustor due to the generation of extreme temperatures in the combustor. 
Humphrey [21] fabricated the inlet of ramjet engines with low-carbon mild steel to 
investigate the effect of the pressure distribution on the inlet. It may be concluded that 
on using low carbon mild steel at the inlet, the inlet accommodated high pressures 
than other materials. 

Sharma and Mahajan [22] and Zheng et al. [23] fabricated a ramjet nozzle using 
carbon fiber-reinforced silicon carbide (C/Sic) composite with ceramic materials as 
lining. The aim of this modification was to reduce the erosion causing by the gases 
coming out of the nozzle. The exhausted gases are high in temperature, velocity, 
pressure that eroded the structure and leading to structural failure. 

Alvaro F. S. Pivetta [24] numerically analyzes the structure using FEM for 14-
XS air breathing engine. In order to withstand the effects of high velocities, the 
structure used auxiliary devices such as ribs, stringers, and costing materials for 
thermal protection. Beyer et al. [13] investigated the advanced fuel-cooled structures 
by introducing fuel-cooled ceramic structures incorporated in the dual-mode ramjet 
engines with strut integrated design. 

Choubey et al. [25], Thong [26], and Nishit and Ulmek [27] reviewed the uses, 
advantages, applications, and different types of composites. It also highlights the safe 
properties, strength, and stiffness which are necessary in the materials for scramjet 
engines. 

Ma et al. [28] studied the use of CFRP, MMC, CMC, resin matrix composites in 
the aircraft engines, rocket motors, scramjet engines. Baroumes et al. [29] studied 
the usage of CMC in the scramjet engines. 

From the discussion above, it has become evident that the ramjet engines easily 
show structural failure as it gets eroded due to the formation of exhaust gases. The 
use of composite materials with ceramic materials lining may reduce the erosion of 
the structure. Also, it can be identified that for the accommodation of high pressure at 
the inlet of the ramjet the uses low carbon mild steel can be used. In case of scramjet 
engines, the materials should have the properties such as lightweightedness and high 
tolerance to cylindrical loads. The use of different composites such as CMC, MMC, 
and metal alloys in the make of the structure of scramjet engines can be proved 
beneficial. Additionally, Ti AL or any titanium alloys can be uses in the make of 
inlet, nozzle, and combustor section due to its lightweight property.
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3.2 Heat Transfer in Scramjet Engines 

The scramjet engines experience high friction from outside and high temperature due 
to combustion in the inside, so it is very necessary to find appropriate cooling tech-
niques. Research around the globe is making continuous effort to find the optimum 
cooling technique for long flight duration. The following are some of the studies 
that discuss the different cooling techniques which will enhance the heat transfer 
mechanisms. 

Zhang et al. [30] studied the thermal behavior on a 3D model of scramjet engines 
cooling channels for different aspect ratios. The study primarily focuses on the non-
cracking zone of the cooling channels. The different aspect ratios are λ = 1, 2, 4, 
and 8 were selection to carry out the simulations. The results obtained from the 
simulations indicate that heat transfer deterioration was seen due to the low mass 
flow rate of fuel. It is seen that increasing the aspect ratio significantly reduces the 
rate of heat transfer deterioration in scramjets. However, the high aspect ratio was 
not seen beneficial for lowering the wall temperature. Additionally, it was estimated 
that by increasing the operating pressure can improve the heat transfer rate for an 
appropriate aspect ratio. 

Liang et al. [31] investigate the effects on heat transfer deterioration (HTD) of 
scramjet engines when it moves at hypersonic speeds. The study focuses on the heat 
transfer deterioration of n-decane for different flight acceleration. On analysis, two 
types of HTD, namely type 1 and type 2, were found. The HTD type 1 resulted in 
thermal boundary layer formation located at the initial section of the tube. The HTD 
type 2 resulted due to the reduction of turbulent diffusion causing M-shaped velocity 
profile. On varying the different flight acceleration, it was found that the type 2 HTD 
was proved stronger than type 1 HTD. 

Jin et al. [32] investigate the usage of JP-10 slurry fuel containing nanoparticles 
of aluminum in a scramjet engine to understand the effects on the heat transfer 
characteristics. It was observed that the combustion of the slurry fuel containing 
aluminum nanoparticles in the combustor caused deposition on the inner walls of the 
engine. From the study of the surface deposition and heat transfer characteristics, 
it can be observed that convective heat transfer was dominant near the walls of 
the combustor. The average convective heat transfer coefficient for the slurry fuel 
was 28.74% higher than the pure fuel. Also, the wall heat flux was 31.85% higher 
for the slurry fuel than the pure fuel. Thus, it was concluded from the study that 
slurry fuel containing high wall friction coefficient results in high convective heat 
transfer coefficient. Additionally, the introduction of the rough surface on the walls 
changes the heat transfer characteristics resulting in enhancement of the convective 
heat transfer of the scramjet engine. 

In order to improve the fuel air mixing in the combustor of the scramjet engine, 
Llobet et al. [33] showed the use of generated vortices with the motive to improve 
the efficiency of the scramjet engine. Llobet et al. used RANS numerical model of 
the T4 Stalker Tube under Mach 8 flow conditions to under vortex interaction in 
scramjet engine and compared with the experimental results. For the generation of
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the vortices, canonical geometry consisting of flat plate plus a fin with compression 
angle was used. The comparative study of both experimental and simulation results 
shows a new approach in the heat transfer characteristics downstream. The heat 
transfer analysis in the wake region showed good agreement of the simulation results 
with the experimental results. The simulated results show the formation of counter-
rotating vortex which results in low heat flux near the reattachment region. Thus, 
the vortex generation in the scramjet combustor with the help of injectors provides 
a new way for the heat transfer analysis in scramjet engines. 

Chen et al. [34] attempt to find cause behind abnormal heat transfer for scramjet 
engines under regenerative cooling methods with supercritical n-decane usage 
computationally. To achieve the stated objective, different mass flow rates and heat 
fluxes are considered. The process of abnormal heat transfer is explained with the 
help of thermal diffusivity, velocity, and vortex evolution. From the evaluation of the 
simulation results, it was estimated that the temperature was rising with the increase 
in mass flow rate and heat flux. This abnormality in the heat transfer was observed to 
the generation of large buoyancy force inside the tube. This was the main reason for 
the temperature difference at the inlet. Additionally, the generation of small vortices 
causes heat transfer difference between fluid layers. 

Sun et al. [35] developed a 3D model to study the heat transfer deterioration 
(HTD) in cooling channel of the scramjet engine with endothermic n-decane fuel. 
The simulations were processed with K-epsilon turbulence modeling to analyze the 
thermal stratification process in the channels. The simulation results indicate the 
density and viscosity variables play an important role in HTD phenomenon. It was 
estimated from the results that the low heat transfer coefficient and high wall temper-
ature regions were found near the boundary. The HTD was found critical near the 
thermal boundary layer. Zhang et al. [36] developed a thermal protection system to 
meet the cooling requirements of hydrogen scramjet engines. The protection system 
consists of active and passive thermal protection system for safe operation under 
high velocities. The computationally study is progressed by using 1D-coupled heat 
transfer model for different Mach numbers and equivalent ratios. The study showed 
that the use of combined active and passive thermal protection system in scramjet 
engine increases the range of flight velocity with proper selection of materials. The 
over rise of temperature in the combustor can be avoided with the present system. 
Thus, the implementation of the combined passive and active thermal protection 
system is beneficial to avoid overheating in scramjet engines. 

Zhang et al. [37] developed a 3D model of the coolant flow to study the thermal 
behavior inside the cooling channels for regenerative cooling channels in scramjet 
engines with the motive to identify the appropriate design parameters. To achieve the 
stated objective, different variables such as aspect ratios, flow area, and fin thickness 
were considered for the analysis. The simulation results the wall temperature can be 
reduced by implementing small flow area which in turn causes increase in pressure 
drop in the cooling channels. The regenerative cooling system in the scramjet engines 
causes the wall temperature to decrease for aspect ratio ranging from 1 to 8. However, 
the wall temperature rises with increase in aspect ratio. Thus, the optimal channel 
aspect ratio should be larger for smaller flow area to reduce the wall temperature.
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Additionally, smaller fin thickness decreases the thermal diffusion coefficient which 
finally helps in wall temperature reduction and increase in pressure drop. 

Song et al. [38] conducted an experiment for transpiration cooling using optical 
heating method in order to achieve a heat flux of 237 W/cm2. To investigate the 
transpiration effectiveness, Inconel tubes are used in the experiments. The analysis 
shows that transpiration cooling mechanism was able to remove large amount of heat 
from the engine walls which is beneficial for the scramjet engines. 

The above literature discusses the different active cooling technologies used in 
scramjet engines, namely regenerative cooling, film cooling, transpiration cooling, 
and their combinations. From the literature, it can be concluded that regenerative 
cooling technology is a coolant-based forced convection heat transfer in the channels 
whereas film cooling is achieved by injecting the coolant through an inclined angle. 
Film cooling provides thermal protection to the walls. Another cooling technology is 
also discussed is the transpiration cooling which has been seen to have high efficiency 
as compared to the other two. 

4 Conclusions 

The ramjets and scramjet engines operate at supersonic speeds, and it is necessary 
that the selection of the materials and heat transfer cooling technologies should be 
selected consciously to eliminate structural failure. The paper focuses on reviewing 
the desirable materials and heat transfer properties which the objective to achieve 
stable working conditions. 

Conclusions drawn on selection material properties from review work:

● To eliminate the erosion of the structure of ramjet engines, the use of composite 
materials with a lining of ceramic materials is suggested to reduce the erosion due 
to exhaust gases.

● Low-carbon mild steel materials can be used in inlet of the ramjet engines, as it 
accommodate high pressures.

● In the scramjet engines, the materials should be lightweighted and acceptable to 
high tolerance cylindrical loads.

● The use of composites such as CMS, MMC, titanium alloys in the combustor, 
nozzle, and inlet is suggested.

● The use of titanium is seen in many aircraft engine due to its mechanical properties. 
However, the titanium alloys have the ability to withstand the temperature up to 
2000° C which is superior to use in scramjet engines than titanium. 

Conclusions drawn related to heat transfer techniques in scramjet engines from 
reviewed work:

● Active cooling technology plays an important role for scramjet engines in 
achieving stable conditions.
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● Regenerative cooling, film cooling, and transpiration cooling are the active cooling 
technologies that are used in scramjet engines.

● Some studied related to the use of endothermic hydrocarbon fuels are seen 
in regenerative cooling. The heat transfer characteristics under supercritical 
pressures are studied for active regenerative cooling.

● The studies also show the use of supersonic film cooling by varying flow area, 
temperature, pressure. Many numerical simulation studies with 3D modeling also 
discussed.

● Under different flow conditions, the heat and flow characteristics of transpira-
tion cooling are also reviewed. The formation of shock waves creates blockage 
resulting in rise in temperature in the scramjet engines. 
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Review on Enhancement of Thermal 
Capacity in Heat Exchangers 
with Various Nanofluids 
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Abstract One of the most preferable modern technologies that have been invented 
to aid in the field of heat transfer purpose is the use of nanofluids in place of conven-
tional fluids. The thermo-physical properties of nanofluids results in enhanced rate 
of heat transfer and that is why it has drawn the attention of researchers for more 
than a decade. Heat exchangers are broadly used in many areas of engineering field. 
There are many types of heat exchanger for example counter-shell and tube heat 
exchanger, plate type heat exchanger, spiral heat exchanger, etc. But it is cross flow 
heat exchanger works in a more effective manner with high rate of heat transfer. 
Efforts have been practiced to improve heat transfer rate in heat exchangers and to 
reduce transfer time and finally boost the energy utilization efficiency. The efforts 
generally include some passive and active methods like turbulence creation, exchange 
surface extension or the using fluids with better thermo-physical characteristics. 
Now-a-days, one of the most exclusively practiced methods for the increment of 
heat transfer rate in contrasting varieties of heat exchangers is the use of nanofluids. 
The objective of this review paper is to sum up the heat transfer improvement poten-
tial of nanofluids and the effect of its concentration and diameter on heat transfer 
enhancement. 
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1 Introduction 

Cross flow heat exchangers exhibit a pivotal contribution in the refrigeration, air 
conditioning and ventilation system that needs heat to be transferred from one means 
of fluid to another. In cross-flow heat exchangers, working fluids flow at right angles 
to each other. The ascertainment of a model heat exchanger is on the basis of the kinds 
of various service conditions. It ought-to withstand various weather conditions that 
may not be favorable for its working, and also considering parts of fouling in the heat 
exchanger and various checks on the diameter, length, weight, and tube configuration 
on account of requirement of size of heat transfer or inventory consideration. Corre-
spondingly, the improvement of overall system performance determined by design 
development of heat exchangers and its dependableness. To increase heat transfer 
capacity by increasing the Nusselt Number and effectiveness of heat exchangers, fins 
having high efficiency have been introduced. The conduction phenomenon in a heat 
exchanger can be obtained by utilizing the accurate measurement of convective heat 
transfer correspondence on the basis of least-squares that can only be applied to the 
flow characteristics and LMTD, i.e., logarithmic mean temperature difference. After 
that Numerical mode could be used for the execution of a heat exchanger through 
the use of Simulation (ANSYS-FLUENT), and also using Artificial Neural Network 
(ANN) as a tool, for modeling, validation and for justifications of results. A nanofluid 
means those fluids that contain nanometer-sized metal or non- metal particles, called 
nanoparticles that form a colloidal suspension in a base liquid. Conventional fluids 
like deionized (DI) water, ethylene glycol (EG), etc. which are used as usual working 
fluids in various heat transfer applications have innate low thermal conductivity than 
that of metals as well as metal oxides. Therefore, solid nanoparticles (Np) are added 
to the conventional fluids to improve their thermal conductivity. The resultant of this 
suspension is termed as nanofluid. This term was coined by Choi of the Argonne 
National Laboratory, U.S.A. in the year1995 [1]. So, nanofluids means nano-sized 
powders of metal or non-metal having sizes less than 100 nm suspended in a base 
liquid. 

Present day nanotechnology provides new windows to process and fabricate mate-
rials with crystal sizes typically below 50 nm [2]. The different types of nps that have 
been used for improving thermal conductivity are copper oxide, alumina trioxide, 
titanium dioxide, silver, diamond, etc. 

Basically, there are two elemental methods of producing nanofluids; one is the 
single- step direct evaporation procedure and the other is the two-step method. The 
one-step method comprises direct evaporation and then condensation of the solid 
nano-sized particles in the conventional liquid for making the stable nanofluids. In 
the second method, the nps, obtained by some other methods are dispersed into the 
conventional liquid [3, 4]. In an evaluation by Wang et al. [5], the two-step procedure 
is universally used for synthesizing of nanofluids from the available commercially 
supplied nano powders. In this procedure, at first the nps were produced and after that 
these were dispersed in the base fluids. Ultrasonic machines are commonly used for 
dispersing the particles and reducing the agglomeration of solid particles. After their
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preparation; various measures are to be taken before their use in experiments of its 
heat transfer characteristics. Several tests should be done for their characterization 
and functionalization. Some of the commonly used tests are x-ray diffractometry, 
FTIR, TEM, TGA, and Raman spectroscopy. Details vary according to the material 
type. 

2 Literature Review 

Gao and Geer [1] had performed a factional characterization of cross flow heat 
exchangers for determining the ephemeral answer of the mass flow rate and the corre-
sponding temperature of fluid at inlet with stepwise changes. By differing minimum 
fluid capacity, i.e., Cmin no significant change in the behavior of fluid temperature 
at outlet was recorded. For enhancing the efficiency and optimizing the frame of heat 
exchanger, a total factual course of action of ephemeral analysis’s given for the heat 
exchanger. Fadare and Fatona [2] used MATLAB as tool alongside used Artificial 
Neural Network technique for mapping and evaluating the performance factors such 
as heat transfer coefficient, thermal capacity, effectiveness of multi pass, multi tube 
heat exchangers. The results obtained by the ANN numerical analysis validated t5he 
results obtained from the experimental analysis. Their study showed how ANN can 
be utilized as a modeling technique to get results that are comparable with exper-
iment results. Brabin and Ananth [6] had surveyed investigational setting of split 
flow heat exchanger. The heat exchanger performance was investigated by the use of 
Aluminum oxide (Al2O3) with the conventional fluid like pure water, or even a matter 
of fact with ethylene glycol, by forming their mixture. Their thermal properties are 
determined. The results exhibited that the heat transfer properties were improved for 
mixture of ethylene glycol and water used as cooling fluid, as compared with using 
only pure water as cooling fluid. Ravi Kumar et al. [7] surveyed cross-flowing heat 
exchangers by differing height of fins by employing Numerical Simulation using 
Computational Fluid Dynamics. It was observed that heat transfer rate reduces with 
the increase in fins height. Crane and Jackson [8] conducted experiments on heat 
recuperation. It is the heat that is generally wasted in cross flow heat exchanger at the 
hot fluid outlet. The heat recuperation was obtained through air cooling with segments 
of Bi2Te3. More than 40 W/l of power density can be attained from heat exchangers 
comprising Bi2Te3 as thermo-electric material. Moreover, there was a need of eval-
uating methods to use thermo-electric materials in heat exchangers to provide better 
heat recuperation. Chad Harris et al. [9] analyzed that the heat transfer in case of a 
cross flow micro heat exchanger became more extensive when the transfer of heat 
occurs from fluids (e.g., water–glycol) to gases (e.g., air) for some prevailing fore 
region pressure drop for every liquid having normal values for conventional scale 
heat exchangers. Thermal diffusion lengths were found to be decreased in cross 
flow micro heat exchangers when micro channels were used which in turn increased 
the heat transfer or volume. When comparisons were made to conventional cross 
flow heat exchangers, micro heat exchangers exhibit improved result with regard
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to heat transfer rates or volume and what not. LIGA, sequence and bonding were 
being used for manufacturing plastic heat exchanger of cross flow type. Alotaibi 
et al. [10] in their study of single pass heat exchanger with varying inlet condi-
tions such as ambient temperature, pressure. The heat exchanger tube carries water 
inside and the air is flowing over the tubes to cool the heat exchanger. Numerical 
analysis showed that the effectiveness of the heat exchanger can be controlled by 
adjusting the water flow rate, the inlet air temperature and the inlet water temperature. 
Tan et al. [11] using artificial neural network predicted the properties of individual 
fluid stream flowing inside the heat exchanger, their results suggested that perfor-
mance of compact heat exchanger can be numerically calculated by using neural 
network model. Panchal [12] analyzed the affects of temperature distribution in case 
of multi pass heat exchanger, they found that temperature difference between fluids 
can increase the mixing efficiency of air over the water tubes and also increases the 
air side velocity thereby increasing the heat transfer efficiency of heat exchanger. 
Meikandan et al. [13] did numerical studies and developed a model neural network 
to identify the effects of fouling factor in the cross flow heat exchanger; experi-
mental results verified his numerical results and showed that the increase in mass 
flow rate in case of fouling increases the heat transfer coefficient in heat exchanger. 
His model also suggested that numerical analysis gave identical results as compared 
to the experimental analysis of heat exchangers. Mohammed et al. [14] in their study 
instead of focusing on design od heat exchangers for better heat transfer character-
istics, tried to focus on the properties of nanofluids used, such as type of nanofluid, 
its physical and chemical and thermal attributes. The used micro channels for the 
use of nanofluids unlike the traditional water-based system in heat exchanger. And 
although because of the use of micro channels there was a significant pressure drop 
associated, the increase in heat transfer coefficient compensates for this pressure 
drop. Sohani et al. [15] studied indirect evaporative cooling in heat exchangers, they 
developed GMDH model, which helps in analyzing air properties such as dew point 
temperature, exit temperature, humidity present in air. Upon investigating in 12 cities 
all having different weather conditions they classified cities in four major categories. 
They found that with the increase in humidity or decrease in inlet air temperature 
leads to decrease in optimized velocity of air, also the optimized WAR decreases 
with decrease in humidity and temperature of ambient inlet air. On an average of 
these 12 cities they found that Coefficient of performance is increased by 8.9% and 
average annual Cooling Capacity increases by 6.9%. Wu et al. [16] used artificial 
neural network named as GABP model and compared the results obtained with BP 
model. It was found that performance of cross flow heat exchanger in cooling tower 
using GABP model was much higher and more accurate as compared with the BP 
model. GABP model took input parameters of heat exchanger and gave output as 
dry bulb temperature, heat absorbing capacity etc. It also predicted the mass transfer 
properties of the heat exchanger used in the cooling tower. Shah et al. [17] using  CFD  
modeling and simulations analyzed bundled cross flow heat exchanger. The bundle 
type of heat exchanger is aligned at various angles. CFD simulations results in corre-
lations between the different angles and the heat transfer capacity. One important 
finding that they reported was that the pressure drop also depended on the angle of
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arrangement, and pressure drop at 60° was much different than that of 45°. Aasi et al. 
[18] used three fluid heat exchanger along the cross flow. The purpose of their study 
was to relate the non-uniformity during flow to the efficiency of heat exchanger. It 
was found that the effect of non-uniformity in flow is dominant in turbulent region 
of flow and not so significant in the laminar region. And among all the three fluids 
there is a combination which drastically affects the capacity or the efficiency of cross 
flow heat exchanger. Also the non-uniformity in horizontal direction affects more as 
compared to the longitudinal direction of flow. Jha and Bhaumik [19] demonstrated 
CFHT type heat exchangers which are compact cross flow helical tube type, using 
air as cooling mechanism for the heat exchanger. The results showed that Reynolds 
number increased almost twice because of the reflection phenomenon due to the 
compact helical shape of the tube. Also dead zones which were earlier observed in 
straight tubes are now diminished. Since air is used for cooling mechanism there’s a 
significant amount of pressure drop noted in the air side of the heat exchanger. Vargas 
and Bejan [3] said that for any complex geometrical analysis it should be modeled 
as something small but comparable. Thus they modeled the fins of heat exchangers 
that are mounted above aircrafts with the heat exchangers having smooth plates. 
This geometrical optimization can be used in system such as ship, heavy machinery 
etc. Kang and Tseng [20] analytically studied the correlation between rates of heat 
transfer and pressure drop in case of micro heat exchanger. Results showed that 
for same effectiveness the pressure drop and heat transfer rate is affected by the 
average temperature of the cold side and hot side of flow in heat exchanger. Also 
the size of heat exchanger and the type of material used significantly affected these 
two properties, for example when copper is used for heat exchanger material the 
thermal conductivity increased to 400 W/mK as opposed to 148 W/mK. Hajabdollah 
and Seifoori [21] analyzed the undesirable flow patterns that occurs in the optimal 
design of heat exchangers. They took consideration of six factors that includes heat 
exchanger effectiveness, fins efficiency, heat transfer coefficient, total annual cost, 
inlet profiles viz. linear, parabolic and power law model. Results showed the feasible 
and optimized design of cross flow heat exchanger with a reduction in total cost and 
increase in heat exchangers effectiveness. Triboix [22] suggested the formula for 
finding out NTU, i.e., number of transfer units and the effectiveness of cross flow 
heat exchanger in the case where fluids do not mix with each other in single pass. 
Dixit and Ghosh [23] analyzed the affects of ambient surroundings on the perfor-
mance of heat exchangers. In application like cryogenics the effectiveness of heat 
exchanger seems to have paramount importance therefore how the heat exchanger 
interacts with surroundings is important. The results showed that when the ambient 
temperature is higher than both cold and hot fluid, effectiveness of hot fluid depends 
inversely on heat leaking out and that for the cold fluid is directly proportional to 
the heat entering inside. The direction of heat flow through exchanger depends on 
the temperature difference between fluids and ambient conditions, which in turn 
decides the heat exchanger performance. Cross flow heat exchanger best replicated 
the counter current flow type heat exchanger when heat conductance ratio is on 
the lower side. Nuntaphana et al. [24] modeled 23 different types cross flow heat 
exchanger having spiral arrangements and monitored the effects of tube diameter,
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fins length and heights on the thermal capacity of heat exchanger. Results showed 
that for inline arrangements of heat exchanger with increase in tube diameter the 
pressure drop across also increases but the net heat transfer coefficient associated 
with it reduces. Similar results occurred if we increased the length of fins in heat 
exchanger. However there’s one arrangement in which the pressure drop is not signif-
icant and also the heat transfer coefficient increases significantly the arrangement was 
called staggered arrangement of heat exchanger. Heris et al. [25] experimented using 
square cross section ducts in heat exchangers, although the pressure drop in square 
cross section type ducts is much less as compared to the circular ducts the square 
duct also reduces the thermal capacity and heat exchangers effectiveness. In their 
study they tried to enhance the effectiveness of square duct heat exchanger by using 
Al2O3 nanoparticles suspended in water. By varying the concentrations of nanopar-
ticles they obtained that up to 27.6% of enhancement in heat transfer coefficient 
can be achieved using 2.5% of concentration of nanoparticles as compared with 
the pure water as base fluid. Results also showed that there is an decrease in wall 
temperature and increase in heat exchangers effectiveness if the mass flow rate is 
increased. Magazoni et al. [26] developed numerical simulation technique for cross 
flow heat exchangers to evaluate thermal properties related to the heat exchangers. 
The comparison can be made with various types of heat exchangers having single pass 
and multiples passes, parallel as well as cross flow heat exchangers. Results showed 
that errors decreases as the number of transfer units NTU increased. Cabezas-Gomez 
et al. [27] developed new type of flow arrangement as opposed to the traditional multi 
pass heat exchanger systems. In this new system, fluid flows in two tube circuits, 
each tube circuit consists two tube lines. the new system is compared with standard 
two pass cross flow heat exchanger by varying NTU’s, different capacity ratios. And 
results showed that the new proposed heat exchanger system delivers higher entropy 
generation, higher efficiency and higher thermal capacity over a wide range of input 
parameters. The scope of these new systems can be realized in automotive industries 
and refrigeration systems. Kotcioglu et al. [28] studied the second law of thermo-
dynamics related to entropy generation and its relation with fluid friction and heat 
transfer in cross flow heat exchangers. It was found the irreversibility in the fluid 
flow inside the heat exchanger decreases with increase in fluid flow velocity. And 
by decreasing irreversibility in flow higher heat transfer coefficient can be achieved 
which in turn increases the effectiveness of the cross flow heat exchanger. For proper 
mixing of fluid flow to reduce irreversibility they introduced a new kind of mixer 
called as CDLVG which means convergent divergent longitudinal vortex generator. 
Ogulata and Doba [29] in their experiment manufactured plate type cross flow heat 
exchanger mainly because it has the highest waste water heat recovery. The idea here 
is that they wanted to minimize the entropy generation inside the heat exchanger, 
which in turns decreases various frictional as well as heat transfer losses, thereby 
increasing the effectiveness of the heat exchanger. They achieved the desired results 
by varying various parameters such as optimum path length which means the size and 
area of the heat exchanger, Other parameters included dimensionless mass velocity 
flow and temperature difference. Gupta and Das [4] investigated the second law of 
thermodynamics, in consideration with back mixing flow at the exit fluid of a cross
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flow heat exchanger. The results showed promises of utilizing the exergy of exit fluid 
from heat exchanger, results indicated that while destruction of exergy of the outlet 
fluid decreases the effectiveness of heat exchanger it also influence the maximum 
entropy paradox of second law of thermodynamics. San and Jan [30] utilized the 
concept of second law and incorporated the exergy concept in wet cross flow heat 
exchanger. By monitoring the performance of this heat exchanger with different 
atmospheric weather conditions, they found out that the effectiveness of wet cross 
flow heat exchanger is more in winter condition when surrounding temperature at 
outlet is lower as compared to the summer conditions. Wen et al. [31] used finite 
volume expression to develop a correlation between air and liquid flow rate, on heat 
transfer coefficient for a cooling tower as sink and heat source. They concluded that 
the effect of air and liquid mass flow rate is very much significant in increasing heat 
transfer coefficient as compared to the inlet temperature of air and liquid. Sozen 
et al. [32] used Alumina or fly ash debris nanoparticles suspension in both parallel 
flow and cross flow heat exchanger, results indicated that there is a 5.8% increase 
in effectiveness of heat exchanger by using nanofluid suspension as compared to 
the conventional water-based system in heat exchanger. Their study also gave scope 
to using metal oxides nanoparticles suspension to be used in heat exchangers to 
enhance the thermal conductivity and heat transfer coefficient in heat exchangers. 
Lalot and Palsson [5] developed a method for early detection of fouling in a cross 
flow heat exchanger without raising any false alarms. By using numerical techniques 
and creating a neural network of collected data points of both the clean and fouled 
heat exchanger, through regression and correlation they trained the neural networks 
to detect fouling as early as possible, thereby increasing the effectiveness of a heat 
exchanger. Starace et al. [33] found that whole scale computational analysis of heat 
exchanger is very much costly and leads to over sizing and overestimation, so they 
developed a Hybrid approach that focuses on iterative approach on determining the 
heat transfer coefficients on either the hot side or the cold side. And this iteration is 
found valid for the whole heat exchanger in increasing the effectiveness by focusing 
on just the parts where there is higher energy flux present. It was found that heat 
transfer rate is higher on the cold inlet side and cold outlet side, thereby, favoring the 
cold side. Thus our focus should be on the hot side of the heat exchanger geometry 
to improve the heat transfer rate. Ranjbarzadeh et al. [34] in their experimental set 
up used Graphene oxide water-based nanofluid system with varying concentrations. 
Tests were conducted in subsonic wind tunnels, with varying Reynolds Number. 
Key results suggested that there is an 21% increase in the friction factor and 51.4% 
improvement in Nusselt Number, an although there is a pressure drop the overall 
effect of the nanofluid suspension is that it increases the heat transfer coefficients 
by 42.2% as compared with pure water-based system. Navarro and Cabezas-Gomez 
[35] used computational program to evaluate the thermal efficiency of cross flow heat 
exchangers, this computational technique was further utilized to improve the perfor-
mance of heat exchangers. Al Nahian et al. [36] analyzed cross flow heat exchanger 
using various concentrations of nanofluids along with changing the base fluid, they 
used Cu-water, Al2O3-water to analyze the effects of changing the nanoparticle, and 
they used Al2O3-ethyl glycol and Al2O3-water to analyze the effects of changing
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the base fluid. They altered the concentrations to arrive at various conclusions one 
of which was, that Cu-water has the highest thermal conductivity, and with the 
increase in Reynolds number there is an increase in heat transfer coefficient. Singh 
et al. [37] used Al2O3-ethyl glycol nanofluid system alongside pure water-based 
system for comparison and to find out the thermal performance. In their study they 
found that the overall heat transfer coefficient along with thermal conductivity and 
viscosity is increased when we use nanofluid system instead of pure water base 
system. Kadhim et al. [38] used Magnesium Oxide (MgO) as nanofluid and Pyrex 
glass having dimension (250 × 500 × 1200) heat exchanger. They concluded that 
with increase in nanoparticle concentration there is an increase in density, viscosity 
but although the rate of heat transfer increased there is a decrement in specific heat. 
Ionescu and Neagu [39] used COMSOL software-based an Finite Element Method 
technique to evaluate the performance of cross flow micro heat exchanger, they used 
Al2O3-water-based nanofluid system varying the concentration, and comparing with 
pure water-based system, they found that using higher concentrations of Al2O3-water 
nanofluid suspension with greater mass flow rate, there is an increase in heat transfer 
characteristics as well as rise in pressure drop alongside higher friction factor. Chennu 
et al. [40] in their analysis used Al2O3-water-based nanofluid system in a compact 
type cross flow heat exchanger. They found that for a constant temperature and flow 
rate, almost 13% of increase in heat transfer coefficient, and pressure drop can be 
obtained just by varying the mass flux. 

2.1 Thermal Conductivity 

Increasing the level of concentration tends to increase the thermal conductivity of 
nanofluids as reported by Pak and Cho [41], Xuan and Li [42] Xuan and Roetzel [43], 
Heris et al. [44]. Various experiments were conducted using the mixture of water and 
nanoparticles of Copper (Cu), Titanium Dioxide (TiO2), Copper Oxide (CuO), and 
Aluminum Oxide (Al2O3). Results showed that Aluminum oxide nanoparticles show 
the maximum heat transfer as greater than 40%. Bhattacharya et al. [45] with the 
help of modeling simulated the effects of concentration in increasing the thermal 
conductivity. Lee et al. [46] found that the dispersion medium plays an important 
role, as these liquids play the role of base fluid; they observed that nanoparticles, 
when mixed in water, oil, or ethyl glycol, tend to increase the thermal conductivity 
ratios of the medium and decrease these ratios in the base fluid. The magnitude 
of solid–solid interactions and volume concentration is taken care of by the mass 
equilibrium of the suspension; these properties are greatly affected by the value of 
pH, particulate shape and size, and surface additives. It is being noticed that two main 
kinds of accumulation or connection happen in nanofluids. The primary connection 
happens when nanoparticles are joined through the strong point of solid boundary 
layer interactions, which, as depicted by Prasher et al. [47] is one of the main reasons 
for the increase in thermal; conductivity. Timofeeva et al. [48], studied silicon carbide 
(SiC), nanoparticles in two types of dispersion mediums. One is water, and the other
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one is ethyl glycol, what they found is that the thermal conductivity ratio is almost 
5% higher in ethyl glycol suspension as compared to the water suspension. Lower 
the thermal resistance of the base fluid in the suspension, the better the thermal 
conductivity of the nanofluid system. And a water-based nanofluid system gives lower 
thermal resistance to base fluid as compared to ethyl glycol nanofluid system. Wang 
[49] investigated the method of finding thermal conductivity of nanofluid suspension 
systems using transient hot wire system. In the suspension system the nanoparticles 
experiences various forces such as Van-der walls forces of attraction, electrostatic 
forces between ions and dipoles, Brownian motion etc., these forces along with 
microstructure of nanoparticles affects the thermal conductivity and viscosity of the 
nanofluid system. 

2.2 Viscosity 

The measurement of rheological properties of nanofluids was done by Dong and 
Leyuan [50] and Prasher et al. [47]. It has been seen that with increase in the size of 
diameter of ethyl glycol or water suspension there has been a significant increase in 
viscosity. But keeping the volume concentration constant the increase in viscosity is 
greater in water-based nanofluid suspension as compared to the ethyl glycol suspen-
sion Timofeeva et al. [48]. Based on basic equation of Einstien for solid interfaces the 
increase in viscosity should not depend on the base fluid of suspension and only varies 
with the volume concentration Vold et al. [51]. Nguyen et al. [52] used Viscometers 
for measurement of viscosity in nanofluid suspension system. 

2.3 Heat Transfer Enhancement 

Li and Xuan [53] and Sundar and Sharma [54] investigated the water-based 
Aluminum oxide nanofluid system, numerical studies with the help of finite volume 
inside a circular tube is considered along with boundary conations of steady state 
and turbulent flow. Results obtained showed the relationship between increase in 
heat transfer with high Reynolds Number and increased volume concentration. 

Shuichi [55] studied the heat transfer inside horizontal circular tube with forced 
convection having constant and uniform heat flux as boundary conditions, and 
concluded that because of the nanoparticles dispersed in the suspension increases 
the heat transfer. Various experimental works considering forced convection heat 
transfer was done using different nanofluid systems. The most prominent systems 
were Cu-water, Al2O3-water and TiO2-water nanofluid systems. Considering thermal 
conductivity, Cu-water-based system showed the highest increase in heat transfer. 
And although the increase in thermal conductivity for Al2O3-water and TiO2-water 
nanofluid systems was comparable, the increase in heat transfer was much greater in 
Al2O3-water then TiO2-water nanofluid system. Ferrouillat [56] and Vijaya Lakshmi
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et al. [57] found out that in case of turbulent flow having constant average velocity the 
heat transfer coefficient of pure water was greater as compared to Al2O3-water then 
TiO2-water nanofluid systems. Thus, Suresh et al. [58] developed an hybrid nanofluid 
system to increase the heat transfer coefficient in case of fully laminar flow. Experi-
mental results between pure water and Cu-Al2O3 in water nanofluid system having 
volume concentration equals to 0.1% showed that at Reynolds Number of 1730, the 
nanofluid system showed an increase of 13.56% in heat transfer coefficient, and also 
higher friction factor. 

Various studies represented the increase in heat transfer coefficient as Dittus-
Boelter Eq. (1): 

Nu = 0.032 × Re0.8 × Prn (1) 

where, n is 0.4 for heating and 0.3 for cooling. 
Pak and Cho et al. [41] showed the increase in heat transfer coefficient was 

almost upto 45% by increasing the volume concentration up to 1.34% in Al2O3-
water nanofluid system in case of turbulent fluid flow. They also gave the relation for 
heat transfer coefficient in terms Reynolds Number and Prandatl Number Eq. (2). 

Nu = 0.021 × Re0.8 × Pr0.5 (2) 

Xuan and Li [59] verified earlier work of pak & cho and showed that heat transfer 
coefficient increases by 40% by using nanofluid systems in convection heat transfer 
in horizontal tube. They gave the relation as shown in Eq. (3). 

Nu = 0.4328
(
1.0 + 11.285ϕ0.75 + Pe0.218)Re0.3333 Pr0.4 (3) 

Yang et al. in his experimental study concluded that heat transfer coefficient is 
affected by all of the followings be it nanoparticle material, its volume concentration 
or the base fluid in which it is dispersed. 

3 Conclusion 

In this era of Nano technology and miniaturization using nanofluids for the cooling 
prospect of various heat exchangers seems a quite interesting as well as chal-
lenging idea. For many decades’ various methods were developed and incorporated 
for cooling of cross flow heat exchangers, but for the past few years’ researchers 
are now focusing on using nanofluids suspensions for the purpose, using various 
numerical techniques and CFD analysis researchers developed various combina-
tions and parameters that helps in increasing heat transfer coefficient of cross flow 
heat exchangers. 

Some general inferences made during various experimental and numerical 
analyses are:
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1. Thermal conductivity is increases by using nanoparticles dispersed in water 
making a nanofluid suspension. 

2. With increase in volume concentration Viscosity also increases. 
3. With increase in Reynolds Number Friction factor also increases. 
4. With the increase in volume concentration and Reynolds Number, the value of 

Nusselt number which is heat transfer coefficient also enhances. 

Although use of nanofluids seems promising but it comes with various drawbacks, 
some of which are poor properties of suspensions, disagreement among researchers 
for results obtained, improper understanding of the theory related to as to why the 
properties changes when nanoparticles are used. Future studies can include the use 
of various metallic nan particles having different shapes and size along with different 
suspensions for the enhancement of heat transfer coefficient. In the field of air condi-
tioning and refrigeration nan fluids can be researched to increase the heat transfer 
characteristics of evaporators and condensers making them more efficient. 
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A Review on Paraffin Phase Change 
Material-Based Thermal Management 
of Li-Ion Battery 

Durgesh Kumar Mishra, Sumit Bhowmik, and Krishna Murari Pandey 

Abstract At high discharge rate and abusive environment, huge amount of heat is 
generated inside battery system that can reduce the cycle life or damage the battery. 
Therefore, thermal management of Li-ion battery system is essential to eliminate 
heat generated inside the battery that leads to performance enrichment and eliminate 
thermal runaway. There have been different technologies implemented for battery 
thermal management which includes active cooling (forced air cooling, water cooling 
and thermoelectric cooler), passive cooling (phase change material (PCM) cooling, 
natural air cooling and heat pipe) and coupled cooling (Air + PCM cooling, water 
+ PCM cooling, etc.) system. Among all the system, PCM integrated battery has 
gained huge attention just because of low cost, calm to operate and easy availability 
of PCM. In the present review article, a thermal management of Li-ion battery system 
incorporated with PCM has been studied according to different analysis methods. 
Paraffin, an organic kind of PCM is utilized in all the paper reviewed due to high 
heat storage capacity but less thermal conductivity and leakage during phase trans-
formation creates problem. So, composite kind of PCM has been developed after 
mixing properties enhancing material in a suitable proportion with paraffin. Prop-
erties enhancing material must have good thermal conductivity and encapsulated 
in nature that can improve thermal conductivity and hold liquid PCM to eliminate 
leakage. Experimental, numerical and analytical investigations have been carried 
out to design battery with passive cooling system. From all these investigations, it 
was trying to find out the thermo-mechanical behavior of composite PCM and their 
performance during thermal management. 
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1 Introduction 

Li-ion battery is playing a crucial role in the field of energy management, when fossil 
fuels are suffering from scarcity and environmental issues. Owing to the high energy 
density, high cell voltage and long cycle life, Li-ion batteries are playing a crucial role 
in the field of electronic devices and electric vehicles as power source. At the same 
time, Li-ion battery is also anguishing with some inherent issues, in which one of the 
main issues is temperature rise during charging and discharging process. Because, 
the rise of temperature inside battery pack affects the performance, cycle life of the 
battery and thermal safety. That’s why thermal management of Li-ion batteries plays 
a significant role [1–4]. There are basically three kinds of thermal management 
system for Li-ion battery shown in Fig. 1. Active cooling system is a traditional 
thermal management technology such as air cooler, water cooler and thermoelectric 
cooler. But there are some huddles in active cooling system which is low heat transfer 
rate, complexity of equipment and high initial and maintenance cost. That’s why it 
is necessary to develop a new kind of thermal management system which contains 
rapid heat dissipation and keep the battery system in optimal temperature range. 
Phase change materials (PCMs) are used as passive thermal management played a 
very crucial role. This kind of thermal management system stands out from active 
(traditional) system because of its lightness, compactness and high efficiency. PCMs 
are works in a cyclic manner that can absorb or release a large amount of latent heat 
at the time of phase transformation [5–9]. A major advantage of the PCM thermal 
management system is that the heat generated during discharge is stored as latent heat. 
In this way, PCM is used to transfer that heat to the cell module during relaxation and 
keeps it at a temperature above the surrounding temperature for a long time and will 
increase the overall energy efficiency of the battery system. This can be a significant 
advantage in electric vehicle applications under cold conditions, when the battery 
operates intermittently. The PCM will help to keep the battery temperature higher 
and, therefore, enable the battery to operate with higher effective capacity. Another 
example is space application, where Li-ion batteries are used in satellites. As the 
satellite is orbiting the earth, it goes through a sudden temperature change when it 
moves from the light side to the dark side of the earth. The sudden drop in temperature 
affects the performance of the battery. The heat stored in the battery pack using a 
PCM can be used to decrease the effect of this sudden temperature change [10–13].

There are different categorization of PCM which can be divide as organic, inor-
ganic and eutectic. In the current work, paraffin is used as PCM which is an organic 
kind of PCM contains some beautiful quality such as easy availability and high 
heat storage capacity. Paraffin is a saturated hydrocarbon with the general chemical 
formula CnH2n+2. The commercial grade paraffin is a combination of hydrocarbon, 
and it is produce through the distillation of crude oil. The number of carbon atom 
increases melting temperature and heat storage capacity also increases. It was seen 
from various literature that pure paraffin and commercial paraffin contains better 
thermal stability and stable properties after 1000–2000 cycles [14–18]. There are 
many research programs have been carried out on the thermal characterization of
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Fig. 1 Different kind of thermal management system for Li-ion battery

paraffin at the time of melting and solidification. The research found that paraffin 
possesses some good quality such as high heat storage capacity but at the same time, 
low thermal conductivity and leakage during phase change creates problem. So, 
fabrication of composite PCM after mixing of high conductivity material in the form 
of filler and fiber and incorporation of encapsulating material with the paraffin, which 
can reduce the problem at the same time it affects the heat storage capacity. The prop-
erties enhancing material used by the various researcher to improve desired property 
is micro graphite powder, graphite sheets, expanded graphite (EG), high density 
polyethylene (HDPE), carbon fiber (CF), multi-wall carbon nanotubes (MWCNTs), 
silicon carbide (SiC), low density polyethylene LDPE, silica fume and graphene 
[19–23]. 

The main body of this paper is categorized according to analysis methods followed 
by the various authors, which is not explained earlier. On that way it is divided in 
experimental, numerical, analytical, analytical and numerical and experimental and 
numerical subsections. The discussion is focused on development of passive thermal 
management system of battery incorporated with PCMs. It has been also seen that 
at what temperature which kind of PCM is suitable for battery module. The various 
thermal properties are also discussed and compared. It is expected that current work 
is beneficial for the researcher who is working on battery system. 

2 Analysis Methods 

2.1 Experimental Method 

The experimental methods are taken as the most scientific methods among all the 
methods. An experiment is a study of cause and effect of all variable at a time but, in 
other methods, there is manipulation of one variable all other trying to keep constant.
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There are various advantages of experimental methods, such as precise control of vari-
ables, can be replicated and give quantitative data which can be analyzed statically. 
For designing purpose of battery, the various authors analyzed and discussed. 

Jiang et al. [24] analyzed thermo-physical properties of paraffin and EG composite 
PCM for thermal management in Li-ion batteries. Different mass fractions of EG 
in the composite were investigated for the performance of batteries. Mass fraction 
of the EG was varied from 9 to 30% and seen that there is dramatically decrease in 
leakage as well as increase the thermal conductivity of the PCM which control the 
temperature rise inside the battery. Authors proposed that the mass fraction of EG 
between 16 and 20% is most suitable composition due to shape stability and efficient 
performance. Experimentally and numerically, it was observed that composite PCM 
improves the thermal management at the place of air cooling and pure PCM. Ling 
et al. [25] studied 20-cell Li-ion battery pack working at 5 and −10 °C incorporated 
with a high thermal conductive composite and a low thermal conductive composite 
PCM. The composition used during present work was 60% RT44HC with low thermal 
conductive silica fume and high thermal conductive EG. Results revealed that in the 
case of less conductive composite, there is an uneven temperature distribution in the 
battery pack which led to high voltage difference and loss of capacity. High conduc-
tive material is especially beneficial to maintain uniform temperature wen ambient 
temperature dropped from 5 to−10 °C. Therefor authors suggested that the composite 
based on EG shows better performance for the battery pack at low temperature. Wang 
et al. [26] performed an experimental examination for thermal management of Li-
ion battery using passive method. Paraffin and EG were utilized for the preparation 
of composite and enveloped into aluminum box. Temperature measurement takes 
place at different discharge rates at different ambient temperatures. After investiga-
tion results show that with presence of composite PCM the average temperature of 
the battery pack reduced and uniformity of temperature occur. Author also revealed 
that after complete melting of PCM thermal control performance starts deteriorate, 
that’s why dosage estimation of PCM is key problem during this application. Wang 
et al. [27] experimentally investigated the heat storage capacity of pure PCM and 
composite PCM at various heat flux. They also studied the effect of cooling system 
in the battery pack through composite PCM. Experimental results revealed that with 
the incorporation of aluminum foam one can accelerate the melting process and the 
distribution of temperature is more uniform compare to pure paraffin. It was seen that 
paraffin/aluminum foam has a suitable cooling effect which can limit the temperature 
rise during discharge. He et al. [28] fabricated a new kind of composite PCM with the 
combination of paraffin/EG/CF in order to increase the thermal conductivity for the 
utilization of BTM. EG/CF works as heat transfer enhancing material which delivers 
better cooling and maintains uniform temperature within battery pack. Experimental 
results show that the maximum temperature and change in temperature is retaining 
stable in successive cycles. Duan and Naterer [29] investigated heat transfer within 
battery modules used in electric vehicles. An experimental set up is used to perform 
the analysis of thermal management inside battery modules with PCM. Two different 
kind of PCM designed for the current analysis: first one is simply PCM surrounded 
around the heater and other one PCM filled in jacket and wrapped over the heater. In
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the both cases, it was seen that the heater is maintained at desire temperature range. 
In the current paper, the variable ambient temperature and heating rate were also 
described. Zou et al. [30] studied experimentally the heat transfer characteristics of 
light weight power battery used for eco-friendly electric vehicles. A novel kind of 
composite PCM with high thermal conductivity and leakage proof was fabricated. 
During the fabrication, paraffin was mixed with different percentage of carbon tube, 
grapheme and EG. It was also observed that if paraffin integrates with copper foam 
then also the composite will give the same enhanced heat transfer. Analysis was 
performed for two set of batteries, one contains four numbers and another contains 
sixteen numbers of batteries. Results revealed that the temperature will be uniform if 
region is contracted; it means thermal uniformity of four batteries is more compare 
to sixteen batteries. Zou et al. [31] experimentally studied the thermal performance 
of Li-ion battery combined with three different kind of composite PCM. Various 
combination used during present study were paraffin/MWCNT, paraffin/graphene 
and paraffin/MWCNT/graphene. All the combinations were studied not only for 
thermal conductivity improvement but also for restrain the rapid temperature rise of 
liquid composite PCM. Results indicated that composite paraffin/MWCNT/graphene 
give the better heat transfer effect comparison to other. At last, the composite shows 
the excellent potential for thermal management in Li-ion power battery. Li et al. 
[32] studied a sandwich structure combined with paraffin and copper foam for the 
passive thermal management of high powered Li-ion battery. The efficiency of the 
system was evaluated experimentally and compared with air cooling system and 
pure PCM cooling system at different discharge rate. Results indicated that the air 
cooling system could not fulfill the safety requirement where as pure PCM reduced 
the temperature dramatically and maintain the temperature within allowable limit. 
On the other hand, it was seen that composite PCM improved the thermal conduc-
tivity and uniformity of the temperature. Pan and Lai [33] investigated composite 
kind of PCM embedded with battery module for thermal management. In the current 
study, author performed a comparative analysis on natural cooling, pure paraffin 
cooling, copper fiber/paraffin cooling and copper foam/paraffin cooling at different 
discharge rate. Result revealed that copper fiber/paraffin was most effective from 
all other. Alrashdan et al. [34] studied thermo-mechanical behavior of composite 
paraffin/EG PCM for Li-ion battery pack. Different kinds of test were performed to 
analyze the suitable condition for Li-ion battery like thermal conductivity, bursting 
and tensile-compression test. The results indicated that at low temperature as the 
paraffin percentage was increasing will increase all required properties. At the same 
time, the reverse behavior has achieved if the operating temperature was high. Yuan 
et al. [35] developed a novel kind of composite PCM contain low electric conduc-
tivity and high thermal conductivity used for thermal management of battery. A new 
kind of SiC/EG skeleton material was introduced with PCM to achieve required 
property. It was seen that with the increase value of SiC the thermal conductivity 
increased but volume resistivity first increases, then started to decrease. Authors 
suggested that when SiC was 15%, then highest volume resistivity achieved at the 
same time thermal conductivity was also a good value. This composition provides 
more superior cooling performance then others at high discharge rate. Zhang et al.
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[36] designed a paraffin/kaolin/EG ternary composite PCM to use in electric vehicle 
power battery cell thermal management. Various composition of the material were 
used and analyzed. The results shows that 10% of EG and 10% of kaolin have given 
the excellent properties. It was seen that after 60 °C and 30 min there was not any 
leakage found at the same time thermal conductivity achieved was 6 W/m-K. With 
the incorporation of this composite with battery, it was observed that at 4C discharge 
also the temperature was controlled less than 45 °C. Finally, authors suggested that 
the superior temperature control with the help of this novel composite PCM. Lv 
et al. [37] suggested a new kind of anti-leakage and anti-volume composite PCM. 
The composite was made up with paraffin/EG/nanosilica/LDPE. Nanosilica contains 
pores between the ranges of 30–100 nm, which was absorbing liquid paraffin inten-
sively, i.e., cause of leakage prevention. This porous silica trapped into the expanded 
part of EG and mixed with LDPE gave the volume stability. The enhanced property 
composite PCM acquires good cooling efficiency and durability, which is suitable 
for Li-ion battery module. Lv et al. [38] found some of the drawbacks such as 
leakage, poor mechanical properties and less heat transfer capability. To overcome 
these drawbacks, a novel composition of materials was suggested. LDPE, EG and 
paraffin combined with low fins in a definite proportion to achieve suitable properties 
which is utilized for battery thermal management. LDPE and EG structure is only 
prevent the leakage but also enhanced the mechanical strength. Authors performed 
comparison between LDPE/EG/paraffin and EG/paraffin and found that and found 
that LDPE/EG/paraffin gives the batter cooling effect and mechanical properties. 
Coupling of low fins with the composite gives the excellent temperature control 
at high discharge rate also. Arora et al. [39] studied the thermal management with 
the different orientation of cell and incorporation of PCM. It was seen that vertically 
inverted cells position facilitates minimum thermal variations inside the PCM matrix. 
The developed system was able to maintain tight control of the battery cell temper-
ature in abusive condition. Results revealed that the management of temperature 
irregularities is easier in this inverted cell as compare to traditional cell. In addition 
by connecting thermoelectric devices on a side of battery, this converts waste heat of 
PCM in electric power. Wang et al. [40] analyzed that recently the Li-ion batteries 
is exploding and catching fire, so it is required to manage the temperature inside 
the battery. In this regards, authors suggested passive type of cooling system which 
contains composite kind of PCM. Here, the experimentation has been done on three 
combination of PCM, first one was pure paraffin, in second case 80% of paraffin and 
20% of EG and third one was the combinations of 50% paraffin, 47% epoxy and 
3% EG. Results revealed that second type of PCM works more efficiently at high 
discharge rate. It was also seen that after 30 cycles of charge–discharge the module 
temperature for third case was 59.79 °C but in second case, it increases to 64.79 °C, 
which indicated that epoxy works as a plasticizer can prevent leakage.
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2.2 Numerical Method 

Numerical analysis is essential in many areas of modern engineering problems. It is 
the area of mathematics and computer science that creates, analyzes and implements 
algorithms for obtaining numerical solutions to problems involving continuous vari-
ables. The software used for battery thermal system by the various researchers were 
ANSYS fluent, PDEase2D, COMSOL 2D, SALMONE7.4 and SYRTHES.4. 

Javani et al. [41] analyzed PCM-based thermal management system for Li-ion 
battery pack used in electric vehicles. The PCM select for the current study was 
n-octadecane which is filled into foam layer which separate the cells. Suitable foam 
and PCM was decided through experimentation of various available foam and PCM. 
Analysis of thermal behavior was done on the four cell sub module on different 
discharge rate in the absence of PCM and also with the incorporation of PCM. Results 
revealed that 8 °C decrement of maximum temperature, which is a great achieve-
ment by researcher. Kizilel et al. [42] studied that how to prevent thermal runaway 
of battery cell due to catastrophic failure. For this study, authors used PCM-based 
passive thermal cooling system and compare it with the active cooling system. Here, 
it has been seen that one can achieve uniform temperature under normal and abusive 
condition if the passive TMS is used. Results also show that as compare to active 
cooling system, PCM-based cooling system is much simpler and economic design. 
Huo et al. [43] investigated numerically the BTM with the integration of PCM to 
control the temperature. The Boltzmann model is applied to solve this problem, 
where paraffin is mixed in the porous media. Quartet structure generation set method 
is used to generate the porous media to solve the current problem. The main atten-
tion of the author was on the variation of porosity and Rayleigh number on the heat 
transfer process. Results show that if one decrease the porosity, then melting rate 
will increase. Authors show thanks to high heat conductivity framework for making 
faster heat transfer rate and controlling the temperature properly. Javani et al. [44] 
searched that there are two main essential parameters that should be minimized for 
the efficient working of battery in electrical vehicle, first one is minimized the peak 
temperature and second is prevention of temperature gradients. The significant goal 
of this study is to eliminate active cooling system because it requires extra energy. 
So, here a passive, i.e., PCM-based cooling system is used for the analysis. Four 
different thickness layers were used, and comparative analysis has been performed 
on temperature distribution through numerical study. Results indicate that as the 
thickness of the PCM increases the maximum temperature reduce. The PCM with 
thickness 3 mm, 6 mm, 9 mm and 12 mm decreases the temperature by 2.8 K, 
2.9 K, 3.0 K and 3.0 K, respectively. Hallaj and Selman [45] used PDEase2D finite 
element software to simulate the thermal behavior of PCM incorporated battery 
system. It was seen from the simulation result that, at different discharge rate, the 
integrated battery module contains more thermal uniformity then non-integrated 
module. Researcher also observed that heat generated at the time of discharge is 
stored in PCM, which is utilized at the charging cycle. At the time, when battery 
is in relax mode or temperature go down below melting temperature of PCM, then
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stored heat started to reject in module. This is beneficial at the time when vehicle 
went suddenly in cold condition or when in space system battery temperature drops 
significantly. Khateeb et al. [46] studied the use of PCM in Li-ion battery for electric 
scooter. The use of PCM is very advantageous which provides light weight, compact 
size and energy efficient system compare to active cooling system like fan, blower 
and pump for thermal management. A PCM with melting temperature 41–44 °C 
mixed with aluminum foam and fin attached with battery module were simulated for 
the present work. Simulation was performed in the condition of summer as well as 
winter at the same time effect of air conditioning was also studied. The simulation 
results revealed that PCM is the highly efficient agent for thermal management in 
Li-ion battery used in electric scooter. Huo and Rao [47] worked for low tempera-
ture case because at lower temperature power and energy densities decreases that’s 
why heat preservation is required to maintain the battery surroundings at working 
temperature. Authors tried to construct a lattice Boltzmann model to solve the battery 
thermal management at low temperature problem and have seen the effects of envi-
ronmental temperature, latent heat and thermal conductivity. Results indicated that 
the natural convection of the PCM tried to decrease temperature and increase non-
uniformity of temperature. A heavy latent heat can reduce non-uniformity effect 
but low environmental temperature and high thermal conductivity increase the heat 
dissipation. So, authors suggested that increasing the latent heat is best way to work 
at low temperature. Wu et al. [48] investigated the optimum mass fraction of EG 
in the composite PCM and found that 15–20% EG fraction is efficient for battery 
thermal management. Authors wanted to improve more suitable composite and tried 
to develop pyrolytic graphite sheets enhanced composite. It was seen that convec-
tive heat transfer coefficient is 50 W/m2k in pyrolytic graphite sheets which is very 
less compare to PCM module which is 200 W/m2k. Mortazavi et al. [49] studied a 
combined atomistic-continuum multiscale modeling of the graphene and hexagonal 
boron-nitride mixed with paraffin for thermal management of rechargeable batteries. 
A comparable study was performed within no PCM, pure paraffin, graphene/paraffin 
and hexagonal boron-nitride/paraffin. Among all the cases, authors suggested that 
graphene network with paraffin is an optimal solution for the thermal management. 
Qu et al. [50] developed a two-dimensional transient model of square Li-ion battery 
for passive thermal management. A solid–liquid phase change of paraffin into copper 
foam was characterized by thermo-electrochemical model of battery. The model was 
composed of charge conservation, species conservation and energy conservation 
equations. The behavior of foam-PCM composite on convective heat transfer was 
investigated. Results indicated that at the allowable discharge range 1C and 3C the 
surface temperature of the battery reduced dramatically with the use of foam-paraffin 
composite. Yan et al. [51] developed a composite board contains three parts, which 
is an insulation panel, a heat conducting shell and PCM. Thermal performance of 
composite board used for battery was investigated in normal operating as well as in 
abusive condition. Results showed that utilization of composite board can improve 
the heat dissipation capacity and uniformity of temperature. It was suggested that 
with the increase of latent heat of PCM can drastically enhance the thermal perfor-
mance of composite board. That’s why a PCM with latent heat 1125 kJ/kg and
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phase transition temperature 303.15 K and 323.15 K were recommended for battery 
thermal management. Somasundaram et al. [52] developed a 2D transient mathe-
matical model considering conservation of energy, species and charges together for 
spiral wound cylindrical Li-ion battery and solve it numerically. Authors performed 
numerical analysis for the passive thermal management with and without PCM at 
various charge rates. Thermal and electrochemical behavior has been discussed on 
the design of different layer heat generation and spiral layer structure. In addition the 
passive thermal management at 5C, discharge rate shows lower overall temperature. 

3 Conclusion 

The current paper reviews the existing research findings for thermal management 
of Li-ion battery that obtained from various analysis methods. During the working 
cycle, battery generates heat which reduces the efficiency, cause of thermal runaway 
and batteries explosion. So, it is required to manage the temperature inside the 
battery. Temperature variation and temperature range that influences the battery 
system performance is two major parameters. The battery thermal energy manage-
ment is very significant to enhance the battery performance. Conventional battery 
thermal energy management, like air and liquid cooling make the complete system too 
massive, compound and costly in terms of fans, blower, pumps, etc. PCMs thermal 
management is a better selection at high discharge rate, high operating tempera-
ture and abusive condition. Then again thermal conductivity of PCM is not up to 
the mark. So, a composite kind of PCM is introduced after mixing with property 
enhancing material. The examination is carried out on the several significant param-
eters such as phase change storage energy unit, thermal conductivity of composite 
PCM, geometric parameter, ambient temperature, the rate of charge and discharge 
on the thermal management of Li-ion battery. Then again the optimization mass 
of properties enhancing material in composite PCM. The effect of different control 
parameter, for example initial temperature, thermal resistance, ambient temperature 
and melting temperature have been seen on the performance of temperature manage-
ment. It revealed that after complete melting of PCM thermal control performance 
starts deteriorate, that’s why dosage estimation of PCM is key problem during this 
application. The benefit of air cooling system is that if the PCM has been melted 
completely at that time also temperature can still maintained in a safe limit. 
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A Comprehensive Study of an Ejector 
System and Its Applications: A Review 

Abhishek Kulkarni, Surendra Kumar Yadav, and Arvind Kumar 

Abstract The review aims to give a writing overview of the examination endeavors 
achieved in the case of an ejector geometry framework. An ejector is a device used 
to increase the delivery rate of a fluid. They are used in the refrigeration cycle and 
the rocket engines as well. It is difficult to understand the flow characteristics of the 
fluids and the thermodynamic properties of the streams. They can be understood using 
some computational techniques and tests. The mathematical models for the flow of 
the fluids inside the ejector are least observed since it is difficult to investigate a fast-
moving stream of the fluids inside the ejector. Ejectors have many applications, where 
heat transfer takes place at a higher rate and helps create the vacuum. This review 
paper examines the construction and working, applications, and new advances related 
to the ejectors. Furthermore, it is observed that there is a special need to investigate 
various aspects of the ejector. 

Keywords Ejector ·Working fluids · Geometry optimization ·Mathematical 
modeling · Applications 

1 Introduction 

A supersonic ejector is used for a broad range of applications in the industries as a 
compressor. These include desalination, refrigeration, steam turbine, paper making 
machine, wood drying equipment, etc. The analysis of the flow of the fuels through 
the section of the ejector is quite complicated when we consider the high-speed flow 
the motive fuel and its mixing with the secondary fuel or the ambient fluid when we 
consider the effects of compressibility at higher Mach numbers. Hence, the ejector 
is basically a flow device that does not have any moving part [1]. The ejectors were 
first used in the vacuum braking systems of the railway trains, which date back to 
the eighteenth century. The ejector was driven by the waste steam from the steam 
engine, which was used to maintain vacuum partially in the braking cylinders fitted
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to the cartridges. The ejector has always had the potential to be used in various areas 
of application because of its ability to use the extra gas as a driving fluid and its 
simple design. Therefore, the ejectors are extensively found and their uses are seen 
in various applications in the industries. But, due to not being fully understood and 
the fact that a slight change in the geometry of the ejector and the working parameters 
will result in the difference in the performance characteristics, new designs of the 
ejectors are used which are based on the existing design [2]. The ejectors are used 
in the industries in numerous ways, i.e., to create a vacuum at different levels by 
using them in stages, and they can be used as transfer pumps as well as mixing 
pumps. The important reason that the ejectors are preferred over regular pumps is 
that they have a very simple and sturdy design. In addition to that they hold the 
capacity to handle extensive volumes of gases in a relatively limited amount of size 
of equipment. The ejectors also require less maintenance as the operation is simple. 
The ejector works upon the principle of compressing and transporting a pressurized 
fluid from the suction point to the exhaust point. The pressure of an actuating fluid 
or the primary fluid is brought to the level of that of the secondary fluid. During this 
expansion, the velocity of the primary fluid is increased by accelerating it by the 
influence of the nozzle shape as the velocity with which it enters is a negligibly small 
orifice. Due to the increased velocity of the primary fluid, a region of low pressure 
is induced in the suction chamber, which helps mix the fuels. As the mixing takes 
place, the primary fuel decelerates, and the velocity of the secondary fuel increases. 
This mixture is introduced into the diffuser and is decelerated rapidly because of the 
neck of the ejector. Here, it is compressed to the exit pressure [3]. The function of 
subparts of the ejector (refer to Fig. 1) is described below. 

● Primary fluid chest: This is a connecting chamber that is used to introduce the 
pre-eminent high-pressure fluid into the nozzle section of the ejector.

● Suction chamber: It is also called the secondary inlet through which the secondary 
fluid is taken in because of the pressure difference created by the expansion 
of the primary fluid. In the cases, where a compact design and cost-cutting are

Fig. 1 Ejector system [13]
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required, the suction chamber is eliminated. For this purpose, a nozzle and a 
diffuser connection are incorporated in the vessel or the ejector body that needs 
to be evacuated. It is so designed that the inlet velocity of the fluid should be 
lowered, and hence, it will ensure the minimum level of swirl in the other parts.

● Nozzle: This main component of the ejector assembly converts the high-pressure 
primary fluid into a high-velocity stream directed toward the diffuser. Because of 
the nozzle, the exit velocity and the total flow inside the ejector are controlled. 
Other dimensions are governed by the guidelines provided by the ESDU, which 
suggest the appropriate radii for the convergent and divergent sections. Also, the 
nozzle tip is sharply designed to help the mixing of the two streams.

● Diffuser inlet: The inlet section of the diffuser is designed in such a way that it 
should be able to withstand the high-velocity fluids being converted into high pres-
sure. In this section, the mixing of the motive fluids takes place and is compressed. 
The best results depend upon the length of the chamber, which enables the mixing 
of the two streams.

● Throat: It is a converging section with a reduced diameter between the diffuser 
inlet and outlet where the velocity of the fluids is brought down to subsonic. It is 
at this section where the compression takes place.

● Diffuser outlet: The diffuser outlet is the ejector’s diverging section, which 
completes the conversion process of velocity into pressure. Since the velocity 
of the mixture of fluids is subsonic, the diffuser outlet further reduces the velocity 
of the fluid to a reasonable level to convert the velocity into the pressure energy 
completely [4]. 

2 Compressible Fluid Dynamics (CFD) Analysis 

In an ejector refrigeration framework, the ejector works as a blower yet without 
utilizing any movable parts. The authors prepared a CFD model using an ERS test 
rig using R134a [5]. The ideal mathematical boundaries and uneven surface of the 
nozzle were acquired using CFD examinations. The study results showed that the 
throat and the nozzle should be located closer to each other when designing the 
ejector since the entrainment portion of the ejector is dependent upon the length of 
these two parts. Steam ejectors were examined mathematically using various nozzle 
geometries and CFD strategies. The exhibition of the steam ejectors with five unique 
nozzle shapes, specifically, square, conelike, curved, rectangular, and cross-formed 
nozzles, has been thought about under similar conditions [6]. The ratio increment 
can be accomplished by effective blending because of the connections between the 
streamwise and the spanwise vortex. Streamwise vortex results in disfiguring and 
breaking the spanwise vortex because of its strength. Crashes of these vortices in the 
blending channel at an early stage would increase the mechanical energy and lessen 
the pressure in the region for the auxiliary stream to go through, which results in a 
notable reduction of the entertainment ratio and backpressure. This situation must 
be avoided while designing the nozzles [7]. The two significant boundaries used to
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portray the ejector execution are ratio and backpressure. The CFD has proven to 
be an effective tool for stream field investigation and ejector execution expectations 
for a long time. Various CFD examinations have been completed to contemplate the 
impact of ejector calculation on its execution, for example, nozzle exit position, the 
region proportion of nozzle throat to steady region segment, and the length of consis-
tent region segment [8]. Guillaume et al. [9] worked on the productivity of a fly siphon 
by utilizing a curved nozzle, yet the nozzle is a combining one, and the wind streams 
inside the fly siphon at low speed without concerning the compressibility. Chang and 
Chen [10] tentatively explored a steam-stream refrigeration system utilizing petal 
and cone-shaped nozzles. Their exploratory outcomes show the COP of the frame-
work with a petal nozzle is superior to that with a funnel-shaped nozzle when worked 
at bigger region proportions. Narabayashi et al. [11] did exploratory and CFD inves-
tigations of stream in single and multi-opening nozzle fly siphons. The productivity 
of the five-nozzle fly siphon was low because of a low mass-stream proportion fly 
siphon due to a channel stream obstruction between the nozzle fingers and throat. 
Recently, a two-stage supersonic ejector system was proposed and analyzed numer-
ically. It was suggested that the two-stage ejector system is more efficient and has 
better suction power than single-stage ejectors [12, 13]. 

3 Nozzle Geometry 

It can be observed through the computer simulation that the computational fluid 
dynamics techniques help in the prediction of the performance of the ejector without 
the use of an actual model and explain some of the facts that limit the performance or 
working of an ejector. Hence, we can use CFD to analyze the supersonic ejector and 
the flow process that occur within it. Computational techniques can be advantageous 
overanalytical and experimental techniques since we can obtain results for the flow 
process of the fluid flowing streams inside the ejector, which is the main study 
objective while testing an ejector. Since the flow of the primary fluid should be 
supersonic for the stable operation of the ejector, the flow of the fuel inside the 
ejector is confined, and the mixing process is complex due to the initial supersonic 
fluid and subsonic later fluid. The CFD analysis will visualize the flow and provide 
the mass flow results without affecting the flow process. 

The developments in computer technology and hardware and the advancements 
in software have changed the course of the design of the automobile, airplanes, and 
ships. Using the commercialized software packages, the design and analysis of the 
processes have not only saved time and cost but have also allowed the study of systems 
for controlled experiments, which are difficult to perform. A comparative analysis of 
CRMC and the conventional nozzle was investigated analytically and numerically. It 
was found that the flow behavior of fluid inside the CRMC nozzle geometry is in better 
condition as compared with conventional nozzle [14]. Khan et al. [15] performed a 
numeric study to optimize micro jets’ potency by controlling the initial pressure in 
a suddenly expanded 2D planar channel. The author carried out the analysis in this
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research to design a supersonic C-D nozzle, considering the compressible flow of 
the perfect gas. The authors here observed the pressure and velocity inside the duct 
by analyzing different counters and plots. The nozzle is designed so that the total 
flow is kept constant and due to which the speed of the fluid flowing through it will 
increase when the section is narrowed. The primary or the motive fluid is isentropic, 
and during the subsonic flow, the gas is compressible. As the cross-section area 
decreases at the throat, the state of choked flow is reached, and a sonic velocity of 
the gas is achieved. As the gas moves further into the increased cross-section, the 
fluid will start to expand, and the flow will become supersonic. Varga et al. [16] 
discussed this principle, illustrating that the nozzle controls the characteristics of the 
fluid flowing through it. The authors analyzed a De-Laval nozzle and explained its 
concepts and the working of this nozzle. The theoretical analysis was done at different 
nozzle sections, and the changes in the characteristic flow framework were studied 
using CFD. A simulation for the shockwave was also prepared using the CFD, and a 
significant increase in the velocity as well as the temperature and pressure reduction 
was observed. Dongping Zeng et al. [17] studied a novel drug delivery method known 
as a needle-free injection (NFI), which involves using a high-speed stream of fluid to 
deliver a drug into the skin. NFIs are an old strategy that has great potential to become 
an important drug delivery method. Although they have shown obvious advantages 
over standard needle injection, they have not gained widespread acceptance due to 
their unpleasantness. As the diameter of the nozzle gets bigger, the injected depth 
gets larger, which could cause more bleeding. This causes the wound to widen, which 
could cause more serious injuries. 

The theoretical model has first been proposed to understand the influence of 
numerous factors on the controllability of spring-powered jet injection. The model 
proposed various controllability factors for the injection. A study conducted by Chen 
and Zhou [18] revealed that the maximum pressure that a jet can exert upon the skin 
is known as stagnation pressure. A similar method was used by Taberner et al. 
[19] for controlling a prototype jet injector. A custom-made, high stroke linear 
electromagnetic-force motor was used to control the flow of a drug through a jet 
injection device. Through this procedure, the researchers were able to improve the 
efficiency of the drug’s injection. The goal was to improve the model by identifying 
the factors that affect the penetration capability of an injection, but this was not yet 
possible due to the lack of friction and hydraulic loss in the system. The concept 
of particle growth and nucleation during the partial expansion of dilute supercritical 
solutions is presented. 

4 Mixing Geometry 

This paper portrays an exploratory investigation of a steam-ejector cooler utilizing 
an ejector with an essential nozzle that could be moved pivotally inside the blending 
chamber area [20]. The results for the coefficient of execution and cooling limit 
created by changing the operating conditions of the nozzle were considered. The test
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apparatus and technique are depicted, and results are introduced, which unmistak-
ably show the advantage of utilizing a particularly essential nozzle. Smith-Kent et al. 
[21] stated that the ordinary strong rocket engines have an appropriate fuel grain size 
and the diameter of the throat of the nozzle for the push. Pintle nozzles have been 
proposed as a method for giving variable and programmable push inside specific 
cut-off points. Subsequently, a pintle nozzle can provide a strong rocket engine. This 
paper audits the one-dimensional investigation to incorporate the conditions expected 
to be the best for an ejector working in a refrigeration cycle [22]. The considered 
arrangement gives a more prominent pressure proportion while utilizing a similar 
measure of essential mass flow. The outcomes obtained show that utilizing the third 
stage, the ideal gas model used could lose actual significance [23]. The current paper 
fostered a thermodynamic displaying strategy for ejectors utilized in discharge refrig-
eration framework [24]. For a fixed-geometry ejector, the cooling limit was observed 
to be restricted by the condenser pressure. The cooling limit could be improved with 
a higher set evaporator temperature. Furthermore, with lower condenser pressures, 
a bigger cooling limit could be accomplished with even lower evaporator pressures 
[25]. It is hypothesized that the secondary fumes arrive at sonic speed and are success-
fully chocked at some cross-part of the ejector. Standard estimations of spout stream 
empower the limit of the ejector to be found, and thusly a forecast of steam nozzle 
cooler execution occurs [26]. In this review, an ejector model was created for the 
assessment of fume ejector execution. In this model, real gas conditions are thought 
of. The scope of its applications is not limited to dry fume ejectors as on account of 
the 1D technique. The proposed model thinks about the energy transfer between the 
two streams (essential and optional) during their connection in the mixing chamber, 
until the auxiliary stream is introduced [27]. The CFD investigation was performed 
for the supersonic stream in the consistent strain blending ejector. The CFD result 
was approved with test information. From this approval, it can be presumed that CFD 
reproduction has a decent similarity with test results [28]. This review utilized CFD 
methods to explore the stream construction and execution of an ejector utilized in a 
MED framework. The impacts of different forces on the ejector execution were exam-
ined. The CFD results were observed to be in good concurrence with the exploratory 
outcomes [29]. 

The ideal upsides of two significant ejector geometry boundaries in this work: 
essential spout exit position and meeting point of blending segment, were exam-
ined by CFD procedure. The CFD model was first and foremost adjusted with 
genuine exploratory information. Afterward, the model design was utilized to create 
as numerous as 95 distinct ejector calculations and 210 unique geometries. The 
impacts of the two calculation boundaries on the ejector execution were separately 
investigated [30]. The thermo-blower in MED-TVC plants ought to be intended for 
higher release strain. Blending proficiency of a common thermo-blower has a direct 
effect after entraining pace of low-pressure steam [31]. The observations were made 
on how the ideal region ratios and COP esteems changed with the differing temper-
ature. The ideal region proportion increases with generator temperature diminish 
with condenser temperature and are significantly less influenced by the variety in 
evaporator temperature [32]. It was checked that the CFD is an effective way to
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foresee the entrainment proportion and essential back pressure of the ejector. The 
arranged ejector exhibitions from the trial and the computations show the exact-
ness of the model. The benefits of CFD over other regular strategies were proposed. 
The review showed that the built CFD model may not address the examination 
ejector impeccably. Subsequently, a few enhancements for the model arrangement 
and the computation space are required [33]. In this research, the definition predicts a 
variety of various stream boundaries viz., Mach number, static tension, of the CRMC 
ejector. The scientific results have good concurrence with re-enactment and trial 
results demonstrating the viability of the model. Further, the advantage of utilizing 
the present scientific model contrasted with the isentropic model has likewise been 
introduced [34]. 

5 Diffuser Geometry 

In this work, the calculation advancement of the ejector in the SOFC framework was 
mathematically explored using CFD. Ideal upsides of the four significant calculation 
boundaries like nozzle divergent part length, nozzle exit position, mixing chamber 
length, and diffuser length were studied for a wide scope of activity conditions [35]. 
In this study, the CFD model was first and foremost approved with the real trial 
results. The authors used different parameters for the adjustable ejector in the multi-
evaporator refrigeration system [36]. A small-capacity heat pump was studied with 
the best ejector geometry experimentally and numerically. Various ejector lengths and 
diameters for the mixer section and different angles for the diffuser were considered. 
After the proper investigation, it was observed that the length and the angles had a 
huge impact [37]. The effect of different length of diffuser section was also analyzed 
on the performance of the ejector and suggested that the optimum length of the 
diffuser section plays a significant role in the enhancement of ejector performance 
[38]. 

6 Mathematical Modeling of Ejector 

Zhu at. al. [39] studied another displaying strategy for ejectors with high entrainment 
proportion, lower pressing factor increase, and overheated working fluid in anodic 
distribution [40]. A commonplace SOFC framework incorporates an energy compo-
nent stack and fringe parts. They include a heat exchanger, fuel processor, blender, 
and a reformer [41]. The framework is built with no moving parts and minimum 
support by utilizing high pressing factor fuel gas as an essential liquid to suck the 
anodic depletes [39]. The energy spent on the fuel compression is almost 7% of that 
of the total power [42]. An outrageous consideration ought to be taken in the ejector 
plan and operation for ideal framework execution. A precise fuel ejector model and
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the assessment of on-plan and off-plan exhibitions are fundamental [25]. The prac-
tices of an ejector identified with entrainment limit, steam to carbon proportion, 
and outlet temperature are unequivocally impacted by the calculations and func-
tional states of the ejector [43] In any case, the greater part of the current models 
is created based on 1D procedures for cooling and refrigeration applications. These 
displaying techniques will cause enormous blunders to demonstrate fuel ejectors 
in SOFC frameworks because of the distinctions in calculations, working liquids 
properties, and working conditions. Eames et al. [44] depicted improvements in 
refrigeration cycle execution. The design of ejectors for pressure energy recupera-
tion requires an itemized examination of the inward ejector, working attributes, and 
geometry. To this point, a trial and mathematical analysis of an ejector refrigeration 
framework are led to decide the impact of the main ejector measurements, primary 
working conditions on ejector working qualities, and cycle execution. Results show 
that an increment in the essential measurement prompts the twofold improvement 
of the general ejector productivity [45]. Natthawut Ruangtrakoon [46] conducted 
a mathematical study of the essential nozzle on the ejector execution in an R141b 
ejector refrigeration. Essential nozzle region proportion is fluctuated to notice its 
impact on the ejector execution. Six essential nozzles are examined tentatively, and 
four of them are planned with various throat distances. It was discovered that utilizing 
a greater nozzle throat worked with lower generator temperature. The goal was that 
the ejector will be functional at its best execution. Eilers et al. [47] introduced stream-
lined push vectoring results from logical and test examinations on a limited scope 
aerospike engine. The push vectoring framework utilizes four auxiliary infusion ports 
situated at around half of the nozzle length. The subsequent low-pressure base-region 
diminishes by large push levels. 2D strategy for qualities was utilized to measure the 
framework and permitted estimation of the ideal nozzle shapes. Mathematical model 
of supersonic ejector using 1D gas dynamic theory for real fluid by incorporating 
real gas equation of state (Redlich-Kwong equation) proposed [48] and analyzed 
numerically. 

7 Ejector Applications 

Eilers et al. [49] in this paper give a writing audit on ejectors, their parts, and 
their applications in refrigeration systems. Various examinations are gathered and 
discussed in a few subjects. They include the foundation and hypothesis of ejector 
and stream refrigeration cycle, execution attributes, refrigerant, and optimization of 
stream cooler. Besides, uses of an ejector in various sorts of refrigeration systems 
are portrayed. Some part of the energy delivered in the ignition is lost to the environ-
mental factors as waste. This waste heat can be used in certain kinds of refrigeration 
systems [50, 51]. It is trusted that this paper will be valuable for any newbie in this 
field of refrigeration advances. The core of the ejector refrigeration framework was 
designed by Sir Charles Parsons around 1901 to eliminate air from a steam motor’s 
condenser. In 1910, an ejector was utilized by Maurice Leblanc in the first steam jet
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refrigeration system [52]. This system experienced a rush of prominence during the 
mid-1930s for air molding massive structures [53]. Steam jet refrigeration frame-
works were later replaced by frameworks utilizing mechanical blowers. Since then, 
improvement and refinement of the stream refrigeration framework have been nearly 
at a stop as most endeavors have been focused on further developing fume pressure 
refrigeration frameworks [54–57]. 

8 Summary and Future Scope 

A comprehensive review of the fundamental background of ejectors and the working 
conditions they operate on is presented. Many researchers aimed to present their 
findings on the factors that vary the operation of the ejector and its application. It 
was concluded that the working of the ejector depends upon the various boundary 
conditions that many authors varied to study the changes in the flow field. This 
was carried out to improve the working of the ejector. It was observed that the 
ejector has many applications, and one of them is in refrigeration or cooling systems. 
Since each vehicle nowadays comprises an air conditioning system, they can be 
used in stages to improve efficiency. As of now, we can presume that the complete 
understanding of the ejectors is not achieved. New presumptions on blending and 
streaming qualities were constantly settled and applied to the numerical model and 
virtual experience examination. Even though these reenacted results were professed 
to turn out to be more precise than others, not very many of them were tentatively 
checked and endorsed. But we can say that the mathematical investigations could 
help us understand the ejectors, and it very well may be presumed that there is yet a 
need to continue the research around here. 
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Computational Analysis on the Flow 
Behavior and Performance Evaluation 
of Single and Double Offset Butterfly 
Valves 

Kushal Saxena , Nivedita Bhadauria , and Vivek Kumar Patel 

Abstract Valves are the key components for the safety of the professionals working 
on the machineries involved in the functioning of any industry. There are various 
sectors in which machinery like pump, turbines, and boilers are working in which 
flow and pressure regulations are the parameters to be controlled for their efficient 
and safe performance. Butterfly valves are one of the tools which implement the flow 
regulating mechanism to manage the flow of certain incompressible and compressible 
fluids. Butterfly valves are a light weight, low cost, and easily operateable. It is a 
quarter turn valve, includes a disk that rotates by right angle (90◦) to regulate the 
flow of fluids. The foremost purpose of this study is to analyze the flow behavior 
of a butterfly valve. CFD analysis using ANSYS Fluent has been carried out in this 
work to compute various performance parameters responsible for characterization 
of a butterfly valve. In this present study, simulation of a 2.9 m butterfly valve has 
been carried out at 0.1 m single offset and 0.1 m double offset for discharge of 
21.2 m3/s. Based on the various literature surveys, eight different valve opening 
positions 20◦, 30◦, 40◦, 50◦, 60◦, 70◦, 80◦, and 90◦ were selected. CFD analysis 
provided better interpretations for flow behavior and performance parameters. The 
study concluded that flow coefficient had a major dependency on opening angle 
than offset. In comparison to 0.1 m single offset, the double offset have a better 
characteristic. 
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1 Introduction 

Today, as fossil fuels are depleting and very high hikes in their prices, the researchers 
are shifting toward cheaper, renewable, and less polluting resources. Valves serve a 
very important role in well-functioning of the key components of any power industry. 
For heavy machineries, valves serve as the most important safety equipment. Butterfly 
valves serve as the easy installation and the low cost valve to regulate the flow control 
operations. Technically, butterfly valve is a rotary equipment to control the flow of any 
fluid in a system. It mainly consists of a disk, to rotate up to 900. Due to this feature, 
it gains popularity as a quarter turn valve. It operates to regulate the flow in a linear 
or bidirectional manner. Butterfly valves offer a large number of advantages such as 
lightweight, compact size, easy to operate and install. They are highly applicable to 
HVAC, high temperature applications, petroleum industries, wastewater treatment, 
and fire protection systems. A butterfly valve comprises of valve body, disk, seat, 
and stem. A butterfly valve is considered to be a member of quarter turn valve’s 
family. The disk is the most important part responsible for its working to regulate 
the flow passage area. As the valve is said to be closed, the disk has to be turned 
through some actuator may be a manual lever or some gear mechanism which will 
restrict the flow. The disk has to be again rotated by a 90◦ turn to allow the opening 
of the valve which will allow the flow to begin. Rahmeyer et al. [1] contributed 
with his efforts to analyze the performance of butterfly valve. Flow coefficient is 
considered to be a major parameter to contribute in the performance of a butterfly 
valve. The research produces two different standards ISA S39.2 and ISA S75.02 to 
compute the flow coefficient during laboratory testing. Ogawa Kazuhiko et al. [2] 
experimentally investigated the hydrodynamic characteristics and torque coefficient 
of a butterfly valve. The work concluded that the modified torque equations consid-
ering the effects of pipe walls provided accurate hydrodynamic characteristics for 
study of actual butterfly valves. Lin Fangbiao et al. [3] performed an experimental 
investigation using a coin-shaped disk located perpendicular to the flow and vali-
dated the results with computational fluid dynamics (CFD). Several performance 
parameters including drag, lift, moment, and discharge coefficients were quantified at 
different angles. The work concluded that CFD analysis provided reasonable results 
that were validated with the experimental data obtained from the tests performed 
on the coin-shaped disk. Song Guan Xue et al. [4] investigated the hydrodynamic 
flow characteristics of a butterfly valve with the help of numerical method of anal-
ysis using CFX. Flow patterns were visualized to quantify the different coefficients. 
CFX provided pressure contours, velocity contours, and streamlines to study the flow 
behavior, and the graph depicted accuracy between the experimental and simulated 
results for around 20° opening angles. Henderson et al. [5] through a numerical study 
emphasized on the torque being acted on a safety valve employed in a hydropower 
generation system. CFD assisted in prediction of torque coefficient, and its results 
were in well accordance with the experimental results. Prema et al. [6] optimized 
the design of a butterfly valve using CFD by figuring out the effects of certain flow 
parameters including pressure difference and flow coefficient for different designs
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of valves. The computed values of the parameters depicted a significant increase for 
optimized design compared to the baseline design. Jun et al. [7] applied topology 
optimization techniques to design the structure of double eccentric butterfly valve. 
ANSYS CFX simulations were carried out to validate the results of optimization tech-
niques. Bhosale et al. [8] analyzed the stresses induced in a butterfly valve disk using 
finite element method. At the specified pressure of 1.3 MPa, 47.174 N/mm2 stress was 
induced which was much below the yield stress of the material that concluded that the 
safety of the valve. Elbakhshawangy et al. [9] numerically investigated the attributes 
for an incompressible, viscid, and turbulence flow through a 20 cm valve diameter 
butterfly valve. The numerical results concluded that there was a large dependency 
of the flow characteristics on the opening angles for the valve. Xun et al. [10] in  
the numerical investigation made an observation that there is a direct proportional 
dependency of surface roughness on the flow parameters such as pressure drop in an 
eccentric butterfly valve. Rajesh [11] et al. analyzed the self-regulated flow device 
used for the cooling mechanism of electronic modules in data center. Kan and Chen 
[12] numerically studied the flow behavior for a link rod-operated butterfly valve 
designed for high enthalpy steam. The results of the study served a great purpose in 
the designing of the link rod butterfly valves. The survey of the literature focused on 
the optimization in design of the butterfly valves as serves as an essential component 
responsible for the safely working of various engineering devices, and CFD analysis 
provided accuracy in results on being validated with the experimental works. The 
present work employed CFD to analyze the performance parameters of an offset 
butterfly valve. 

2 Methodology and Validation 

2.1 Governing Equations 

Following equations are used in the numerical calculation of various flow parameters 
and flow patterns: 

Continuity Equation: 

∂u 

∂x 
+ 

∂v 
∂y 

+ 
∂w 
∂z 

= 0 

Navier–Stokes Momentum Equation: 

X - direction−−u 
∂u 

∂x 
+ v 

∂u 

∂y 
+ w 

∂u 

∂ z 
= −  

1 

ρ 
∂u 

∂x 
+ ϑ

(∇2 u
)



176 K. Saxena et al.

Y - direction−−u 
∂v 
∂x 

+ v 
∂v 
∂y 

+ w 
∂v 
∂z 

= −  
1 

ρ 
∂v 
∂x 

+ ϑ
(∇2 v

)

Z - direction−−u 
∂w 
∂x 

+ v 
∂w 
∂ y 

+ w 
∂w 
∂z 

= − 1 

ρ 
∂w 
∂x 

+ ϑ
(∇2 w

)

Reynolds-averaged Navier–Stokes Equation (RANS): 

X - direction−−div(UU) = −  
1 

ρ 
∂ P 
∂x 

ϑdiv(grad U ) 

+ 
1 

ρ 

⎡ 

⎣ 
∂
(
−ρu,2

)

∂x
+ 

∂
(−ρu,v,)

∂y
+ 

∂
(−ρu,w,)

∂z 

⎤ 

⎦ 

Y - direction−−div(VU) = −  
1 

ρ 
∂ P 
∂y 

ϑdiv(grad V ) 

+ 
1 

ρ 

⎡ 

⎣ ∂
(−ρu,v,)

∂x
+ 

∂
(
−ρv,2

)

∂y
+ 

∂
(−ρv,w,)

∂z 

⎤ 

⎦ 

Z - direction−−div(WU) = −  
1 

ρ 
∂ P 
∂z 

ϑdiv(grad W ) 

+ 
1 

ρ 

⎡ 

⎣∂
(−ρu,w,)

∂ x
+ 

∂
(−ρv,w,)

∂y
+ 

∂
(
−ρw,2

)

∂z 

⎤ 

⎦ 

Realizable k-ε turbulence model: 

Transport equation for k−− 
∂
(
ρku j

)

∂x j 
= ∂ 

∂ x j

[(
μ + 

μt 

σk

)
∂k 

∂ x j

]
+ Gk − ρε 

Transport equation for ε−−∂
(
ρεu j

)

∂ x j 
= 

∂ 
∂x j

[(
μ + 

μt 

σε

)
∂ε 
∂x j

]

+ ρC1Sε − ρC2 
ε2 

k + √
vε



Computational Analysis on the Flow Behavior … 177

Fig. 1 Computational 
domain of the pipe with 
butterfly valve 
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Table 1 Error percentage 
between present study and 
Henderson et al. 

Degree Henderson et al Present study Error % 

0˚ 0 2.988 × 10–5 0.003 

30˚ 0.1287 0.1304 1.32 

50˚ 0.0344 0.03126 9.12 

2.2 Validation 

The geometry of butterfly valve as discussed in the research paper of Henderson 
et al. [5] has been taken for validation of CFD code. The geometry consists of a 
symmetric valve of 3.046 m diameter with maximum thickness of 510 mm and 
minimum thickness of 0 mm in a 3.056 m-diameter and 54 m-long pipe as shown in 
Fig. 1. The CFD code was tested by comparing the torque coefficient and velocity 
contour of butterfly valve at three different opening angles, i.e., 0°, 30°, and 50°. An 
overall average error of 3.5% is obtained which can be justified with difference of 
geometry and solver used in both cases. Results obtained for validation can be seen 
in Fig. 2. Table 1 depicts the error percentage between the present computational 
study, and the Henderson et al. work for the values of torque coefficient. 

2.3 Geometry 

The present study involves a 3D analysis of a symmetric butterfly valve about its 
pipe axis. It consists of a pipe of 3.056 m diameter and 54 m long and a valve of 
2.9 m diameter with maximum thickness of 510 mm and minimum thickness of 
100 mm as shown in Fig. 3. The parametric study was conducted for two offset 
configuration, i.e., 0.1 m single offset and 0.1 m double offset in x and z direction 
as shown in Fig. 4a and b, respectively. The flow at inlet is a user-defined profile of 
fully developed turbulent velocity profile.
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Fig. 3 Valve geometry 

Minimum thickness Diameter of valve, Dv 

Maximum thickness 

Fig. 4 a 0.1 m single offset 
b 0.1 m double offset 

(a) (b) 

0.1m  

 0.1m  

0.1m  

2.4 Grid Generation and Discretization Scheme 

A fine mesh as shown in Fig. 5 was generated across the butterfly valve to get a better 
flow pattern. A grid independence test was performed with fully open condition of 
butterfly valve, i.e., at 90° opening angle with a flow rate of 21.2 m3/s by considering 
pressure drop across the butterfly valve. Grid independency test was performed during 
the computational work to determine the differences in the differences in the results 
with the change in grid number. The drop in pressure was considered for the grid 
independency test. The results for the grid size are depicted in Table 2 and Fig. 6. 
In order to solve pressure–velocity coupling equation, SIMPLE solution scheme is 
used. A second-order upwind differencing scheme is used for numerical analysis.

 

Fig. 5 Grid generation
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Table 2 Grid independency test 

Grid size Pressure head 

2.5 × 106 134.246 

2.9 × 106 130.013 

3.1 × 106 130.008 

129.5 
130 

130.5 
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131.5 
132 

132.5 
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133.5 
134 

134.5 
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 D
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p 

Grid Size (106) 

Grid Independency Test 

Fig.6 Grid independency test 

3 Results and Discussions 

Pressure drop, flow coefficient, loss coefficient, and torque coefficient are some of 
the parameters responsible for the working of butterfly valve. The parametric study 
conducted for various valve opening angles, i.e., 20°, 30°, 40°, 50°, 60°, 70°, 80°, 
and 90°, where 0° being fully open condition. The flow conditions and performance 
parameters calculated are given in Table 3. 

Figure 7 compared torque coefficient of both valve configurations. It can be seen 
that there is a slight difference in Ct value at 20° opening angle but a significant 
difference at 50° opening angle. It can also be seen that in both configurations, the 
Ct value first gradually increases and then suddenly decreases to minimum with

Table 3 Flow conditions and performance parameters 

Offset value Performance Parameters Operating Angle Flow conditions 

0.1 m single Pressure drop, 
hydrodynamic torque, 
torque coefficient, Flow 
coefficient, loss 
coefficient 

20, 30, 40, 50, 60, 70, 80, 
and 90 

Discharge—21.2 m3/s 
Velocity—2.91 m/s 
Reynolds no—8.8 × 106

0.1 m double 
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maximum value at 80° opening angle. On comparing results of both configurations 
between 30° and 80°, opening an overall improvement of 21% is obtained for 0.1 m 
double offset valve. Figure 8 compared flow coefficient of both valve configurations. 
There is a significant difference in Cv value at 50° opening angle, but for rest of 
the positions, there is very small variation between both the configurations. Figure 9 
compared loss coefficient of both valve configurations. It can be seen that in both 
valve configurations, loss coefficient decreases as the opening angle increases and 
becomes asymptomatic from 60° opening. On overall improvement of 4% is obtained 
between 20° and 70° opening angle in case of double offset valve as compared to 
single offset valve. 

Figures 10a, 11a, 12a, 13a, 14a, 15a, and 16a represent the static pressure differ-
ence of 0.1 m single offset valve, and Figs. 10b, 11b, 12b, 13b, 14b, 15b, and 16b 
represent the static pressure difference of 0.1 m double offset valve at various opening 
angles. From the figures, it can be seen that static pressure difference for both config-
urations is decreasing as the area between pipe surface and valve is increasing. Static 
pressure difference becomes least for 0.1 m double offset valve from 50° opening 
angle onward.

Figures 17a, 18a, 19a, 20a, 21a, 22a, 23a, and 24a represent velocity contour of 
0.1 m single offset butterfly valve, and Figs. 17b, 18b, 19b, 20b, 21b, 22b, 23b, and 
24b represent the velocity contour of 0.1 m double offset butterfly valve. It can be 
seen from the velocity contour of both the configuration that a very large wake region

Fig. 7 Coefficient of torque 
versus opening angles 
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Fig. 8 Flow coefficient 
versus opening angles
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Fig. 9 Loss coefficient 
versus opening angles

0 
5000 

10000 
15000 
20000 
25000 
30000 
35000 
40000 
45000 
50000 

0  10 20  30 40  50 60  70 80  90  

Lo
ss

 C
oe

ffi
ci

en
t 

Opening Anlge in Degree 

0.1 Single 
Offset 

0.1 Double 
Offset 

Fig. 10 Pressure variation at 20° opening 

Fig. 11 Pressure variation at 30° opening 

Fig. 12 Pressure variation at 40° opening 

Fig. 13 Pressure variation at 50° opening
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Fig. 14 Pressure variation at 60° opening 

Fig. 15 Pressure variation at 70° opening 

Fig. 16 Pressure variation at 80° opening

is present across the valve body between 20° and 30° opening angles but begins to 
decrease from 40° opening angle and becomes negligible from 60° opening angle, 
and flow becomes more attached to the valve disk. At 20° opening angle, vortices of 
very high intensity are generated at downstream of valve but begins to reduce with 
increase in opening angle as the area between pipe wall and valve increases. From 
70° opening angle onward, a negligible region of vortices appeared only at the rear 
end of the valve. 

Fig. 17 Velocity contour at 20° opening
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Fig. 18 Velocity contour at 30° opening 

Fig. 19 Velocity contour at 40° opening 

Fig. 20 Velocity contour at 50° opening 

Fig. 21 Velocity contour at 60° opening 

Fig. 22 Velocity contour at 70° opening 

Fig. 23 Velocity contour at 80° opening
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Fig. 24 Velocity contour at 90° opening 

4 Conclusions 

The present investigation of the flow over an offset butterfly valve is done by numer-
ical method to depict the flow behavior and to compute various performance param-
eters such as pressure drop, hydrodynamic torque, torque coefficient, flow coeffi-
cient, and loss coefficient. Following conclusions can be drawn from the present 
computational work: 

a. There is a formation of wake region at low opening angles, i.e., between 20° and 
40°, which leads to generation of high-intensity vortices or eddies downstream 
of the valve body. Because of this phenomenon, flow separation can be seen 
in between these angles. However, wake region practically disappears at higher 
opening angles. 

b. The torque coefficient and the loss coefficient vary with the change in opening 
angle as well as with the offset configuration. 

c. The value of loss coefficient obtained for double offset configuration is less as 
compared to that of single offset configuration for most of the opening angles. 

d. Whereas, a significant change in torque coefficient can be seen between the 
two valve configurations depicting that 0.1 m double offset valve offers less 
hydrodynamic torque as compared to that of 0.1 m single offset configuration. 

e. It can be concluded that flow coefficient is independent of the offset value, except 
at 50° opening angle, but it does change with the opening angle; therefore it is 
dependent only on degree of opening. 

f. Computational fluid dynamics proved to be a useful tool to predict very complex 
fluid flow problems, but it has few limitations which are mainly centered in 
turbulence modeling. It was found that between 20° and 40° opening angles 
CFD was not able to model the performance parameters. 
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Spiral Wound Gasket in a Typical Liquid 
Engine Convergent-Divergent Nozzle 

Suman Sharma, Chitaranjan Pany, R. Suresh, Sirajudeen Ahamed, 
and C. K. Krishnadasan 

Abstract Liquid engines with convergent-divergent nozzles are tested for their 
endurance capability through long duration hot tests. Gas entry at the fore end inter-
face of metallic ring and silica phenolic throat may cause considerable charring, 
with the likelihood of throat erosion. To prevent this gas entry, a spiral wound gasket 
is worked out. Its design, thermo-structural analysis and effect on the system are 
presented in this paper. 

Keywords Gasket · Throat · Nozzle · Interface · Liquid engine · Tightness class ·
Transient · Thermal · Thermo-structural analysis · Coefficient of thermal expansion 
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A* Cross-sectional area at nozzle throat 
A Local cross-sectional area of flow 
a Leakage exponent 
b0 Basic gasket seating width (mm) 
b Effective gasket contact width (mm) 
CTE Coefficient of thermal expansion 
c* Characteristic velocity 
cp Specific heat at constant pressure 
D* Diameter at nozzle throat
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G Effective gasket diameter (mm) 
Gb Gasket property to describe assembly loading curve (to achieve minimum 

tightness) 
g Gravitational acceleration 
Gs Gasket property to describe unloading curve (to achieve minimum tight-

ness after load reduction associated with application of pressure) 
hg Heat transfer coefficient 
ID Inner diameter 
ki Thermal conductivity in ith direction 
m Gasket maintenance factor 
MEOP Maximum expected operating pressure 
N Gasket contact width (mm) 
P Design pressure (MPa) 
p* Atmospheric pressure (MPa) 
Pr Prandtl number 
pc Chamber pressure 
PVRC Pressure Vessel Research Committee 
qc Heat flux normal to surface 
qv Heat generated per unit volume 
rc Throat radius of curvature 
RT Room temperature 
ROTT Room temperature tightness test 
SP Silica phenolic 
SWG Spiral wound gasket 
SS Stainless steel 
Sya Design assembly seating stress (MPa) 
SL Minimum permitted value of operating gasket stress 
Sm1 Required gasket operating stress for required joint tightness (MPa) 
Smo Largest of Sm1, 2P and SL (MPa) 
TRR Throat retainer ring 
TSR Throat seating ring 
Tc Tightness class factor 
Tp Dimensionless measure of tightness = ratio of pressure to square root of 

leak rate in dimensionless form 
Tpmin Minimum required tightness (value of Tp to ensure satisfactory leakage 

performance in operation for specified tightness class); must be greater 
than 1.1 

Tpmax Maximum permitted tightness for design 
Tpa Adjusted assembly tightness (value of Tp required to ensure Tpmin in 

operation) 
T Temperature 
t Time 
Tw Bulk fluid temperature 
Wm2 Minimum load required for gasket seating (N) 
y Gasket seating stress
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η Assembly efficiency 
ρ Density 
σcf Variable properties correction factor 
μg Viscosity of combustion gases 

1 Introduction 

Graphite, carbon phenolic and SP have been the candidate materials for nozzle inserts. 
Since liquid engine nozzles are subjected to oxidizing gases, SP makes a promising 
material for ablative throat requirement. SP throat inserts for liquid stages of launch 
vehicles have been realized and flown successfully. 

A typical nozzle system consists of an ablative throat, TRR, TSR and chamber 
as shown in Fig. 1. Also, ply orientation for ablative material is chosen to have 
lowest char depth and optimal backwall temperature. It is seen from various arc jet 
tests carried out on specimens of varying ply orientation that 90° ply shows highest 
surface and lowest backwall temperature [1]. Hence, a dual ply ablative throat is 
configured with higher ply orientation at fore end and lower ply orientation at aft 
end. 

In successfully tested throat inserts (ground tests) earlier, thrust chamber outer 
surface blackening and throat back wall charring have been observed. Reason could 
be either hot gas seepage (indicated by temperature measurements) or exothermic 
decomposition of fuel. Gap is formed at fore end interface of TRR and SP throat 
during nozzle operation.

Fig. 1 Elements of liquid 
engine nozzle system 
(Nominal) 
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Earlier works have discussed thermo-structural analysis of liquid engine nozzle 
system without considering gasket at fore end interface [2–5]. In this work, design and 
thermo-structural analysis with SWG at this interface are studied with the objective of 
preventing gas entry. Temperature dependent material properties, evaluated through 
tests, are considered for the study. Effect of SWG on the system is also discussed 
and compared with the nominal condition, i.e., without gasket. 

1.1 Spiral Wound Gasket (SWG) 

This semi-metallic gasket is manufactured under pressure by spiral winding, using 
a preformed V-shaped metal (SS) strip and soft flexible graphite filler on the outer 
periphery of metal winding mandrels. Its construction [6] is shown in Fig. 2. 

Salient characteristics of SWG are as follows. Its compressibility can be 
controlled. It is suitable for low seating stress applications while providing good seal-
ability. It also delivers excellent conformity to flange surface along with providing 
good chemical resistance. It is suitable for maximum temperature application of 
450 °C, i.e., 723 K. This makes it a good candidate sealing agent. 

2 Geometrical Configuration 

Gasket is accommodated at the interface of TRR and throat as shown in Fig. 3. It  
is 2.5 mm wide, 4.5 mm in height and positioned in the assembly at the middle of 
TRR-throat interface. This location is chosen because in nominal (without SWG) 
condition, axial gap at ID increases while axial gap at OD decreases as duration of 
nozzle operation increases.

Fig. 2 Gasket construction 
[6] 
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Fig. 3 Configuration of 
nozzle assembly with SWG 
at fore end interface 

3 Gasket Assembly Load 

Evaluation of the assembly load on gasket is carried out as per the ASME standard 
conventional (Boilers and Pressure Vessel Div-1 s-VIII) [7] and ASME standard 
tightness based code (PVRC-ROTT Gasket Constants (for all internal pressures) 
design [8]. 

3.1 Effective Contact Width of Gasket (B) 

Nominal width of the gasket in contact with the flange surface, 

N = (OD − ID)/2 = 2.5mm  

As per ASME Boiler and Pressure Vessel code Appendix-2 [7], basic gasket 
seating width, 

b0 = N/2 = 2.5/2 = 1.25 mm 

Therefore, effective gasket contact width, b= b0 if b0<6.35 mm, i.e., b= 1.25 mm. 

3.2 Effective Gasket Diameter (G) 

Since bo≤6.35 mm, G equals to mean diameter of the gasket contact face. Therefore,
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G = (457 + 452)/2 = 454.5 mm  

3.3 Gasket Assembly Stress or Load 

Gasket assembly load has been estimated in following sub-sections using conven-
tional and tightness based design. Standard conventional-based design suggests 
values of “m” and “y” as applied to gaskets [7]. In general, the defined values have 
been proven successful in actual applications. 

PVRC has, through many years of research and development (involving actual 
gasket tests), conceived a new philosophy that addresses the mechanism of sealing. 
It recommends minimum levels of gasket assembly stress to fulfill the operational 
requirements of a user. The new procedure [8] is similar to the existing ASME Section 
VIII calculation, except it incorporates new gasket constants (to replace the traditional 
“m” and “y”) that have been determined through an extensive test program. These 
gasket constants have been discussed below. 

Behavior of gasket for loading (Part A)/unloading (Part B) cycle is shown in 
Fig. 4. Gb and a represent initial gasket compression characteristics during initial 
installation. Gs represents unloading characteristics typically associated with the 
operating behavior of gasket. 

3.3.1 As Per the ASME B&PV Code 

Gasket factors’ [7]—m and y are three and 68.3 MPa, respectively. Minimum load 
required for gasket seating, 

Wm2 = π ∗ G ∗ b ∗ y (1)

Fig. 4 Idealization of ROTT 
behavior of gasket [8] 
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or Wm2 = π ∗ 454.5 ∗ 1.25 ∗ 68.3 = 123 kN 

3.3.2 As Per ASME Standard Tightness Based Code 

Minimum tightness required during assembly and operation is estimated considering 
tightness class-1, on the basis of PVRC-ROTT gasket constants [8] as given in Table 
1. 

Required Minimum Tightness During Operation 

Tpmin = 18.023 * Tc * P = 18.023 * 0.1 * 6.4 = 11.53 --- (Tc = 0.1 for tightness 
class-1). 

Required Assembly Tightness 

Tpa/Tpmin = 1.5 or, Tpa = 1.5 * 11.53 = 17.3 

Minimum Required Stress for Gasket Seating 

Sya = (Gb/η)(Tpa)a (2) 

Taking η = 0.75, Sya = (16.065/0.75)(17.3)0.237 = 42.096 MPa 

Hence, load on gasket during assembly = π ∗ G ∗ b ∗ Sya = 75.09 kN (3) 

Load on Gasket During Operation 

Minimum required operating stress on gasket, Smo = max of (Sm1, 2P and SL) 

Sm1 = Gs
[
Tpmin

]k 
(4) 

where k = log[η * Sya/Gs]/logTpa = log[0.75 * 42/0.0908]/log17.3 = 2.052 
Sm1 = Gs[Tpmin]k = 0.0908[11.53]2.052 = 13.73 MPa

Table 1 PVRC-ROTT gasket constants (for all internal pressures) [8] 

Constant Gb a Gs Tpmax SL 

SWG 16.065 MPa 0.237 0.0908 MPa 4268 6.21 MPa 
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Table 2 Assembly load for different seating widths of gasket 

Width (mm) ID (mm) OD (mm) Assembly Load (kN) 

ASME B and PV conventional Tightness based 

2.5 452 457 123 75 

5 445 455 243 149 

10 445 465 492 301 

2P = 2 × 6.4 = 12.8 MPa (5)  

SL = 6.21 MPa (from table) (6) 

Using (4), (5) and (6), Smo = max (13.73, 12.8, 6.21) = 13.73 MPa 

Load on gasket during operation = π ∗ G ∗ b ∗ Smo = 24.5 kN (7)  

3.4 Evaluation of Preload for Higher Gasket Widths 

From above two methods of design, required load for the assembly of proposed 
SWG is 123 or 75 kN. Evaluation of assembly load for different widths (see Table 
2) showed that increased requirement of seating width would need higher assembly 
load. 

4 Structural Analysis 

Thermo-structural analysis is carried out for a typical liquid engine nozzle assembly 
by considering SWG at the proposed location—(a) to check the effect of gasket 
assembly load on throat assembly and (b) to simulate gasket sealing at MEOP 
and high temperature conditions. Effect of CTE variation (with temperature) of 
interfacing elements is also accounted. 

4.1 Gasket Configuration and Material Details 

Initial gasket width and thickness are taken as 2.5 mm and 4.5 mm, respectively (see 
Fig. 3). SS316L spiral wound filled with flexible graphite is considered as the gasket



Spiral Wound Gasket in a Typical Liquid Engine … 195

Table 3 Room temperature material properties of SP, cement and stellite 

Compressive 
modulus (N/mm2) 

Compressive 
strength (N/mm2) 

Inter laminar 
shear strength 
(N/mm2) 

CTE (×10–6 K) 

SP: along the ply 12,940 73.5 19.61 7.9 

SP: across the ply 13,072 225 30.8 

Cement 24,866 29 (4.4^) – 11.9 

Stellite 221,000 353^ – 11.7 

^ Tensile strength 

Table 4 Ratio of high temperature and room temperature properties of SP, cement and stellite 

Compressive modulus Compressive strength Inter laminar shear 
strength 

Temperature-> 673 K 873 K 1073 K 873 K 873 K 

SP: along the ply 0.74 0.37 0.34 0.19 0.12 

SP: across the ply 0.44 0.31 0.34 – 

Temperature-> 1273 K 1273 K – 

Cement 0.16 0.3 – 

Stellite 

Temp, K 500 800 1000 1300 1400 1500 

Young’s modulus 0.88 0.77 0.66 0.38 0.26 0.13 

Temp, K 477 810 1033 1253 1366 1477 

Yield strength 0.8 0.6 0.54 0.28 0.18 0.07 

material. For this material, stiffness should be in the range of 190–1306 MPa/mm 
[8]. 

Assumed gasket elastic modulus, E is 2.8 GPa and Poisson’s ratio is 0.3. Its CTE 
is assumed as zero. It is also assumed to be at RT in all conditions of operation for 
FEA. 

Material properties of SP throat, stellite chamber, TRR and TSR estimated by 
tests are given in Table 3. Temperature dependent material properties of SP, stellite 
and cement with respect to room temperature properties are given in Tables 4 and 5.

4.2 Finite Element Analysis (FEA) 

FEA is carried out with 18° sector model using ANSYS 18.0 [9]. Its mesh idealization 
is shown in Fig. 5. Loads and boundary conditions are shown in Fig. 6. Details are 
discussed in the sub-sections.
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Table 5 Ratio of high temperature and room temperature CTE of SP, cement and stellite 

Temp, K 473 573 673 773 873 1073 1273 1473 

SP: Along the ply −1.17 −1.50 −2.23 −2.71 −2.94 −3.59 −4.85 −3.87 

SP: Across the ply 3.45 1.83 0.53 −1.56 −2.40 −2.70 −2.71 −2.35 

Cement 0.28 −0.14 −0.12 0.09 0.15 0.18 0.11 −0.38 

Temp, K 500 700 900 1000 1300 1500 

Stellite 1.06 1.13 1.20 1.25 1.41 1.50

Fig. 5 18° sector FE model 

Fig. 6 Loads and boundary conditions (FE model with SWG)
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Fig. 7 Preload application in gasket at its mid-height using preload element [9] 

4.2.1 FE Model 

An 18° sector model was considered for the study. Here, 3D solid, 8-noded struc-
tural elements are employed having 3 degrees of freedom, i.e., translations in the 
orthogonal directions (see Fig. 5). 

4.2.2 Boundary Conditions 

Axial constraint is provided at top of the chamber as shown in Fig. 6a Couplings 
are given to simulate weld regions between TRR and chamber. Symmetry boundary 
conditions are given at the extreme faces of the sector model. 

4.2.3 Gasket Preload 

Pre-compression of 150 kN is applied on the gasket, with the help of preload elements 
and section. Preload section is taken at its mid-height. After preload application, 
nodes become distinct and separated as shown in Fig. 7 in lieu of earlier coincident 
nodes. 

4.2.4 Pressure Load 

Pressure distribution along the nozzle axis corresponding to 64 bar is considered as 
shown in Fig. 6b. 

4.2.5 Thermal Load 

Transient thermal analysis is carried out using ANSYS 18.0 [9], and temperature 
profile (see Fig. 6c) is generated for the nozzle assembly. Conductive and convec-
tive boundary conditions are considered for this analysis. Conduction occurs within 
the sub-components and at the interfaces of the assembly. Governing equation for
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conduction in two-dimensions [10] is  

∂ 
∂x

(
kx 

∂T 

∂x

)
+ 

∂ 
∂y

(
ky 

∂T 

∂y

)
+ qv = ρcp

(
∂T 

∂t

)
(8) 

Convection is considered where the throat, TRR and TSR are exposed to the hot 
combustion gases. Heat transfer coefficient for convection is estimated using Bartz 
method [11]. Here, subscript 0 refer to stagnation condition. 

hg = σcf

[(
0.026 

D0.2∗

)(
μ0.2 

g cp 

Pr0.6

)
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)0.8

(
D∗ 
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](

A∗ 

A

)0.9 

(9) 

Convective heat flux is estimated by Newton’s law of cooling. 

qc = hg(T − Tw) (10) 

Maximum temperature is found to be at the ID of throat reaching up to 1400– 
1500 K. Temperature distribution corresponding to 200 s is considered for analysis 
as shown in Fig. 6c. Gasket is assumed to be at RT. 

4.3 Load Cases Studied 

Structural analysis is carried out for following cases. Case 1 represents the nominal 
condition without SWG at TRR-throat interface wherein effect of pressure as well 
as thermal load (200 s) is considered. 

While cases 2, 3 and 4 represent nozzle assembly with SWG at TRR-throat inter-
face. In these cases, effect of gasket on the system is checked. (a) Case 2: Effect of 
gasket preload, i.e., 150kN is studied on the nozzle system. Initial gasket compression 
of 1–2% is considered. (b) Case 3: Structural analysis of nozzle system with gasket 
preload and pressure load (see Sect. 4.2.4) is carried out for specified chamber pres-
sure of 64 bar. (c) Case 4: Thermo-structural analysis with gasket preload, pressure 
load and thermal load at 200 s is carried out. 

5 Results and Discussion 

There is a net ejection load because of the pressure load at ID of the nozzle system. 
Pressure load on TRR ID is transferred to throat at its fore end. This load is further 
transferred to cement by means of nine grooves provided at the back wall of throat. 
Hence, effect of introduction of gasket on this load transfer mechanism is checked as 
discussed in sub-sections below. Also, as a result of thermal expansion/contraction
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Table 6 Groove load distribution in throat 

Cement groove Axial load (kN) 

Nominal case With spiral wound gasket (SWG) 

Case 1:Pr. 
(64 bar) + 
Temp. 200 s 

Case 2:Gasket 
preload (150kN) 

Case 3:Case 2 + 
Pr. (64 bar) 

Case 4: Case 3 + 
Temp. 200 s 

1 0 21.4 62 0 

2 0 8.2 56 0 

3 45 2.5 49 58 

4 94 0.0 43 81 

5 78 0.0 31 61 

6 60 12.4 51 75 

7 50 7.9 38 59 

8 54 7.0 33 63 

9 88 9.2 31 93 

at the fore end interface between throat and TRR, gasket preload will vary during 
nozzle operation. So, its variation has also been checked. 

5.1 Effect on Groove Load Distribution 

There is a net pressure load acting at throat ID. Also, load from TRR as a result 
of expansion (throat-TRR butting) and pressure load on TRR ID is transferred to 
throat. These loads are further passed to cement by means of nine grooves provided 
at backwall of throat insert as shown in Fig. 6a. It can be seen from Table 6 that 
groove load distribution in similar for both cases, i.e., nominal (case 1) versus nozzle 
with SWG case (case 4). It is increased by 21 kN in the latter case. This increased 
load transfer is distributed from third to ninth grooves. This implies that with the 
introduction of gasket at the specified interface in the nozzle system, load transfer 
mechanism through grooves is not disturbed with respect to nominal condition. 

5.2 Change in Gasket Preload During Operation 

Initial gasket preload provided for seating, i.e., 150 kN (Case 2) decreases by 50% 
(Case 3) for combined gasket preload and pressure load condition (refer Fig. 8). 
Subsequently, this reduction is changed to 12.6% (Case 4) w.r.t initial seating condi-
tion (Case 2) for combined gasket preload, pressure load and thermal load condition 
(refer Fig. 8). However, even with this change gasket preload meets the requirement
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Fig. 8 Change in gasket preload for different load cases (with SWG) 

during operation, i.e., 24.5 kN. Hence, it helps in preventing gas entry at TRR-SP 
throat interface during the entire nozzle operation time. 

6 Conclusion 

In this paper, design and thermo-structural analysis with SWG (or seal) at TRR-throat 
interface is studied. Load cases are—(a) gasket seating load or preload, (b) gasket 
preload with pressure load distribution corresponding to chamber pressure of nozzle 
system and (c) gasket preload with pressure as well as thermal load at 200 s. Effect 
of CTE variation (with temperature) of interfacing elements is also accounted. 

Study shows that proposed gasket helps to prevent the hot gas entry at the inter-
face of fore end metallic ring and throat insert, along with satisfying its assembly 
and operating requirements. (a) Load required for seating the gasket is sufficient to 
maintain the required tightness during operating condition (as per ASME tightness-
based code rules). (b) Load distribution among grooves with introduction of gasket 
in nozzle assembly remains comparable with nominal condition for 200 s condi-
tion. Hence, gasket can be incorporated at fore end interface as groove load transfer 
mechanism remains undisturbed. (c) Initial gasket seating preload changes by 50% 
for pressure load case. This change is reduced to 12.6% for combined pressure and 
thermal load condition with respect to initial gasket seating load. Even with this 
variation, condition of minimum gasket operating load is satisfied. Hence, it helps 
in preventing gas entry at the intended interface. (d) It is also observed in ASME 
design calculations that increased requirement of seating width would need higher 
assembly load. So, limit of assembly load should be checked appropriately if it is to 
be used in any of the assemblies.
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Design and Testing of a Liquid Rocket 
Engine 

G. Dinesh Kumar, KJ Hari Krishnan, S. Gokulakrishnan, M. Lokeshwar, 
and S. Rogith 

Abstract Liquid rocket engines are widely used in the aerospace industry for their 
good controllability. This project aims to design, fabricate and test a small liquid 
rocket engine using kerosene and gaseous oxygen. The engine was designed to with-
stand a chamber pressure of 20 bar. However, the maximum chamber pressure the 
engine can withstand was not limited to 20 bar, and it was capable of withstanding a 
chamber pressure of 30 bar during combustion. Cold flow testing of the engine was 
done for a chamber pressure of 4, 6, 8 and 10 bar. Upon successful completion, the 
hot flow testing was simultaneously carried out for two cases. Initially, the fuel and 
oxidizer were fed in such a way that the chamber pressure during combustion was 
around 9 bar. Later, for the second test, both the fuel and oxidizer feed pressure were 
raised in order to raise the chamber pressure to 12.5 bar. The test results of all the 
cases were tabulated and detaily discussed in this paper. 

Keywords Liquid rocket engine · Kerosene · Oxygen · Aerospace industry 

Nomenclature 

At Throat area 
Ae Exit area 
Ac Chamber area 
Ainj Injector area 
C∗ Characteristic velocity 
c f Thrust coefficient 
dt Throat diameter
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de Exit diameter 
dc Chamber diameter 
dinj Injector diameter 
g Acceleration due to gravity 
Isp Specific impulse 
Lc Combustion chamber length 
ṁo Mass flow rate of oxygen 
ṁ f Mass flow rate of fuel 
ṁt Total mass flow rate 
Mc Mach number at chamber exit 
Me Mach number at exit 
PC Chamber pressure 
Pe Exit pressure 
R Gas constant 
Te Exit temperature 
Tc Chamber temperature 
t Thickness 
ρ. Density 
V Volume 
Vexit Exit velocity 
γ Adiabatic constant 
σy Yield stress 

1 Introduction 

Liquid rocket engine uses liquid fuel and oxidizer for combustion. The liquid propel-
lant engine is more complex than the solid propellant counterparts; however, they 
offer several advantages. By controlling the flow of the propellant to the combustion 
chamber, the engine can be throttled, stopped or restarted. The higher stages of the 
rocket require more throttling to align the satellite to its correct orbit and orientation. 
So, the necessity of developing the liquid rocket engine with less cost, and more effi-
ciency is increasing day by day. Here, the fuel and oxidizer will be atomized using an 
injector. The injector will have very small outlet holes. When the fuel is pumped with 
high pressure, the fuel gets atomized. The atomized fuel will completely mix with an 
oxidizer (gaseous oxygen in this case) in the combustion chamber for combustion. 
The combusted product will be expanded through the nozzle. Since the exhaust flow 
is supersonic, a convergent-divergent nozzle is preferred. 

Marques [1] a small liquid rocket propellant engine was designed, and a prototype 
was made. It was able to produce a 25 N thrust. This project is aimed to study the 
stability of the liquid engine with regenerative cooling and external pressurization 
and check the feasibility of the self-pressurized system. They have observed that the 
working of the external pressurized system was stable and behaved as they expected
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[2]. In the SMART rocket project, the student from TU Dresden has developed a 
liquid oxygen and ethanol driven 500 N sounding rocket. The rocket has two stages, 
the first stage is of rocket engine, and the second stage is of parachute system. This 
rocket motor uses green propellant combination of liquid oxygen (LOX) as oxidizer 
and ethanol as fuel. They calculated that the engine can give a thrust of 700 N [3]. 
This paper aims in the development of hydrogen peroxide monopropellant thrusters 
using catalytic beds. This paper focuses on two different design thrusters with 5 and 
25 N, and they used two different catalytic beds with a different configuration. They 
have tested pure silver gauzes and pellet coated with manganese oxide, to find the 
optimum one for future industrial development [4]. The liquid rocket engine oper-
ates at high pressure, which is above the critical pressure of propellants generally. 
This paper presents different case studies attempted at PRS to study supercritical 
combustion. It demonstrates the development of combustion methodology, which 
is capable of future full-scale thrust chamber simulations. A good result was found 
in test results data which had the best match to the CFD model. A detailed study 
for supercritical combustion of liquid oxygen and methane was performed using 
equilibrium and near-equilibrium steady flame combustion methodology [5]. This 
paper presents an improvement on the performance of the supersonic nozzle by 
understanding the geometrical parameters. In this research, supersonic nozzle was 
analyzed by keeping the same expansion ratio and boundary conditions. The nozzle 
design was varying convergent section length and angle by keeping the same expan-
sion ratio and boundary conditions. The result of this paper says that the nozzle thrust 
performance increases during the 28.5° inlet angle would produce maximum thrust 
force. 

2 Design Calculation 

Some initial assumptions are made according to the requirement [6, 7, 8]. The 
chamber pressure was taken as 20 bar. The oxidizer to fuel ratio was taken as 2.5. The 
contraction ratio was taken as 3. The maximum thrust which the engine is capable to 
produce under ideal condition was 500 N. The characteristic length of the combus-
tion chamber was taken as 1.27 m for complete combustion to occur. The nozzle 
convergence and divergence angle after flow analysis in ANSYS was taken as 60° 
and 15° [9], respectively. With these data, combustion equilibrium analysis (CEA) 
for kerosene and oxygen gas was carried out, and the results are tabulated below 
(Table 1).



206 G. D. Kumar et al.

Table 1 CEA result Parameters CEA result 

Convergence ratio
⎛

Ac 
At

⎞
3 

Inlet Mach number (Mc) 0.203 

Divergence ratio
⎛

Ae 
At

⎞
3.9706 

Exit Mach number (Me) 2.5 

Chamber temperature (Tc) 3520.5 K 

Chamber pressure (Pc) 20 Bar 

Characteristic velocity (C*) 1764.3 m/s 

Isp × g 2517.3 m/s 

2.1 Mass Flow Calculation 

ṁt = 
F 

Isp 
= 

500 

2517.6 

ṁt = 0.1986 
kg 

s 

(1) 

2.2 Throat Diameter Calculation 

At = 
ṁt × C∗ 

Pc 

At = 
0.1986 × 1764.3 

20 × 105
= 1.752 × 10−4 m2 

dt = 
/
4At 

π 
= 0.015m 

(2) 

2.3 Exit Diameter Calculation 
Ae 
At 

= 3.9706 Ae = 6.9565 × 10−4m2 

de =
/
4Ae 

π 
= 0.03m 

(1)
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2.4 Combustion Chamber Diameter Calculation 

Ac 

At 
= 3 Ac = 5.256 × 10−4 m2 

dc =
/
4Ac 

π
= 0.026m 

(4) 

2.5 Combustion Chamber Length Calculation 

LC = Vc 

1.1 × Ac 
= 0.385m (2) 

2.6 Combustion Chamber Thickness Calculation 

σy = 207 Mpa 

σ = σy 

FOS 
= 

207 

10 
= 20.7 Mpa  

tmin = 
PD  

2σ 
= 

30 × 105 × 3 × 10−2 

2 × 20.7 × 106 
= 2.2 mm  

t = Fos × tmin = 10 × 2.2 mm  = 22mm = 0.022m 

(6) 

2.7 Oxygen Injector Design 

ṁt = 198.6g/s ṁo = 141.85g/s ṁ f = 56.75g/s 

ṁ = cd Ainj 

√
2ρ∆P 

Ainj = 5 × 10−5 m2 

dinj =
/
4Ainj 

π
= 0.008m 

(7)
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2.8 Fuel Injector Design 

ṁ = Acd Ainj 

√
2ρ∆P 

Ainj = 3.144 × 10−6 m2 

dinj =
/
4Ainj 

π 
= 0.002m 

(8) 

2.9 Final Design Parameters 

See (Table 2) 

3 Engine Design 

With the parameters mentioned in (Table 2), the engine was modeled in CATIA V5 
(Figs. 1, 2 and 3).

4 Fabrication 

The entire engine was fabricated using mild steel, and the nozzle was made with 
graphite and mounted on mild steel to withstand high exit temperature (Figs. 4 and 
5).

Table 2 Final design parameters 

Parameters Value 

Mass flow ( ṁ) 0.1986 kg/s 

Diameter of combustion chamber (dc) 0.026 m 

Diameter of nozzle throat (dt) 0.015 m 

Diameter of nozzle exit (de) 0.03 m 

Chamber length (Lc) 0.385 m 

Total thickness (t) 0.022 m 

Contraction angle (β) 60° 

Divergence angle (α) 15° 

Exit diameter of oxygen injector 0.008 m 

Exit diameter of fuel injector 0.002 m 
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Fig. 1 Flange design 

Fig. 2 Combustion chamber design 

Fig. 3 Nozzle design
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Fig. 4 Graphite nozzle 

Fig. 5 Combustion chamber made using mild steel 

5 Experimental Setup 

5.1 Experimental Setup for Cold Flow 

The oxygen cylinder was connected to the oxygen settling chamber. The oxygen from 
the main tank was fed to the oxygen settling chamber until we achieved the desired 
chamber pressure. The oxygen settling chamber was connected to the oxygen injector 
through a solenoidal valve. This solenoidal valve allowed us to manually control the 
oxidizer supply (Figs. 6 and 7).
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Fig. 6 Schematic of cold flow setup 

Fig. 7 Cold flow setup 

5.2 Experimental Setup for Hot Flow 

The oxygen cylinder was connected to the oxygen settling chamber. The oxygen from 
the main tank was fed to the oxygen settling chamber until we achieved the desired 
chamber pressure. The oxygen settling chamber was connected to the oxygen injector 
through a solenoidal valve. This solenoidal valve allowed us to manually control the 
oxidizer supply. The nitrogen cylinder was connected to tank 2. The nitrogen from 
the main supply tank was fed to tank 2 by keeping the solenoidal valve connecting 
tank 2 to tank 1 closed until the desired chamber pressure was achieved. Tank 1 
contains kerosene. Tank 1 was connected to the fuel injector through a solenoidal 
valve. A high power 22,000 V igniter coil is also connected to the chamber to ignite 
the fuel oxidizer mixture. A load cell along with rail mechanism was used to measure 
the thrust. This load cell was connected to A12E output display unit (Figs. 8 and 9).
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Fig. 8 Schematic of hot flow setup 

Fig. 9 Hot flow setup 

6 Results and Discussion 

6.1 Results for Cold Flow 

The testing was carried for four different chamber pressures (4, 6, 8 and 10 bar). The 
results for all the case are tabulated. 

It can be noted from (Table 3 )that as the chamber pressure increases the charac-
teristic velocity remains constant since the fluid is unchanged and the temperature is 
also not varying. The temperature was about 300 K which was the room temperature 
during testing. The exit velocity decreases due to the increase in the density at the
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Table 3 Cold flow result 

Contents Pc = 4 bar Pc = 6 bar Pc = 8 bar Pc = 10 bar 
Exit pressure (bar) 1.3 2.2 3 3.8 

C* (m/s) 407.7 407.7 407.7 407.7 

Max mass flow rate (Kg/s) 0.1734 0.2601 0.3468 0.4335 

Exit velocity (m/s) 147 130 127 125.7 

Exit Mach number 0.445 0.39 0.386 0.38 

exit. However, due to the increase in mass flow rate, there is an increment in the 
thrust. The specific impulse and the thrust coefficient are decreasing. 

6.2 Results for Hot Flow 

This testing was carried out for two cases. Initially, the fuel and oxidizer were fed 
in such a way that the chamber pressure during combustion was around 9 bar. Later, 
for the second test, both the fuel and oxidizer feed pressure were raised in order to 
raise the chamber pressure to 12.5 bar. The test results of all the cases are tabulated 
(Figs. 10, 11, 12 and 13). 

From (Table 4), it is clear that, as the oxygen and fuel feed pressure increase, 
the chamber pressure and exit temperature are increasing rapidly. While performing 
both the tests, it was observed that test 2 produced more thrust, and also, the fuel was 
atomized very well as compared to test 1. Hence, the pressure drop on fuel injector 
is suggested to be at least 3 bar for future tests.

Fig. 10 Hot flow at Pc = 
9.1 bar
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Fig. 11 Hot flow at Pc = 12.42 bar 

Fig. 12 Temperature variation during static test 

Fig. 13 Chamber pressure variation during static test
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Table 4 Hot flow result Title Test 1 Test 2 

Chamber pressure (bar) 9.1 12.42 

Exit temperature (K) 986 1841 

C* (m/s) 809 1106 

Exit density (kg/m3) 0.384 0.206 

Exit velocity (m/s) 730.9 1365 

Exit Mach number 1.339 1.83 

Thrust (N) 145.2 271 

Isp (s) 74.5 139.1 

CF 0.9034 1.234 

7 Conclusion 

This rocket engine produced a Thrust of 271 N and 145.2 N for the chamber pressure 
of 12.42 bar and 9.1 bar, respectively. The successful static test proves that the 
calculations done and the assumptions made are correct. This static test can be carried 
for various oxygen and fuel injecting pressure. However, the pressure drop on fuel 
injector is suggested to be at least 3 bar, as this pressure is necessary to produce good 
atomization of the fuel and start the combustion quickly. Since the wall thickness is 
too high, this engine can be used for multiple tests. The graphite nozzle alone needs 
to be changed after few tests to maintain the same area ratio, as the combusted gas 
may corrode the layer of the graphite nozzle after several tests and making it to be 
unsuitable for the test. 
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Thermal Management Challenges 
in Small Satellites 

Kamlesh Kumar Baraya 

Abstract Small satellites provide many unique advantages. They are economical 
to launch, provide greater flexibility, and can be developed in a very short span 
of time. Small satellites provide unique opportunities for university students to gain 
experience in space technology and carry out research and development to explore the 
novel technologies at a very low cost and minimal risk. Utilization of small satellites 
poses some technological challenges also. Thermal management of small satellites 
is one of the challenges to be addressed by designers of small satellites. Thermal 
management ensures that temperature of all the components in the satellite remains 
within required limits during all the mission phases. Less mass, small volume, and 
high power densities make the thermal management task of small satellites difficult 
and challenging. In this paper, various thermal management challenges encountered 
in the development of small satellites are discussed. Technologies to address these 
challenges are also discussed. 

Keywords Small satellites · Thermal management · Temperature 

1 Introduction 

Satellites of low mass and size are called small satellites. Usually small satellites have 
mass under 500 kg. Satellites are classified according to their mass. Table 1 shows 
the classification of small satellite according to their mass. CubeSat are a class of 
micro or nano satellites. CubeSat are made of multiple units of volume. Each unit has 
a volume of 10 cm × 10 cm × 10 cm and mass of around 1 to 1.33 kg. PocketQube is 
another class of small satellite, which is a size of 5 cm cuboid and mass up to 250 g. 
An 8U CubeSat has eight units of 10 cm × 10 cm × 10 cm.

Small satellites offer many advantages over large satellites. Launch cost of small 
satellites is lower. Small satellites can be launched from smaller launch vehicles. 
Small launch vehicles are cheaper to build and can be built in much less time than big
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Table 1 Classification of 
small satellites according to 
mass [1] 

Class name Mass (Kg) 

Mini satellite 100–500 

Micro satellite 10–100 

Nano satellites < 10 kg

launch vehicles. Small satellites can be launched as co-passengers of large satellites. 
They can be launched in multiple numbers. Sometimes hundreds of small satellites 
can be launched from a single launch vehicle. Small satellites are more valuable and 
more capable as government and commercial missions push high tech missions with 
smaller budgets and shorter schedules. Small satellites can be mass-produced easily 
when constellation of thousands of satellites is to be built in space. 

Small satellites have created a significant disruption in the space industry. Small 
satellites to be launched in LEO can be produced at a considerably lower cost. Lower 
cost offers opportunity for high production rate, and consequently, more satellites 
can be launched per year. Lower cost of small satellites has opened the space market 
for private companies. Private companies are holding significant market share of 
small satellites. Large satellites are launched for longer operational life span ranging 
from 10 to 15 years, and due to high launch and other cost, they are manufactured 
to the highest quality standards, which further increase the cost of large satellite. 
Small satellite’s operational life expectancy is 2–3 years, and launch cost is lower. 
Therefore, quality standards for manufacturing small satellites are less stringent 
which allow using cheaper components in small satellites. Small satellites need not 
be state of the art so they can be produced faster and efficiently. Commercial off the 
shelf components can be used to build small satellite. This makes the manufacturing 
of small satellite cheaper, faster, and efficient. 

Small satellites can provide stand-alone platform for imaging and scientific 
payloads, which can be launched within short duration. ISRO has developed two 
kinds of buses for different payloads. IMS-1 is a bus for 100 kg class satellites 
including payload capability of around 30 kg. YOUTHSAT was a small satellite 
configured on IMS-1 bus. IMS-2 bus is developed for 400 kg class satellite with a 
payload capability of around 200 kg. IMS-2 is envisaged to be workhorse for different 
types of remote sensing applications [2]. SARAL satellite is first mission configured 
on IMS-2 bus. Figure 1 shows YOUTHSAT and SARAL satellites configured on 
IMS-1 and IMS-2 bus, respectively.

Launching of small satellite carries less financial risk, so they provide very good 
platform to test any new technology and demonstrate the proof of concept. Small 
satellites are used by universities and research institute for space science research. 
Tens of thousands of small satellites will be needed over the next decade. Small 
satellites are needed for data demand of industries, governments, and people. Earth 
observation constellations are needed to make advanced data available about our 
planet earth. Compared to larger satellites, small satellites are increasingly required 
to handle more data for collecting remote sensing images, data from ground-based 
sensors, and smart devices. Small satellites will play a critical role in the future of
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Fig. 1 Small satellites 
developed by ISRO [2]

space infrastructure and exploration, as well as provide customers with real-time data 
to make informed and actionable decisions. Electronic components are being further 
miniaturized. High data rate communication can generate lot of unwanted heat. Due 
to all these developments, small satellites are required to dissipate hundreds of watts 
of heat from a small volume. These developments are making thermal management 
task of small satellites really difficult. Besides power dissipation from electronic 
components, thermal management task of small satellite is made more challenging 
due to constraints of low mass, small size, and limited power supply. 

Small satellites launched in low earth orbit (LEO) with altitude of about 400 km 
are influenced by atmospheric drag. At this altitude, any piece of space debris is 
influenced by the atmospheric drag and consequently is pulled down toward earth 
into the dense atmosphere, and it is burned in the atmosphere. Therefore, any piece of 
space debris remains in space for 2–3 decades only. However, large satellite launched 
in geostationary earth orbit (GEO) will remain in space for many decades even after 
end of their useful life. As environment, drag in GEO is negligible compared to 
LEO. Therefore, LEO orbits are cleaned naturally in few years. While in GEO, 
space debris go on accumulating with every launch. For testing new technologies or 
exploring space launching small satellites in LEO is preferable than in GEO. Because 
space debris generated due to them in LEO is cleaned naturally within few years. 

2 Thermal Management Philosophy 

The objective of the thermal control system in a small satellite is to provide a comfort-
able environment for all sub-systems of satellite so that they can provide best perfor-
mance during the operational life of the satellite. In space, there is no convection. The 
mechanisms of heat transfer in satellite are conduction and radiation only. Different 
components of satellites interact thermally through conduction and radiation while 
satellite elements interact with space environment through radiation mode only. The 
heat transfer within the satellite and with space environments is managed such that 
heat balance at each element of satellite results in temperature, which should be
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within allowable limits. The satellite receives two types of heat loads 1. Internal and 
2. External. The heat dissipated by various sub-systems and their components in the 
satellite is internal heat load. External heat load is the heat load received from space 
environment mainly from sun, earth, or other planetary body around which satellite 
is orbiting. Earth emits infrared radiation due to its own temperature. The average 
temperature of the earth is considered at about −20 °C. At this temperature, the earth 
emits about 236 W/m2 of heat radiation [3]. This is called the earthshine load. Higher 
the altitude of the satellite, less is the effect of earthshine load on the satellite. In 
LEO, the earthshine load always affects satellite. In circular orbit earthshine heat 
flux, falling on the satellite is constant throughout the orbit. 

The some fraction of the solar radiation coming toward the earth is reflected back 
to space. This reflected solar radiation is called albedo radiation. The fraction of 
solar radiation reflected is called the albedo constant. The average value of albedo 
constant is taken as 0.3 for calculating external loads on the satellite. Small satellites 
are normally placed in LEO. 

Thermal management ensures effective radiation and conduction path for heat 
to diffuse to external surfaces, and finally heat is radiated to space from external 
surfaces. A judicious combination of radiators and insulation on external surface 
helps to maintain the comfortable temperature within the satellite. Radiators on the 
external surfaces help to radiate heat generated within satellite to space environment, 
while insulations on external surfaces of satellite isolate the satellite from extreme 
cold of space, which is at 4 K and prevents the external heat load in the form of 
radiation coming from sun or other sources. 

3 Thermal Management Techniques for Small Satellites 

There are different approaches to carry out the task of thermal management of satel-
lites. All thermal management techniques are categorized into passive thermal control 
and active thermal control. Passive thermal control elements are those, which do not 
require any external power for their performance, and they do not have any moving 
parts [4]. Therefore, passive thermal control elements are highly reliable and provide 
long operational life. While active thermal control techniques require power to regu-
late the temperature of any component in the satellite. In small satellites due to limi-
tation of mass, volume, and power, passive thermal control techniques are preferred. 
Multi-layer insulation (MLI) blankets, optical solar reflector (OSR), thermal control 
tapes and paints, thermal interstitial materials, heat pipes, and heaters are some of 
the commonly used thermal control elements.
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3.1 Multi-Layer Insulation (MLI) Blankets 

MLI blankets are used to provide radiative isolation on surfaces. MLI blankets prevent 
direct radiative heat load from sun or other sources falling on the surfaces of satellite, 
and it also prevents thermal radiation from the surfaces to cold space. Thus, MLI 
prevents heating of surfaces from other heat sources, and it also prevents cooling of 
surfaces by radiating to cold space. MLI consists of multiple layers of aluminized 
Mylar separated by Dacron mesh. Multiple layers of aluminized Mylar minimize the 
radiation heat transfer, and separation of these layers by Dacron mesh reduces the 
conduction heat transfer between Mylar layers. These layers are covered by thick 
aluminized Kapton layer for protection. 

3.2 Optical Solar Reflector (OSR) 

Optical solar reflector (OSR) is a very important thermal control element of satellite 
thermal management system. It is used on radiator surfaces of satellite. It enhances 
the infrared emission of radiation, and it reduces the absorption of short wavelength 
visible radiation from sun and albedo radiation from earth. OSR is made by coating 
rear surface of quartz with silver to reflect the incoming solar radiation. A protective 
metallic layer is also coated on rear side. The solar absorptivity of OSR surface varies 
from 0.08 at beginning of life to 0.21 at the end of life. The emissivity provided by 
OSR surface is 0.78. 

Besides MLI and OSR, various thermal control tapes and paints are used as thermal 
control elements to modify the radiative properties of surfaces. Black paint and tape 
provide high IR emittance and high solar absorptance. Aluminum paint and low 
emittance tape provide low IR emittance and low solar absorptance surface. Coating 
of white paint on a surface provides high IR emittance and low solar absorptance. 

3.3 Thermal Interstitial Materials 

Thermal interstitial materials are used to enhance the thermal contact conductance 
across surfaces in contact. Thermal contact conductance governs the heat flow across 
two surfaces in contact. Thermal contact conductance depends on many parameters 
such as pressure on surfaces, roughness, flatness, thermal conductivity, and elasticity 
of the material under contact. Thermal interstitial material fills the micro irregularities 
on the surfaces in contact, which aids in enhancing the heat conduction path across 
surfaces. Thermal grease, metal foils, etc., are commonly used as thermal interstitial 
material in satellites.
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3.4 Heat Pipes 

Heat pipe is also a very important thermal control element in satellites. Heat pipe is a 
two-phase heat transport device working on the principle of evaporation and conden-
sation of a working fluid in a closed system, with fluid flow caused by capillary action 
developed in its wick [5]. Heat pipe is made of a sealed metallic hollow tube. Inner 
walls of tube are lined with porous wick structure to provide capillary action. The 
wick structure has suitable pores to produce sufficient capillary action to recirculate 
the fluid in the heat pipe. The pores of the wick are saturated with suitable working 
fluid, and remaining space in heat pipe is occupied by the vapor of the working fluid. 
When the heat is applied at one end of heat pipe, the fluid evaporates absorbing 
its latent heat. As pressure builds up at evaporator section due to evaporation the 
vapor flows down to other end of the heat pipe. The vapor condenses at the other end 
due to lower temperature releasing the latent heat absorbed during evaporation. The 
condensed fluid flows back to evaporator end due to capillary action of the wick main-
taining the cycle of evaporation and condensation in the heat pipe. Ammonia-based 
heat pipes are used in satellites for better performance within operating temperature 
ranges. Heat pipe can provide very high effective thermal conductivity compared to 
ordinary metals. One can easily get the thermal conductivity of a heat pipe more 
than 10 times that of copper. Use of heat pipe saves mass as well as volume in the 
satellite. In small satellite, mini heat pipes can be used to transport heat from heat 
source to the radiator panel. 

3.5 Heaters 

Heaters are indispensable part of any thermal management system in satellites. If 
temperature of any element of satellite goes below allowable limit, heaters are used 
to maintain the temperature above cold limit of that element. Two types of heaters 
are used in satellites 1. Tape heaters and 2. Foil heaters. Tape heaters are used for 
curved surfaces like plumb lines, tank, etc. In foil heaters, resistive heating element is 
laminated between very thin Kapton layers. Foil heaters can be used for temperature 
ranging from −65° to 150 °C. In small satellites, heater power should be optimized 
properly as availability of power is usually very limited. 

4 Thermal Management Challenges 

Small satellites offer many advantages, but there are many challenges in designing 
them. Thermal issue is one of the challenges in designing small satellites. Thermal 
issues are more critical in micro and nano satellites. Thermal management of satellite 
ensures that temperature of all the components of the satellite should remain within
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allowable temperature limits during all phase of mission. Proper thermal management 
ensures that satellite functions to provide required performance for the expected life 
of the satellite. Most electronic components operate at their optimum performance 
at room temperature, i.e., around 0 to 40 °C. Thermal management of satellite must 
ensure temperature of electronics within such required temperature limits. Tempera-
ture beyond the required limits adversely affects the operational life and performance 
of components. Low mass, small volume, and high power densities make the task of 
thermal management of small satellites very challenging. Some of the challenges in 
thermal management of small satellites are discussed hereafter. 

4.1 Low Mass 

Low mass of small satellites poses a very critical thermal challenge [7]. Low mass 
implies low over all heat capacity of the satellite. As small satellites are normally 
placed in LEO. In LEO, the sun illuminates the satellite for some portion of the orbit, 
and remaining portion is in the shadow of earth. The shadow period of the orbit is 
called eclipse. As the altitude of orbit decreases, the fraction of the orbit period under 
eclipse increases. Variation of eclipse period with altitude at different sun aspect angle 
(SAA)  is  shown in Fig.  2. Due to low thermal mass of small satellites, temperature 
of the satellite changes very fast as the external load changes on the satellite. During 
eclipse period, satellite cools vary fast due to low thermal mass. Due to small orbital 
period of LEO, the satellite has to face large number of thermal cycling. Thermal 
cycling shortens the life of the satellite components. Varying heat load on the satellite 
makes the thermal management task difficult. Appropriate thermal management is 
required to maintain the temperature of components within allowable limits under 
varying heat loads. 
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Fig. 2 Variation of eclipse period with altitude at different sun aspect angle (SAA)
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4.2 Small Volume 

Small volume also poses challenges for thermal management. In small satellites, 
ratio of external area to internal volume is higher than the large satellites. Therefore, 
satellite will be more affected by external space environment. All the components of 
the payload have to be accommodated in the limited space. Internal heat dissipation 
per unit volume may be high in small satellites. It causes high heat flux densities, and 
there is almost no scope to use heat spreader or large heat sinks. Radiative coupling 
between internal components becomes significant when high heat dissipating compo-
nents are arranged very closely. In such situation, temperature of components may 
rise beyond allowable limits. Therefore, small volume or size of small satellites 
makes thermal management task really challenging. 

4.3 Small Surface Area 

Passive thermal management of satellite controls the temperature of satellite by 
applying MLI, optical solar reflector or thermal paints/tapes on the external or internal 
surfaces of satellite. To regulate the temperature of the satellite, thermal engineer 
either isolates the surface from the space environment by covering it by MLI or tries 
to change the thermal characteristics of the surface by changing infrared emissivity 
or solar absorptivity of the surfaces. A 1U CubeSat has only 600 cm2 external surface 
area available. As many small satellites do not have separate solar panels, most small 
satellites have solar panels mounted on the main body/bus of the satellites. Due to 
large demand of electric power for payload and thermal control heaters, solar cells 
cover most of the external surface area. Some area is covered by interface with the 
launch adapter. Therefore, very little surface area is left for thermal engineer to apply 
thermal control elements. 

Small surface area means radiator area to dissipate heat to space is also very scarce. 
If satellite is dissipating large amount of heat, suitable radiator area is required to 
dissipate that much heat to control the temperature of all components. In such a 
situation, thermal engineer is required to be involved from the beginning of design 
phase of the satellite. Not all faces of the satellite are suitable for radiator area. Some 
face may be having better view factor to cold sky than other faces. Figure 3 shows 
the radiator area variation with temperature at different heat load levels assuming no 
external heat loads. It is seen that radiator area required decreases with increase in 
temperature of radiator. The layout of the internal components should be planned in 
such a way that maximum heat should be dissipated to the face, which is having best 
view factor to the cold sky.

In large satellites, multi-layer insulation (MLI) blankets are widely used to isolate 
the external surfaces from the extremes of the space environments. Micro and nano 
satellites have small size external surfaces. On such small surfaces, MLI is not as 
effective as it is on large surfaces. On small surfaces, the effect of edges of the surface
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Fig. 3 Radiator area 
variation with temperature at 
different heat loads
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on which MLI is applied dominates. MLI is very tightly stuck on the edges of the 
surfaces while it is fluffy at other places. Due to this, the heat transfer coefficient 
provided by MLI becomes quite uncertain. In such situation, prediction of orbital 
temperature is not easy task. Therefore, in micro and nano satellites cases, thermal 
design of satellite is preferred without the application of MLI. Therefore, MLI should 
be used with due cautious on small satellites. 

4.4 High Power Density 

High power density is one of the critical challenges in the thermal management of 
small satellites. Due to small size of satellite, small PCB cards may be densely packed 
with heat dissipating components. Many high heat dissipating electronic components 
being packed into small space further creating a hotter ambient inside the satellite. 
High power density becomes further challenging as radiator area is generally in 
scarcity. 

Due to limited space in small satellites, PCB cards are stacked together. In such 
situation if high dissipating card is placed away from satellite chassis, then it becomes 
difficult to efficiently conduct heat away from PCB cards and temperature of some 
components on such PCB card may rise beyond allowable limits. 

4.5 Limited Power for Heaters 

If eclipse period is significantly large, heater is required to regulate the temperature 
of satellite during eclipse period. Heaters require high capacity battery for longer 
eclipse periods. In many small satellite solar cells are mounted on the body of the 
satellite. Many times small satellites do not have provision for separate extended 
solar panels. In such case, power available for heaters is very limited. It becomes 
a challenging task to regulate the temperature of all components of the satellite 
with limited heater power. Availability of power is constrained by the area available
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to mount the solar cells on the external surfaces of the satellite. Passive thermal 
management of the satellite is achieved by cold biasing the satellite, and then, heaters 
are used to maintain the temperature of the components of the satellite at the level of 
cold limit. When thermal control requirement of a payload is very stringent than cold, 
biasing becomes very important, and heater power requirement becomes inevitable. 
In such scenario, the estimation of temperatures has to be very accurate. Otherwise, 
thermal engineer may have large margins in heater power requirements, which can 
further complicate the thermal management task of the satellite. 

5 Special Techniques to Address Thermal Control 
Challenges 

Many technological developments have taken place, which can be applied to address 
the thermal management challenges of small satellites. Few technological develop-
ments have reached to a stage where they can be readily applied, while many are still 
in the developing stage. Some of the potential technologies for small satellites are 
discussed hereafter. 

5.1 Phase Change Material (PCM) 

If power dissipation in an electronic component is only for a part of the orbital 
period then phase change material can be considered to manage the temperature 
of such components. In imaging satellites, heat dissipation in detectors is only for a 
fraction of orbital period. In a typical imaging satellite heat dissipation is for imaging 
period, which is 10 to 15 min while orbital period is around 100 min. If temperature 
of the detector reaches beyond allowable limits the performance of the detectors is 
adversely affected. PCM can be used as passive thermal control management to avoid 
the temperature excursions on the detectors or electronic components. PCM-based 
thermal control module (TCM) is suitable for thermal management of small satellites, 
as it does not require additional radiator area. Use of PCM saves heater power also 
as stored heat in PCM is released to keep the satellite warm during cold phase of 
satellite. Phase change material is sealed in a metallic enclosure, and sufficient space 
is left for volumetric expansion during heating. The heat dissipating component 
to be cooled is fixed on the one of the faces of the sealed enclosure. During heat 
dissipation period, the heat is transferred conductively to the phase change material. 
Phase change material absorbs some part of heat as sensible heat and remaining 
part of heat as latent heat by transforming sold to liquid phase. During non-heat 
dissipating period, latent heat of PCM is released to surrounding, and it solidifies 
to its original temperature. Thus, PCM prevents the temperature of heat dissipating 
components from shooting up beyond allowable limits during operational period.
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Performance of the PCM can be significantly improved by adding the fin structure 
on the internal wall of the container of PCM [8]. 

5.2 Vapor Chamber with PCB Cards 

In small satellites, traditional heat sink or heat spreaders are difficult to use due to 
constraints of mass and size. Vapor chamber works on the principle of heat pipe. Heat 
pipe transports heat in a linear dimension, while vapor chamber is able to spread heat 
in a two-dimensional plane. Vapor chambers are used to spread heat over a larger 
area. Vapor chambers are passive phase change device producing a relatively small 
thermal resistance. Vapor chambers have proven to be excellent among the most 
passive cooling device [9]. Vapor chambers can be made of thickness of about 3 to 
5 mm. As vapor chambers require very less space, they are suitable for small satellite 
applications. Vapor chambers can be used for high heat dissipating components. A 
vapor chamber can also be built with suitable through holes for passing the leads of 
heat dissipating component. Heat dissipating components can be placed at discreet 
locations and in direct contact with the vapor chamber surface. Vapor chamber can 
create almost isothermal surface. Vapor chamber can handle high heat fluxes in the 
range of 100 to 200 W/cm2. Application of vapor chamber can provide effective 
thermal conductivity above 5000 W/m/K easily. 

5.3 Multi-Functional Structure 

Small satellites have limitations of both mass and volume. Separate thermal control 
elements, e.g., heat pipe, loop heat pipe, and heat sink, not only increase mass and 
volume but as separate part their interface with satellite chassis causes an added 
thermal resistance which increases the temperature of components mounted on them. 
It will be very beneficial in small satellites if thermal control elements are integrated 
with the structure of the satellite. Thus, the chassis of the satellite can work both as a 
structural as well as thermal member. Such integration will reduce the overall mass 
of the satellite with minimum requirement of additional space. Loop heat pipes and 
heat pipes can be built on the satellite chassis using 3D printing. Satellites structure 
can also be developed with in-built fluid loops for thermal control using 3D printing. 
Such multifunctional structures of small satellite can greatly reduce mass and volume 
requirements.
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5.4 Variable Emissivity Radiator 

Variable emissivity radiator surfaces have the ability to change the emissivity of the 
surface depending on the temperature. Vanadium di oxide-based radiator surfaces 
have shown temperature-dependent emissivity properties [10]. When the tempera-
ture of the surface increases, emissivity of the surface also increases which enables 
the surface to dissipate larger heat loads into cold space, thus preventing the temper-
ature of components inside satellite from rising beyond allowable limits. Similarly, 
when the temperature of the radiator surface decreases, the emissivity of the surface 
also decreases which reduces the heat radiating into the cold space from the surface, 
thus preventing the lowering of the temperature of the components. Thermochromics 
surfaces can change the radiative properties of the surface depending on the tempera-
ture. In small satellites, the heater power is very scarce due to limited capacity of solar 
power generation. Use of variable emissivity radiator can reduce the requirement of 
heater power significantly. When the temperature of the components decreases due 
to decrease in external or internal heat loads, normally heaters are switched on to 
maintain the temperature of components above cold temperature limits. In case of 
variable emissivity radiators, instead of switching on the heaters, the emissivity of 
the surface will change such that less heat is radiated to space and thus obviating 
the need of heater to maintain the temperature of components. In cold case, thermal 
heater can consume around 30 to 40% of total power of the satellite. Such radiators 
are free of any moving parts. 

6 Guidelines for Efficient Thermal Management 
of the Small Satellites 

The basic philosophy of thermal management is same irrespective of the size of 
the satellite. Techniques to solve thermal issues of big satellites are used for small 
satellites also. Following are some general guidelines for thermal management of 
small satellites.

• High heat dissipating PCB cards should be mounted closer to interface with the 
satellite chassis [11].

• Sufficient number of copper layers can be added within the PCB card for in-plane 
heat transfer.

• High power components can be mounted near the edge of the PCB card.
• Edges of the PCB card and enclosure/chassis should have good contact area for 

efficient conductive heat transfer.
• High power components can be placed such as to keep the low power density on 

the PCB card.
• Sufficient number of fasteners should be provided for mounting the board on the 

enclosure or chassis to provide excellent thermal contact conductance at the board 
interface to dissipate heat efficiently.
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• When heat is to be dissipated, component surfaces should be flush mounted to 
have large area in contact for conductive transfer of heat.

• If some component or payload is cold biased, it can be isolated using low 
conductive washers to reduce the requirement of heater power. 

7 Conclusions 

The thermal management task of small satellites involves many limitations and uncer-
tainties. These limitations and uncertainties make the thermal management of small 
satellites a challenging task. To realize a practical thermal management solution for 
small satellites, the thermal engineer should be involved in the design phase from 
the beginning itself, so that thermal issues are taken into consideration concurrently 
with the satellite and payload design. Thermal engineer should also keep in mind 
the general guidelines for efficient thermal management of small satellites. Many 
new technologies are coming up to solve the thermal management problems in satel-
lites. Thermal engineers should keep themselves updated with latest thermal control 
techniques to solve the challenges in the thermal management of small satellites. 

References 

1. Baturkin V (2003) Small satellite thermal control-present-day tendencies. In: Presented at 33rd 
international conference on environmental systems (ICES), SAE International, Vancouver, B.C. 
Canada, July 7–10 

2. Isro.gov.in/spacecraft/small-satellites. Last accessed 22 Nov 2021 
3. Karam R (1998) Satellite thermal control for system engineers. Progress in astronautics and 

aeronautics. AIAA Virginia vol 181 
4. Agrawal BN (1986) Design of geosynchronous spacecraft. Englewood Cliffs, Prentice Hall, 

NJ 
5. Baraya KK (2014) Applications of heat pipes in satellites. An Int J Heat Pipe Sci Technol 

5(1–4):555–562, Begell House. https://doi.org/10.1615/HeatPipeScieTech.v5.i1-4.640 
6. Ku J (1999) Operating characteristics of loop heat pipes. In: Presented at 29th international 

conference on environmental systems, Denver, Colorado, July12–15 
7. Butcher MR (1999) Spacecraft thermal design: particular problems with small satellites. Proc 

Inst Mech Eng J Aerospace Eng Part G 213. 10.1177%2F095441009921300405 
8. Desai AN, Gunjal A, Singh VK (2020) Numerical investigations of fin efficacy for phase change 

material (PCM) based thermal control module. Int J Heat Mass Transf 147. https://doi.org/10. 
1016/j.ijheatmasstransfer.2019.118855. 

9. Bulut M, Kandlikar SG, Sozbir N (2019) A review of vapor chambers. Heat Transfer Eng 
40:1551–1573. https://doi.org/10.1080/01457632.2018.1480868 

10. Hendaoui A, Émond N, Chaker M, Haddad É (2013) Highly tunable-emittance radiator based 
on semiconductor-metal transition of VO2 thin films. Appl Phys Lett 102. https://doi.org/10. 
1063/1.4792277 

11. Young J, Inlow S, Bender B (2019) Solving thermal control challenges for cubesats: optimizing 
passive thermal design. In: Presented at IEEE aerospace conference, MT, USA

https://doi.org/10.1615/HeatPipeScieTech.v5.i1-4.640
https://doi.org/10.1016/j.ijheatmasstransfer.2019.118855
https://doi.org/10.1016/j.ijheatmasstransfer.2019.118855
https://doi.org/10.1080/01457632.2018.1480868
https://doi.org/10.1063/1.4792277
https://doi.org/10.1063/1.4792277


Piezo-Actuated and Hydraulically 
Amplified Linear Compressor for Pulse 
Tube Cryocooler 

Faisalkhan R. Pathan, Numan Ahmad, Gagan Agrawal, Naimesh R. Patel, 
Reena R. Trivedi, and Shaunak R. Joshi 

Abstract Linear actuator device for gas compression has significant importance in 
a cryocooler system. The compressor provides acoustic power to drive the cooling 
phenomenon in the pulse tube cryocooler. In general, the compressor is designed 
based on electromagnetic effect. But, such compressors have limiting factors, such 
as heating due to eddy current, large size, and exhibit electromagnetic interference 
(EMI), which is undesired for space applications. A novel linear-drive compressor 
actuated using a piezoelectric actuator is presented in this paper. Piezoelectric 
actuators have an inherent limitation of extremely small elongation as compared 
to their length. A hydraulic amplification system along with resonance amplifi-
cation is proposed. Motion transfer is done using different diameter pistons and 
housing assembly. This paper includes theoretical formulation and numerical study 
of the amplification system. An equivalent analytical spring-mass-damper model is 
formulated to determine resonance frequency. Amplitudes of the piezoelectric actu-
ator elongation and piston displacement are shown. Design is aimed to achieve an 
operating frequency of 100 Hz. 

Keywords Piezoelectric actuator · Linear compressor · Hydraulic amplification ·
Resonance amplification 

1 Introduction 

Oscillatory pressure waves are required to drive the pulse tube cryocoolers. Gener-
ally, two types of gas compressors, namely rotary and linear, are employed in 
cryocoolers to generate pressure oscillations. Linearly actuated compressors are 
considered superior in terms of reliability and ease of balancing compared to rotary 
compressors.
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Voice coil actuators, based on electromagnetic principles, are used as linear 
actuating devices in linear compressors. Due to their large size for a given force 
requirement and electromagnetic interference (EMI), electromagnetic actuator-based 
compressors are considered undesired for space applications. Piezoelectric actuators 
with motion enhancements can be used as an alternative to cater to these issues for 
driving miniature pulse tube cryocoolers. Due to the high power-to-volume ratio of 
piezoelectric actuators and their ability to operate at a wide range of frequencies, 
these can be considered best for use in miniature-sized compressors. 

Piezoelectric actuators provide limited stroke only. Some form of motion amplifi-
cation mechanism is needed to achieve the desired stroke. Various means of mechan-
ical flexure-based amplification, or hydraulic amplification, can be used to generate 
motion amplification. Hydraulic amplification systems are preferable for use in 
miniature-sized compressors due to not comprising the structural stiffness of the 
amplification mechanism. This paper describes a motion amplification scheme using 
a hydraulic system along with mechanical resonance. 

Various designs and studies on piezo-based hydraulic amplification system, which 
are used primarily for static motion amplification, have been reported in research 
papers [1–3]. Steyn et al. [1] presented a hydraulic amplification for micro-electro-
mechanical systems (MEMS). Authors have reported an amplification ratio of 48:1 
for the intended applications in microscale static motion. 

Yoon et al. [2] presented a high stroke piezoelectric actuator that uses a hydraulic 
amplification system. The displacement amplification mechanism can generate 
stroke in the range of a few millimeters. 

Tang et al. [3] developed a single hydraulic displacement amplifier for piezo-
actuated large stroke precision positioning. The amplifier mechanism can achieve an 
amplification ratio of 34.6:1 with a maximum output displacement of 1.02 mm for 
the given piezoelectric actuator with 30 μm stroke length. 

Some researchers [4–8] have shown the development of piezoelectric actuator-
based hydraulic amplification systems for a continuous dynamic operation. Garaway 
et al. [4] have used a single hydraulic amplification system with flip-flop membranes 
instead of pistons to produce desired pressure oscillations. The system is suitable for 
miniature pulse tube cryocoolers at high frequencies up to 500 Hz. 

Sobol et al. [5–8] have developed various configurations of piezoelectric linear 
compressors. A linear compressor driven by a piezoelectric actuator along with a 
mechanical amplification system in resonance is described in [5]. A double hydraulic 
amplification system [6] is used in a miniature compressor for continuous flow in 
multi-stage Joule–Thomson cryocoolers. The compressor employs double hydraulic 
amplification in the first stage of compression, while the second compression stage 
uses a single hydraulic amplification. 

Further, Sobol et al. [7, 8] have described the use of a piezoelectric actuator with 
hydraulic amplification configuration in resonance, where the piezoelectric actu-
ator also moves in the housing. The achieved dynamic frequency of the compressor 
was 103 Hz in comparison to the designed frequency of 115 Hz for the pulse tube 
cryocooler. The authors have shown that the resonance frequency can be tuned by
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changing the mechanical structure with modified stiffness to improve compressor 
efficiency. 

This paper presents a new concept of a piezoelectric actuator-driven displacement 
amplification system. This system is simple and easy to assemble compared to the 
complex construction of amplification devices in the available literature. The natural 
frequency of this system can be tuned accordingly to achieve the required operating 
frequency of the cryocooler. This design utilizes a hybrid approach of hydraulic 
amplification along with mechanical resonance. The concept utilizes two stages of 
hydraulic amplification and an additional spring-mass configuration. The spring-
mass system helps to tune the natural frequency to the required operating frequency 
of the compressor. 

The hydraulic amplification mechanism reduces the output force by the same 
order as the order of displacement amplification. Some minimum force is needed 
at the output displacement location for the compressor to generate desired pressure 
oscillations. In this concept, the added spring-mass system works in resonance and 
thereby increases the output displacement at the gas compression chamber without 
compromising the output force requirement. 

A theoretical analysis of the compressor design has been carried out using 
MATLAB for numerical simulations. The amplification ratio, hydraulic volume, 
spring stiffness, and dummy mass are tuned to achieve the operating frequency with 
required displacement at the gas compression chamber. 

2 Compressor Concept 

Figure 1 depicts the schematic configuration of compressor concept. One end of 
a piezoelectric actuator is rigidly attached to the compressor housing. The other 
end of the piezoelectric actuator is connected to piston-1, which pushes the larger 
area (A1) of hydraulic fluid. The smaller area (A2) piston-2 then produces first-
stage amplified displacement. The piston-2 is rigidly connected to a larger area (A1) 
piston, which again pushes the hydraulic fluid of the second hydraulic amplification 
system. Consequently, the second amplification hydraulic fluid produces amplified 
displacement at piston-3. Both amplification systems use same area ratios, hence the 
same amplification ratio (A). The total amplification at piston-3 is A2 times piston-1 
displacement.

Piston-4 generates pressure oscillation in compression volume. A lightly damped 
spring connects piston-3 with piston-4. A dummy mass is rigidly attached to piston-
4. This dummy mass and spring combination is used to tune the resonant frequency 
of the compressor at the driving frequency. 

The pistons are attached to the housing with the use of membrane flexures. The 
membrane flexures prevent leakage and mixing of the hydraulic fluid and compres-
sion fluid. Since metallic membranes experience high stresses when subjected to large 
deformation, they are unsuitable for high-frequency dynamic applications. Further
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Fig. 1 Schematic of compressor configuration

study is being carried out to assess the use elastomeric materials as membranes 
flexures. 

One of the major disadvantages of a hydraulic amplification system is that the 
force at the output displacement is reduced by the same order of displacement ampli-
fication. If only hydraulic amplification is used, the required displacement at the 
compressor output cannot be achieved without using an actuator with higher force. 
Therefore, though the displacement is amplified by A2 times of the piezo displace-
ment, this displacement is not sufficient to create the required pressure oscillation. 
It means the input force from the piezoelectric actuator needs to be increased, but it 
cannot go beyond the maximum force of the piezoelectric actuator. Thereby, only, 
the hydraulic amplification system (either single or double) cannot produce suffi-
cient stroke and force to generate the required pressure oscillations. Hence, one 
of the viable approaches to increase the output displacement, while maintaining the 
required output force, is to drive the compressor in resonance. Since only the Piston-4 
needs to be operated in resonance, therefore, the piezo stiffness and hydraulic stiffness 
should be sufficiently large compared to the gas stiffness and spring stiffness. 

3 Theoretical Model 

The compressor concept is shown in Fig. 1. It is converted to lumped parameter 
spring-mass-damper system as shown in Fig. 2. This model is fairly simple and 
linear. Numerical simulations are carried out in MATLAB. The membrane stiffness 
is not considered in the current analysis. Further, membrane stiffness can be modeled 
and incorporated into the model, and accordingly, spring and mass parameters can 
be tuned to obtain the desired frequency.

The lumped parameter model in Fig. 2 is a four degree of freedom (DOF) system. 
Mass Mp1 comprises of piezo-actuator mass, piston-1 mass, and hydraulic mass in 
the bigger diameter volume of hydraulic amplification system. Masses Mp2 and Mp3 

correspond to piston-2 and piston-3 masses, respectively. Mp2 and Mp3 also include
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Fig. 2 Lumped parameter spring-mass-damper system of compressor. The hydraulic stiffness of 
hydraulic amplification is shown as matrix [Kamp]

corresponding hydraulic masses of the fluid in the amplification system. Mass Mp4 

comprises of compression piston mass along with the dummy mass. 
Piezo-actuator stiffness is denoted as Kp. Hydraulic stiffness is denoted as

[
Kamp

]
, 

which is a 2 × 2 matrix and simulates the hydraulic amplification [1]. The hydraulic 
stiffness is expressed in Eq. (1) to Eq.  (4).

[
Kamp

] =
[
Kh1 −Kc 

−Kc Kh2

]
(1) 

where Kh1, Kh2, and Kc are components of
[
Kamp

]
matrix defined as below: 

Kh1 = Kw A2 
1 

Vc 
(2) 

Kh2 = Kw A2 
2 

Vc 
(3) 

Kc = Kw A1 A2 

Vc 
(4) 

where A1 is the area of bigger diameter of hydraulic volume, A2 is the area of smaller 
diameter of hydraulic volume. Vc is the total volume of the hydraulic chamber, and 
Kw is the bulk modulus of the hydraulic fluid. Water is assumed as incompressible 
hydraulic fluid for calculations. 

The hydraulic amplifier system force displacement relations are derived using a 
three spring coupler analogy of hydraulic amplifier [1], as shown in Fig. 3. This  
analogy models the effect of displacement X2 on force F1, and accordingly the effect 
of displacement X1 on force F2 (Ref. Eq. (5)).

Using Eq. (1) and three spring coupler analogy, the force and displacement 
relations can be written as following:
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Fig. 3 Three spring coupler analogy of ideal hydraulic amplification system

∫
F1 
F2

⎫

=
[

Kw A2 
1 

Vc 
+ K1 −Kw A1 A2 

Vc 

−Kw A1 A2 
Vc 

Kw A2 
2 

Vc 
+ K2

]∫
X1 

X2

⎫

(5) 

The amplification ratio A is defined as below. 

A = A1 

A2 
(6) 

In this compressor configuration, same amplification ratio is used for both 
amplification stages. Therefore, the overall amplification ratio at piston-3 is A2 . 

The spring stiffness is denoted by Ks, and gas stiffness is denoted by Kgas. Gas 
stiffness is theoretically calculated from Eq. (6). 

Kgas = γ P0A
2 
g 

Vg 
(7) 

γ is the adiabatic gas constant; P0 is mean pressure of compression volume; Ag 

is the area of compressor piston, and Vg is the mean volume of the gas compression 
chamber. The spring stiffness Ks and mass Mp4 are design parameters, which are 
used for adjusting the driving frequency of the compressor. The spring Ks should 
be lightly damped, e.g., wave springs. Helium is considered as operating gas for the 
calculations. 

It is to be noted that, three spring coupler analogy (Eq. 5) is used only to evaluate 
spring forces for the hydraulic amplifier. The hydraulic volume Vc represents the total 
volume of both large and small diameters. And since energy losses occur mainly due 
to the flow between the both, a single value for damping coefficient, instead of a 2 
× 2 matrix, is sufficient to model the energy dissipation in the hydraulic volumes. 

Cp is the damping coefficient of piezo actuator. ChV1 and ChV2 are the damping 
coefficients of first and second stage of hydraulic volumes; these values represent the 
hydraulic losses occurred during hydraulic fluid motion. Cgas and Cs are the damping 
coefficient of compression gas and spring, respectively. 

The equations of motion are derived using force balancing on the masses and are 
given in following Eqs. (8–11).
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Mp1 

·· 
X 
1 
+(

Cp + ChV1
) · 
X 
1 
−ChV1 

· 
X 
2 

+(
Kp + Kh1

)
X1 − KcX2 = Fp 

(8) 

Mp2 

·· 
X 
2 
−ChV1 

· 
X 
1 
+(ChV1 + ChV2) 

· 
X 
2 
−ChV2 

· 
X 
3 

−Kc X1 + (Kh1 + Kh2) X2 − Kc X3 = 0 
(9) 

Mp3 

·· 
X 
3 
−ChV2 

· 
X 
2 
+(ChV2 + Cs) 

· 
X 
3 
−Cs 

· 
X 
4 
−Kc X2 

+(Kh2 + Ks) X3 − Ks X4 = 0 
(10) 

Mp4 

·· 
X 
4 
−Cs 

· 
X 
3 
+(

Cs + Cgas
) · 
X 
4 

−Ks X3 +
(
Ks + Kgas

)
X4 = 0 

(11) 

The equations of motion are written in matrix form as following. 

[M]

⎧ ·· 
X

⎫
+ [C]

⎧ · 
X

⎫
+ [K] {X} = {F} (12) 

where 

[M] = 

⎡ 

⎢⎢ 
⎣ 

Mp1 0 0 0  
0 Mp2 0 0  
0 0  Mp3 0 
0 0 0  Mp4 

⎤ 

⎥⎥ 
⎦ 

*The 2 × 2 matrices highlighted with dotted square are the
[
Kamp

]
matrices (ref. 

Eqs. (1) and (5)) 

[C] = 

⎡ 

⎢⎢ 
⎣ 

Cp + ChV1 −ChV1 0 0  
−ChV1 ChV1 + ChV2 −ChV2 0 

0 −ChV2 ChV2 + Cs −Cs 

0 0 −Cs Cs + Cgas 

⎤ 

⎥⎥ 
⎦ 

{F} = 

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

Fp 
0 
0 
0 

⎫ 
⎪⎪⎬ 

⎪⎪⎭ 
and {X} = 

⎧ 
⎪⎪⎨ 

⎪⎪⎩ 

X1 

X2 

X3 

X4 

⎫ 
⎪⎪⎬ 

⎪⎪⎭ 
.
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X1, X2, X3, and X4 are displacements of piston-1, piston-2, piston-3, and piston-4, 
respectively. The piezo force is denoted by Fp = F0sin(ωt), where ω is the forcing 
frequency in rad/sec. 

4 Results and Discussions 

The equations of motion (Eq. 12) are solved using MATLAB. The compressor for 
pulse tube cryocooler is designed for the required parameters of 0.15 cc one-sided 
(0 to peak) swept volume, 100 Hz operating frequency, 30 bar operating pressure, 
and 1.3 bar pressure ratio. The piezoelectric actuator, to be used, can generate 
force of 1600 N and maximum limited stroke of ±15 μm. Iterative simulations 
are carried out to determine the optimum values of compressor parameters, like 
hydraulic amplification ratio (A), piston diameter (PD), spring stiffness (Ks), and 
tuning mass (Mp4). 

Initially, geometrical parameters hydraulic amplification ratio (A) and piston 
diameter (PD) were finalized. Iterations were carried out to find the effect of ampli-
fication ratio (A) on the natural frequency, piezo displacement (X1), piston-2 & 3 
(X2 & X3), and gas displacement (X4). Here, elongation of piezoelectric actuator is 
referred to as piezo displacement (X1). 

The piezo force is given as frequency sweep from 0 to 200 Hz, and the responses at 
all four piston displacements are estimated. The plots shown in Fig. 2 are with respect 
to single-stage amplification (A); the corresponding total hydraulic amplification is 
A2 . 

As described in Eq. (7), the gas stiffness (Kgas) is a function of Piston-4 diameter 
(PD). As PD is increased, gas stiffness will also increase. It leads to a requirement of 
lesser stroke length at piston-4. Piston-4 diameter is varied from 10 to 14 mm with 
increments of 1 mm. These variations in piston-4 diameter are shown as PD-10 to 
PD-14 in the figures below. Corresponding stroke length requirements for PD-10 to 
PD-14 are 0.95 mm, 0.79 mm, 0.66 mm, 0.56 mm, and 0.49 mm, respectively. The 
calculated stroke length is “0 to peak” amplitude of required displacement needed 
to generate the pressure oscillations in the gas compression chamber. 

It can be observed from Fig. 4a that the higher the gas stiffness (or Piston-4 dia.), 
the larger is the maximum piezo displacement. The piezo displacements for PD-13 
and PD-14 are near to limiting value of ±15 μm. Hence, PD-13 and PD-14 are 
ruled out for compressor design parameters. PD-10 and PD-11 are also eliminated 
because respective length requirement is higher than the Piston-4 displacement as 
shown in Fig. 4b. It is also noted that Piston-4 displacement for PD-12 does not vary 
significantly between amplification ratio of 5:1 and 6:1. Amplification ratio 6:1 is 
selected as final parameter for compressor design, and PD-12 is considered to be 
final diameter of Piston-4.

The effect of amplification ratio on natural frequency of the system is shown 
in Fig. 5. It can be seen that the natural frequency decreases with an increase in 
amplification ratio. Although the achieved frequency with amplification ratio 6:1
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Fig. 4 Effect of amplification ratio (A) on the piezo, piston-2, piston-3, and piston-4 displacements

and piston diameter 12 mm is 130 Hz, the other remaining compressor parameters 
are tuned further to achieve required frequency and explained later in this paper. 

Subsequently, the effect of spring stiffness on piezo displacement and Piston-4 
displacement is shown in Fig. 6. The spring stiffness, Ks, is varied in terms of gas 
stiffness, which is denoted as Ks-factor. Spring stiffness is Ks-factor times the gas

Fig. 5 Natural frequency 
versus amplification ratio 
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Fig. 6 Variation of piezo displacement and Piston-4 displacement with respect to change in spring 
stiffness (Ks) 

stiffness Kgas. This is done in order to know appropriate spring stiffness in conjunc-
tion with gas stiffness. It can be observed from Fig. 6 that the compressor displace-
ment almost saturates for Ks-factor values more than 1, while piezo displacement is 
minimum at Ks-factor of 0.5. Piezo displacement reaches limiting value of 15 μm 
at Ks-factor of 1.8. Therefore, it is inferred that in order to have optimized Piston-4 
displacement; Ks-factor should neither be less than 1 nor greater than 1.8. Finally, 
Ks-factor of 1 is selected for maximum displacement at Piston-4 with minimum 
piezo displacement. 

As the gas piston diameter (piston-4) is selected to be 12 mm, the calculated gas 
stiffness, Kgas, is 68 kN/m. The selected piezoelectric actuator can provide dynamic 
force of 1600 N with stiffness, Kp 120 × 106 N/m, and peak to peak stroke length 
of 30 μm. The A1 area of large piston of hydraulic amplification corresponds to 
diameter of 75 mm, and accordingly, the smaller area, A2, corresponds to diameter of 
30.6 mm. The length of fluid volume is 2 mm and 4 mm for bigger piston and smaller 
piston, respectively. The calculated hydraulic stiffness is Kh1 = 3.5 × 109 N/m, 
Kh2 = 9.7 × 107 N/m, and Kc = 5.8 × 108 N/m. Spring stiffness, Ks, is selected 
same as gas stiffness since Ks-factor is finalized to be 1.0. 

Mass parameters are estimated as: Mp1 = 0.09 kg, Mp2 = 0.032 kg, Mp3 = 
0.023 kg, and Mp4 = 0.266 kg. The Mp4 mass also includes dummy mass, which is 
tuned to obtain natural frequency of 100 Hz. The damping coefficients are generally 
obtained from the experimentation. In this paper, the spring damping Cs is assumed to 
be 2% of critical damping. Since the spring to be selected should be lightly damped, 
it is a fair assumption. 

Cp and Cgas are considered 1000 N-s/m and 20 N-s/m which are similar to the 
experimental values as reported in literature [8]. A parametric analysis is also carried 
out to determine the effectiveness of Cp and Cgas various parameters of compressor. It
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is found that the maximum change in piezo displacement and Piston-4 displacement 
is not more than 2% as Cp is varied by 4 times (1000–4000 N-s/m). Based on analysis, 
Cp is found to be very less effective on piezo and Piston-4 displacement. 

The Piston-4 displacement is primarily affected by spring damping coefficient, 
Cs and Cgas. If  Cgas is increased from 20 N-s/m to 50 N-s/m, Piston-4 amplitude 
reduces to 0.4 mm from 0.8 mm. Finally, Cgas is taken 20 N-s/m as reference value 
from literature [8]. However, actual damping coefficient can be estimated from 
experimentation. 

The hydraulic damping coefficients, ChV1 and ChV2, depend on the dynamic 
viscosity of the hydraulic fluid and the geometry of the chamber. These can be 
assumed to be negligible; however, it is finalized after estimating the effect of 
hydraulic damping, Ch (is considered same for both ChV1 and ChV2), on Piston-4 
displacement. The piston-4 displacement reduces by 20% with increase in hydraulic 
damping coefficient, Ch, from 10 to 50 N-s/m. The initial value of Ch is taken 
arbitrarily; in actual condition, it will be much less than the finalized value of 
50 N-s/m. 

The equations of motion (Eq. 12) are solved for piezo force in sine sweep from 0 
to 200 Hz. The simulated piston displacement at different frequencies is depicted in 
Fig. 7. The behavior of all plots clearly shows that only piston-4 is in resonance at 
100 Hz of piezo actuation, and the displacement of other pistons has falling trend at 
the same frequency. Displacement curve for piston-1, piston-2, and piston-3 shows 
the similar trend and the difference in displacement value at 100 Hz corresponds to 
the hydraulic amplification only. The displacements of piston-1, piston-2, piston-3, 
and piston-4 are 0.0145 mm, 0.0895 mm, 0.5367 mm, and 1.022 mm, respectively, 
when the piezo actuator is actuated at 100 Hz.

5 Conclusions 

A new concept of piezoelectric actuator-driven linear compressor for pulse tube 
cryocooler is designed theoretically, which uses added spring-mass system to tune 
the operating frequency of the compressor. The system employs double hydraulic 
amplification in conjunction with mechanical resonance. 

A lumped parameter spring-mass system model is constructed for simulations in 
MATLAB. It is shown that for different diameters of compressor piston, the ampli-
fication ratios can be optimized. Spring stiffness can further be optimized to achieve 
maximum piston displacement while maintaining the piezo elongation with in the 
limiting range. 

Numerical simulations with optimized parameters show that the design is able 
to achieve the maximum stroke length requirement of the compressor. This concept 
offers significant advantage in terms of flexibility to design and optimize the linear 
compressor for the required driving frequency and stroke volume of pulse tube 
cryocooler.
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Fig. 7 Piston displacement with respect to piezo forcing in frequency sweep
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Transient Thermal Modeling 
of Thermoelectric Coolers 

Akshat Patel , S. S. Sisodia, Vivek Kumar Singh, Prasanta Das, 
Rakesh Bhavsar, and V. J. Lakhera 

Abstract Thermoelectric coolers (TECs) are solid state devices which consume 
electrical energy to transfer heat from its cold side to its hot side while maintaining 
the temperature difference across the two sides. They find extensive application in 
the field of thermal management and cooling of several electronic systems. One 
such system is that of optical or microwave detectors employed in spacecrafts and 
satellites. Such detectors operate intermittently and generate high power densities 
during their operation. TECs can be integrated into existing thermal control setup to 
ensure that the optimum operating temperature of detector is controlled so that the 
accuracy and efficacy of the system is maintained. However, integration of TEC into 
a given thermal control setup is a tedious task because the information regarding the 
properties of various materials and intricate geometry of the TEC are not available. 
The present study aims to develop a methodology to model the transient behavior 
of TEC without its internal geometry such that it can be readily integrated into the 
existing thermal control setup. The methodology consists of extracting the various 
parameters and thermal properties of TEC from its datasheet and modeling the TEC 
within the environment of a commercially available software. The model is validated 
against the transient experimental results under pulsed operation available in open 
literature. 

Keywords Thermoelectric cooler · Thermal management · Transient behavior 

1 Introduction 

Thermoelectric coolers (TEC) are also known as Peltier coolers as they work on 
the principle of Peltier effect which is the inverse phenomena of Seebeck effect. A
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thermoelectric element consists of two differently doped elements (p and n type) 
made from the same metal, and their junctions are connected using metallic strips. 
When external current is supplied to such an element, the element experiences the 
Peltier effect, and it begins absorbing heat at one junction and transfers it and emits 
it at the other junction [1]. 

An actual TEC consists of several such pairs of thermoelectric elements all of 
which are connected in series electrically and in parallel connection thermally. The 
elements are connected between two large ceramic plates which accept and reject 
heat at cold and hot side, respectively. TECs are simple in operation, occupy very less 
space and can handle large ranges of heat load under varying conditions. Thus, they 
find applications in various fields such as electronic cooling systems and laser cooling 
[2–4], avionic and spacecraft thermal management [1, 5] and photovoltaic systems 
[6, 7]. The performance of a TEC depends largely on the properties of semicon-
ductors such as Seebeck coefficient, electrical resistivity and thermal conductivity. 
Apart from these properties, the total number of couples and area–length ratio of the 
thermoelectric element also influence TEC’s performance. 

The ideal steady state energy equation for an ideal thermocouple element is solved 
and referred in the paper [8] by Mani et al. The energy equation governing the 
performance of a thermoelectric element is as described in Eq. (1): 

QC = 2N αITC − 1 
2 
I 2

(
2Nρ 
G

)
+ (2NkG)∆T (1) 

Here, α, ρ and k are the Seebeck coefficient, electrical resistivity and thermal conduc-
tivity of thermoelectric material, respectively, N is the number of thermoelectric 
couples, and G is geometric factor which is the ratio of cross-sectional area to the 
length of thermoelectric element. However, these properties are rarely available for a 
given TEC. Without the knowledge of these parameters and details regarding the intri-
cate internal geometry of the TEC, analytical evaluation of TEC’s performance under 
a given set of operating conditions becomes challenging, and thus, their integration 
into an existing thermal control setup also becomes challenging. 

These properties can be extracted using the limiting values of the module such as 
maximum cold side load, Qmax, maximum temperature difference,∆Tmax, maximum 
current, Imax, and maximum voltage, Vmax, which are available in the datasheet of 
the TEC by equations mentioned in reference [9] (refer Sect. 2 for equations). 

However, solution to this system of equations cannot be obtained directly as 
it contains five unknowns but only three equations. Several numerical studies on 
the transient performance of TEC are available in open literature which usually 
involves simulating the full geometry of TEC [10–13]. However, as such studies 
involve modeling of the entire geometry, they are difficult to integrate into existing 
thermal control setup as computational cost and complexity increases. Such modeling 
methodology is more suitable to study the effects of internal geometry on the perfor-
mance of TEC. To the best of author’s knowledge, there is no research available 
on modeling of TEC without its internal geometry in the open literature to reduce 
the overall complexity and to facilitate the integration of such coolers into already
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existing systems. Thus, present study aims to devise a parameter extraction strategy 
and to form a simpler modeling technique to simulate the transient behavior of TEC 
within a commercially available simulation software. 

2 Modeling Methodology 

The present study aims to simulate the transient behavior of a given TEC within 
a commercially available software. The software considered for present study is 
NX 12.0 whose space thermal systems module is used. The module has a built-
in simulation object named ‘Peltier cooler’ which solves Eq. (1) to solve for the 
temperature difference across the hot and cold side of the module. Hence, a new 
modeling approach is presented in this study wherein the steady state behavior of 
TEC is simulated using the simulation object, while the transient behavior is captured 
using effective thermal properties. Further the approach only consists of the ceramic 
plates with the original dimensions within the computational domain, thus reducing 
the computational complexity and cost considerably. 

In order to capture the steady state behavior, the ‘Peltier cooler’ object requires the 
value of α, ρ, k, N and G. In order to extract these properties, a new set of parameters 
known as module parameters are introduced by simplifying the Eq. (1) as below:  

QC = αm I TC − 1 
2 
I 2 ρm + km∆T (2) 

where αm, ρm and km are the module parameters which can expressed in terms of 
datasheet values using Eqs. (3)–(5) as below:  

αm = Vmax 

Th 
= 2N α (3) 

ρm = Vmax(Th − ∆Tmax) 
ImaxTh 

= 2Nρ 
G 

(4) 

km = Vmax Imax(Th − ∆Tmax) 
2Th∆Tmax 

= 2NkG (5) 

Using above equations, module parameters can be independently obtained using 
the datasheet values. Now, module parameters are also the coefficients of the Eq. (2), 
and once their values are calculated from datasheet values, the solution of equation 
for a particular set of operating and boundary condition becomes invariant to the 
actual values of thermoelectric properties of the semiconductor. Hence, to obtain the 
value of α, ρ and k, any arbitrary value of N and G can be assumed, and corresponding 
values of α, ρ and k can be obtained using Eqs. (3)–(5). Any arbitrary values of N and 
G can be assumed as they will eventually preserve the values of module parameters 
and thus result in the same solution to Eq. (2).
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As mentioned previously, the computational domain consists of only the ceramic 
plates in their original dimensions, effective specific heat and thermal conductivity 
is used to capture the thermal mass of the entire system and temperature drop across 
ceramic plates and metallic connectors. This is done using below equations: 

(CP )eff = ρCr(CP )CrVCr + ρAl(CP )AlVAl + ρTE(CP )TEVTE 

ρCrVCr 
(6) 

keff = LCr 

ACr

⎧
LCr 

kCr ACr 
+ LAl 

kAl AAl

⎫−1 

(7) 

The temperature drop across thermoelectric couples is handled directly by the 
simulation object and is hence omitted from Eq. (7). Thus, the ceramic plates are 
transformed into combined mass plates such that their volume and density is the same 
as that of the original ceramic plates, but their specific heat and thermal conductivity 
is such that the thermal inertia and temperature drop across combined mass is the 
same as in the case of actual TEC. Using this methodology, the transient behavior of 
TEC is modeled and validated against a reference case in next section. 

3 Numerical Model 

3.1 Reference case 

The reference case taken to validate the numerical results is the study on transient 
cooling characteristics by Ming et al. The study experimentally investigates the 
transient behavior of the TEC UT15-200-F2-4040-TA-W6 manufactured by Laird 
Thermal Systems. The hot side of the TEC is exposed to air and dissipates heat 
through convection. Air flow is induced over the hot side ceramic plate, and the 
flow rate is measured using a flowmeter as shown in the schematic. The incoming 
air is cooled to 21.5 °C using a Julabo F32-EH refrigerating and heating circulator, 
while the outgoing air rejects the heat using a radiator. Temperature of the cold side is 
measured through several Omega T-type thermocouples (TT-T-36-SLE). The current 
input to the TEC module is either in the form of single pulse or multiple pulse. 

3.2 Extraction of Thermoelectric Properties 

Now, the datasheet of the given TEC contains the following information as tabulated 
in the Table 1.

Now, the thickness of entire module is reported to be 3.3 mm [15], while the 
thickness of ceramic plates and connectors is 0.97 and 0.47 mm. Hence, the length
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Table 1 Datasheet values of 
TEC 
UT15-200-F2-4040-TA-W6 
[15] 

Quantity Value 

Hot side temperature 27 °C 

Maximum cold side heat load 193.4 W 

Maximum temperature difference 68.9 °C 

Maximum current 15.2 A 

Maximum voltage 21.5 V

Table 2 Values of different 
parameters at N = 200 and G 
= 4.66 mm 

Variable Value Variable Value 

αm 0.07163V/K α 1.7908 × 10−4V /K 

ρm 1.0897Ω ρ 1.27 × 10−5Ωm 

km 1.8271W/K k 0.9787W/m.K 

of thermoelectric element is 0.42 mm. Further, the geometric factor is evaluated to 
be 4.66 mm. The number of thermoelectric couples is also reported to be 200. If this 
data is unavailable, they can be assumed arbitrarily as the steady state response is 
mathematically invariant to the values of semiconductor properties as far as the values 
of module properties are preserved as mentioned earlier. Now, using the datasheet 
values, the module parameters are calculated as below (Table 2). 

Hence, the relevant thermoelectric properties of the semiconductor material used 
to manufacture the TEC are known, and the steady state response of the TEC under 
a given set of operating and boundary conditions can be predicted by using these 
properties in Eq. (1). 

3.3 Calculation of Effective Thermal Properties 

The effective thermal properties of the TEC module in order to capture the transient 
response can be calculated using Eqs. (6) and (7) as mentioned previously. However, 
they require the values of volume of ceramic plates, aluminium connectors and 
thermoelectric elements. 

Figure 1 shows the internal geometry of a practical TEC along with detailed 
schematic of a single thermocouple and idealized geometry considered for simu-
lation. Values of H0, H1, Le, He and W are known and are tabulated in Table 3 
Various dimensions of TEC. The length of aluminum connector strips is missing, 
and thus, their length is assumed to be twice the length of thermoelectric elements. 
This assumption will yield a reasonably accurate solution as the distance between two 
thermoelectric legs is very small. Table 4 tabulates the dimensions of ceramic plates, 
connectors and thermoelectric couples to calculate the effective thermal properties.

The dimensions mentioned in Table 4 are for a single quantity of the part, while 
the volume mentioned is the total volume occupied by total quantity of the part.
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Fig. 1 a TEC with its internal geometry exposed b schematic diagram of a single thermoelectric 
couple c TEC with only ceramic plates 

Table 3 Various dimensions of TEC 

Dimension Value (mm) Dimension Value (mm) 

H0 0.97 [14] He 0.42 

H1 0.47 [14] W 1.4 [14] 

Le 1.4 [14] – – 

Table 4 Properties of TEC components [10–14] 

Part Quantity L × B × 
W (mm) 

Volume 
(mm3) 

Density 
(kg/m3) 

CP (J/kg. K) k (W/m.  
K) 

Ceramic plates 2 40 × 40 × 
0.97 

3104 3800 850 35 

Aluminum 
connectors 

800 1.4 × 1.4 
× 0.47 

736.96 2700 795 130 

Thermoelectric 
legs 

400 1.4 × 1.4 
× 0.42 

329.28 10,922 175 –

Further, the semiconductor material is assumed to be Bi2Te3 which is one of the 
most common materials used for the thermoelectric. This assumption is valid partic-
ularly for thermoelectric materials as they have very similar densities and specific 
heat values [10–12]. Thus, the effective specific heat and thermal conductivity are 
evaluated to be 1038 J/kg.K and 28 W/m.K, respectively.
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3.4 Simulation Setup 

The simulation environment used for present study is the space systems thermal 
module of NX 12.0 where in simulation object called ‘Peltier cooler’ is available. 
Another reason to consider NX 12.0 for present study is that it is primary tool for 
thermal analysis of various spacecraft subsystems and payloads, and hence, validation 
of the transient behavior within such an environment is of primary concern. The 
‘Peltier cooler’ simulation object solves the steady state analytical equation for TEC 
as expressed by Eq. (1) and requires the TEC properties, i.e., α, ρ, k, N and G in 
order to solve the equation. The simulation object also asks the user to define the hot 
and cold region wherein the hot and cold side faces within the 3D geometry are to 
be selected. Apart from these inputs, the voltage or current given to the TEC module 
is also required to be mentioned [16]. For the present study, current as a function of 
time is given as the input. 

The geometry created to model the TEC is shown in Fig. 1c. The inner faces 
of the hot and cold side are given as inputs to the simulation object, while the 
boundary conditions are given to the outer faces. Further, the size of plates modeled 
are the same as the size of ceramic plates mentioned in TEC’s datasheet. The density 
and volume of these plates are the same as that of ceramic, while its specific heat 
and thermal conductivity are equal to effective thermal properties calculated in the 
previous section. 

3.5 Initial and Boundary Conditions 

The entire domain is initialized from a temperature of 25 °C, while the input current 
to the ‘Peltier cooler’ object is 8A. The outer face of hot side is given a convection 
boundary condition with a heat transfer coefficient of 2100 W/m2K and free stream 
temperature of 21.5°C [14]. The outer face of cold side is given a heat load of Qc 

which varies depending on type of experiment, i.e., single pulse or multiple pulse. 

3.6 Mesh Size and Time Step Independence Study 

In order to ensure that the numerical solution is independent of the time step and 
mesh size, the transient response of the TEC module is analyzed under single pulse 
operation. The steady state current of 8A is instantaneously increased to 12A at t = 
60 s and is then kept constant till t = 120 s after which it instantaneously switches 
back to steady state value of 8A. 

Mesh size of 0.1, 0.5, 1 and 5 mm is considered for the present study, and their 
effect on the cold side temperature of TEC is shown in Fig. 2. It is observed that the 
cold side temperature profile coincides perfectly for mesh sizes of 0.5 and 0.1 mm.
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Thus, a mesh size of 0.5 mm is considered for the present study as the result becomes 
independent of the mesh size beyond this size. Temporal-discretization scheme used 
for present study is first-order fully implicit scheme. The time steps studied for 
present study are 5, 2, 1, 0.5 and 0.1 s. The error in temperature is within 2% as time 
step is reduced to 0.1 from 0.5 s. Thus, a time step of 0.1 s is considered for the 
present study as it yields considerably accurate results and is also sufficiently small 
such that considerable data points are obtained for comparison (Fig. 3). 

Fig. 2 Variation of cold side  
temperature in response to a 
single pulse (8-12-8 A) at 
various mesh sizes 

Fig. 3 Variation of cold side  
temperature in response to a 
single pulse (8-12-8A) at 
various time steps
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4 Results 

4.1 Single Pulse Mode 

In single pulse mode, the TEC is given only a single current pulse for a particular 
duration. The steady state current is instantaneously increased to different current 
levels of 9A, 10A, 11A and 12A, and the current is maintained at these levels for a 
pulse duration of 60 s after which the current is again instantaneously reduced to the 
steady state current level of 8A. The heat load at cold side is kept constant at 10 W. 

The comparison between experimental and numerical results in terms of cold side 
temperature is shown in Fig. 4 along with the different current pulse given as the 
input to TEC module in ‘Peltier cooler’ object. It is observed that a steady state error 
of 0.43 K exists between experimental and numerical results before the pulse. This 
can be attributed to the experimental errors in the setup and the temperature drops at 
various thermal interfaces.

The numerical prediction of transient profile of cold side temperature agrees well 
with the experimental profile with the error being minimum at smallest pulse. This 
error gradually increases from 0.43% (0.07 °C) at 8-9-8A current pulse to 5.1% 
(0.43 °C) as 8-12-8A current pulse. However, the peak temperature as predicted by 
the present model varies within 1% of the experimental values for all current pulses. 
Hence, the present model is able to predict the transient response of TEC to a single 
pulse with considerable accuracy, and the observed error can be attributed to various 
factors such as the perfect convection boundary condition used in numerical solution, 
contact resistance at various interfaces and other experimental errors. 

4.2 Multiple Current Pulse Mode 

In multiple current pulse mode, several current pulses are given as input to the ‘Peltier 
cooler’ object wherein the steady state value and peak current level are kept constant 
at 8A and 12A, respectively. Further, the current instantaneously transitions to peak 
level and dwells for 2 s after which it instantaneously transitions back to steady state 
value where it dwells for 3 s. Thus, the period of a single pulse is 5 s in which 2 s is 
the pulse duration. Such current pulses begin to operate from t = 60 s, and a total of 7 
such current pulses are given. Figure 5 shows the comparison between experimental 
and numerical results under multiple current pulses at different cold side heat loads 
of 0, 10 and 20 W. The variation of current with time is represented on the right 
vertical axis and is highlighted in gray color.

Here also, certain level of steady state error prior to the initiation of current pulses 
exists, and this error becomes negligible as the cold side heat load is increased from 
0 to 20 W. The transient response to multiple pulses predicted by the numerical 
model has a good agreement with the experimental values. The present model is able 
to predict the response of TEC to sudden and rapid current fluctuations with good



254 A. Patel et al.

Fig. 4 Comparison of 
variation of cold side 
temperature in response to 
single current pulse (top) and 
different current pulses for a 
pulse duration of 60 s 
(bottom)

Fig. 5 Comparison of 
variation of cold side 
temperature in response to 
multiple current pulse at 
different cold side heat loads 
with along with variation of 
current with time 
(highlighted in gray)
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accuracy. Further the error in the numerical prediction of the maximum temperature 
of different peaks when compared to the experimental values is less than 2% with 
the maximum error of 1.7% in third peak corresponding to the cold side heat load of 
20 W. 

5 Conclusions 

The present study proposes a new modeling methodology to predict the transient 
response of thermoelectric coolers. The methodology proposes to calculate the 
instantaneous temperature difference between cold and hot side of TEC by solving 
the steady state ideal equation, while the transient evolution of hot and cold side is 
captured using effective thermal properties. The methodology is implemented within 
a commercially available simulation environment NX 12.0 which is the leading anal-
ysis software for various space subsystems and payloads. The TEC is modeled only 
by its hot and cold side ceramic plates without any internal geometry which reduces 
the overall computational complexity and cost by several folds. 

The methodology exploits the simulation object features of NX 12.0, wherein a 
built-in object named ‘Peltier cooler’ automatically solves the steady state equation. 
The inputs required to this object are the thermoelectric properties of the semi-
conductor material used to manufacture the TEC. These properties are not readily 
available and are indirectly extracted using module parameters and by exploiting 
the fact that solution to steady state equation is invariant to the individual properties 
if the values of module parameters are kept constant. The effective specific heat is 
evaluated as the average value of the individual parts such that the thermal inertia 
of the ceramic plates used to model TEC is equal to the thermal inertia of the entire 
module. Similarly, the total temperature drop across connectors and ceramic plate is 
also captured using effective thermal conductivity. 

The numerical model and methodology are then validated against the numerical 
results of a study which involves experimental evaluation of transient response of a 
commercial TEC to different types of current pulses. The study considered single 
current pulse of long duration and multiple current pulses for short durations. The 
results predicted using the present numerical model in both cases have a good agree-
ment with the experimental values, and the model is able to predict the response 
of TEC to sudden and rapid fluctuations in current with good accuracy. The error 
between numerical and experimental results is within the acceptable range. These 
errors can be attributed to the contact resistance at various interfaces, the assumption 
of perfect boundary condition used in the simulation and the errors in the experimental 
setup and various instruments.
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of PGS-Based Flexible Radiator for Deep 
Space Applications 
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Abstract In today’s scenario, there is a need for compact design of spacecraft that 
comprises high-power density electronic packages. Due to high heat dissipation, a 
large radiator is required. Which is difficult to accommodate due to the compactness 
of spacecraft. Therefore, the need of a flexible foldable radiator arises. Reversible 
flexible radiator (RFR) is the concept, which is the preferred solution to problems like 
accommodation of large radiator. RFR discussed in this paper is a passive thermal 
device, which can be deployed (opened) or stowed (closed) corresponding to the high 
and low heat loads, respectively. This enables the RFR to function both as a radiator 
(for excess internal heat dissipation to sink) and as a heat retainer (for retaining 
equipment heat during cold conditions) alternatively whenever required. This will 
also drastically reduce the survival heater power requirement to maintain satellite 
components at required optimal temperature range during cold conditions. The RFR 
is made up of a sandwich of flexible high thermal diffusivity Pyrolytic graphite sheets 
(PGS), which primarily function as a heat spreader. The autonomous deployment and 
stowing of the RFR is achieved by using a rotary shape memory alloy (SMA) actuator 
which is thermally coupled with the thermally controlled equipment using thermal 
straps for more accurate response in deployment and stowed condition. This research 
primarily focuses on the development of a CAD model of reversible flexible radiator, 
numerical analysis of the CAD model, validation of numerical results with theoretical 
predictions and with the results obtained the significance of RFR over conventional 
radiator is established. 
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1 Introduction 

Modern spacecraft electronics are associated with high heat generation and space 
constraints to ensure good thermal performance in versatile operating conditions as in 
Fig. 1a, b. So various types of devices like morphing radiators [1–3], thermal louvers 
[4, 5], thermochromic coatings [6], electrochromic coatings [7] and deployable radi-
ators [5] are used. This research work is focused on combining the advantages of 
a thermal louver and a deployable radiator into a single device, and this concept is 
called reversible flexible radiator (RFR). RFR fin gets deployed when the equipment 
temperature is higher (cooling) and gets stowed in case of a cold external environ-
ment (preventing heat loss) thereby drastically reducing survival heater power. It 
is evident by a case study done on a reversible thermal panel (RTP) fin used for 
Venus explorer [9]. The principle of RFR is clearly explained in [12]. The poten-
tial of pyrolytic graphite sheet (PGS) to function as a thermal control material in 
spacecraft was earlier described by Nagano et.al in 2001 [19]. Later in 2015, a more 
flexible and high thermal conductive graphite sheet made by Kaneka Corporation, 
Japan was demonstrated to serve the purpose [20] and  was proven to have even more  
superior thermomechanical properties. This sheet was used in the development of 
a re-deployable radiator [16]. Passive deployment of RFR fin is effected by using 
either shape memory alloy (SMA) actuators [8–17] or bimetallic strip actuators [18].

Deployable radiators have already been used by National Aeronautics and Space 
Administration (NASA) and the Japanese Aerospace Exploration Agency (JAXA) 
[8–17] for their deep space missions. Now Indian Space Research Organization 
(ISRO) is committed to develop the reversible flexible radiator (RFR) technology 
for deep space applications. In this paper, the construction, detailed design methods, 
CAD modeling of 50 W RFR, numerical analysis of RFR CAD model and the 
significance of RFR over conventional radiator is established. 

2 Construction and Design 

The RFR fin is made up of a sandwich of pyrolytic graphite sheets (Kaneka, SMC-
GSS-B), and these sheets are held together by using transfer adhesive tape (3M966), 
refer Fig. 2c, d. The foldable portion (along the rotation axis) of the RFR fin is 
left without applying adhesive tape to obtain more flexibility while deploying and 
stowing of the RFR deployable fin. The radiative surface of the RFR fin is coated with 
Silver–Teflon for its good radiative heat transfer performance. The surface of RFR 
exposed during stowed configuration is coated with multi-layer insulation (MLI). 
During extreme cold conditions, thermostat controlled survival heaters are used as 
shown in Fig. 2a, c. The part of the spacecraft where the RFR gets attached is the 
baseplate. In our work to minimize, the thermal resistance the RFR fin is attached 
to the thermal double plate of the spacecraft. A CFRP frame is used for structural 
integrity of RFR. The heat equilibrium equation for RFR fin in steady state condition
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Fig. 1 a Conceptual representation of reversible foldable radiator (RFR) in operation under various 
space conditions; b schematic representation of RFR

is given by 

Qi + Qext = σ × εr × Frs  × Ar ×
(
T 4 r − T 4 s

)
(1)

Qi—input heat load, Qext—absorbed external heat load, respectively, σ —Stefan 
Boltzmann constant, εr —emissivity of radiating surface, Frs—view factor, Ar — 
radiator area, Tr—temperature of the radiator, Ts—sink temperature. 

Qext = QDirect solar + Q Planetar y albedo + Q Planetar y  I  R (2) 

For a typical spacecraft operating in geostationary orbit, all other loads other than 
direct solar load can be neglected and the external heat load is given by 

Qext = αr × qs × Ar (3) 

qs = S × sin βs (4)
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Fig. 2 a Dimensions of RFR CAD model; b isometric view of RFR fin; c exploded view of RFR 
fin with survival heater (actual model) and d exploded view of RFR fin without survival heater (for 
numerical analysis purpose)

αr—solar absorptivity of radiator, qs—incident solar heat flux, S—solar heat flux, 
βs—angle between the solar flux and the incident area exposed to the solar flux. 

From the Eq. (1), the area of the RFR fin can be determined. The efficiency of 
RFR fin when deployed is given by 

η = Qr 

Ar × εr × σ × (
T 4 h − T 4 s

) + AML  I  × εe f  f  × σ × (
T 4 h − T 4 s

) (5) 

Qr—heat transfer by radiator, AML  I  —area of MLI surface, εe f  f  —effective 
emissivity, Th—temperature of the equipment. 

The out-plane thermal conductivity of PGS (Kaneka) is 5 W/mK, and the out-
plane thermal conductivity value for adhesive material is given as 2 W/mK. The 
equivalent thermal conductivity of entire RFR fin in out-plane direction is given by 

kRF  R(t) =
(
kPG  S(t) × tPG  S  × nPG S  + kad(t) × tad × nad

)

(tad × nad + tPG  S  × nPG S) 
(6) 

nad = nPG S  − 1 (7)  

where kPG  S(t) and kad(t) are the out-plane (in thickness direction) thermal conductiv-
ities of PGS and adhesive sheets, respectively, tPG  S  and tad are the thickness of PGS
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and adhesive sheets, respectively, nPG S  and nad are the number of layers of PGS and 
adhesive sheets, respectively. 

Construction and design of Shape Memory Alloy (SMA) actuator 
A bias force type of SMA actuator used here contains an SMA strip (NiTi alloy) and 
a bias torsional spring (ASTM 304 steel). The SMA is sandwiched between the fixed 
jig and rotating jig as shown in Fig. 3. The torsion spring (bias spring) and its arm 
are inserted in the hole specifically made in the jig and this holds the spring. The left 
end of the jig is fixed, and the right end is the actuation end and is free to rotate about 
the polar axis. The RFR fin deployment angle is controlled by the SMA actuator, 
which is in thermal contact with the heat source by using a thermal strap [15] and 
the SMA is well protected with insulation cover from ambient space. Torque balance 
equations for the bias SMA actuator are given below. 

⎡ 

⎢⎢ 
⎢⎢⎢ 
⎣ 

Torque  required  f  or  
twisting  the  

martensi tic  phase 
SM  A  at  the  beginning  

o f  stowing  

⎤ 

⎥⎥ 
⎥⎥⎥ 
⎦ 
− 

⎡ 

⎢ 
⎢ 
⎣ 

T orque excerted 
by the torsion 
spring  f  or  
stowing  

⎤ 

⎥ 
⎥ 
⎦ + 

⎡ 

⎢⎢ 
⎢⎢⎢ 
⎣ 

Resistance 
torque  

required  f  or  
stowing  the  
RF  R  f  in  

⎤ 

⎥⎥ 
⎥⎥⎥ 
⎦ 

< 0 

(8) 

⎡ 

⎢⎢ 
⎣ 

Torque  exerted  by  
SM  A  str i  p  

in  austeni te  phase  
at deployment 

⎤ 

⎥⎥ 
⎦ − 

⎡ 

⎢⎢ 
⎣ 

Torque  f  or  
twisting  
the  bias  
spring  

⎤ 

⎥⎥ 
⎦ + 

⎡ 

⎣ 
Resistance torque 
required  f  or  

stowing  the  R  F  R  f  in  

⎤ 

⎦ > 0 

(9)

Equation (8) is for stowing and here the torsion spring bears the driving torque. 
Similarly, Eq. (9) is for deployment and here the SMA strip bears the driving torque 
(Tables 1 and 2).

3 CAD Modeling and Numerical Analysis of RFR Fin 

The dimensional details of the parts modeled in CAD are given in Table 3 and dimen-
sions of RFR CAD model are shown in Fig. 2a. These individual parts are assembled 
as shown in Fig. 2c, d. To compare, the RFR with conventional aluminum static 
radiator over thermal performance. Al radiator of dimension 400 × 480 × 0.5 mm is 
modeled along with a numerical model of RFR that intended to study the heat dissipa-
tion performance under extreme hot conditions. The RFR model as shown in Fig. 2d 
is used for numerical analysis, and the survival heaters are neglected in our analysis. 
The appropriate material is assigned. The thermal conductance value between each 
connection used is 1000 W/m2 °C (Transfer Adhesive). Program controlled mesh
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Fig. 3 Schematic representation of a typical twisting strip SMA—bias spring type rotary actuator

Table 1 Specifications of 
SMA actuator to be used 

Parameters Values 

SMA thickness, mm 1 

SMA width, mm 10 

SMA length, mm 80 

SMA material NiTi 

Austenite start temperature, ˚C − 15 
Austenite finish temperature, ˚C 5 

Martensite start temperature, ˚C − 12 
Martensite finish temperature, ˚C − 38.5 
Shear modulus for SMA in martensite phase, 
kN/mm2 

8.83 

Shear modulus for SMA in austenite phase, 
kN/mm2 

19.6 

Resistance torque during stowing of RFR fin, 
Nmm 

12.6 

Resistance torque during stowing of RFR fin, 
Nmm 

− 12.6 

Swept angle for deployment, degrees 180 

Bias spring material ASTM 304 

Diameter of wire, mm 2 

Mean diameter of spring, mm 39 

Number of turns 23 

Initial angle, degrees 270
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Table 2 Design parameters required for RFR fin design 

Parameters Value Governing factors 
deciding parameters 

Sink temperature, °C − 269 Mission requirements 

External heat input (solar + 
planetary albedo + planetary 
IR) 

Solar = 1322 W (GEO orbit) 
Solar = 1414 W (LEO orbit) 

Mission requirements 

Radiative or conductive heat 
exchange with other structures 

By assumption no radiative heat 
exchange occurs with other 
radiator structures 

Mission requirements 

Acceptable temperature range 
of the thermally controlled 
equipment, °C 

− 20 to + 60 Features of equipment 

Footprint area of the 
equipment, mm2 

110 × 110 Features of equipment 

Location of the equipment Along the mid of the fixed RFR 
fin edge 

Features of equipment 

Total radiator area, m2 0.19 Thermal control parameters 

Thickness of the RFR fin, mm 0.5 Thermal control parameters 

Dimensions of the RFR fin 
when deployed, mm 

400 × 480 Thermal control parameters

is given with total number of nodes as 33,501 and total number of mesh elements 
as 4224. Steady state thermal boundary conditions are specified for heat flow. For 
RFR contacting surface with the CFRP base plate and the boundary conditions for 
radiative heat transfer are defined on the other surface of the RFR fin as shown in 
Fig. 4 and the aluminum sheet static radiator is also analyzed in the same way. Input 
parameters for numerical analysis are given in Table 4. 

Numerical analysis result 
Usage of PGS sheets minimizes the overall temperature of the radiator and maintains 
the radiator in uniform temperature. The comparison of steady state thermal analysis 
results of both conventional aluminum radiator and the reversible flexible radiator 
(RFR) shows that the temperature distribution of the RFR is more uniform than 
the conventional Al radiator. Having more uniform temperature over the Al radiator 
reduces the size of the radiator for given heat input. RFR has another advantage of

Table 3 Specifications of 
RFR fin components designed 

Components Dimensions, mm Quantity 

PGS sheet 200 × 480 × 0.040 16 

RFR base fin adhesive 220 × 400 × 0.025 8 

RFR deployable fin adhesive 197 × 400 × 0.025 8 

Survival heater 110 × 110 × 0.025 3
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Fig. 4 Schematic model of RFR fin 

Table 4 Input parameters for 
numerical analysis 

Parameters Values 

In-plane thermal conductivity of PGS, W/mK 1199 

Out-plane thermal conductivity of PGS, W/mK 5 

Out-plane thermal conductivity of adhesive material, 
W/mK 

2 

Equivalent out-plane thermal conductivity of RFR fin, 
W/mK 

4 

Thermal conductance between the contacting layers, 
W/m2 °C 

1000 

Magnitude of heat load, W 50 

Initial temperature, °C 20 

Emissivity of radiative surface 0.77 

Ambient temperature, °C − 269

having less mass. If RFR is clubbed with the passive thermal actuator for its deploy-
ment and stowing. Heater power requirement reduces drastically. All mentioned 
benefits make it a suitable candidate for today’s high heat dissipation problems. The 
corresponding thermal analysis is given in Fig. 5a, b. A detailed comparison of the 
aluminum-based static radiator and RFR fin is made in Table 5.

4 Conclusion 

A detailed design of 50 W reversible flexible radiator was discussed here. Theoretical 
preliminary calculations which were made are in close accordance with the numerical 
analysis results. Comparison between aluminum panel radiator and RFR clearly
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Fig. 5 a Steady state thermal analysis result for aluminum sheet (400 × 480 × 0.5), all dimensions 
are in mm, b Steady state thermal analysis result for RFR fin

shows the increased heat spreading capability with less heat transfer area (radiator), 
less weight and low operating temperature in the latter one. The highly flexible nature 
of PGS radiator makes it an excellent candidate for passive deployable radiators, and 
it is highly desirable for deep space applications. Future work to be done are as 
follows,

• Modeling and simulation of SMA actuator.
• Developing a RFR prototype.
• Experimental testing and validation of the RFR prototype in a space simulated 

environment in vacuum chamber.
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Table 5 Comparison between the aluminum-based radiator and the PGS-based foldable radiator 

Parameter Aluminum-based 
radiator 

RFR fin radiator Inference 

Mass, gm 258 214 RFR is lighter 

Flexibility Not flexible Flexible with bending 
radius of 2–5 mm 

RFR can be easily 
used as a flexible 
“paper like” 
deployable fin 

Maximum 
temperature, ˚C 

36.9 22.62 RFR fin has low 
operating temperature 

Temperature 
Gradient, ˚C 

72 35 RFR has uniform 
temperature 
distribution 

Deployment 
attachments 

Complicated folding 
attachments for 
maintaining continuous 
cross section of radiator 
from the base to 
deployable panel are 
required. It introduces 
considerable thermal 
resistance 

No specific folding 
attachments are needed 
as the sheet itself is a 
foldable one and no 
thermal resistance due 
to folding 

RFR is a simple and 
effective deployable 
thermal device than 
aluminum-based 
deployable device 

Versatility in 
application 

Restricted for larger 
spacecrafts 

Can be used in light  
CubeSat’s to large 
spacecrafts 

RFR has a wide 
application
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Analysis of Parameters Affecting 
Effectiveness of Industrial Cooling 
Towers 
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Abstract Many manufacturing plants generate a large amount of waste heat due to 
several chemical reactions and manufacturing operations. Industrial cooling towers 
are commonly employed to remove the waste heat generated there and hence help 
the manufacturing plants to run efficiently, economically and effectively. Since the 
cooling towers needs to operate with optimum parameters as per the requirement of 
the process, this paper presents the study and experimentation results on the perfor-
mance characteristics of low approach and range, Induced Draft Cooling Towers 
(IDCT) used in beverages industry. Following the first law of thermodynamics 
thermal effectiveness of IDCT has examined for effect of approach, range, along 
with ambient and operating parameters including wet bulb temperature (WBT), dry 
bulb temperature (DBT) of inlet air and water temperature at inlet and exit. The 
data for this study have been measured at Varun Beverages Limited, Sanguem, Goa, 
India, and graphical modeling has been done using MATLAB software. The thermal 
effectiveness has maximum value of 73.44 at specific values of parameters consid-
ered here, and some variations from the theoretical results have also been reported. 
The experimentation and results of this paper can be used to design and operation of 
industrial cooling towers in food and beverage industries. 
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temperature
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Abbreviations 

Act Approach of the cooling tower 
Cpw Specific heat of water 
E Effectiveness of the cooling tower 
Eact , Erct  , Ewbi , Etai  , Etwi , Etwo MATLAB variables for effectiveness (specific 

suffix is used with E to make effectiveness for 
specific parameter) 

G Mass of air flow 
hai , hao Enthalpy of air at inlet and exit, respectively 
hwi , hwo Enthalpy of water at inlet and exit, respec-

tively 
Li , Lo Mass of water flow at inlet and exit (basin), 

respectively 
Rct Range of the cooling tower 
Tai Air inlet temperature 
Twbi Wet bulb temperate of air inlet 
Ti w, Tow Water at inlet and exit (basin) temperature, 

respectively 
xai , xao Absolute humidity of air at inlet and exit, 

respectively 

1 Introduction 

Industrial cooling tower is used to control operating temperature requirement in 
power plants and various process industries like chemical, metallurgical and HVAC 
used in food and ice manufacturing plants [1, 2]. The attractive features including 
large heat load handling, expensive installation, maintenance and operating cost, 
better reliability and water conservation made cooling tower more popular in compar-
ison with alternative methods of waste heat rejection [2, 3]. In cooling towers, temper-
ature of the water is reduced by rejecting heat to the interface, and subsequently this 
heat is taken away by the air, enabling the water to be reused in industrial opera-
tions. Figure 1 depicts a schematic representation of an induced draft type counter 
flow cooling tower, in which air flows upward and water flows downward, creating 
a significant interface [3, 4]. This causes heat and mass transfer that occurs in two 
ways: (1) the evaporation of a small amount of water into the air due to a vapor 
pressure differential causes mass transfer and (2) exchange of heat between ambient 
air and water causes heat transfer process.

Various researchers worked on the improvement of the effective working of the 
cooling tower. The main criteria remain to improve the heat energy interaction 
between the water and air. It is for the first time in 1925 Merkel has developed 
mathematical modeling for the complex phenomenon of energy transfer between the
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Fig. 1 Heat balance in 
cooling tower

fluids [3–5]. Later including in some recent studies various authors have widely used 
Markel’s theory to study and analysis of different types of cooling towers [6–9]. 
Zubair et al. [10], in his investigation, found evaporation was main mode of heat 
transfer in counter flow type of cooling towers. Novianarenti et al. [4] conducted the 
experimental study for variants filling of the IDCT to obtain performance character-
istics. They used different types of shapes of filler material and found that the wave 
form filler rejects 4.92 kW of heat in the IDCT, gives the best results as performance 
then the other used as straight and zigzag filler. They also concluded that the increase 
in the velocity of air also increases the performance of IDCT. Fanasenko et al. [11] 
recommended the use of polymer filler for the CT because it decreases the resistance 
to flow of air it will give higher effectiveness. This recommendation is given after 
optimizing the structure for heat transfers and mass transfer in the CT. Ghazani et al. 
[12] presented a comprehensive approach toward cooling tower design and compared 
a laboratory scale counter flow wet cooling tower using the first and the second laws 
of thermodynamics literature survey shows that since the cooling towers operates in 
all the seasons and at different load, the variation in the environmental conditions 
may cause significant effect on the thermal performance of the system. 

The above discussion suggests that the performance of cooling tower is an impor-
tant concern for both researcher and industry persons. Therefore, it is important for 
cooling tower designer and system operator to consider ambient operating parame-
ters to maintain the thermal performance at optimum level. Since the effectiveness is 
most significant parameter to measure the performance of a cooling tower, therefore 
its direct relation between ambient and operating parameters must be known. Thus, 
objective of this paper is to present the experimentation-based results of effect of 
performance parameters on the effectiveness. This paper will help to give direction 
to the industries to use the IDCT at its optimum performance level, so that it can help in
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Fig. 2 Induced draft counter flow wet type cooling at VBL, Sanguem, Goa, India 

horizontal deployment of induced draft type cooling towers especially towers having 
low operating range and low approach where the waste heat recovery is difficult and 
only possibility is to reject it efficiently and effectively in the atmosphere. 

2 Experimental Methodology 

2.1 Field Visit and Data Collection 

The experimental study and observations for this paper are made at Varun Beverages 
Limited, Sanguem, Goa, India, which is a fully automated bottling plant. The exper-
imentation was conducted on FRP-induced draft counter flow wet type cooling as 
shown in Fig. 2. This cooling tower has a capacity of 200TR, and here, it is used for 
cooling the condenser water of the refrigeration system. The other specifications of 
cooling towers are mentioned in Table 1.

2.2 Cooling Tower Performance Model 

As per Bureau of Energy Efficiency (BEE) India, cooling capacity, range, approach 
and effectiveness play an important role in the performance of cooling towers. Further 
in the design of the cooling tower, heat balance between water and air should be 
satisfied as per Eq. 1. 

Heat entering in to the CT = Heat out of the CT
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Table 1 Specifications of 
cooling tower 

Component/Parameter Specification 

Model shape Rectangular 

Max heat rejection rate 700 kJ/sec 

Wetted surface area 2746 m2 

Air flow 1360 m3/min 

Water flow rate 2000 L per minute 

Water inlet temperature 25–40 °C 

Wet bulb temperature (Max) 15–28 °C 

Drift loss % 0.02% 

Evaporation loss 0.70% 

Tower operation Continuous 

Pumping head 3.5 m 

Length × Width × Height 3.0 × 3.5 × 3.0 m 

Number of fans 1 (Diameter, 1.8 m) 

Number of motors 1 (10HP, 960RPM) 

Number of water inlet 2 (4'') 
Number of water outlet 2 (5'') 
Casing, basin and fan material FRP 

Eliminator and fill material PVC

(Water + Air) Heat in = (Water + Air) Heat out

⎡
Li × Cpw × Twi

⎡ + G × hai =
⎡
Lo × Cpw × Two

⎡ + G × hao (1) 

The total heat rejected by water is function of temperature of water at inlet and 
exit, while the heat absorbed by air is dependent on enthalpy of the air at inlet. This 
is further a function of temperature of inlet air and WBT as per Eq. 3.

ΔQ = hwi − hwo = f (Twi , Two) (2) 

= hai − hao = f (Twbi , Tai ) (3) 

In the present case, to measure temperature of air inlet (Tai ), temperature of air 
exit (Tao) and temperature of water at exit (Two), digital thermometer instant read 
(Weber make) has been used. Wet bulb temperature (Twbi ) and dry bulb temperature 
of air are measured with the help of sling Psychrometer (GABY instruments make). 
The values of Tai and Tao recorded with help of digital thermometer were verified 
using sling Psychrometer. Temperature of water at inlet (Twi ) was taken through the 
digital resistance temperature detector (RTD, Lascar electronics make) fitted in panel 
(Fig. 3).
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Fig. 3 Reading of operating parameters of cooling tower 

Further, range, approach and effectiveness have been calculated as per the 
following formula: 

Cooling tower range is difference between the temperature of water entering to the 
cooling tower and leaving the cooling tower. Using range value, it can be estimated 
how efficiently the cooling tower is working. 

Range, Rct = Twi − Two (4) 

Approach of the cooling tower is simply calculated as a difference of temperature 
of the cold water entering and the wet bulb temperature of air. A small value of 
approach is considered good from the design and operation point of view. However, 
a smaller approach value may need additional pumps and fans which increases 
installation and operating cost. 

Approach, Act = Two − Twbi (5) 

Percentage effectiveness (efficiency) of cooling tower is calculated as a ratio of 
range to sum of range and approach (ideal range). 

Effectiveness = Rct 

Rct + Act 
× 100 

Twi − Two 

Two − Twbi 
× 100 (6) 

Based on the observations, range, approach, WBT and DBT of inlet air and temper-
ature of water at inlet and exit are considered as independent variables, while effec-
tiveness was considered as a dependent variable. Then, the data were analyzed in 
MATLAB, and various statistical inferences have made based on the results and 
plots.
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Fig. 4 Effect of approach on 
effectiveness 
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3 Results and Discussion 

3.1 Effect of Approach and Range on Effectiveness 

The graph of effectiveness of cooling tower varies linearly for the values of approach 
as shown in Fig. 4. It illustrates that the effectiveness of the cooling tower is inversely 
proportional to the approach of the cooling tower. The statistical analysis of data 
observed shows that effectiveness ranges from 54.87 to 73.44 for an approach value 
ranging from 1.5 to 3.9. These results are in line with the previous studies, where the 
cooling tower reported to attained maximum effectiveness at approximate approach 
value of 1.5 [13, 14]. 

Further, the experimental results of effect of range on effectiveness when plotted 
indicate a nonlinear variation as shown in Fig. 5. Zigzag pattern in graphical model 
suggests that the effectiveness of CT is the function of not only range but also depends 
on some other factors. Theoretically, heat load and circulating water flow directly 
affect the range of the cooling tower. A higher range attended indicates that all 
the parts of the tower are in proper function and working effectively to reduce the 
temperature of the water. This also confirms the theoretical studies and discussion in 
Bureau of Energy Efficiency [14].

3.2 Effect of Operating Parameters on Effectiveness 

WBT and DBT of INLET AIR 
Theoretically at zero heat load temperature of water at the exit of cooling tower 
should be equal to the WBT of the inlet air; however, during operation cooling towers 
always have some load for process heat which is to be rejected in the environment. 
Therefore, in practice this condition can never be fulfilled, and further, the relationship 
of WBT and effectiveness is different from the theoretical relation. Hence, the value
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Fig. 5 Effect of range on 
effectiveness
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Fig. 6 Effect of WBT on 
effectiveness 
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of effectiveness at WBT 23.7, 23.8 and 23.9 °C is somewhat differing from the values 
in linear graph in Fig. 6. 

The Graph Fig. 7 illustrates that effectiveness of cooling tower is a polynomial 
model of more than one degree because with increases in the DBT of inlet air, 
effectiveness increases first then decreases. The decrease may be due to the change 
in the atmospheric variations of the velocity and WBT of the air. Variation in DBT 
of air inlet itself is not fixed in a day. This variation depends upon the place, location 
and the surroundings of industrial cooling tower. As per Table 2, the effectiveness of 
cooling tower is reported maximum as 73.44 minimum as 54.87 at inlet temperature 
34.8 and 28 °C, respectively.

Temperature of Water at Inlet and Exit 
The effect of temperature of water at inlet on the effectiveness of cooling tower is 
shown in Fig. 8a, which clearly indicates that effectiveness is inversely proportional 
to the temperature and varies nonlinearly. The decrease in the effectiveness at the 
same inlet temperature (at 31 °C) in various observations may be because of change
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Fig. 7 Effect of DBT on 
effectiveness 
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Table 2 Effectiveness data 
statistics for WBT and DBT 
of air 

Statistical parameter WBT DBT Effectiveness 

Min 21.6 25.7 54.87 

Max 23.9 35.9 73.44 

Mean 23.07 31.49 62.8 

Median 23.6 32.1 60.24 

Mode 21.6 25.7 54.87 

SD 0.934 3.69 6.992 

Data range 2.3 10.2 18.57

in some other factors affecting the effectiveness. The water inlet temperature itself 
depends on the industrial process from which water is absorbing the heat, and this 
heat is rejected to air in the cooling tower.

The results representing various statistical parameters relating effectiveness with 
temperature of water at inlet and exit are tabulated in Table 3. The water inlet temper-
ature is ranging from 29 to 32 °C, having mean as 30.86 with standard deviation 
as 1.069, and effectiveness of CT ranges from 54.87 to 73.44. Minimum value of 
effectiveness is found as 54.87 at 32 °C, and the maximum value 73.44 occurs at 
30 °C.

Water temperature at exit is dependent on the heat exchange between water and 
air in the cooling tower. This temperature should be minimum as possible so that 
it can absorb the maximum heat from industrial process. Graphical representation 
in Fig. 8b shows that temperature of water at exit has nonlinear relation with the 
effectiveness of cooling tower and with increases in the value of temperature the 
effectiveness of CT decreases. Maximum effectiveness 73.44 is at temperature of 
25.3 °C, and minimum effectiveness 54.87 is at temperature of 27.5 °C.
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Fig. 8 a Effect of 
temperature of water at inlet 
on effectiveness. b Effect of 
temperature of water at exit
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(b) 

(a)

Table 3 Effectiveness data 
statistics for temperature of 
water at inlet and exit 

Statistical parameter Water inlet Water exit Effectiveness 

Min 29 25.3 54.87 

Max 32 27.5 73.44 

Mean 30.86 26.04 62.8 

Median 31 25.8 60.24 

Mode 31 25.4 54.87 

SD 1.069 0.8658 6.992 

Data Range 3 2.2 18.57

4 Conclusion 

This paper presents the results of study and observations at V.B.L. (Pepsi Bottling 
plant) Sanguem, Dist. South Goa, India. The observations are recorded and calcu-
lated in the specific range of operating parameters at which IDCT actually operates.
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From the analytical study of observations using MATLAB, the following important 
conclusions can be made. 

1. The effectiveness of IDCT is inversely proportional to approach, while it has 
zigzag variations with respect to range. The effectiveness has maximum value as 
73.44 at approach and range value of 4.7 and 1.7, respectively. 

2. The effect of WBT of air inlet on the effectiveness may be considered linear, and 
value of effectiveness increases with increase in the value of WBT. 

3. Temperature of water at inlet and exit and DBT of air inlet has nonlinear rela-
tionship with effectiveness of cooling tower. The maximum effectiveness occurs 
at water inlet temperature as 30 °C, water exit temperature as 25.3 °C and air 
inlet temperature as 28 °C. 

In addition to the factors discussed above, the effectiveness may be dependent 
on some other parameters which have been assumed constant in the present case. In 
actual practice one of factor may vary therefore variations in measured parameters 
and their theoretical values have been observed. This gives further scope of study 
regarding optimizing effectiveness of cooling tower. It is to be noted that the obser-
vations in this study are recorded in summer season and on a specific type of cooling 
tower. The results may be different for other seasons, geographical positions and 
type of cooling tower. The effectiveness of the IDCT used in this specific application 
is ranging between 54.87 and 73.44. This suggests that there is scope of increasing 
effectiveness of CT by operating the CT on specific parameters, and these data will 
help the designers to give better design the CT to save the operating cost. 
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Effect of Magnetic Field on Refrigeration 
Devices for Improving Its Performance 
and Refrigerant Properties 

Aditya K. Alagatu, Shivam A. Katkar, Rahul A. Dakare, 
Shantanu M. Darlinge, Sarthak C. Lautawar, Santosh B. Jaju, 
and Ashish S. Raut 

Abstract Refrigeration can be defined as the process of extracting heat from a given 
space and transferring the same to the other space. Domestic and commercial refrig-
erator uses vapor compression refrigeration system for cooling the food products. 
Plenty of research is still going on to improve the system performance and subse-
quently the system efficiency. The ultimate objective of this project is to increase 
system performance of domestic refrigerators by focusing on the working of the 
evaporator which is filled with liquid refrigerant. In our experiment, we have used 
magnet (magnetic field) at the exit of condenser also known as discharge line of 
refrigerator. We have used R134a as a refrigerant, and after implementation, we have 
compared the results with and without applying magnets. As per the experimental 
results obtained by utilization of magnetic field (Magnets pairs) on the refrigerant 
discharge line from condenser enhanced the coefficient of performance of the exper-
imental setup by refrigerant viscosity reduction, enhancing the mass flow rate of 
refrigerant, eventually increment in cooling capacity while lower down the power of 
compressor. 

Keywords Magnetic field ·Magnetocaloric effect · COP 

1 Introduction 

Vapor compression refrigeration cycle is most widely used refrigeration system due 
to its wide range of applications. There are many researchers who have worked to 
increase the performance of this system by application of magnetic fields. Since the
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magnetocaloric phenomenon explored, research in magnetic refrigeration has initi-
ated. Iron thermal effect invented by War Burg in 1881 by placing in varying magnetic 
field. For magnetic refrigeration (cooling method), the magnetocaloric effect is used. 
A force which attracts and repels another magnet along with attracts ferromagnetic 
materials, like iron. Variable magnetic field is generated in space around the magnet 
at all points. By utilization of magnetic field on discharge line (after condenser) 
of vapor compression, refrigeration system enhances performance by reducing the 
viscosity of the refrigerant. This enhanced mass flow rate of refrigerant, and there-
fore, the cooling/refrigeration capacity enhanced even though by the reducing the 
compressor power; ultimately, it improves the refrigeration system’s coefficient of 
performance. In this paper, work on magnetic refrigeration system is discussed; 
magnets pairs are applied on discharge line of domestic refrigerator which working 
on R134a refrigerants, and its performance is compared with without magnetic field 
refrigeration system. 

2 Literature Review 

Mani and Selladurai [1] studied the comparison of influence of a magnetic field 
on substituting refrigerant such as hydrofluorocarbon and chlorofluorocarbon, by 
mixture of isobutene, propane. The test was conducted with and without magnets and 
compared to dichlorodifluoromethane and tetrafluoroethane; the mixture of propane, 
isobutene shows the improved results as the refrigerating capacity increases by 19.5– 
50.1% and 28.6–87.2% respectively. Sami and Aucoin [2] experimented by applying 
magnetic field of almost 1200 Gauss at outlet of condenser of refrigeration cycle 
and used difloromethane and pentafloroethane, trifluoroethane, pentfluoroethane as a 
mixture for the refrigerant. Ram et al. [3] made a thorough investigation of the magne-
tocaloric characteristics of many materials, which is an important part of magnetic 
refrigeration technology. He works with a wide range of magnetocaloric materials 
in his study, including glass ceramics, spinel ferrites, ferromagnetic perovskites, and 
oxide-based composites. Magnets have the potential to be used in magneto refrig-
eration technology, according to comparative research of magnetocaloric character-
istics. Sidheshware et al. [4] did experiment on the vapor compression refrigeration 
system by application of magnetic energy at the outlet of condenser (liquid refrig-
erant line) in addition to this used various refrigerants during testing, which enhance 
total performance of vapor compression refrigeration system. 

3 Experimental Setup 

Figure 1 shows conceptual diagram, and Fig. 2 shows actual vapor compression 
refrigeration system test rig with magnets; with this experimental setup, investigation 
was done for enhancing effectiveness of R134a refrigerant. The investigational setup
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Fig. 1 Conceptual diagram of VCR system with magnets

involves of all basic components of vapor compression refrigeration system such as 
evaporator, condenser, compressor, and capillary tube in addition to this, the magnets 
pair (permeant magnets) on copper tubing after condenser (liquid refrigerant line). 
As the basic working of vapor compression refrigeration system from evaporator 
refrigerant come out in vapor phase and move in compressor, where its pressure 
increased, after that it passed through condenser, where heat transfer takes place and 
its phase change from vapor to liquid. The refrigerant is subsequently pumped into the 
evaporator through the expansion valve. The readings taken by varying the magnets 
pair from 1 to 4 near about 3000 Gauss on liquid line (condenser outlet). Suction 
and discharge pressure measured by pressure gauges. The reference temperature of 
water on the evaporator side is kept constant throughout the experiment 30 °C, and 
the reading of thermocouple T1 to T4 is collected at 10 min intervals. The amount 
of magnet pairs used in liquid line was increased by 1 pair to 4 pairs to determine 
the influence upon power of compressor and systems COP. 

In Fig. 2, following components are shown. 

1. Hermetically sealed compressor 
2. Condenser (Air cooled) 
3. Expansion valve (Capillary tube) 
4. Evaporator (Bare tube) 
5. Magnets (N-35-Neodymium) 
6. Presser gauge 
7. Temperature indicator 
8. Refrigerant use in system: R134a (Tetrfluroethane) 

a. R134a properties: 
i. Chemical Name: CH2FCF3. 
ii. Molar mass: 102.03 gm/mole. 
iii. Density: 0.00425 gm/c.m3.gas.
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Fig. 2 VCRS experimental 
setup with magnets

4 Result and Discussion 

Figure 3 shows the comparison of COP with time in minutes along with magnets 
pair; its shows that as magnets pair increases along with time, the COP of the vapor 
compression refrigeration systems is also increases. Comparison of coefficient of 
performance (COP) versus magnets pairs is presented in Fig. 4. It is observed that 
the magnetic field affects the coefficient of performance of the system. As per the 
results obtained during experimentation shows that the COP increased by 2.48% for 
1 magnet pair, by 2 magnet pair 10.43%, by 3 magnets pairs 30.96%, and 33.11% for 
4 magnets pairs. The COP rises as increases the magnets pairs because of compressor 
power drop-off and improvement in refrigerant effect.

Figures 5 and 6 show that the refrigerating effect is depicted as a function of 
magnets pair number. As the magnets pairs increase the refrigerant effect rises, up to 
4 magnets pairs. Increase in refrigerant specific heat as rate of heat transmission rises. 
Substantially, more heat absorbs by refrigerants from water results in heat transfer rate 
enhancement, ultimately increases the refrigerating effect. The refrigeration effect 
enhanced by 1.82% as comparison with no magnet pair to 1 magnet pair. Similarly, 
9.08, 28.82, and 30.47% when 2, 3, and 4 pairs used, respectively (Table 1 ).



Effect of Magnetic Field on Refrigeration Devices for Improving … 285

Fig. 3 COP versus time (min) 

Fig. 4 Coefficient of performances versus no. of magnets pairs

Fig. 5 Refrigeration effect versus time (min)
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Fig. 6 Refrigeration effect versus no. of magnets pairs 

Table 1 Experimental results of VCRS using R134a 

Condition Average time for 
10 blinks (sec) 

Average 
refrigeration effect 
(kw) 

Average 
compressor work 
(kw) 

Average COP 

Without magnet 
pair 

56.2 0.122 0.2001 0.604 

With 1 magnet 
pair 

56.56 0.124 0.1989 0.619 

With 2 magnet 
pair 

56.90 0.133 0.1977 0.667 

With 3 magnet 
pair 

57.10 0.156 0.1970 0.791 

With 4 magnet 
pair 

57.18 0.158 0.1968 0.804 

5 Conclusion 

The results of experimentations show by utilizing magnetic pair has a promising 
effect on R134a vapor compression refrigeration cycle coefficient of performances. 
As end result of this investigation shows the 33.11% increment in system COP, as 
the magnets imposed on liquid refrigerant line (outlet of condenser) improved COP 
of refrigeration systems.
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Optimization of Significant Parameters 
for Ramp Film Cooling Using 
CFD-Integrated RSM Approach 

V. G. Krishna Anand 

Abstract The ramp film cooling is a type of film cooling, where the cooling holes 
are framed behind the right triangular shape protrusion developed on the film cooling 
surface with the application of thermal resistance coating. This study aims to optimize 
significant ramp film cooling parameters, viz., ramp angle, the distance between 
ramp rear edge and film hole starting edge, compound angle, and blowing ratio using 
CFD-integrated RSM approach. The finite volume-based CFD approach was used 
to evaluate the response parameter of the experiment design matrix (EDM) framed 
from the response surface approach. Experimental studies performed with a case 
identified from EDM of ramp film colling parameters show a good agreement with 
the computational data. The optimized ramp film cooling parameters identified from 
this study are ramp angle (α) of 16.98°, the distance between ramp rear edge and 
film hole starting edge (S) of 0.8 mm, film hole orientation angle (β) of 82.29°, and 
blowing ratio (M) of 1.99. The optimized ramp film cooling parameters obtained 
from this study can be useful in the design of ramp film cooling that can deliver 
improved film cooling performance on gas turbines. 

Keywords Ramp film cooling parameters · Computational fluid dynamics ·
Response surface methodology · Optimization 

1 Introduction 

Innovative cooling technologies are needed to develop the next-generation gas turbine 
engines (GTEs). The temperature of gases entering the turbine module of the gas 
turbine has a direct impact on the output efficiency of GTE. Higher turbine inlet 
temperature can be achieved through novel cooling methods. Ramp film cooling 
(RFC) is a modified cooling method for gas turbines where cooling holes are installed 
behind the right triangle-shaped protrusion developed on film cooling (FC) surface 
with the application of high resistance coating. Na and Shih [1] performed initial
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studies on RFC to analyze its performance for FC. They reported that the ramp was 
very effective to deviate the hot freestream away from the wall surface, and it also 
helps to reduce the interaction between the coolant and mainstream flows. These 
effects, in turn, have resulted in the RFC delivering two to three times higher FC 
performance in comparison with the non-ramp FC model. Halder et al. [2] carried 
out numerical studies on RFC installed with two-rowed FC holes. The study reported 
that the α and M as the parameters of significant influence for RFC. Barigozzi et al. 
[3] conducted experimental studies on the flat surface model installed with ramped 
configurations. They reported that the ramp-assisted film cooling configuration has 
delivered effective FC performance on the flat surface model at low M. Chen et al. 
[4] concluded that the higher ramp angle at higher M has delivered improved RFC 
performance in comparison with other tested configurations. Yang et al. [5] reported 
that the combined effects of the ramp with rotating jets have produced improved FC 
performance on the flat surface model. Also, the effective RFC performance was 
delivered by the test configuration at higher α and M. Zhou and Hu [6] evaluated 
the FC performance of sand dune-shaped ramp (SDSR) installed on a flat surface 
test model. The results of the study show that the performance of SDSR was highly 
effective in comparison with non-SDSR configuration. The improved effectiveness 
of the SDSR model was due to its ability to generate anti-opposite rotating vortex 
structures (ORVSs), and this effect has caused the coolant to stay close to the bottom 
wall surface and also has resulted in effective lateral spreading. Lutum and Johnson 
[7] reported that the length to diameter (L/D) ratio of the FC hole has a major 
influence on the FC performance of the flat surface model. The L/D ratio of greater 
than 5 is effective to achieve a higher FC effectiveness on the test surface. Goldstein 
and Jin [8] performed experimental studies on oriented angle FC holes on the flat 
surface model and reported that oriented angle FC holes were effective to deliver 
improved cooling effectiveness on the lateral axis of the test surface. Aga and Abhari 
[9] concluded that the ORVS was absent in the case-oriented angle FC hole, and this 
effect in turn has resulted in higher averaged effectiveness for oriented angle FC hole 
in comparison with streamwise-oriented FC hole. Zhou et al. [10] showed that the 
SDSR was effective to deliver better FC performance for real-end wall FC of gas 
turbine surface at transonic velocities. 

Most of the studies reported on literature for RFC were performed with 
streamwise-oriented FC holes and with variable parameters of, viz., α, S, and  M.  
However, no clear studies were reported on the optimized significant parameters for 
RFC. Hence, this study is aimed to optimize the range of significant parameters for 
RFC using the CFD-integrated RSM approach. In addition to parameters reported 
in the literature for RFC, this study aimed to analyze and optimize the influence of 
orientation angle FC hole on the performance of RFC.
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Table 1 Factors and their levels for RSM 

Factors Ramp angle (α) [°] Distance between 
ramp and film hole 
leading edge (S) 
[mm] 

Film hole orientation 
angle (β) [°]  

Blowing ratio (M) 

Levels 

− 1 14 0.8 45 0.4 

0 16 2.4 90 1.2 

1 18 4.0 135 2.0 

2 CFD-Integrated RSM Approach 

The variable parameters for RFC widely studied in the literature ([1, 3] and [5]) are α, 
S, and M. In addition to the investigated parameters (α, S, and M), the present study 
also investigates the significance of orientation angle of film hole as an additional 
parameter for the optimization RFC. The range of the chosen RFC factors and their 
levels of varaiation are shown in Table 1. The BBD approach is applied to the selected 
RFC parameters (α, S, M,  β), and the experimetal design matrix (EDM) is framed for 
the selected parameters as shown in Table 2. The response parameter (RP) chosen for 
the framed DM is area-averaged FC (ȠAA). The CFD method is applied to determine 
the RP of different cases of DM for RFC. The representation of computational domain 
(CD) with RFC parameters is shown in Fig. 1.

The cluster-structured grids are employed for the mainstream duct, and unstruc-
tured grids are used for the FC hole. The GIS study is performed with three different 
grids, and the final grid chosen after GIS is 2100000 cells. The boundary condition 
for the CD is velocity inlet for mainstream (13 m/s) and film hole (varied as per M). 
The temperature of mainstream and coolant jets is 343 and 303 K, respectively. The 
regression equation is framed based on the finalized DM, and analysis of variance 
analysis is performed to identify the significant parameters for RFC. 

3 Validation Studies 

The computational results are validated through experimental verification. For vali-
dation, a case (α—16°, S—0.2D, β—90°, and M—1.2) from design matrix of RSM 
is experimentally investigated in the film cooling facility. The test plate is fabricated 
with acrylic material to validate the adiabatic assumption for FC flows. The ramp 
model and orientation angle of the FC hole are machined through the 5 axis CNC unit. 
The fabricated ramp test surface is assembled in the test section of the FC facility, 
and an experimental study is performed with the heated air moving at a velocity 
of 13 m/s through the test section. The FC air is supplied from the high-pressure 
compressor. The temperature and pressure measurements on the test surface are
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Table 2 Experimental design matrix for RFC parameters 

Case No α (°) S (mm) βr (°) M 

R1 16 2.4 45 2 

R2 18 2.4 90 2 

R3 18 4 90 1.2 

R4 14 2.4 135 1.2 

R5 16 4 90 2 

R6 14 4 90 1.2 

R7 16 4 135 1.2 

R8 18 2.4 135 1.2 

R9 16 2.4 90 1.2 

R10 16 0.8 135 1.2 

R11 16 2.4 90 1.2 

R12 18 2.4 90 0.4 

R13 16 2.4 90 1.2 

R14 14 2.4 90 0.4 

R15 16 0.8 90 2 

R16 14 0.8 90 1.2 

R17 16 4 45 1.2 

R18 16 2.4 90 1.2 

R19 16 2.4 45 0.4 

R20 16 0.8 45 1.2 

R21 18 2.4 45 1.2 

R22 16 4 90 0.4 

R23 14 2.4 45 1.2 

R24 16 2.4 135 2 

R25 16 2.4 90 1.2 

R26 16 0.8 90 0.4 

R27 16 2.4 135 0.4 

R28 14 2.4 90 2 

R29 18 0.8 90 1.2

carried out through thermocouple data acquisition and a scan-value pressure scanner. 
The experimentally obtained temperature values are used for the computation of 
test plate centerline FCE. The comparison plot for computational and experimental 
centerline FCE is shown in Fig. 2. The computational data show a close agreement 
with the experimental test case for RFC.



Optimization of Significant Parameters for Ramp Film Cooling … 293

Fig. 1 Details of a computational domain b ramp film cooling parameters

Fig. 2 Validation 
comparison of computational 
and experimental studies of 
RFC
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4 Results and Discussion 

The response (ȠAA) contour plot generated with two variable parameters (β and M) 
is shown in Fig. 3. The other two parameters (α and S) of RFC were maintained at the 
mid-range value. For low M of 0.4, all investigated orientation angles delivered lower 
ȠAA. With the increase in M from 0.4 to 1.2, the ȠAA also increases. The M in the 
range of 1.2–2.0 has delivered the zones of higher ȠAA for the film hole orientation 
angle around 90°. 

The response (ȠAA) contour plot for the interaction of S and M is shown in Fig. 4. 
For M of 0.4, an increase in parameter S has delivered almost unform ȠAA. However, 
with an increase in M (0.4–1.2), the ȠAA also increases for the entire range of S (0.8– 
4 mm). With further increase in M (1.2–2.0), the zones of higher ȠAA are observed 
close to the lower value of S.

The response (ȠAA) contour plot for the interaction of β and α is shown in Fig. 5. 
Herewith increase in β from 45° to 90°, the ȠAA also tends to increase until 90°, and 
after which, the ȠAA tends to decrease for an increase in β in range of 90°–135°. For 
a film hole orientation angle of 90°, a lower level of α has delivered higher ȠAA in 
comparison with a mid and higher level of α.

The response (ȠAA) contour plot for the interaction of S and β is shown in Fig. 6. 
It is observed from the contour plot that the variation orientation angle has produced 
a considerable change in ȠAA. The mid-level orientation angle of 90° has delivered 
higher ȠAA in comparison with the low- and high-level film hole orientation angle. 
Also, it is observed that the lower S (0.8 mm) has delivered higher ȠAA, and with an 
increase in S, the ȠAA tends to decrease. From the results of response contour plots 
and variable parameters, it is observed that the variable parameters β and M have 
a significant impact on ȠAA in comparison with α and S. The analysis of variance 
analysis (ANOVA) performed with the developed regression equation (Eq. 1) also

Fig. 3 Response (ȠAA) 
contour plot for the 
interaction of β and M 
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Fig. 4 Response (ȠAA) 
contour plot for the 
interaction of S and M

Fig. 5 Response (ȠAA) 
contour plot for the 
interaction of β and α

confirms the significant parameters as β and M. The parameters α and S have less 
influence on ȠAA. 

ηAA  =−  0.11851 − 0.000458(α) − 0.006927(S) + 0.00393(β) + 0.37472(M) 
+0.00015277(S)(β) − 0.006250(S)(M) + 0.00022916(β)(M) 
− 0.000027205(β)2 − 0.097408(M)2 (1)

The uncertanity between the experimental and RSM data is 4.44%. The optimiza-
tion studies are performed based on the results regression equation and analysis of
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Fig. 6 Response (ȠAA) 
contour plot for the 
interaction of S and β

variance using the DF approach. The optimized RFC parameters are α of 16.98°, S 
of 0.8 mm, β of 82.29°, and M of 1.99. 

5 Conclusion 

The significant parameters (α, S,  β, and M) of RFC were optimized through CFD-
integrated RSM approach. The CFD was used to determine the response parameter of 
the RSM design matrix. The response (ȠAA) contour plots were generated to study the 
interaction effects of variable parameters. The results reveal that the parameters β and 
M have a significant influence on the response factor of RFC. The analysis of variance 
analysis also confirms that the parameters β and M are the significant parameters that 
have a considerable impact on ȠAA. The optimization studies are performed through 
the DF approach. The optimized RFC parameters are α of 16.98°, S of 0.8 mm, β of 
82.29°, and M of 1.99. 
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Enhancing Fuel Efficiency 
of a Two-Wheeler Based on Taguchi 
and ANOVA Method and Regression 
Analysis 

J. Kevin Joseph, R. Jeyanthinathan, and Lokavarapu Bhaskara Rao 

Abstract Fuel is one of the major requirements for everyone in modern life. Fuel is 
a non-renewable resource. Cost of petrol is sky-scraping in India. Global pollution is 
also high. To reduce the crisis, auto manufacturers concentrate on the development 
of the fuel economy of the vehicle. To increase the fuel economy, we reduce the 
wastage of fuel consumption in any scenario. So, fuel consumption is controlled by 
different variables. This article mainly focuses on the fuel economy of two-wheeler 
by optimizing the influenced factors such as load, speed, octane number, and tire 
pressure. By changing the various levels, the experiment was carried out to calculate 
fuel mileage by using an average mileage testing bottle. The experimental data have 
been analyzed by using Taguchi, ANOVA method and regression analysis to provide 
favorable solution. This paper’s, main objective is to find out high influencing factors 
by applying design of experiments and also suggest the best combination of control 
factors to give better fuel economy for two-wheelers. From this paper it was found that 
control variable such as the speed and octane number is the high influencing parameter 
for fuel consumption. Main effect and interaction effect of control variables were 
also discussed. 

Keywords Mileage · Control factors · Signal to noise ratio · Fuel consumption ·
ANOVA · Regression analysis 

1 Introduction 

Transportation is an important requirement in economic growth countries. The people 
are more interested in buying vehicles. Heavy-duty vehicles bought for business. It 
helps to transport goods. Light-duty vehicles like two-wheelers and cars bought for
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traveling in shorter and longer distances. The two-wheeled vehicle is a mandatory 
need for all people. In the modern world, at least two or three motorbikes were bought 
in every house. And also, every person buys a motorbike for their own purposes. India 
is the second-largest population country. So compared to other countries, a higher 
number of two-wheelers are being used in this country. The unwanted usage of fuel 
causes air pollution to increase and affect the cost of petrol price. This paper’s main 
aim is to focus on the fuel economy of the two-wheeler vehicle by optimizing the 
influenced factors with various levels. The important tool for optimization is the 
design of experiments. It helps to analyses factors at various levels of iteration and 
also interprets the results at various responses [1] Taguchi method is used to determine 
the leading combination of inputs to produce a greater output. In which experiment 
it helps to find the best level of control variable and minimize the difference in the 
noise factors [2]. From the collected data, Taguchi method helps to calculate to s/n 
ratio and find out major influencing factors. Generate the regression equation for 
plotting graphs and ANOVA table for data validation. The fuel economy depends on 
various control factors. The installation of a tire pressure system helps to improve 
the fuel economy of automobiles. The development of regression equation through 
the multiple regression analysis to predict fuel economy [3]. From this literature [4], 
the fuel consumption depends upon engine size, HP, No. of cylinders, weight, length 
and width of the vehicle. The response factor is taken as mileage. The gas mileage 
predicted by the T method. The gear 5 or top gear is the most significant parameter 
for fuel consumption [5]. 

For a four-wheeled vehicle, speed is the most influencing factor when compared to 
others. For better fuel economy, the vehicle travels on the optimum combination based 
on the Taguchi method [6]. The total fuel consumption based on vehicle acceleration, 
vehicle dynamics, engine idling, engine braking and service braking [7]. The control 
parameters of the fuel consumption in petrol engines are spark advance, compression 
ratio, air–fuel mixture, load, and octane number. The octane number is the higher 
influence parameter in fuel consumption [8]. Percentage of fuel spent in time, the dead 
weight of the vehicle, average time spent in traffic is the most important parameter 
for the wastage of the fuel consumption [9]. The Taguchi method was also used 
to optimize the influencing factor to find out NOX emission [10]. In Indian roads, 
uneven surfaces over there, higher clearance and high fluctuating load withstand the 
vehicle is used. The Indian Road varies from urban and rural areas [11]. The Indian 
roads may contain smooth roads on national highways, dumps and blocks in village 
areas, hilly region on north India, desert region in east India and delta region in south 
India. The people mostly prefer the vehicle with more fuel mileage compared to the 
speed vehicle. So much research work was done four-wheeler vehicles to find out the 
optimizing parameter of fuel economy. Most of the middle-class family focuses on 
buying the two-wheeler vehicle when compared to the cars. In this article, discusses 
the influencing factor of fuel economy in two-wheeler vehicles. The control factors 
and levels for the vehicle were identified. The response variable is taken as mileage. 
Using Taguchi method and regression equation is used to find out the most significant 
factor.



Enhancing Fuel Efficiency of a Two-Wheeler Based on Taguchi and … 301

Fig. 1 Methodology flow 
chart 

2 Methodology 

In this paper, a collection of important control factors from the literature reviews. 
Selection of the control parameters to improve the fuel economy of the vehicle. 
Appropriate vehicle was selected for the experimental setup. Selection of levels and 
formation of the orthogonal array should be done. Experiments should be performed 
at least two times to get the iteration of results. The experiments should be done based 
on the formation of the array. Signal to noise ratio was found by using Minitab soft-
ware. Analysis of variance is performed to find out the main effect of the control vari-
able. According to the F-value, the most significant factors are determined. Finally, 
the optimum combination of input parameters is to find out for better fuel economy of 
the vehicle. Regression equation is generated and analysis of variance is performed 
to find out interaction effects between control variables. Surface and contour graphs 
for the combination of control factors vs mileage are discussed. Figure 1 represents 
the methodology flow chart. 

3 Experimental Design 

3.1 Factors that Affect Fuel Economy 

For a two-wheeled vehicle, the fuel economy depends upon different factors such as 
variation of speed, load (passenger occupancy), vehicle frontal design, tire pressure, 
the octane number of fuels, idle time, engine coolant, maintenance. Always keep a
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Fig. 2 The factors depend 
on the fuel economy 

check at the tire air pressure as it influences the fuel economy of the vehicle in a 
greater way by its ability to withstand the load. Not being as smooth in changing 
gears causes to affect fuel economy. Taking extra loads also affects the vehicle’s fuel 
economy. Percentage of fuel spent in idle time in running engines and in lower time 
signals, engages the gears and pressing clutches which also affect the fuel economy. 
The vehicle is internally as well as externally unclean as a dart in the air filter also 
affects the fuel economy [12]. Figure 2 represents the factors that depend upon the 
fuel economy. From those factors Octane number, Vehicle Speed at top Gear, Tire 
pressure, and Load are the most important factors which depend on fuel economy. 

3.2 Motorbike Specifications 

An experiment was conducted using a Bajaj Platina 100 cc motorbike. Launched in 
2006, the Platina is one of the most popular commuter motorbikes in India. Table 1 
represents the specification of motorbike. 

The 100 cc Bajaj Platina motorbike has won the NDTV profit bike India award in 
the year 2007 and also in the 100 cc category motorbike of the year award. It was the 
8th best-selling motorbikes in India 2021, from April 2020–Jan 2021. In 2021 it is

Table 1 The specification of 
100 cc motorbike 

Engine class 4 stroke DTS-i single cylinder 

Engine displacement 102 cc 

Maximum power 7.9 PS @ 7500 rpm 

Maximum torque 8.3 Nm @ 5500 rpm 

Total no. of cylinders 1 

Valve per cylinder 2 

Supply of fuel Fuel injection 

Transmission type Manual transmission 

Transmission 4 gears 
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still one of the best-selling motorbikes in our country for its economic performance 
and fuel economy. 

3.3 Experimental Setup 

This experimental test setup includes a two-wheeler motorbike with a single engine 
cylinder specification and a 500 ml mileage testing bottle as shown in Fig. 3. A  
mileage or average testing approach is carried out to measure the fuel consumption 
of the vehicle. The fuel inside the fuel tank is made empty or close to the petrol tank 
supply. A mileage testing bottle (mile scanner) was left hanging from the handlebar 
and taped to the fuel tank. One end of the fuel hose pipe is attached to the mileage 
testing bottle and the other end to the carburetor. The trip meter is set to 0 for every 
run to get an accurate reading and to minimize systematic error 500 ml average 
testing bottle is filled with 50 ml for test Run 1. For every run, the motorbike is made 
to run until there is no fuel left (till the motorbike gets stops running). Note down 
the distance (km) covered which displays on the trip meter. Mark the result as test 
Run 1. Likely repeat the procedure for test Run 2. Find out average mileage for two 
test rides. This procedure is repeated for every iteration. 

4 Design of Experiments 

In design of experiment, the factors which are being considered are grouped into three 
ranges or limits, the minimum is given as low the mid-range is given as medium and 
the maximum range if the factor is given as high. In this paper, speed, octane number, 
load, and tire pressure are taken as factors. Low-level, mid-level, and high level taken 
as ranges. All the factors have three ranges except the octane number. The factors 
and ranges are given in the Table 2. In this paper, the response variable is the fuel

Fig. 3 a and b Mileage testing bottle is being attached on two-wheeler 
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Table 2 Factors and their ranges 

Factor Range 

Low level Mid-level High level 

Speed 40 50 60 

Octane number 87 91 − 
Load 70 kg 120 kg 160 kg 

Tire pressure (FW = 25 psi & BW = 
35 psi) 

(FW = 28 psi & BW = 
38 psi) 

(FW = 30 psi & BW = 
40 psi) 

economy of the vehicle. There are two test rides are taken for each setting. The mean 
mileage value for the two test rides is the final mileage of the vehicle. The mileage 
of the vehicle is equal to the distance traveled per fuel consumption of the vehicle. 
Table 2 represents the factors and their ranges. At 4th gear, the motorcycle’s speed 
ranges from 40 to 60 km per hour. All the experiments are conducted at top 4th gear 
setting. The air pressure in the motorbike’s front tire ranges from 25 to 30 psi, while 
the air pressure in the rear tire ranges from 35 to 40 psi which are selected for Indian 
street motorbikes as per manufacturer recommended inflation pressure setting. For 
test rides, two levels of octane fuel are employed. 

Mileage of the vehicle = (Distance traveled per km/fuel used in liter). 

4.1 Taguchi L9 Orthogonal Array 

By two factorial method the possible combinations for 3 factors with three levels 
and remaining 1 factor with 2 levels, there will be 54 experiments to perform which 
is time consuming. This can be avoided by following combinations obtained from 
Taguchi’s orthogonal array. By design of experiments, total sets of combinations can 
be reduced to 9 combinations. Table 3 shows the 9 combinations as prescribed by 
Taguchi. No. of Experiments to perform is given by F(L-1) + 1 = 4*(3–1) + 1 = 9 
[11].

For the above combination two runs were performed, which is given in Table 4. 
For run 1 and run 2 is distance (km) traveled per 50 ml.

4.2 S/N Ratio Formulations 

S/N ratio formula is given in the Table 5. To maximize fuel economy this paper 
follows the larger the better response condition. The formula signal to noise = 
−10 log

(∑
1/Y 2

)/
n is used [13].

Based on the analysis of variance for signal to noise ratio Table 6, the factors 
are ranked. The percentage of Contribution is defined as the ratio of the Sequential
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Table 3 Nine combinations settings as prescribed by Taguchi 

Iteration Speed Load Tire pressure Octane no 

1 1 1 1 1 

2 1 2 2 2 

3 1 3 3 2 

4 2 1 2 1 

5 2 2 3 1 

6 2 3 1 2 

7 3 1 3 2 

8 3 2 1 1 

9 3 3 2 1

Sum of squares to the Total Sum. Factor A (speed) records the highest contribution 
percentage (74.39%), Followed by factor D (octane number) and the third ranked 
factor is the factor C (type pressure). These three factors have more influence on the 
response. To control the response, these factors must to be kept in optimized value.

A–Speed (m/s), B–Load (N), C–Tire Pressure (N/m2), D–Octane Number. 
The response values of each control variable are calculated using the S/N formula 

= −10 log
(∑

Y 2
/
n
)
based on the larger the better response condition. Based on 

the higher delta magnitude, the ranking is carried out. Table 6 ranks the control 
factors based on the contribution percentage. The fuel economy depends on the 
combination of many parameters. The ranks were arranged based on contribution 
from those four variables. Higher the contribution percentage more significant the 
variable for the selected control variables and their ranges. From Table 6 speed 
has 74.39% contribution followed by octane number which is at 12.661% and tire 
pressure which is at 6.15%. These three are the significant parameter. Table 7 ranks 
based on the delta value. In both tabulated results, the most significant control variable 
is A, D, C which takes the first, second and third position, respectively.

Optimum Parameter Settings for Low Fuel Consumption 

The general optimized control variable values given in Table 8 are obtained from 
Fig. 5. Figure 5 mean effect plot was carried out with S/N ratio configuration larger 
the better. To get the higher or better response condition from the Fig. 5, all the factors 
selected are to be in higher mileage values. For this analysis, the optimum control 
factor settings based on the Taguchi method is A1-B1-C2-D2.

From Table 4 experiment, the combination of parameters which gives high mileage 
result is selected. The optimum control factors are achieved (based on the SN 
formulae larger the better) are A1 (11.11 m/s), B1 (686.7 N), C2 (262001 N/m2), 
D2 (91) values. This general optimized combination gives a higher fuel economy 
of 80 km/lit. From the normal probability plot of Fig. 4 plotted between percent 
versus residual explains that all data are normally distributed, that is as all the data 
points are distributed around the straight line. Hence it satisfies the condition. The
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Table 5 S/N ratio formulations 

Sl. No S/N ratio response configuration Formulae 

1 The smaller, the better S
/
N = −10 log

(∑
Y 2

/
n
)

2 The larger,  the better S
/
N = −10 log

(∑
1
/
Y 2

)/
n 

3 The nominal, the better S
/
N = −10 log

(∑
Y 2

/
S2

)

Table 6 Analysis of variance for S/N ratio 

Source DOF Seq-SS Adj-SS Adj-SS F-value Contribution 
(%) 

Significance 

Speed (m/s) 2 53.6035 39.3249 19.6625 22.72 74.39 Yes 

Load (N) 2 0.4918 3.4225 1.7113 1.98 0.68 No 

Tire pressure 
(N/m2) 

2 4.4342 4.9928 2.4964 2.88 6.15 Yes 

Octane 
number 

1 12.6661 12.6661 12.6661 14.63 12.661 Yes 

Error 1 0.8656 0.8656 0.8656 

Total 8 72.0612

Table 7 Response table for signal to noise ratios (larger is better) 

Level Speed (m/s) Load (N) Tire pressure (N/m2) Octane number 

1 37.78 37.51 37.37 37.33 

2 37.57 37.50 37.59 37.69 

3 37.11 37.46 37.50 − 
Delta 0.67 0.05 0.22 0.36 

Rank 1 4 3 2

Table 8 Optimum parameter settings for low fuel consumption 

Factors Levels Mean of S/N ratio General optimization 

Speed (m/s) A 1 37.7793 A1 (11.11 m/s) 

2 37.596 

3 37.1133 

Load (N) B 1 37.5075 B1 (686.7 N) 

2 37.4983 

3 37.4563 

Tire pressure C 1 37.3733 C2 (262001 N/m2) 

2 37.5899 

3 37.4989 

Octane number D 1 37.3285 D2 (91) 

2 37.686
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Fig. 4 Residual plot for 
signal to noise ratio (Taguchi 
method-larger the better) 

Fig. 5 Main effect plot for 
signal to noise ratio (Taguchi 
method-larger the better)

residual versus fitted plot graph of Fig. 4 investigates that the model developed should 
satisfy the three following conditions, they are even spreading of data, points should 
be populated nearer to zero and points should be located closer to other points in 
X-axis. These all three conditions are satisfied from the second graph. Histogram 
versus residuals graph of Fig. 4 has to follow the following assumptions, it should 
have even tails across the data and each bar is evenly placed which concludes that 
data is not either highly skewed or no outliers are included. Even the tail on both 
sides and each bar is evenly placed is clearly observed from the third graph hence all 
assumptions are satisfied. Residuals versus order plot graph of Fig. 11 is to interpret 
that the residuals are independent or dependent with each other. If the data plotted 
are not following a trend, then the residual points are identified as independent, the 
fourth graph plotted shows that it follows the trend hence the control variables are 
not independent. 
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4.3 Development of Mathematical Model 

Generalized Regression Equation 

The general formula for regression analysis is given by 

Y = b0 + 
k∑

i=1 

bi xi + 
k∑

i=1 

bii  x
2 
i + 

k∑

i /= j 

bi j  xi x j 

Here j = total number of control variables = Four 
i = number of levels = 3. 
i,j = 1,2……, k 
k = 3. 
One of the advantages of performing regression analysis is that in addition to main 

effect, interaction effect contribution can also be acquired. Using Minitab software 
[14] regression analysis is carried out where main factors effects and interaction 
effects were obtained to find the contributing factor to fuel economy. 

Analysis of Variance 

The significance is determined based on F-value. From Table 9 the most signifi-
cant control variable to fuel economy is tire pressure and octane number followed 
by interaction of tire pressure and octane number. The next significant variable is 
interaction between speed and tire pressure followed by speed. Load and interaction 
between load and other parameter is the least significant. 

The final regression equation obtained from Minitab can be written as.

Table 9 Analysis of variance 

Source DOF Adj-SS Adj-MS F-value Significance 

Regression 1 70.4404 10.0629 10.07 Yes 

Speed (m/s) 1 6.0740 6.0740 6.08 Yes 

Load (N) 1 3.6100 3.6100 3.61 No 

Tire Pressure (N/m2) 1 9.8722 9.8722 9.88 Yes 

Octane number 1 9.2036 9.2036 9.21 Yes 

Speed (m/s) * Load (N) 1 2.9696 2.9696 2.97 No 

Speed (m/s) * 
Tire Pressure (N/m2) 

1 6.5497 6.5497 6.55 Yes 

Tire Pressure (N/m2) *  
Octane Number 

1 7.402 7.4902 7.49 Yes 

Error 1 0.9996 0.9996 

Total 8 71.4400 
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Mileage (km/lit)= −  1137+ 12.89 Speed (m/s)− 0.0410 Load N+ 0.00439 Tire 
pressure (N/m2) + 11.51 Octane number + 0.00245 Speed*Load (N) − 0.000063 
Speed (m/s) * Tire pressure (N/m2) − 0.000039 Tire pressure (N/m2) * Octane 
number. 

5 Results and Discussion 

The regression equation developed earlier was simulated in Minitab software to find 
out the effect of one factor against fuel economy. For all variation graphs are plotted. 
The obtained graphs are given. Line graph can also be plotted by taking a dependable 
control variable and fixing other three control variables at their mean values to find 
out the effect of dependable variable on fuel economy which is not approached in 
this article. For better visualization of results surface graph and contour graph are 
plotted. Since speed is the main factor affecting fuel economy, speed is kept as a 
dependable variable and with respect to speed another control factor is considered 
as an independent variable. Figure 6 is a surface plot and Fig. 7 is a contour plot 
respectively. Both the graphs are plotted for mileage vs the speed and load whereas 
the octane number and the tire air pressure both are kept fixed at their mean values, 
i.e., octane number at 88.77 and tire air pressure at 259,702.66 N/m2. From Fig.  6 
mileage is maximum when control factor such as speed at lower level and load at 
lower level respectively. The same phenomena are observed from Fig. 7 contour plot 
where dark green contour region is the region where better mileage will be yielded. 

Figure 8 is a surface plot and Fig. 9 is a contour plot respectively. Both the graphs 
are plotted for mileage vs the speed and tire pressure whereas the octane number and 
the load both are kept fixed at their mean values, i.e., octane number at 88.77 and load 
at 1144.6 N. From mileage is maximum when control factors such as speed at lower 
level and tire pressure at high level, respectively. The same phenomena are observed 
from Fig. 9 contour plot where dark green contour region is the region where better 
mileage will be yielded.

Fig. 6 Surface plot of 
mileage versus load, speed



Enhancing Fuel Efficiency of a Two-Wheeler Based on Taguchi and … 311

Fig. 7 Contour plot of 
mileage versus load, speed

Fig. 8 Surface plot of 
mileage versus speed, tire 
pressure 

Fig. 9 Contour plot of 
mileage versus speed, tire 
pressure 

Figure 10 is a surface plot and Fig. 11 is a contour plot respectively. Both the 
graphs are plotted for mileage vs the speed and octane number where as the tire 
pressure and the load both are kept fixed at their mean values, i.e., tire pressure at 
259,702.66 N/m2 and load at 1144.6 N. From mileage is maximum when control 
factors such as speed at lower level and octane number at high level, respectively. The 
same phenomena are observed from Fig. 11 contour plot where dark green contour 
region is the region where better mileage will be yielded.
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Fig. 10 Surface plot of 
mileage versus speed, octane 
number 

Fig. 11 Contour plot of 
mileage versus speed, octane 
number 

Figure 12 is a surface plot and Fig. 13 is a contour plot respectively. The graph 
is plotted for mileage vs load and octane number where as the tire pressure and the 
speed both are kept fixed at their mean values, i.e., tire pressure at 259,702.66 N/m2 

and speed at 13.88 m/s. From Fig. 12, mileage is maximum when control factors 
such as load at lower level and octane number at high level, respectively. The same 
phenomena are observed from Fig. 13 contour plot where dark green contour region 
is the region where better mileage will be yielded.

Surface and contour plots can also be plotted for control variables such mileage vs 
octane number, tire pressure and Mileage vs tire pressure, load. The graphs described 
in this work gives a very good well explanation about main effects and other minute 
effects between control variables are not shown in the form of graphs. To get a 
bit more clearer understanding about interaction effect, interaction graphs are also 
plotted between a combinations of control variables such as speed vs load, speed vs 
octane number, speed vs tire pressure, octane number vs load, octane number vs tire 
pressure and tire pressure vs load. For this all-possible combination six interaction 
effect graphs are plotted which is given. The two figures such as Fig. 14, and Fig. 15 
explain about the interaction effect between the combination of two control variables
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Fig. 12 Surface plot of 
mileage versus load, octane 
number 

Fig. 13 Contour plot of 
mileage versus load, octane 
number

Fig. 14 Iteration 1 mileage 
interaction plot

for first iteration and second iteration, respectively, and Fig. 16 final result which is 
the mean of first and second iteration, respectively. 

This gives a straightforward answer when the lines are parallel to each other there 
is no interaction between them. For instance, when you see Fig. 15, interaction plot 
between speed and octane number where the lines are aligned parallel to each other
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Fig. 15 Iteration 2 mileage 
interaction plot 

Fig. 16 Mean iteration 
mileage interaction plot

which means there is no relation or interaction between them at any level. Whenever 
the lines are intersecting with each other which means there is an interaction between 
the control variables. More the slope between the lines, the more the interaction 
between those variables. For instance, consider Fig. 15 interaction plot between 
speed and octane number, where there is an interaction between speed low level 
and mid-level line when octane number range gets changed. From these graphs it 
is very much clearer to visualize where the interaction is happening between these 
parameters. 

6 Conclusion 

In this paper, experimental investigation was conducted on Bajaj Platina 100 cc 
motorbike using Taguchi method, ANOVA table and regression analysis. In this 
paper, the fuel economy of the vehicle is found out by bottle mileage method. 
Data used in this article is collected from the experimental results. Taguchi method,
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ANOVA table and regression analysis is carried out using the Minitab software tool. 
Highly influencing control variables affecting fuel economy and optimum combina-
tion to cut down fuel consumption is found out from the mean of SN ratio. From this 
paper, it can be concluded that the fuel economy of a two-wheeler vehicle can be 
improved when maneuvered under an ideal combination of the influencing control 
variables. Optimum combination of control variables is A1-B1-C2-D2. From this 
analysis ideal combination of the control variable for best fuel economy is speed = 
11.11 m/s, load = 686.7 N and tire air pressure = 262,001 N/m2 and octane number 
= 91. Regression equation obtained can be used to find one parameter when the other 
three are known so as to get the best fuel economy within the range. 
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The Impact of Drying Conditions 
on Drying Characteristics, Kinetics, 
and Mass Transfer Parameters 
of Pumpkin Seeds (Cucurbita Maxima) 

Priyanka Dhurve and Vinkel Kumar Arora 

Abstract The drying characteristics, kinetics, and mass transfer phenomenon of 
pumpkin seeds were investigated at 40, 50, and 60 °C temperature and 1.5 m/s, 
air velocity, respectively. The kinetics of the pumpkin seeds drying was predicted 
with the help of six semi-empirical models. Among all models, the Page model was 
predicted to be more appropriate for representing the kinetics of drying pumpkin 
seeds with maximum R2 (0.9995) and minimum χ2 (4.81 × 10–5) and RMSE 
(0.0069). The Deff , Bi, and hm of the seeds were found to be improved from 4.33 × 
10–10 to 5.4 × 10–10 m2/s, 0.2910 to 0.6095, and 3.321 × 10−8 to 8.656 × 10−8 m/s, 
respectively, with the increase of temperature. It was also noticed that a less amount 
of activation energy (17.78 kJ/mol) is needed for moisture diffusion. So, drying at 
60 °C air temperature resulted in a high rate of drying and lower drying time, which 
can be recommended for pumpkin seeds drying. 

Keywords Tray drying · Pumpkin seeds · Effective moisture diffusivity · Mass 
transfer parameters 

1 Introduction 

Pumpkin is most widely grown vegetable around the globe with worldwide produc-
tion is 27 million tons in 2019 [1]. The 72–76% of pulp and by-products, i.e., 2.6–16% 
of peel and 3.2–4.4% of seeds are produced during the processing of pumpkins [2]. 
Pumpkins seeds are an abundant resource of essential amino acids, proteins, vitamins, 
minerals, and antioxidants (tocopherols, carotenoid, and phenolic content) [3]. Most 
countries utilized pumpkin seeds as dried fruits after roasting and salting due to their 
nutritional values, while countries, pumpkin seeds oil is also used for cooking and 
pharmacological purpose [4]. Because of high moisture content and water activity, 
these seeds are extremely liable to microbial spoilage and chemical alteration [5]; 
therefore, drying of such seeds is important at the early stage of further processing.
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Drying is the oldest and most appropriate technique used for preservation and 
inhibited microbial growth which helps to reduce the deterioration of food materials 
[6]. Furthermore, it also cuts the transport and storage expenses. The need of dried 
pumpkin seeds has increased nowadays due to their dietary quality; thus, it stimulated 
the need for efficient and low-cost drying techniques. Therefore, the assortment of 
proper drying methods and conditions is a mainly imperative step in food processing. 
Currently, the utmost used drying method for agricultural material is hot air drying. 
In this method, the transfer of heat and mass occurs simultaneously in an unsteady 
state. Hence, the information on heat and mass exchange phenomenon, viz., diffu-
sivity, activation energy, and mass transfer constraints at varied drying conditions 
are essential to dryer design and for value products [7]. 

Effect of drying conditions of any drying method is important to supply the best 
quality of food materials. For optimization and simulation, mathematical modeling 
is proposed. Subsequently, mathematical modeling is comprehensively utilized for 
the assurance of the absolute time needed for drying and the improvement of drying 
kinetics. Several studies of drying kinetics for pumpkin seeds have been done with 
natural and forced convection solar drying [8], solar and hot air drying [9], fluidized 
bed drying [10–12], and infrared dryer [13] has been reported previously. However, 
studies on pumpkin seeds drying that estimated mass transfer parameters are very 
limited with mathematical modeling of moisture ratio. 

The objective of the present work is to investigate the characteristics of pumpkin 
seeds dried using a tray drye at different temperature. Also, to determine the mass 
transfer characteristics such as effective moisture diffusivity, activation energy, and 
mass transfer parameters at different level of temperature. 

2 Materials and Methods 

2.1 Raw Materials 

The procurement of pumpkins (Cucurbita maxima) was done New Delhi market, 
India. Pumpkin sliced by half to remove seeds and then washed with distilled water. 
The clean seeds were packed in an LDPE airtight bag at −10 °C till trials. Fresh 
seed’s initial moisture content (IMC) was determined using AOAC method 934.06 
[14]. 

2.2 Drying Systems and Experimental Procedure 

A lab-scale tray drying system was used to study thin layer drying kinetics under 
different temperature. The tray dryer consists of a circulation fan with a 0.5 hp motor, 
an electrical heater, and a drying chamber.
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Pumpkin seeds having an IMC of 1.33 kg water/kg dry matter were fed to dry in 
a dryer at air 40, 50, and 60 °C temperatures and 1.5 ms−1 constant air velocity. The 
dryer was operated for 30 min without load before each experiment. For experiments, 
seeds were evenly spread on a tray in dryer. The mass of the tray was documented at 
certain time intermissions, 10 min intermissions in the first 1 h, 15 min intermissions 
in the next 1 h, and at last, for 20 min, till a persistent mass was accomplished. After 
drying, the last sample was placed in a desiccator to cool, and then, the final moisture 
content (FMC) and dry mass were determined. The trials were repeated three times. 

2.3 Drying Characteristics 

The moisture ratio was evaluated by given Eq. 1: 

MR = 
M − Me 

Mi − Me 
(1) 

where MR: ratio of water content, M: water content at period t, Mi and Me: IMC and 
EMC, respectively. The unit of water content is kg H2O/kg dry matter. 

The drying rate (DR) stated the quantity of moisture removed from the sample per 
unit time, and it was estimated by Eq. 2 [15]. 

DR = 
Mt+dt  − Mt 

dt  
(2) 

where Mt+dt : water content at different succession period (kg H2O/kg dm), t: period 
(min), dt : period difference (min). 

2.4 Drying Kinetics 

The moisture ratio data were calculated and fitted into six semi-empirical models to 
evaluate the pumpkin seeds drying kinetics. The mathematical models depleted in 
the current work are depicted in Table 1. The constants of the model were calculated 
with the help of nonlinear regression analysis. The conditions set to choose best-fit 
model were maximum R2 and minimum χ2 and root mean square error (RMSE). 
These statistical indicators were determined by the equation given in Jahedi et al. 
(2018) [16].
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Table 1 Semi-empirical 
models used to predict the 
pumpkin seeds drying 
behavior 

Models Equations References 

Page MR = e(−ktn) [17] 

Modified page MR = e(−kt)n [18] 

Newton MR = e(−kt) [19] 

Henderson and pabis MR = a × e(−kt) [20] 

Two-term MR = 
a × e(−kt) + b × e(−k1t) 

[21] 

Logarithmic MR = a × e(−kt) + c [9] 

2.5 Diffusion Coefficient (Deff) and Activation Energy (Ea) 

The moisture diffusivity concept is undertaken to correlate drying kinetics and exper-
iment data of agricultural products throughout the falling rate phase. The fact was that 
moisture diffusion is affected by a moisture concentration gradient. The mechanism 
of moisture transportation or Deff of materials is explained by Crank’s simplified 
solution of Fick’s second equation as follows [22]: 

MR =
[
8 

π2

] ∞∑
n=0 

1 

(2n + 1)2 
exp

[−π2(2n + 1)Def  f  .t 

4H 2

]
(3) 

As the first term (n = 0) of Eq. 3 expressed the better immediate solution in the 
extended drying, which is given as follows: 

ln · MR = ln

[
8 

π2

]
−

(
π2 

4H2 Def  f  · t
)

(4) 

The plot of natural logarithmic MR against drying time was used to get the slope 
to compute moisture diffusivity as follows [15]: 

Slope = 
Def  f  × t 
4H 2 

(5) 

where t: time (min), H: half of the thickness of seed (m). 
The relationship between Deff and inverse absolute temperature (1/K) was implicit 

to be an Arrhenius function to calculate activation energy and represented by Eq. 6 
[23]: 

Def  f  = D0 exp

(
− Ea 

R(T + 273.15)

)
(6) 

The Ea was calculated by slope obtained from plot ln (Deff ) against  1/T.
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2.6 Mass Transfer Constraints 

The Biot number (Bi) and convective mass transfer coefficient (hm) are considered 
parameters of mass transfer, and they were estimated by Eqs. (7–9) [24]. It is stated 
that the Bi is a dimensionless number that evaluates the relationship between the heat 
transfer rate of internal convention and external convention [25]. It correspondingly 
indicates the resistance of water diffusion within a drying material. Biot number is 
calculated as follows [26]. 

Bi = 
24.848 

D0.375 
i 

(7) 

Dincer number (Di) is stated by the influence of airflow on heating and cooling 
coefficient. Di is expressed by using Eq. 8: 

Di = 
v 

kH  
(8) 

And the hm was governed by the Eq. 9: 

Bi = 
hm H 

Def  f  
(9) 

where v: airflow,  ms−1; H: drying material thickness (0.00379 m), m; k: constant of 
drying was selected from the best-predicted model. 

3 Results and Discussion 

3.1 Evaluation of Characteristics of Drying 

Pumpkin seeds were dehydrated from average IMC, i.e., 1.33 ± 0.079 kg H2O/kg 
dm to average FMC, i.e., 0.088 ± 0.0084 kg H2O/kg dm. The total time taken to 
complete the drying process was over 7.2, 6.2, and 5.4 h at 40, 50, and 60 °C, 
respectively. Figure 1a reveals the moisture content of seeds decreases with the 
progress of drying in all experiments. Continuously decrease in moisture content 
expressed that the moistures dispersion process overseen by interior mass transfer. 
The process of drying from start to end is only taken place in the rate of falling phase. 
It was also seen that a steeper slope at a higher temperature indicates a higher drying 
rate (Fig. 1b). Higher temperatures exhibit to faster drying time and at the same time 
high drying rate due to a rise in temperature gradient between air and seeds, which 
helped to boost moisture evaporation from seeds [10, 27].
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Fig. 1 Kinetics of pumpkin 
seed drying: a variations in 
MC; b variation in the DR, 
and c MR variation with time 

The high drying rate was detected at the commencement of drying due to high IMC 
in the seed causing the excessive rate of diffusion of water from the seed center to the 
outer layer and neighboring seed surface [11]. As drying progresses, the moisture 
evaporation rate from the center to the surface is restricted which diminishes the 
drying rate significantly which can be expressed by a reduction in moisture ratio 
(Fig. 1c). In Fig. 1c, moisture ratio curve shows a slight lag in increasing the rate of 
drying because the seeds’ surface temperature was lower than the drying temperature. 
Hence, the surface moisture gradient elevated steadily as the surface temperature of 
seeds increased resulting in a rising driving force for mass transfer externally. 

These findings were comparable to the previously published reports for other 
seeds of castor (Ricinus communis) [28], watermelon [29, 30], and Jatropha curcas 
L [31].



The Impact of Drying Conditions on Drying Characteristics … 323

3.2 Mathematical Modeling 

From the statistical indicators obtained from experimental data fitted in all models, 
it was noticed the R2 of all models varied from 0.95 to 0.99; values of RMSE varied 
from 0.0069 to 0.0390, and χ2 ranged from 4.81 × 10–5 to 1.32 × 10–3. Among all 
models except the modified page model, all models fit adequately to experimental 
data. Page model gave comparatively highest R2 (0.9995) and lowest χ2 (4.81 × 
10–5) and RMSE (0.0069) values at a temperature of 50 °C which was found quite 
well to represent the behavior of pumpkin seed drying in tray drying. From Table 
2, it was seen that constant of drying (k) increased with the ascent of temperature 
true to form, showing the impact of drying temperature on water evaporation during 
drying. Page model empirical constant (n) affects the drying time moderately and 
helps to give the best result for estimating moisture loss [32]. The experimental data 
MR versus predicted MR were compared for validation and presented in Fig. 2. 

Table 2 Statistical indicators and drying coefficients of semi-empirical models at different drying 
conditions 

Models T, °C Constants R2 χ2 RMSE 

Newton 40 
50 
60 

k = 0.0111 
k = 0.0170 
k = 0.0236 

0.9849 
0.9867 
0.9960 

1.70 × 10–3 
1.33 × 10–3 
3.23 × 10–4 

0.0412 
0.0365 
0.0180 

Logarithmic 40 
50 
60 

k = 0.0116; a = 1.1115; c = 
− 0.0233 
k = 0.0173; a = 1.0841; c = 
− 0.0142 
k = 0.0240; a = 1.0128; c = 
0.0088 

0.9946 
0.9923 
0.9967 

6.11 × 10–4 
7.69 × 10–4 
2.65 × 10–4 

0.0247 
0.0277 
0.0163 

Modified page 40 
50 
60 

k = 0.0107; n = 1.0000 
k = 0.017; n = 1.0000 
k = 0.0236; n = 0.9991 

0.9861 
0.9750 
0.9960 

1.56 × 10–3 
1.32 × 10–3 
3.23 × 10–4 

0.0390 
0.0363 
0.0184 

Page 40 
50 
60 

k = 0.0028; n = 1.3008 
k = 0.0044; n = 1.3242 
k = 0.0201; n = 1.0417 

0.9983 
0.9995 
0.9963 

1.90 × 10–4 
4.81 × 10–5 
3.01 × 10–4 

0.0138 
0.0069 
0.0174 

Henderson and pebis 40 
50 
60 

k = 0.0123; a = 1.0985 
k = 0.0180; a = 1.0752 
k = 0.0241; a = 1.0177 

0.9932 
0.9915 
0.9963 

7.66 × 10–4 
8.49 × 10–4 
3.00 × 10–4 

0.0277 
0.0291 
0.0173 

Two term 40 
50 
60 

k = 0.0842; a = −  0.2587; 
b = 1.2604; k1 = 0.0141 
k = 0.0196; a = 1.1624; 
b = -0.1624; k1 = 1.000 
k = 0.0256; a = 0.9873; 
b = 0.0371; k1 = 0.0057 

0.9995 
0.9965 
0.9968 

5.20 × 10–5 
3.47 × 10–4 
2.55 × 10–4 

0.0072 
0.0186 
0.0160
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Fig. 2 Experimental versus 
predicted moisture ratio plot 
of pumpkin seed 

3.3 Mass Transfer Characteristics 

The Deff changed from 4.33 × 10–10 to 5.39 × 10–10 as the temperature escalated 
from 40 to 60 °C. It was indicated that moisture diffusivity rises with the raise of 
temperature. The reason might be that diffusion of water molecules from the product 
creates the intercellular pore inside the product causes the rise of porosity [33]. 
Comparable results were stated for black pepper by Jayatunga et al. [34], watermelon 
seeds by Dhurve et al. [29]. The energy needed to activate the drying of pumpkin 
seeds was obtained to be 17.78 kJ/mol. 

A dimensionless Biot number (Bi) signifies the evaporation rate of water during 
the drying. Generally, drying conditions and type of food product influence the Biot 
number values. The Bi and hm values were computed by Eqs. (6–8) were summarized 
in Table 3. From observation, the decision was made that with the temperature rise, 
the Bi number increased from 0.2910 to 0.6095. It was reported that if the Bi is below 
30, then drying is constrained by diffusion and surface [35]. The value obtained in the 
current study falls within 30 which signifies the drying of pumpkin seeds restricted 
by diffusion and surfaced. Comparable results were found for cocoyam, apples, and 
moringa leaves dehydrated in a convective drying [36] and vacuum dryer [37] as the  
temperature rise. The values of hm at various temperatures were varied from 3.321 
× 10−8 to 8.656 × 10−8 for pumpkin seed. The results verify that hm increases with 
the increase of temperature. The reason for the rise in the rate of mass transfer is the 
emerge of available thermal energy within food commodities due to the elevation of 
heat which excites the water molecules [38]. 

Table 3 Values of mass transfer constraints and activation energy at different drying conditions 

Drying Conditions, °C Deff (m2s−1) Ea (KJ mol−1) k Bi hm × 10–8 (ms−1) 

40 4.33 × 10–10 17.78 0.0028 0.2910 3.321 

50 4.80 × 10–10 0.0044 0.3448 4.301 

60 5.39 × 10–10 0.0201 0.6095 8.656
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4 Conclusion 

A tray dryer was used to dry pumpkin seeds at three distinct temperatures 40, 50, 
and 60 °C, and at 1.5 m/s, it is concluded that. 

1. The drying time and drying rate were essentially influenced by temperature later 
demonstrated by an increment in mass exchange coefficient. It was noticed that 
drying was taken place in the period of falling rate. 

2. Among all models, the most precisely fitted model was found to be Page model 
with R2 (0.9995) for anticipating pumpkin seeds drying kinetics. 

3. The values of Deff , Bi, and hm were obtained in the range of 4.33 × 10–10 to 5.39 
× 10–10, 0.2910 to 0.6095, and 3.321 × 10−8 to 8.656 × 10−8, respectively. 

4. Lower drying time and fast mass diffusion were observed at a temperature of 
60˚C; thus, it is very well suggested for future drying, and also, Ea was found to 
be in the moderate range. 

5. However, it is advisable to perform experiments on investigate the effect of high 
temperature on nutritional profile. 

Acknowledgements The authors are thankful to the Department of Food Engineering, NIFTEM 
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25. Şevik S, Aktaş M, Can E, Arslan E, Doğuş A (2019) Performance analysis of solar and solar-
infrared dryer of mint and apple slices using energy-exergy methodology. Sol Energy 180:537– 
549. https://doi.org/10.1016/j.solener.2019.01.049 

26. Tarafdar A, Jothi N, Kaur BP (2021) Mathematical and artificial neural network modeling 
for vacuum drying kinetics of Moringa olifera leaves followed by determination of energy 
consumption and mass transfer parameters. J Appl Res Med Aromat Plants 24:100306. https:// 
doi.org/10.1016/J.JARMAP.2021.100306 

27. Malakar S, Alam M, Arora VK (2022) Evacuated tube solar and sun drying of beetroot slices: 
comparative assessment of thermal performance, drying kinetics, and quality analysis. Sol 
Energy 233:246–258. https://doi.org/10.1016/J.SOLENER.2022.01.029 

28. Perea-Flores MJ, Garibay-Febles V, Chanona-Perez JJ, Calderon-Dominguez G, Mendez-
Mendez JV, Palacios-González E, Gutierrez-Lopez GF (2012) Mathematical modelling of 
castor oil seeds (Ricinus communis) drying kinetics in fluidized bed at high temperatures. Ind 
Crops Prod 38:64–71. https://doi.org/10.1016/j.indcrop.2012.01.008 

29. Dhurve P, Arora VK, Yadav DK, Malakar S (2022) Drying kinetics, mass transfer parameters, 
and specific energy consumption analysis of watermelon seeds dried using the convective dryer. 
Mater Today Proc. https://doi.org/10.1016/J.MATPR.2022.02.008 

30. Doymaz I (2014) Experimental study and mathematical modeling of thin-layer infrared drying 
of watermelon seeds. J Food Process Preserv 38:1377–1384. https://doi.org/10.1111/jfpp. 
12217

https://doi.org/10.1080/07373937.2015.1119840
https://doi.org/10.3390/foods8050147
https://doi.org/10.1371/journal.pone.0013135
https://doi.org/10.1016/J.SOLENER.2021.07.077
https://doi.org/10.1016/J.SOLENER.2021.07.077
https://doi.org/10.1007/S00231-018-2377-4
https://doi.org/10.1002/fsn3.1582
https://doi.org/10.1016/j.fbp.2010.09.001
https://doi.org/10.1155/2021/7739732
https://doi.org/10.1016/S0017-9310(02)00031-5
https://doi.org/10.1016/j.solener.2019.01.049
https://doi.org/10.1016/J.JARMAP.2021.100306
https://doi.org/10.1016/J.JARMAP.2021.100306
https://doi.org/10.1016/J.SOLENER.2022.01.029
https://doi.org/10.1016/j.indcrop.2012.01.008
https://doi.org/10.1016/J.MATPR.2022.02.008
https://doi.org/10.1111/jfpp.12217
https://doi.org/10.1111/jfpp.12217


The Impact of Drying Conditions on Drying Characteristics … 327

31. Keneni YG, Hvoslef-Eide AT, Marchetti JM (2019) Mathematical modelling of the drying 
kinetics of Jatropha curcas L. seeds. Ind Crop Prod 132:12–20. https://doi.org/10.1016/j.ind 
crop.2019.02.012 

32. Ertekin C, Firat MZ (2017) A comprehensive review of thin-layer drying models used in 
agricultural products. Crit Rev Food Sci Nutr 57:701–717. https://doi.org/10.1080/10408398. 
2014.910493 

33. Aprajeeta J, Gopirajah R, Anandharamakrishnan C (2015) Shrinkage and porosity effects on 
heat and mass transfer during potato drying. J Food Eng 144:119–128. https://doi.org/10.1016/ 
j.jfoodeng.2014.08.004 

34. Jayatunga GK, Amarasinghe BMWPK (2019) drying kinetics, quality and moisture diffusivity 
of spouted bed dried Sri Lankan black pepper. J Food Eng 263:38–45 

35. Getahun E, Delele MA, Gabbiye N, Fanta SW, Vanierschot M (2021) Studying the drying char-
acteristics and quality attributes of chili pepper at different maturity stages: experimental and 
mechanistic model. Case Stud Therm Eng 26. https://doi.org/10.1016/J.CSITE.2021.101052 

36. Ndukwu MC, Dirioha C, Abam FI, Ihediwa VE (2017) Heat and mass transfer parameters in 
the drying of cocoyam slice. Case Stud Therm Eng 9:62–71. https://doi.org/10.1016/J.CSITE. 
2016.12.003 

37. Nadi F, Tzempelikos D (2018) Vacuum drying of apples (cv. Golden Delicious): drying 
characteristics, thermodynamic properties, and mass transfer parameters. Heat Mass Transf 
54:1853–1866. https://doi.org/10.1007/S00231-018-2279-5 

38. Darvishi H, Farhudi Z, Behroozi-Khazaei N (2017) Mass transfer parameters and modeling of 
hot air drying kinetics of dill leaves. Chem Prod Process Model 12:1–12. https://doi.org/10. 
1515/CPPM-2015-0079

https://doi.org/10.1016/j.indcrop.2019.02.012
https://doi.org/10.1016/j.indcrop.2019.02.012
https://doi.org/10.1080/10408398.2014.910493
https://doi.org/10.1080/10408398.2014.910493
https://doi.org/10.1016/j.jfoodeng.2014.08.004
https://doi.org/10.1016/j.jfoodeng.2014.08.004
https://doi.org/10.1016/J.CSITE.2021.101052
https://doi.org/10.1016/J.CSITE.2016.12.003
https://doi.org/10.1016/J.CSITE.2016.12.003
https://doi.org/10.1007/S00231-018-2279-5
https://doi.org/10.1515/CPPM-2015-0079
https://doi.org/10.1515/CPPM-2015-0079


Study of Aerodynamic Components 
on the Rear of the Car and the Effects 
of Varying Design Parameters 

Harshit Dawar , Gurparas Singh, and Himanshu 

Abstract Aerodynamics plays an important role in motorsport and the automotive 
industry, has made remarkable advances over the past three decades and is still an 
outstanding research area today. Every year lap time records are broken in almost 
every eminent motorsport branch due to advancements, which are mostly down to 
the aerodynamics of the vehicle. In the present work, the effect of design and specific 
orientation of aerodynamic components, namely, the rear wing and the diffuser was 
studied to determine coefficient of drag and lift of the vehicle. The work is divided 
into two sections, firstly the CAD model of three different rear wing profile was 
developed using Ansys Fluent Simulation software for the wing profile used in the 
car without altering diffuser. Thereafter, after careful calibration of the boundary 
conditions the numerical simulation of the same was carried out. The models were 
divided into four cases: without rear wing (only car), the model with a full rear wing, 
a quarter sized rear wing and a wing that is half the size of the rear wing. It was 
concluded that the full wing creates the most drag, but the lift is more than enough 
to compensate for that. Surprisingly the drag created in half wing is not as much as 
the drag created by Quarter wing, which is counter intuitive because in the half wing 
model, the surface area is double the surface area of the wing in quarter wing. 

Keywords Computational fluid dynamics · Aerodynamics · Car · Car wing · Car 
spoiler · Wing span · Fluent · ANSYS 

1 Introductions 

The prominence of aerodynamics in the motorsport industry is not unheard of. Ever 
since Colin Chapman stuck a wing on the back of a formula one car the motorsport 
world changed forever. We wanted to explore the same. Considering the current 
formula one climate where the turbulent models are being completely transformed 
by changing the front and the rear wing, we thought that it is pertinent to carry out
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research regarding the effect on turbulence and the drag/lift coefficients of various 
sizes of the rear wing. We studied the literature already studied by Ghaffar et al. 
[1] and Mckay [2] and found out that although many research papers have been 
published regarding the effect of aerodynamics none tests the size of the rear wing, 
against a standard f-1 sized diffuser. We based our study on the methodology used 
by Hu et al. [3] where they tested various diffuser angles on a sedan vehicle to 
get the optimum value and hence compared the results. In this project we studied 
how different wing parameters affect the downforce and drag and how they can 
be optimized for maximum downforce without creating much drag at the expense. 
We test our study using a CFD software (ANSYS) to simulate the conditions and 
entirely learn the behavior of a wing. Wing span sizes will be varied as: full length 
wing; half-length wing; three-quarter of the track width; and no wing at all, all the 
while considering a diffuser working along with it. The project analyses and then 
compares the different wingspans with the diffuser or without conditions and hence 
find an optimal solution by performing a CFD analysis. 

2 Methodology 

A 3-D model was made using the CAD software SolidWorks and CATIA. The dimen-
sions of this model were taken, using the A5 car segment vehicle size class specifica-
tions which goes from 4701 to 5000 mm for executive cars. For example, Mercedes 
Benz E class, BMW 5 series. The vehicle model made here is a sedan. In order to 
reduce the computation time, the sedan was simplified. The rear-view mirrors, the 
front grill, the bottom transmission and the shafts from the underbody were omitted. 
Three different models of wings were designed of quarter width, half width and full 
width, and a standard diffuser according to the research conducted by Huminic et al. 
[4] and Hu et al. [3] for all the four models with half wing, full wing, quarter wing and 
no wing. The models will be therefore tested using Ansys fluent simulation tool [5, 
6]. Among the major forces acting on the body due to the air we have two main 
forces that is the Lift force and the Drag (frictional) force. Where the drag force is 
the horizontal force opposing the motion of the vehicle and the lift force is the vertical 
force acts vertically downwards to push the vehicle to the ground mathematically 
described as: 

CD = D 
1 
2 ρ V 2 A 

(1) 

CL = L 
1 
2 ρ V 2 A 

(2) 

We need to model the flow to solve these equations correctly and obtain this value, 
and to do the same we have the choice of various turbulence models. Turbulence 
models: There are basically three different types of turbulence models namely,
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1. First order closure model 
2. Second order closure model 
3. Gradient diffusion assumption second order diffusion model: 

The Navier Stoke’s 3-D equation is all instantaneous 

∂ui 
∂ xi 

= 0 (3)  
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So, to link all the Reynold’s stresses with the mean velocity gradient, we have the 
Boussinesq-eddy turbulent heat and mass transfer. It is theoretically more accurate 
and a better method than the other models, and the second order closure model is 
applied for the momentum and not for the heat and mass flux. 
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Boussinesq hypothesis: 
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μt = ρCμ 
k2 

ε 
(13) 

(Turbulent viscosity) 
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(Kinetic energy of turbulent fluctuations) 

ε = v 
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∂u,
i 

∂x j 
(16) 

(Dissipation of turbulent kinetic energy) 
k is a measure of energy associated with the turbulent fluctuations. 
1is caused by the work done by the smallest eddies in the flow against the viscous 

stresses. 

2.1 Design of Model and Wing Profile 

The vehicle of sedan type [7] was specifically chosen, so that the results could be 
validated from the official data from the Tesla database, and hence the design is 
loosely based on a Tesla Model S. The model was simplified by removing the rear 
wings and the closure of panel gaps over the surface of the entire model. The tires 
were also simplified to reduce the computational time. The design of the car and the 
dimensions of the model are as follows: 

Height: 1445 mm, Width: 2189 mm, Length: 4970 mm (Fig. 1). 
The design of the wing: The wing profile was designed using the software aero foil 

engineering app. the wing was designed on the basis of the following specifications. 
NACA 63,010, Wing span-1.9 m, AR = 6:4, CD = 1.0, CL = −7.541, Chord 

length = 250 mm (Fig. 2). 

2.2 Mesh Details 

The Mesh and the boundary conditions were set as follows for the simulation (Figs. 3 
and 4).
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Fig. 1 Images of the car, in clockwise direction from the top left image, front perspective view, 
left side view, front view, top view 

Fig. 2 Pressure gradient distribution over the wing 

Fig. 3 Mesh details
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Fig. 4 Inflation layer around 
the wing 

Mesh details:

Global mesh quality minimum size: 0.5 m 
Maximum size: 1.0 m 
Curvature capture: Enabled 
Curvature normal angle: 18 deg 

Inflation layer is used here to capture the boundaries layer separation accurately 
and to get a much better understanding of the boundary effects of the flow around 
the body more accurately. Inflation: Based on what is advised for vehicle external 
aerodynamics with ANSYS FLUENT® by Lanfrit [5] guideline, the inflation option 
has been set as “First Aspect Ratio” instead of “Smooth Transition” (which was the 
default value). 

Use Automatic Inflation 
Program Controlled 
Inflation Option First Aspect Ratio 
First Aspect Ratio = 5 
Maximum Layers = 5 
Growth Rate = 1.2 (20%) 

2.3 Boundary Conditions (Table 1) 

2.4 Reference Values 

Reference Values are computed from Inlet. 
For Calculating the Area, we have used the inbuilt method of fluent called 

Projected Areas that is available under Reports, in Results. We have kept in mind that 
the Minimum Feature Size value is kept as minimum as possible, or you can keep 
the Minimum Feature Size is equal to the size the smallest feature in the direction of 
area projection.
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Table 1 Boundary 
conditions 

Boundary conditions (for all cases and benchmarks) 

Velocity inlet Velocity 31.298 m/s 

Turbulence 
specification method 

Intensity and 
viscosity ratio 

Turbulent intensity 
(%) 

1.00 

Turbulent viscosity 
ratio 

10 

Pressure outlet Gauge pressure 0 Pascals 

Turbulence 
specification method 

Intensity and 
viscosity ratio 

Backflow turbulent 
intensity (%) 

10.00 

Backflow turbulent 
viscosity ratio 

10 

Wall zones 
Wall roughness 

Shear condition No slip 

Wall motion Stationary wall 

Roughness models Standard 

Sand-grain roughness 

Roughness height (m) 0 

Roughness constant 0.5 

Fluid property Fluid type Air 

Density 1.175 kg/m3 

Kinematic viscosity 1.8247 × 
10–5 kg/m s 

3 Results of the Simulation 

The results of the simulations have been divided into four different cases based on 
the four different types of orientations/wing setups of rear wing. 

Case 1: The vehicle without the rear wing. 
Case 2: The vehicle with the full rear wing. 
Case 3: The vehicle with the quarter sized rear wing. 
Case 4: The vehicle with half the size of the rear wing. 

3.1 Case 1: Simulation Results of the Vehicle Only 

We can see that the velocity cut plot distribution without the wing we see a smaller 
recirculation area (Figs. 5 and 6).
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Fig. 5 Pressure distributions contours of Case 1 

Fig. 6 Velocity distributions of Case 1 

In this velocity cut plot distribution, we see stagnation points under the vehicle, 
and under the rear side of the vehicle we see the high wind speed, corresponding to 
a low pressure and hence contributing to the downforce. The low wind speed in the 
rear of the vehicle correlates to the high wind speed just under the rear body, and 
proceeds to push the vehicle down. 

3.2 Case 2: The Vehicle with the Full-Sized Rear Wing 

With the addition of the wing, we can clearly see that the air above the wing is 
moving much slower and the air below the wing is faster thus providing that extra 
downforce that was expected of it. The rest of the airflow does not change much 
around the vehicle and we can see the pattern remains the same more or less, just 
with the addition of the wing, we get some additional downforce at the rear end of 
the vehicle (Figs. 7 and 8).
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Fig. 7 Velocity distribution of Case 2 

Fig. 8 Pressure distribution contours of Case 2 

3.3 Case 3: The Vehicle with Quarter the Size of the Original 
Wing 

Here, the size of the wing was changed and we see that as expected, the wing provides 
some downforce but still not enough as the full-sized wing given the fact that the 
surface area is significantly reduced in Case 3 (Figs. 9 and 10). 

The velocity distribution is not changed much because the orientation of the wing 
remains the same and so do the boundary conditions and the angle of incidence and 
all remain the same. In this case we can see that the addition of the wing does more 
harm than good, as it significantly increases the value of the drag coefficient and the 
lift coefficient takes a hit for the worse. It is significantly less than the full wing or 
even Cl in our Case 1.
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Fig. 9 Velocity distribution of Case 3 

Fig. 10 Pressure distribution contours of Case 3 

3.4 Case 4: The Vehicle with the Wing Half the Size 
of the Original Wing 

Since the change in size was compared in Case 2, we change the orientation of the 
wing in this one by putting the wing horizontally symmetrically outwards (Fig. 11). 

In this pressure contour distribution, we see the orientation of the wing, has been 
changed, it has been placed horizontally outwards from the vehicle. Where the flow 
over the wing is almost as it should be, we see that the fact that the total flow of 
the air over the vehicle is almost exact as the contours on the car without the wing 
attached (Fig. 12). 

From the velocity cut plot distribution it seems clear that the change in orientation 
does not necessarily make any difference to the original, since the flow over the car 
remains the same, almost exact as in Case 1. So, we can say that changing the 
orientation of the wing, makes little to no difference, in fact we see that it increases 
the drag, without providing the compensating lift forces to go with it.



Study of Aerodynamic Components on the Rear of the Car … 339

Fig. 11 Static pressure distribution contours Case 4 

Fig. 12 Velocity magnitude distribution of Case 4 

4 Conclusion 

We can easily deduce the fact that the orientation of the wing matters, but not enough 
to overcome the effect of surface area. The full wing creates the most drag, but the 
lift is more than enough to compensate for that. The change in orientation of the 
wing in Case 4, is unable to make a difference because of its lack of surface area. 
Surprisingly the drag created is not as much as the drag created by Quarter wing, 
which is counter intuitive because in Case 4, the surface area is double the surface 
area of the wing in Case 3. The full wing creates the most drag, but the lift is more 
than enough to compensate for that. Surprisingly the drag created in half wing is not 
as much as the drag created by Quarter wing, which is counter intuitive because in 
the half wing model, the surface area is double the surface area of the wing in quarter 
wing (Table 2).
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Table 2 Complied table of 
CD and CL from the four 
cases 

Cases CD CL 

Case 1 (Without rear wing) 0.29 −0.38 

Case 2 (With the full rear wing) 0.38 −0.47 

Case 3 (With the quarter sized rear wing) 0.34 −0.056 

Case 4 (With half the size of the rear wing) 0.339 −0.222 
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