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Preface

In recent years, as some of the key drivers Industry 4.0, the enabling technologies
including artificial intelligence, big data, cloud computing, Internet of Things, block
chain, robotics, and digital twin have been widely attracting a lot of attention from
researchers and practitioners. In addition, the development of soft computing tech-
niques has enabled researchers to createmore fidelity data-drivenmodels and provide
innovative solutions to real-world problems.

As we see today, the technologies are moving towards industry and society in the
interdisciplinary mode to solve the societal problem; with this thought, this project
is carried out and we believe that with collection of selected work by various author,
this book helps many level people from academia to industry at different ways.

This book provides the latest research findings in the emerging technologies with
special focus on soft computing intelligent techniques and applications in various
fields of engineering, particularly smart eco-system including smart manufacturing
and smart agriculture.

Starting from artificial intelligence to mechanics, robotics and how technology is
helping in management is covered very selectively. We believe that the collection of
these research works will be proved helping to give a support edge to many research
problems.

The book is a comprehensive resource and will be beneficial for students, engi-
neers, researchers, and practitioners who want to explore intelligent computing algo-
rithms as well as harness different smart and cutting-edge technologies in solving
current challenging engineering problems.

The book shares the highlights about the

6G discussion about futuristic approach
Artificial intelligence and management
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Threshold Text Classification with
Kullback–Leibler Divergence Approach

Hiep Xuan Huynh, Cang Anh Phan, Tu Cam Thi Tran, Hai Thanh Nguyen,
and Dinh Quoc Truong

Abstract Text classification based on thresholds belongs to the supervised learning
method which assigns text material to predefined classes or categories based on
different thresholds with divergence approach. These categories are identified by a
set of documents trained by an automated algorithm. This work presents an approach
of text classification using an automatic keyword extraction algorithm based on the
Kullback–Leibler divergence approach. The proposed method is evaluated on 2000
documents in Vietnamese, covering ten topics, collected from various e-journals and
news portal Web sites including vietnamnet.vn, vnexpress.net, and so on to generate
a completely new set of keywords. Such keywords, then, are leveraged to categorize
the topic of new text documents. The obtained results verifying the practicality of
our approach are feasible as well as outperform the state-of-the-art method.

Keywords Kullback–Leibler divergence approach · Threshold text classification ·
Vietnamese text documents

1 Introduction

Text classification based on threshold with multiple keywords is a fundamental
problem of natural language processing where successful research process can save
time for tasks including information summarization and search [1, 2]. The research
results of text classification approaches have already been deploying in many appli-
cations which consist of the information retrieval, the text filtering, and the automatic
news aggregator. Text documents can be automatically labeled (class/topic) based on
different thresholds with divergence approach [3, 4]. Whichever method is deployed,
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2 H. X. Huynh et al.

previous approaches usually analyze the full-text content of the document to do clas-
sification tasks [4–6]. That means the process of the classification has to handle a
large number of features. For that reason, we usually analyze the usefulness of a set of
keywords to search for documents such as the books or the scientific articles, the news
articles, or the magazines. This shows that the keywords can show up core content,
key of the document [7], and so, they can be used as the topic of the document.
Therefore, this study recommends that if we are able to identify a set of keywords
that represent a specific topic based on the divergence approach, such keywords can
be utilized to categorize new upcoming documents [8] with this method.

The text classification has been applied widely and also proposed in numerous
studies. The authors in [9] proposed a two-stage framework including a network to
identify the topics and utilize the learned knowledge when the learning did at the
first stage to learn a sentiment classification model based on the context. Wang et al.
in [10] presented two sets of parallel topic modeling processes, namely twin labeled
LDA (TL-LDA). Threshold text classification using a vast of keywords has become
popular, and this really helps save time for tasks of aggregating, searching, and
managing data information [1, 2]. Text classification tasks were proposed in a vast
of research which can be applied in numerous fields including searching, retrieving,
and extracting information, automated news aggregator, and useful applications in
electronic library. Documents are automatically labeled (class/topic) conducted from
the extracted content or full-text content using a vast of thresholds [3]. For a variety
of proposed methods, the authors usually consider documents’ full-text content to
perform text classification tasks [5, 6, 11–14]. This leads to the classification tasks
have to process with a huge number of features while the authors often face the limi-
tations of computation resources. As seen frommany real applications, we frequently
use a set of keywords to look for materials, scientific article, and etc. We can see that
such keywords enable us to find the crux of the document and core content [7]. In this
work, we propose a hypothesis that we are able to leverage such keywords to do clas-
sification tasks on the new coming documents based on a set of identified keywords
which can represent a specific topic of the document. The issues including the varia-
tions among the thresholds with divergence approach are not observed carefully. Our
study presents a new approach using keywords with different thresholds combined
a divergence algorithm for text classification tasks. The motivation comes from the
success of previous studies in the research area of automatic keyword extraction [3]
and the research on the classification tasks using only the set of keywords based on
various thresholds by divergence approach instead of the whole content.
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2 Automatic Keyword Extraction Using Various
Thresholds

2.1 Techniques for Word Segmentation

Natural language processing involves a lot of problems including machine transla-
tion, text summarization, and information extraction. To successfully resolve these
challenging problems, word segmentation is important. Word segmentation aims to
divide a string of written language into its component words (meaning words). As
stated in [15, 16], a phrase is exhibited as a sequence including blank-separated
syllables c1, c2, cn. For Vietnamese language, most of compound words include
2 syllables while the most frequent case of ambiguity composes of 3 consecutive
syllables cici + 1ci + 2 where two segmentations (cici + 1)(ci + 2) and (ci)(ci +
1ci+2) can be correct, and this depends on the considered context. We noted that such
type of ambiguity known as overlapping ambiguity whereas the string cici + 1ci +
2 is called as overlapping ambiguity string.

For illustrations in math, a phrase is illustrated as a linearly directed graph: G
= (T, E), where T = {t0, t1, …, tn, tn+1}. Vertices of t0 and tn+1 correspond to the
beginning and the end vertex, respectively, while n vertices of t1, t2,…, tn are aligned
to n syllables of the phrase. We noted that there exists an arc [17] between ti and tj

if the consecutive syllables ci+1, ci+2, …, cj can compose a word, where all i < j.

2.2 Automatic Keyword Extraction

A sentence can include some or many words which can be separated by some stop
mark such as “.”, “?”, or “!”. Two words or terms in a sentence are determined to
co-occur at the same time. Each sentence can be exhibited as a “basket.” We skip
grammatical requirement except and the word order while we extract sequences of
words [18]. Frequency of a word can be obtained by counting the appearance of the
word. For instance, Table 1 reveals the top 10 most frequent terms (denoted as G)
[3] and shows the probabilities of occurrence which were normalized to the sum of
them to be 1.

Table 1 Top ten frequent terms with the probability of occurrence, normalized so that the sum is
to be 1

Frequent word a b c d e f g h Total

Probability 0.408 0.127 0.089 0.089 0.078 0.072 0.070 0.066 1.000

Frequency 203 63 44 44 39 36 35 33 497

With a machine, b: computer, c: question, d: digital, e: answer, f: game, g: argument, h: make
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2.3 The Method to Identify the Thresholds in a Text

Let denote S as the set of potential candidate keywords. We denote s as a word
sequence, and the function sp(s) exhibits the ratio between the number of sentences
containing words sequence and the total number of sentences in a text. Let say Smin

∈ (0, 1] denotes the minimum threshold while a word sequence s is named as the
common threshold Smin in the case sp(s) ≥ Smin. The values of thresholds can be
determined by initial some experiments with steps as follows:

• Step 1: Preprocessing, we extract words representing the content of the
documents. We ignore words that include stop words as suggested in [19].

• Step 2:Frequent terms selection, all words generated in the first step are retained
(the number of running terms, NTotal).

• Step 3:Clustering terms, we cluster a pair of termswhose Jensen–Shannon diver-
gence is greater than the threshold. The formula of Jensen–Shannon divergence’s
is as follows [3]:

J (m1, m2) = log2 + 1

2

∑

m′C

{
h(P

(
m′|m1

) + P
(
m′|m2

) − h(P
(
m′m1

) − h(P
(
m′m2

)}
(1)

With

h(x) = −x logx, P
(
w′|w1

) = f req
(
w′|w1

)
/freq(w1)

A pair of terms whose mutual information is greater than the threshold (log2) is
also clustered. Mutual information of m1 and m2 is illustrated in (2):

M(m1, m2) = log
P(m1, m2)

P(m1)P(m2)
= log

Ntotalfreq(m1, m2)

freq(m1)freq(m2)
(2)

Two terms belong to the same cluster in the case they are clustered using one of
the two clustering algorithms. Let denote C as the obtained clusters, we have to some
values as follows:

• Compute expected probability as follows: We count the number of the groups
co-occurring with c ε C , exhibited as nc to yield the expected probability Pc =
nc/Ntotal.

• Compute X ′2 value: For each group m, co-occurrence frequency with c ε C is
counted and defined as freg(mi , c). We count the total number of groups in the
sentences consisting of mi, defined as nmi . Compute the X ′2 value with formula
(3) [3].

X ′2(mi ) =
∑

c ε C

{
(freq(mi , c) − nmi pc)

2

nmi pc

}
− max

c ε C

{
(freq(mi , c) − nmi pc)

2

nmi pc

}

(3)
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After the extraction process, we obtain the keywords with a given number of terms
containing the largest X ′2 value.

3 Divergence Approach Using Kullback–Leibler Algorithm

3.1 Text Classification with Thresholds

Text classification algorithms usually compose of the elements as follows. A text set
of C = c1, c2, …, cm, a set of topic item denoted as M = m1, m2, … mn, an evaluation
matrix denoted as R = (rjk) where j = 1…m and k = 1…n. Matrix R contains the
text evaluation result sj for a specific topic item mk . Data of evaluation matrix R can
be false (0) in the case the text sj is not corresponded to the topic item wk . Otherwise,
it can be true (1) if text sj has corresponded to been evaluated on the topic item wk .

3.2 Divergence Approach with Kullback–Leibler Method

1. Computing the distance between words in a text

The similarity measurement computation is a statistic calculation to evaluate the
similarity between two sets of samples. The similarity between two finite sample
sets can be calculated as the size of the intersection of the sample sets divided by the
size of the union such sample sets:

similarity(W, w) = (W ∩ w)

(W ∪ w)
= |W ∩ w|

|W | + |w| − |W ∩ w| (4)

In the formula (4), W = {wm1, wm2, …, wmn} denotes a set of trained words
corresponding to a specific topic (with 0 ≤ similarity (W, w) ≤ 1). In the case, if W
and w are both empty, we consider the similarity (W, w) = 1.

The distance between the considered words can be representative to a topic and
the words that represent the new text [Formula (5)]:

Distance(W, w) = 1 − similarity(W, w). (5)

2. Divergence approach with the words in the text.

In this article, we are going to use Kullback–Leibler [20] divergence approach to
classify the text with thresholds. For discrete probability distributions B and A iden-
tified on the same probability space, let say X, then the Kullback–Leibler divergence
of A from B can be defined as follows.
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KK B(A||B) =
∑

x∈X

A(x) log

(
A(x)

B(x)

)
(6)

Which is equivalent to

KK B(A||B) = −
∑

x∈X

A(x) log

(
A(x)

B(x)

)
(7)

Jaccard coefficient measures similarity is computed by:

J (A, B) = |A ∩ B|
|A ∪ B| = |A ∩ B|

|A| + |B| − |A ∩ B| (8)

3.3 Text Classification Using the Thresholds

The recommended procedure for text classification tasks includes two stages (as
shown in Fig. 1), i.e., the training phase and test phase. The training documents
include 200 articles for each topic is considered. We deploy a defined of topic model
mentioned in [21] to populate the sets of keywords corresponding to the topic. In
testing phase, we use a set of keywords extracted from the main content of the docu-
ment. The specific topic of the document is identified from the discrete probability
distributions between these sets of such keywords.

4 Result and Discussion

As previously mentioned, our research aims to check the feasibility of use the auto-
matic keyword extraction method on text classification tasks. In order to prove the
efficiency, we also compare the result of the classification tasks with the set of
extracted keywords to the full-text document. Besides, we focus on the meaning of
extracted keywords corresponding to the considered topics. Then, we examine and
consider whether such keywords can represent the corresponded topic. The experi-
ments have implemented and executed on a PC of CPU CORE i5 with the speed of
3.3 GHz and 6 GB in RAM.
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Fig. 1 Proposed approach for the text classification tasks using the thresholds calculated by
divergence approach

4.1 Dataset

Our proposed method is evaluated on a dataset with 2000 articles on 10 topics [5],
namely Computer, Business, Beauty, Culinary, Education, Health, Sport, Science,
Society, and Travel with 200 samples for each topic. The considered articles were
obtained from Vietnamese well-known online magazines or news portal including
https://vietnamnet.vn, https://tuoitre.vn, https://vnexpress.net, and etc.

4.2 Experimental Results

For each topic, the articles randomly are divided into 2 subsets. The training set
occupied of 75% (3/4) while the remaining part (25%) is for testing (50 samples).
Our method performs the keyword extraction process on each article in the training
phase. The number of extracted keywords on each article is a hyper-parameter of our
method. Table 2 illustrates the words can be representatives for each topic.

As observed from Table 3, we achieve the best accuracy of 94% for Business,
Education, andSport.Moreover,weobtain 6out of 10 topicswhich reach the accuracy
over 90%. Travel topic seems to be the most challenging topic for the classification
with only 76% in accuracy. The travel topic is usuallymisclassified to numerous other
topics with high error prediction to sport. Most of wrong cases are corresponding to
computer, society, while other topics are rarely misclassified to culinary.

https://vietnamnet.vn
https://tuoitre.vn
https://vnexpress.net
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Table 2 List of top 20 extracted keywords corresponding to the considered topics with threshold
= log3 * N total using Kullback method

No. Topic subjects 20 keywords are translated from Vietnamese to English

1 Computer Sell gb cellphone_screen chip product price computer usd samsung board
running android sample apple video services_vietnam

2 Business USD price increase month, decrease billion VND Ho Chi Minh City,
invest-ment capital economic development, market investment turn

3 Beauty Skin hair technology treatment methods remove zone product line˜˜ laser
t c from ipl

4 Education Exam examinee school graduation I high school study work grades
depart-ment class subject hill corn different from education & 10
provinces

5 Healthy Doctor hospital I baby sick young test tell medical province department
check quang ngai case study clinic center shift

6 Sport Match team compete player coach viet nam stadium play group good to
striker quarter finals football tournament contract work

7 Science To the United States to create a group/type research capability_electrical
battery manufacturing_against university_transportation_used laser flight
technology air cell

8 Travel Tourist room price for vietnamese tourists service tour ha noi same beach
hotel tourism boat cruise ha long see here island for night

9 Society Family work homemade wife know young husband him job husband and
wife mother and dad I see all ages take what want

10 Culinary Dishes restaurant grill delicious made customer salt meat water… enjoy
with fish japanese vietnamese shushi tasty

Table 3 Classification results on the datasets using 20 extracted keywords (the threshold value of
log3 * N total using Kullback method)

No. Topic Correct (%) Wrong cases

1 2 3 4 5 6 7 8 9 10

1 Computer 86 – 6% 0 2% 2% 2% 0 0 2% 0

2 Business 94 2% – 0 0 2% 0 0 0 2% 0

3 Beauty 92 2% 4% – 0 0 0 0 2% 0 0

4 Education 94 2% 0 0 – 0 2% 0 0 2% 0

5 Healthy 86 2% 2% 8% 0 – 2% 0 0 0 0

6 Sport 94 2% 2% 0 0 0 – 0 0 2% 0

7 Science 92 2% 0 2% 0 0 0 – 0 2% 0

8 Travel 76 2% 2% 2% 2% 2% 6% 4% – 2% 2%

9 Society 84 2% 2% 4% 2% 2% 2% 2% 0 – 0

10 Culinary 90 0 0 2% 0 0 0 2% 4% 2% –
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Table 4 Performance
comparison between
Kullback and Jaccard

No. Topic name Correct

Kullback (%) Jaccard (%)

1 Computer 86 80

2 Business 94 80

3 Beauty 92 88

4 Education 94 78

5 Healthy 86 38

6 Sport 94 68

7 Science 92 50

8 Travel 76 48

9 Society 84 56

10 Culinary 90 70

4.3 Discussion

The summarized experimental results in a classification performance comparison
between Kullback and Jaccard are exhibited in Table 4. As the results revealed,
the performance on various topics is rather high when we deploy the Kullback
method. In fact, we obtained numerous cases where the classification on the extracted
keywords can achieve better than themethod running on the dataset using the full-text
documents.

In order to obtain the comparison in a clearer way, we plotted the results in Fig. 2.
As revealed from the results, Kullbackmethod outperforms Jaccard [22] in all consid-
ered topics. The validation sets of experiments with Kullback and Jaccard are the
same. The proposedmethod seems bemore efficient on Business, Beauty, Education,
Sport, Science, andCulinarywhich overcome the classification accuracy of 90%. The
best performance can be achieved with Business, Education, and Sport topics with
94% in accuracy. For healthy topic, Kullback method achieves the best improvement
when it enhances the performance by 48% comparing to Jaccard method.

5 Conclusion

We presented a novel approach using keywords by divergence method with the
thresholds, combining Kullback divergence. The method has leveraged a pair of
terms whose mutual information for recommending on the trend using similarity
measures, support, and confidence to do topic classification tasks.Ourmethod reveals
encouraging results using Kullback method where this method outperforms Jaccard
method from 4 to 48%. The experimental results show the feasibility of our method,
but data are not large enough, and only, Vietnamese texts documents are collected.
Further research is expected to remain updating this work in increasing the data for



10 H. X. Huynh et al.

Fig. 2 Chart compares the results of Kullback algorithm and Jaccard algorithm

experiments with more languages needed to consider as well as improving accuracy
of the keyword extraction approaches.
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Cellular Automata-Based Simulation
Model for Water Quality Management
of Pangasius Ponds

Hiep Xuan Huynh, Dung Tien Tran Nguyen, Huong Hoang Luong,
and Hai Thanh Nguyen

Abstract Water quality is essential in aquaculture, particularly in intensive aquacul-
ture (ponds, lakes). Aquatic animals can grow and thrive when water quality meets
the standards and stability, or they will be mentally disabled or die when water is
contaminated. Therefore, water’s chemical, biological, and physical indexes, such as
dissolved oxygen, temperature, pH, must be monitored to help fish culturists control
fish farming. This article proposes the simulation model of water quality monitor-
ing in a pangasius pond based on cellular automata theory. The experiment results
are verified using water quality data collected at Phu Thuan fish farm, Hau Giang
province, Vietnam.

Keywords Water quality monitoring · Pangasius pond · Simulation · Cellular
automata · Fluid model

1 Introduction

A large amount of nutrients is used to feed aquatic animals, and the excess will then
accumulate in the aquaculture environment. Aquaculture with a very high stocking
rate will increase the amount of waste; therefore, the water quality will be poor [1].
The reasons mentioned above have significantly affected aquatic animals’ develop-
ment and increased disease risk in the water environment. Therefore, water quality
management is critical for aquaculture’s success, especially for intensive aquacul-
ture.
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MIKE [2] and SWAT [3] are research related to water quality management, but
such research focuses on large and frequent watersheds such as rivers, waterfalls.
Besides, cellular automata (CA) model [4, 5] has been used extensively in building
liquid flow simulation models that allow users to predict the movement direction
of the fluid and also to monitor the propagation of substances in the fluid. The
authors in [6] presented a model of large spherocylinder adsorption particles and
small spherical TC particles with sub-micron size to perform Brownian dynamics
simulations regarding adsorption and sedimentation in the gravitational field. The
work in [7] explored the effects of duck manure and cefotaxime on the bacterial
community and the evolution and distribution of ARGs and metal(loid) resistance
genes (MRGs) in water and biofilm in a simulated fish–duck integrated pond with
stress. The study in [8] investigated the effects of climate change on the fishpond
ecosystem and carp growth, using 50 years long dynamic simulations to propose
a well-structured dynamic balance model that may support the planning operation
of pond farming systems under temperate climate. The authors in [9] conducted a
quantitative measurement of the impact dispersion in the pond-side tower to show
that the three schemes can obtain good performance under different engineering
requirements.

This paper focuses on building the simulation model for monitoring the water
quality in pangasius ponds. Using the proposed model, users can display the aqua-
culture areas, the propagation of the chemical and physical factors of the aquaculture
area based onwater qualitymeasurements from several representativewater samples,
and the water quality of the aquaculture area.

2 Technical Regulations and Water Quality Factors

In this section, we present some technical regulations and water quality factors.

2.1 Technical Regulations

Pangasius farming is based on the technical regulations [10] as follows:

• The area of a pangasius pond is 2000 m2, and the depth from the water surface to
the pond bottom is from 1.5 to 4 m.

• The edge of the pond is higher than the minimum flood level, at least 0.5 m, and
the slope of that edge is 30◦–40◦ to avoid landslides.

• A pond must have an inlet and outlet system and no culverts between ponds.

To obtain an accurate result, the supervisors (fish culturists) only monitor the
water quality when the pond’s water is stable and is less affected by the external
environment. Also, the supervisors focus on monitoring water quality fluctuation in
water depths. The fluctuation of water quality in width is difficult for generalization
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Fig. 1 Positions for collecting water samples

[1]. Therefore, water samples of ponds are collected at stable positions with little
impact from the environment [11–13]: 4 or 2 corners of the pond (Fig. 1a); and two
or three layers for each corner (Fig. 1b).

2.2 Water Quality Factors

The paper focuses on three water quality factors: temperature, dissolved oxygen
(DO), and pH because these important factors affect other factors and can be mea-
sured directly by dedicated equipment.

Temperature affects most chemical and biological processes for pangasius’s
growth and development. The temperature that pangasius can be lived is from 26 ◦C
to 32 ◦C, and well developed is from 28 to 30 ◦C. Among gases dissolved in water,
oxygen is the essential gas. The appropriate dissolved oxygen concentration for fish
is 6–8 mg/l (liter). The pH value shows the acidity or alkalinity present in water. If
the pH is from 6 to 9, pangasius grows well. Pangasius will die if the pH is greater
than 11 or less than 4; otherwise, they grow slowly.

The water quality index (WQI) calculated from the water quality monitoring
factors is used to quantify the water quality and the usability of that water source
[14]. There are many studies and methods for calculating WQI, such as [14–18]. For
example, WQI is calculated by Bhargava [16] as the following (Eq. 1).

WQI =
(

n∏
i=1

WQIi

)1/n

∗ 100 (1)

In which:

• WQIi : the water quality index for a water quality factor, expressed on a scale from
0.001 to 1.

• n: the number of water quality factors selected according to water use.
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Fig. 2 Cellular automata-based simulation model for water quality management

Fig. 3 Cellular space of the simulation model for water quality management

3 The Proposed Models for Monitoring Water Quality
Management

3.1 Cellular Automata-Based Simulation Model for Water
Quality Management

Themodel used formonitoring thewater quality in pangasius ponds is integrated from
automata cellular-based simulation models of three important factors (temperature,
dissolved oxygen, and pH) as shown in Fig. 2. The proposed model consists of the
5-dimensions cellular space Z5, the finite state set S, the neighborhood vector N, and
the transition rule f.

The pangasius pond’s size for simulation in length, width, and depth is 50 m,
40 m, and 4 m, respectively. The 5-dimensions cellular space Z5 includes 50 cells in
a horizontal direction and 40 cells in a verticle direction. The radius ratios between
each cell in the simulation model and each region in the pond are 1/1 m in the
horizontal direction and 1/0.1 m in the vertical direction. The cellular space of the
proposed model is similar to Fig. 3.

If we call:

• X be a coordinate set of all cells in horizontal axis X = {x1, x2, x3, . . . , xn}.
• Y be a coordinate set of all cells in vertical axis Y = {y1, y2, y3, . . . , yn} .
• Tp be a temperature value set of all cells at a specific time T p

= {tp1, tp2, tp3, . . . , tpn}.
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Fig. 4 Neighborhood with 6
cells

• DO be a dissolved oxygen value set of all cells at a specific time DO
= {DO1,DO2,DO3, . . . ,DOn}.

• pH be a pH value set of all cells at a specific time pH =
{
pH1, pH2, pH3, . . . , pHn

}
.

Then each cell ci at the time t representing a water position (a water region) is
specified by (xi , yi , tpi,t , DOi,t , pHi,t ).

In the proposed model, each cell will have 6 adjacent cells because the model
with 6 neighbors matches the diffusion propagation properties of liquids and can also
model the differences between the regions of the water layers and the considering
region. Let us call ci the considering cell, ci has 6 neighbors as shown in Fig. 4. The
set of neighbors of ci is N = {c1, c2, c3, c4, c5, c6}. In which,
• c1 and c2 are cells of the water layer above ci (the upper water layer).
• c3 and c6 are cells of the water layer consisting ci (the middle water layer).
• c4 and c5 are cells in the water layer below ci (the lower water layer).

For transition rule, the state of a cell ci at the time t denoted by sci ,t depends on the
state of that cell according to three important factors (temperature, dissolved oxygen,
and pH) WQIci,tp,t , WQIci,DO,t , WQIci,pH,t . The values of these factors are transformed
from the states of temperature sci,tp,t (Sect. 3.2), dissolved oxygen sci,DO,t (Sect. 3.3)
and pH sci,pH,t (Sect. 3.3).

3.2 CA-Based Simulation Model of Temperature

The CA-based simulationmodel of temperature consists of the 3-dimensions cellular
space Z3, the finite state set Stp, the neighborhood vector N, and the transition rule
ftp. N is described in Sect. 3.2. In Z3, each cell is presented by three values: the
coordinates and the collected temperature.

Thefinite state set of themodel using temperature factor is Stp =−1, 0, 1, 2, 3, 4, 5.
The relationship between temperature value and the cell state is proposed as Fig. 5.
The meaning of each state is the following.
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Fig. 5 State set of the
CA-based simulation model
using temperature factor

• A cell with a state of –1 if it is not considered in the simulation.
• A cell with a state of 0 if it represents a water position in the pond and is not the
cell to be analyzed. In which,

• A cell with a state of 1, 2, 3, 4, or 5 if it represents a water position in the pond
and is the cell to be analyzed.

– Pangasius will die if the temperature is less than 26 ◦C or greater than 32 ◦C (the
state of a cell is 1 or 5).

– Pangasius will develop slowly if the temperature range is from 26 to 28 ◦C or
from 30 to 32 ◦C (the state of the cell is 2 or 4).

– Pangasius will develop well if the temperature range is from 28 to 30 ◦C (the
state of a cell is 3).

Sunlight is the main source of temperature in the pond. Temperature is propagated
from high-temperature regions to low-temperature regions. This is the temperature
balance trend among regions in the same water layer. The high-temperature water
positions move up the water surface, whereas the low-temperature water position
moves down the pond’s bottom. Therefore, the temperature of the upper water layer
is usually higher than that of the lower layer. The transition rule of the model using
temperature factor is a function (Eq. 2):

ftp : S6 → S (2)

Let us consider the cell ci with 6 neighbor cells c1, c2, c3, c4, c5, c6. At the time t, the
state of this cell is sci ,t . At the time t + 1, the state of ci is sci ,t+1 and sci ,t+1 = ftp(sc1,t ,
sc2,t , sc3,t , sc4,t , sc5,t , sc6,t ) where ftp is defined by:

• sc j ,t if knowing the state of only one neighbor c j ( j = 1, . . . , 6).
• average(sc3,t , sc6,t ) if knowing the states of two neighbors in the middle layer.
• max(sc4,t , sc5,t ) if knowing the states of two neighbors in the lower layer.
• min(sc1,t , sc2,t ) if knowing the states of two neighbors in the upper layer.
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• average(sc3,t , sc6,t ,max(sc4,t , sc5,t ),min(sc1,t , sc2,t )) if knowing the states of all
neighbors and there is no thermal stratification (i.e., min(sc1,t , sc2,t ) − max(sc4,t ,
sc5,t ) ≤ 2).

• average(sc3,t , sc6,t ,max(sc4,t , sc5,t )) if knowing the states of all neighbors and there
is the thermal stratification (i.e., min(sc1,t , sc2,t ) − max(sc4,t , sc5,t ) > 2).

3.3 CA-Based Simulation Model of Dissolved Oxygen

The CA-based simulation model of dissolved oxygen also consists of 4 elements
Z3, SDO, N, and fDO corresponding to the d-dimensions cellular space, the finite
state set, the neighborhood vector, and the transition rule. N is similar to that of the
above simulation models. In Z3, the coordinates and the collected DO are used for
presenting each cell.

DO in water is propagated in the form of diffusion. Oxygen in pangasius ponds
is mainly supplied from the photosynthesis of aquatic organisms, especially algae.
The variation of DO is similar to that of temperature. Therefore, the transition rule
used by the model of the DO factor fDO is similar to those used by the model of the
temperature factor ftp.

3.4 CA-Based Simulation Model of pH

The CA-based simulation model of pH is the 4-tuples (Z3, SpH, N, fpH) where Z3 is
the 3-dimensions cellular space consisting of the coordinates and the collected pH
value, SpH is the finite state set, N is the neighborhood vector described in Sect. 3.2,
and fpH is the transition rule.

Factors affecting the pH fluctuation are the water supply and discharge, fish food,
rainwater, or the photosynthesis of algae and aquatic organisms in ponds. There is
less pH fluctuation among water layers in pangasius ponds. The transition rule of
model using pH factor fpH is defined by Eq. 3:

fpH : S6 → S (3)

also call ci be the considering cell. ci has 6 neighbor cells c1, c2, c3, c4, c5, and
c6. The state of ci at the time t and t + 1 is sci ,t and sci ,t+1, respectively. We have
sci ,t+1= fpH(sc1,t , sc2,t , sc3,t , sc4,t , sc5,t , sc6,t ) where the value of fpH is:

• sc j ,t if knowing the state of only one neighbor c j ( j = 1, . . . , 6).
• average(sc1,t , sc2,t , sc3,t , sc4,t , sc5,t , sc6,t ) otherwise.
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4 Experiments

4.1 Water Quality Management Simulation Tool

The Water Quality Management Simulation tool (WQAS) is built on the Netgen
platform [19]. WQAS has main functions: displaying the image of ponds, inputting
the initial data and the set of rules acquisition for the CA-based simulation models,
simulating the status change, and integrating and evaluating the water quality.

4.2 Experimental Data

Experimental data is collected at Phu Thuan fish farm pangasius ponds, Hau Giang
province, Vietnam. Data is provided from an automatic water quality monitoring
device supplemented by manual measurement equipment. The data is then extracted
at the time points when the water quality is stable, little or not affected by the artificial
events such as the water supply and discharge, the feeding.

The collected data at a water position consists of the position (near the inlet or
outlet and the depth from the pond surface), the temperature, dissolved oxygen, and
pH values. Each position is transformed into the model’s coordinates x and y.

4.3 Scenario 1: Simulating the Water Quality After the First
Feeding

Data collected at 10 a.m. on 12/05/2015 is shown in Table 1. Dataset consists of
information on ten water positions (cells): the position near the inlet/outlet, the depth
from the pond surface to the selected point, the temperature value, the dissolved

Table 1 Input data collected at 10 a.m. of 12/05/2015 (after the first feeding)

Position Depth (m) Temperature (◦C) DO (mg/l) pH

P1 (Inlet) 0.5 32.98 7.29 9.03

P2 (Inlet) 1.0 32.60 6.56 8.32

P3 (Inlet) 1.5 30.10 5.67 7.49

P4 (Inlet) 2.0 29.53 5.52 6.78

P5 (Inlet) 3.0 28.67 5.43 6.28

P6 (Outlet) 0.5 33.24 7.02 8.92

P7 (Outlet) 1.0 32.86 5.78 7.86

P8 (Outlet) 1.5 31.64 5.54 7.12

P9 (Outlet) 2.0 30.04 5.49 6.21

P10 (Outlet) 3.0 29.34 5.45 5.91



Cellular Automata-Based Simulation Model for Water Quality Management … 21

Fig. 6 The initial states of the CA-based simulation model of temperature factor after the first
feeding

Fig. 7 The simulation result of the CA-based simulation model of temperature factor after the first
feeding

oxygen value, and the pH value. The simulation is performed and stopped based on
the transition rules and input data when the cells have new states.

Figure 6 shows the initial states of 10 cells according to the temperature factor.
Figure 7 displays the simulation result of the temperature factor. This result shows
that the temperature in the pond is disturbed, especially in the middle layer. The
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Fig. 8 Initial states of the CA-based simulation model of DO factor after the first feeding

Fig. 9 Simulation result of the CA-based simulation model of DO factor after the first feeding

average temperature of 30.1◦C is suitable for pangasius. It is the first feeding of the
day. Therefore, pangasius moves continuously to find food. Therefore, it affects the
water quality.

According to the DO factor, the initial states of 10 cells are shown in Fig. 8.
The simulation result of the CA-based model of the DO factor is shown in Fig. 9.
This simulation result shows that dissolved oxygen in the pond’s middle and bottom
layers is reduced to an alarming level. The dissolved oxygen of 5.81mg/l is within the
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endurance threshold of pangasius. It is the day’s first feeding, and pangasius moves
continuously to find food.

4.4 Scenario 2: Simulating the Water Quality at Noon

Data collected at 10 water positions (cells) at 12 a.m. on 12/05/2015 is shown in
Table 2.

The initial states of 10 cells according to temperature factor are shown in Fig. 10.
The simulation result of the CA-based simulation model of temperature factor is

Table 2 Input data collected at 12 a.m. of 12/05/2015 (at noon)

Position Depth (m) Temperature (◦C) DO (mg/l) pH

P1 (Inlet) 0.5 33.02 8.01 9.11

P2 (Inlet) 1.0 32.77 7.63 8.33

P3 (Inlet) 1.5 31.54 7.51 7.45

P4 (Inlet) 2.0 30.06 7.29 7.18

P5 (Inlet) 3.0 29.60 6.77 6.28

P6 (Outlet) 0.5 33.42 7.92 9.06

P7 (Outlet) 1.0 32.68 7.87 8.34

P8 (Outlet) 1.5 31.67 7.47 7.57

P9 (Outlet) 2.0 30.54 7.21 7.01

P10 (Outlet) 3.0 29.45 5.81 6.02

Fig. 10 Initial states of the CA-based simulation model of temperature factor at noon
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shown in Fig. 11. The simulation result shows that the temperature differences among
the three layers are high but not enough to appear in the temperature stratification.
This is because the upper layer has a high temperature, while the lower layer has
a suitable temperature for pangasius. Because the surface temperature is 33.42 ◦C,
pangasius moves the lower layer to avoid the sun at noon.

The CA-based simulation model of the DO factor shows the initial states of 10
cells, and the simulation results are in Figs. 12 and 13, respectively. This result shows

Fig. 11 Simulation result of the CA-based simulation model of temperature factor at noon

Fig. 12 Initial states of the CA-based simulation model of DO factor at noon
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that DO rises at noon to adapt to the pangasius needs. As a result, the average DO
is 7.32 mg/l; oxygen in the pond increases due to the algae photosynthesis at noon;
and there is diffusion and uniform distribution of DO.

Figure 14 shows the initial states of 10 cells according to the pH factor. Figure 15
displays the simulation result of the pH factor. This result shows that pH in the pond
has a balanced value and is consistent with pangasius adaptation. The average pH is
7.64, suitable for pangasius.

Fig. 13 Simulation result of the CA-based simulation model of DO factor at noon

Fig. 14 Initial states of the CA-based simulation model of pH factor at noon



26 H. Xuan et al.

Fig. 15 Simulation result of the CA-based simulation model of pH factor at noon

Fig. 16 Result of the CA-based simulation model for water quality management with data 10 after
noon

Figure 16 shows the result of the CA-based simulation model for water quality
management. The simulation shows that thewater quality increases and is suitable for
developing pangasius. Based on actual observations, pangasius moves to the middle
and bottom layers to avoid the sun at noon; the water quality is more stable because
the biochemical processes of pangasius and aquatic plant are reduced.
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5 Conclusions

The water quality in ponds affects the success of fish farming. The water quality
assessment is based on many important factors such as temperature, dissolved oxy-
gen, pH, NH3, H2S. The first three factors are the most important because they can
be collected automatically by dedicated devices and affect other factors. This paper
proposes the CA-based simulation model for water quality management. The pro-
posed model is integrated with three sub-models simulating temperature, dissolved
oxygen, and pH. The simulation result on datasets collected at Phu Thuan fish farm
ponds is valid. We will test the proposed simulation model on a large and continuous
dataset in the future.
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Heuristic Methods Solving Markowitz
Mean-Variance Portfolio Optimization
Problem

Ta Anh Son, Bui Quoc Bao, and Luu Quang Luc

Abstract In this paper, we introduce two heuristic methods for solving Markowitz
mean-variance portfolio optimization problem with cardinality constraints and
bounding on variables: genetic algorithm (GA) and heuristic branching (HB) with
some proposed improvements. There are exact methods for solving the problem:
outer approximation, branch-and-bound, etc. They are efficient for small-size prob-
lems, which is under five hundred stocks. However, they are not applicable for larger
size problems. We implement the algorithms on Vietnam and the United States stock
market data. Numerical experiments show that GA and HB give good results and
have some advantages, especially in computation times.

Keywords Portfolio optimization · Heuristic method · Genetic algorithm ·
Heuristic branching

1 Introduction

In 1990, Harry Markowitz was awarded the Nobel Prize in Economic Science for his
work on portfolio theory. One of the basic ideas is modeling the portfolio selection
process in the form of a nonlinear program, and by solving the problem, investors
will have more information to choose their portfolios. The objective of the problem
is to minimize investment risk or to maximize the expected return of the portfolio. In
his work, Markowitz used the variance of the portfolio as an investment risk measure
and a linear combination of the expected return on assets as the expected return on
the portfolio. Our goal is to find the proportions of the assets in the portfolio.

Let ai be the proportion of the total invested funds of asset i and μi represent
expected return for each asset (i = 1, 2, . . . , n with n is number of assets).Moreover,
for any two assets i and j , σi j is their covariance.
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We can calculate the expected return μi using formula:

μi = E
(
r i

) =
∑m

t=1 r
i
t

m
(1)

where r it is the return value of asset i between periods of time and m is the number
of periods. In practice, the data of assets (such as stocks) often statistics by day. So,
the return on each asset between day t and day t + 1 can be calculated as below [1]:

rt = Gt+1 − Gt

Gt
(2)

where Gt+1,Gt are the closing prices of asset at day t + 1 and day t .
From formula (1) and (2), covariance σi j between two assets i and j is calculated

by [2]:

σi j = Cov
(
r i , r j

) =
∑m

t=1

(
r it − μi

) (
r j
t − μ j

)

m
(3)

since, we have covariance matrix:

� =

⎛

⎜
⎜⎜
⎝

σ11 σ12 . . . σ1n

σ21 σ22 . . . σ2n
...

...
. . .

...

σn1 σn2 . . . σnn

⎞

⎟
⎟⎟
⎠

The expected return and the variance of the portfolio are as follows [3]:

E[a] = a1μ1 + a2μ2 + · · · + anμn = μT a (4)

Var[a] = aT�a (5)

where a = (a1, . . . , an) and μ = (μ1, . . . , μn).
In this paper, we build a model to minimize the objective function, which is the

risk measure of the portfolio. The model is described below:

mina aT�a

s.t. μT a ≥ R, (6)
n∑

i=1

ai = 1, (7)

ai ≥ 0, i = 1, 2, . . . , n. (8)
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The constraint (6), wewant the expected return greater than a predefined threshold
R. The constraint (7) shows that the sum of investment proportions for each asset ai
equals to one. The purpose of the last constraints (8) is to prevent short sales.

1.1 Cardinality Constraints and Bounding on Variables

In practice, in order to select the portfolio, the investors must consider their prefer-
ences and limitations,which stem from real features. They can be added as constraints
to the model (6)–(8). Two types of constraints we consider here are cardinality con-
straints and bound constraints.

Cardinality ConstraintsWe introduce binary variables bi (i = 1, 2, . . . , n) to rep-
resent the cardinality constraint.

bi =
{
1, if asset i is selected,

0, otherwise
(9)

In practice, we may want to invest in a certain amount range of assets from Kmin

to Kmax :
Kmin ≤

n∑

i=1

bi ≤ Kmax (10)

For convenience in programming, we can also express the constraint as follows:

n∑

i=1

bi = K (11)

Bounds on Investment For each selected asset, we limit their investment weight
with given lower and upper bound:

li bi ≤ ai ≤ ui bi , i = 1, 2, . . . , n (12)

We can see that if asset i is not selected, then the value ai equals to one, so the
bounds are apply only when the asset is selected.

Apply the two constraints (11) and (12) to the model (6)–(8), we have:
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mina aT�a

s.t.
n∑

i=1

μi ai ≥ R, (13)

n∑

i=1

ai = 1, (14)

n∑

i=1

bi = K , (15)

li bi ≤ ai ≤ ui bi , i = 1, n, (16)

ai ≥ 0, i = 1, n, (17)

bi ∈ {0, 1}, i = 1, n. (18)

As we can see, the model includes continuous and discrete variables, with the
objective function is a convex quadratic function. Therefore, the problem is mixed-
integer quadratic program (MIQP), which is NP-Hard [4]. In this paper, two heuristic
methods: genetic algorithm and heuristic branching, will be introduced to solve this
problem.

2 Related Work

The portfolio optimization problem in general has many variations. One of the main
approaches is to minimize risk. There are many measure functions for assessing risk:
Gini’s mean difference [5], mean absolute deviation [6], etc. An other approach that
is using expected return as objective function or using a linear combination of risk
measure and expected return.

In the thesis [3], the author introduces an exact method—the outer approximation
algorithm [7] and a heuristic branching algorithm for solving Markowitz mean-
variance model. In this work, the data samples were randomly generated using the
continuous uniform distribution in MATLAB.

Heuristic algorithms for cardinality constrained portfolio optimizationwere intro-
duced in 2000 by Chang et al. [8]. In this work, they represent three heuristic algo-
rithms based upon genetic algorithms, tabu search and simulated annealing. The
model they used has an objective function that is a linear combination of the mean-
variance risk measure and expected return. The data are five datasets including the
Hang Seng (HongKong), Nikkei 225 (Japan), FTSE 100 (UK),DAX100 (Germany),
and S&P 100 (USA).
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3 Genetic and Heuristic Branching Algorithm

In this section, we will present genetic algorithms and heuristic branching solving
model (13)–(18).

3.1 Genetic Algorithm

GAs are based on the evolutionary process of biological organisms in nature. The
evolutionary process shows the optimum in that the next generation is always better
than the previous. Genetic algorithms include basic factors: Represent the solution
of the problem as a chromosome, initial population, genetic operations, evaluate
fitness function, and parameters. In the following, we will present the main factors
for solving (13)–(18):

1. Representation
We use a vector with size 2n to represent each solution:

X = [a1, a2, ..., an, b1, b2, ..., bn], (19)

where ai ∈ [0, 1] and bi ∈ {0, 1}.
2. Fitness function

We construct fitness function by adding constraint (13) as a penalty to the objective
function:

g(X) = aT�a + H · max

(

0, R −
n∑

i=1

μi ai

)

(20)

where H is some positive constant; the bigger H is, the stronger the constraint.
3. Initial population

Let P be the size of the population, each chromosome in the population set will
be encoded such that they satisfy constraint (15), (17), (18). We create an initial
population:

(a) First, we randomly generate K different natural numbers; D = {d1, d2,
..., dK }, for each dk : 1 ≤ dk ≤ n.

(b) Then, we set:

bi =
{
1, if i ∈ D

0, otherwise
(21)

ai =
{
rand(i), if i ∈ D

0, otherwise
(22)

where rand(i) is a random number in [0,1].
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4. Selection
Let Q be the size of the selection set (Q < P), chromosomes are selected based
on their fitness values using a roulette wheel approach. The chromosome with a
smaller fitness value has a greater probability of being selected.

5. Crossover
Choose randomly two parent chromosomes from the selection set:

X (1) = [a(1)
1 , a(1)

2 , ..., a(1)
n , b(1)

1 , b(1)
2 , ..., b(1)

n ], (23)

X (2) = [a(2)
1 , a(2)

2 , ..., a(2)
n , b(2)

1 , b(2)
2 , ..., b(2)

n ]. (24)

To create a pair of offspring chromosomes from X (1) and X (2) without violating
constraint (15),we only apply a crossover operationwhere a(1)

i and a(2)
i �= 0.Gen-

erate random number ran in [0,1], if ran < pc, with pc is crossover probability,
we have:

X̂ (1) = [a(1)
1 , ..., a(2)

i , ..., a(1)
n , b(1)

1 , b(1)
2 , ..., b(1)

n ], (25)

X̂ (2) = [a(2)
1 , ..., a(1)

i , ..., a(2)
n , b(2)

1 , b(2)
2 , ..., b(2)

n ]. (26)

6. Mutation
Let children chromosome X :

X = [a1, a2, ..., an, b1, b2, ..., bn], (27)

Similarly, we only apply a mutation operation where ai �= 0. Generate random
number ran in [0,1], if ran < pm , with pm is mutation probability, we have:

X̂ = [a1, a2, ..., ri , ..., an, b1, b2, ..., bn], (28)

where ri is a random number in [0,1].
7. Normalize chromosomes

We can see that after each process: initial population, selection, crossover, and
mutation; constraints (15), (17), (18) are satisfied. However, constraints (14), (16)
can be violated. Therefore, we need to normalize chromosome; the idea is based
on Chang et al. [8] ’s work :

(a) If
∑

i∈D li ≥ 1 or
∑

i∈D ui ≤ 1, the solution is infeasible.
(b) Otherwise, we set:

A =
∑

i∈D
ai , (29)

L = 1 −
∑

i∈D
li , (30)
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wi = li + ai
L

A
, ∀i ∈ D. (31)

(c) Let W = {i ∈ D|wi ≥ ui }, we set:

A =
∑

i∈D−W

ai , (32)

L = 1 −
(

∑

i∈D−W

li +
∑

i∈W
ui

)

, (33)

wi = li + ai
L

A
, ∀i ∈ D − W, (34)

wi = ui , ∀i ∈ W. (35)

(d) Update ai = wi , ∀i ∈ D.

Algorithm 1: Genetic Algorithm
Algorithm parameters:
i ter : max number of iteration.
P: the size of the population.
pc: crossover probability.
pm : mutation probability.
Q: the size of the selection set

Generate an initial population
Normalize chromosomes
Evaluate the fitness value of chromosomes
While t < i ter :
Selection
for i from Q to P:
Crossover
Mutation
Normalize chromosomes

Update population
Evaluate the fitness value of each chromosome
t := t + 1
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3.2 Heuristic Branching

Next, we will solve the model (13)–(18) by HB algorithm introduced in the paper.
This algorithm decomposes the problem into a relaxed problem and aMILP problem.

Relaxed problem:

mina aT�a

s.t.
n∑

i=1

μi ai ≥ R, (36)

n∑

i=1

ai = 1, (37)

n∑

i=1

bi = K , (38)

li bi ≤ ai ≤ ui bi , i = 1, n, (39)

ai ≥ 0, i = 1, n, (40)

bi ∈ [0, 1], i = 1, n. (41)

The relaxed problem is a continuous convex quadratic problem. CPLEX can
solve it to optimality in a very timely manner. We denote a∗ is the solution of relaxed
problem. This solution is a lower bound for the original problem. Next, we put
solution a∗ into master problem. We denote κ∗ is the solution of master problem. κ∗
is an upper bound.

Master problem:

minimax
κ

n∑

i=1

∣
∣κi − a∗

i

∣
∣

s.t
n∑

i=1

μiκi ≥ R, (42)

n∑

i=1

κi = 1, (43)

n∑

i=1

bi = k, (44)

li bi ≤ κi ≤ ui bi , i = 1, n, (45)

κi ≥ 0, i = 1, n, (46)

bi ∈ {0, 1}, i = 1, n. (47)
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We seek tominimize themaximumdistance. If we linearize the objective function,
then we have a MILP problem.

We linearize by adding ρi and constraints−ρi ≤ κi − a∗
i ≤ ρi to the master prob-

lem, i = 1, 2, . . . , n. We can quickly solve MILP problem by CPLEX.
We have MILP problem of master problem:

minρ

n∑

i=1

ρi

s.t.
n∑

i=1

μiκi ≥ R, (48)

n∑

i=1

κi = 1, (49)

−ρi ≤ κi − a∗
i ≤ ρi , (50)

n∑

i=1

bi = K , (51)

li bi ≤ κi ≤ ui bi , i = 1, n, (52)

κi ≥ 0, i = 1, n, (53)

ρi ≥ 0, i = 1, n, (54)

bi ∈ {0, 1}, i = 1, n. (55)

After solving the two above problems, we need to tighten the lower bound by
cuts. We do the cuts by adding conditions on bi in the relaxed problem.

We consider the cut in the [3]: b′
i − (b′

i )
2 = 0 ∀ i to define a condition on b′

i , where
b′
i is the value of bi in Relaxed problem. In the positive cuts with i = 1, . . . , n, we
choose the minimum cut to fix b′

i = 0 and choose the maximum cut to fix b′
i = 1 in

Relaxed problem.
Before we do the cuts, we change the value of bi by the following method:

bi = bi (1 + εi ) if λi ≥ 0.5, (56)

bi = bi (1 − εi ) if λi < 0.5. (57)

where εi , λi is random value in [0, 1]. After changing value of bi , we check value
of bi .

If bi > 1 then bi := 1 (58)

Then, we do the cuts.
We define the optimality gap as bellow:

GAPopt := (((κ∗)T )�κ∗) − (((a∗)T )�a∗). (59)
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Table 1 US stock data (size 500–1200)
Number of
assets

The solution of the original problem GA HB

Result Time (s) Result Time (s) Result Time (s)

500 2.21815e−5 2267.91 7.2623e−5 31.65 2.3984e−5 35.61

600 2.02839e−5 153.74 7.6669e−5 35.17 2.2409e−5 47.04

700 1.95769e−5 1602.51 9.5275e−5 41.15 2.1019e−5 66.90

800 1.95769e−5 4492.28 7.3633e−5 46.67 2.1042e−5 99.57

900 NA NA 7.1940e−5 51.61 2.2009e−5 119.27

1000 NA NA 8.6629e−5 57.94 2.1987e−5 152.11

1100 NA NA 8.2264e−5 64.44 6.09011e−5 199.39

1200 NA NA 7.1584e−5 70.07 3.8761e−5 240.58

We denote the maximum optimal gap by θ .

Algorithm 2: Heuristic Branching

Solve Relaxed problem and get solution a∗;
Apply a∗ to Master problem and solve it. We have solution κ∗;
Update GAPopt by solution a∗ and κ∗;
IF GAPopt > θ then:
Apply the above change;
Apply the cut to Relaxed problem;
Repeat;

ELSE: STOP and return the solution

4 Numerical Results

In this section, we provide numerical results comparing GA, HB, and the exact
method using CPLEX for solving. The data we use are from the Vietnamese and
American stock markets. The Vietnamese datasets are downloaded from the Web:
https://cafef.vn, start from 12/12/2018 to 12/11/2020 of over 1200 companies. The
American datasets are of the top 3000 companies on the US stock exchange, start
from 19/2/2016 to 25/11/2020. We will compare the results as follows:

1. First, we use the American datasets to compare the objective values and compu-
tation time between GA, HB, and the exact method on datasets with sizes from
500 to 1200.

2. Then, we implement the algorithms on the Vietnamese datasets and also perform
a comparison of the objective values and computation time between GA and HB.
The reason we do not compare them with the exact method is that its computation
time is over 3h with a dataset of size 500.

https://cafef.vn
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Table 2 US stock data (size 1500–3000)

Number of assets GA HB

Result Time (s) Result Time (s)

1500 6.2497e−5 93.80 6.5408e−6 451.61

2000 6.5897e−5 129.75 4.8932e−5 843.56

2500 5.4843e−5 162.96 4.5872e−6 1083.72

3000 5.2001e−5 186.45 10.0018e−5 1507.12

Table 3 Vietnamese stock data

Number of assets GA HB

Result Time (s) Result Time (s)

500 4.1553e−5 33.73 8.7949e−6 55.61

600 4.9257e−5 35.93 1.2211e−5 83.56

700 2.7815e−5 42.63 6.4953e−6 91.72

800 3.6540e−5 48.77 1.7018e−5 120.12

900 3.6943e−5 54.70 3.1983e−5 164.26

1000 3.7545e−5 60.90 6.31e−5 206.03

1100 4.0752e−5 68.28 1.1048e−5 220.8

1200 3.4166e−5 72.94 2.7353e−5 266.51

From Table1, we can see that datasets with sizes larger than 900, the computation
time of the exact method is not applicable. Otherwise, it only takes 70s with GA and
240s with HB. However, the objective values of GA are twice time as HB.

In Tables2 and 3, in some cases (size 1000, 1500, and 3000), the result of GA is
better than HB, and the computation times of GA are much faster than HB.

Besides the computation time, HB and GA have another advantage. After each
time we execute the algorithms, it gives different results. That helps investors to have
more options for their portfolio

5 Conclusion and Future Work

Conclusion
This section is a summary of the results in Sect. 4. According to the results in Table1,
when the size of the data is larger, finding exact solution for the original problem in
the time allowed is impossible while the two heuristic algorithms can solve it in a
timely manner.

In Tables2 and 3, we compare GA and HB algorithm on US stock data. The result
of HB is better than GA, but the computation times of GA are faster than HB. In
some cases, the result and the computation times of GA are better than HB.
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Therefore, developing heuristic algorithms will be great option, especially for
huge data size problems.

Future Work
We will research and build a investment decision-making support system.
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Context-Based and Collaboration-Based
Product Recommendation Approaches
for a Clothes Online Sale System

Hai Thanh Nguyen, Vi Hung Ngo, and Tran Thanh Dien

Abstract E-commerce systems have developed remarkably and provided a consid-
erable profit for commercial companies and groups. Customers also benefit from
such systems. However, the rapidly increasing volume and complexity of data lead
customers to find that it is a challenge to find suitable products for their interests.
Numerous product recommended methods have been researched and developed to
support users when they visit E-commerce websites. This study proposes a recom-
mendation system for aClothesOnline Sale systembased on analyzing context-based
and collaboration-based methods. Each type was divided into memory-based and
model-based approaches. The results give the same product, but the cosine distance
of the Word2vec + IDF algorithm is the lowest. We have also deployed algorithms
including the K-nearest neighbor’s algorithm (KNN), singular value decomposition
(SVD), non-negative matrix factorization (NMF), and matrix factorization (MF) for
the comparison. The method is evaluated on Amazon women’s clothing, includ-
ing 50,046 samples and six features. We proposed a content-based memory-based
method usingWord2vec + IDF and a collaboration-basedmodel-basedmethod using
the SVD algorithm with the result of RSME as 1.268 to deploy on the sales sys-
tem.
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1 Introduction

E-commerce websites have been trendy and are growing day by day. E-commerce
site managers always want to increase sales while customers want convenience when
buying, so the recommendation system is developed and increasingly optimized
for E-commerce sites. Thence, we consolidate studies and analyze key types of
recommendations, such as content-based and collaboration-based recommendations.
Our goal is to synthesize system methods that recommend appropriate products to
customers usingpopular algorithms so thatE-commerce site administrators can easily
select and implement a recommendation system for their website. In addition, we
have compared different algorithms in the same product recommendation method to
help people make good choices.

This study introduces a content-based memory-based method using Word2vec
+ IDF and a collaboration-based model-based method with the SVD algorithm and
obtains anRSMEof 1.268. In the next sections of the paper, we present some research
related in Sect. 2. Section3 includes our steps to perform the recommendations for
an E-commerce website. We also exhibit the results and compare the performance
of various methods in Sect. 4. Finally, Sect. 5 is the conclusion and direction of
development.

2 Related Work

Many different types of recommendations have been studied [1] as well as the devel-
opment of various algorithms within those types of recommendations [2, 3]. More-
over, every kind of recommendation has its unique method and evaluation [4], and
it develops in many directions, such as building the framework of recommendation
system [5], perennial customer information [6]. Typically, the recommended system
will be divided using data such as content-based [7] and collaboration-based [8], or
even a combination of the two [9].

2.1 Related Work on Text Vectorization

The authors in [10] studied to convert text to vector using TF and IDF, and both
give good performance. However, the formula seems simple. Later on, many other
methods appear to compare efficiency. The authors in [11] studied the quality of the
vector representations of words derived by different models over a set of syntactic
and semantic linguistic tasks. They observed that it is possible to train high-quality
magnetic vectors using a simple model architecture compared to standard neural
network models (straight and repetitive).



Context-Based and Collaboration-Based Product … 43

2.2 Related Work on the Algorithm for Matrix Factorization

We combine the ability to predict supplementary information and the ability to sim-
ulate nonlinear relationships of a multi-layered neural network in the problem of
predicting user ratings (explicit) by using the architecture based on Neural Collabo-
rative Filtering and the equation in the article “Neural Collaborative Filtering” [12].
The authors in [13] gave a non-negative matrix factorization(NMF) to solve the prob-
lems. We see this as an applicable method for the situation we are studying. Again
mentioned the method of improving the accuracy, dividing the matrix into many
parts, so the Singular Value Decomposition (SVD) method appears in an article [14].
The question here is whether these methods, which are more efficient when inte-
grating into a particular sales system, are the startup sales system we have built to
study.

3 The Proposed Method

Our recommendation system is divided into a context-based method that uses data
about each user’s context and behavior and the collaboration-based method to use
another user’s behavior data as the primary user. Each category evolved in two direc-
tions: memory-based (memory-based is the use of direct, untrained data) and model-
based (model-based is the use of trained data). These four types all use the following
architectures:

In Figure1, memory-based recommendations will stop at the algorithm selection
process and then move directly to the top-N product process.

Fig. 1 Processes in the recommended system study
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3.1 Data Description

Our method is evaluated on two datasets from the website Kaggle [15] with the fol-
lowing description. The first dataset includes 28,395 samples and seven features on
products. The set of considered features contains data on Amazon’s standard identi-
fication number, title the title of the product, the brand, color information of apparel,
and the type of the apparel, the URL of the image (for small image) to show the prod-
uct image, and theURL of the large image. The other is about product evaluationwith
50,046 samples and six features, a collection of customer reviews for a product. The
second dataset contains 6584 products and 6670 customers. Features include: ASIN
(Amazon standard identification number), title (title of the product), review_userId
(identification number of reviewer), review_score (rating score), review_summary
(summary comment section), review_text (comment section content). Our data anal-
ysis mainly looks at the top-rated products or the most appreciated products, the
statistics of the features, and customer opinion through product reviews.

3.2 Data Preprocessing

In dealing with loss data, we removed rows because there are many unique types
and a little bit of data loss.

Remove duplicate title data: Because we use the title to suggest products with
similar titles in the contextual suggestion, we have to deal with each word in the title
duplicate. Therefore, the data will be duplicated as follows: Products with almost
the same title only differ in size, and products with nearly the same title vary only
by color.

Remove Stop Words in title data: Stop Words are some words partially or
completely ignored by search engines. Words like: “a, a, a, of, or, many, etc. . . ”.
These words have nothing to do with the content and meaning of the article.

Handling special characters such as.,?! -_ + \ [] { } " ;: ’= /: We will proceed
to remove all these special characters. Because these special characters affect the
comparison of the filter.

Text vectorization: We use different equations to find the best one, those equa-
tions include IDF (InverseDocument Frequency),TF-IDF (TermFrequency-Inverse
Document Frequency).

Word2vec [11] is an unsupervised learning model trained from a large corpus.
The dimension of Word2vec is much smaller than one-hot encoding, where the
dimension is N × D, where N is the number of documents, and D is the number
of word embedding. Word2vec represents each separate word with a list of specific
numbers called vectors.

We deploy Word2vec and IDF, as shown in Eq.1. IDF calculates the titles of the
product to find the weight of each word.When using theWord2vecmodel, synonyms
will multiply by the IDF weight of each corresponding word.
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3.3 Algorithm and Trained Model and Predict Customer
Reviews

In the case of memory-based recommendations, we skip the model training and
move straight to the customer rating prediction process or the top-N product. In
memory-based context-based recommendations, we used cosine distance to calculate
the distance of the vector of products other than the vector of the proposed product.
Evaluating the two vectors by “cosine distance” has the following equation [16]:

cosine distance = 1 − cos(A,B) = AB
‖A‖‖B‖ =

∑n
i=1 AiBi

√∑n
i=1 (Ai )2

√∑n
i=1 (Bi )2

(1)

InEq.1, Ai and Bi are components of vectorsA andB, respectively.After applying
Eq.1, we have sorted the list of products according to the products with the smallest
distance, and we have the list of top N similar products. While calculating the cosine
distance, we can calculate other product features such as brand, product_type_name,
and color by converting the vector as shown in the Bag ofWords section and blending
it. Then, we get a different characteristic spacing and title characteristic spacing.

dist = (W1 ∗ titleDist + w2 ∗ extraDist)/(w1 + w2) (2)

In Eq.2, w2 is the weight of title, w2 is the weight of extra features, titleDist is title
differencemeasured by distance, extraDist is additional features differencemeasured
by the distance, and dist is the combination of these two parameters.

In memory-based collaboration-based recommendations [17], we also studied
and built a user-item matrix, then calculated the correlation between users to form
the human correlation matrix. User is referred to as user-based. Similar to products,
we calculate the correlation between products to form a product correlation matrix
called item-based. The correlation equation is as follows:

r =
∑n

i=1(xi − x)(yi − y)
√∑n

i=1(xi − x)2(yi − y)2
(3)

In Eq.3, r = correlation coefficient, xi = value of the variable x in the sample, x =
mean value of variable x, yi = value of the variable y in the sample, y = mean value
of variable y. After calculating the similarity between users or between products, we
can predict the rating of user u on the product i using the following formula:

r̂ui = ru +
∑

u′∈Ku
sim(u, u′).(ru′i − ru′)

∑
u′∈Ku

|sim(u, u′)| (4)
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Fig. 2 Deep learning architecture 1

In Eq.4, r̂ui is the prediction for user u on product i, sim(u, u′) similarity between
user u and u′, Ku is the number of users whose proximity is near user u.

In model-based collaboration-based recommendations, we divided the sample
data set into two parts to train and evaluate the model. We used algorithms: K-
nearest neighbor (KNN), SVD, and NMF. The algorithms NMF and SVD have same
the following equation:

r̂ui = μ + bu + bi + qi
T pu (5)

In Eq.5, r̂ui is the score which the customer u like the product i , while μ is the
global average of all user ratings across all products. bi is the deviation of the product
(mean value of products relative to the global mean), and bu is the user’s deviation
(the average of the users close to the global mean). If customer u is undefined, bu

is expected, and the factors pu are assumed to be 0. The same applies to product i
with bi and qi . To expand our research, we have referenced article [12] and proposed
two more deep learning types for this problem. The architecture of those two deep
learning types is as follows:

Figure2 shows this architecture mainly after embedding the input layer and then
calculating those two vectors’ scalar product. The dot layer is the layer used to
combine two layers of user input and product input by calculating the scalar product
corresponding to each user of the embedded layer and the embedded layer’s product.

In Fig. 3, we did not use the scalar product, we used the join layer to join, and
the dense layer called the sigmoid function to compute the input vector. The output
at each layer is equal to the product of the input vector with the weight matrix, and
each element of the output vector is applied the nonlinear operator σ

y = σ(wx) (6)

σ is a space matrix Rmx n whose elements are applied nonlinear operator σ . The
activation function σ of the classes is a sigmoid function.
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Fig. 3 Deep learning architecture 2

3.4 Model Evaluation

Evaluate the model by two main measures: RMSE and MAE. The mean squared
error (MSE) of an estimate is the mean of the error square. In other words, it is
the difference between the values predicted by the model and the actual value. We
take the root of MSE to get RMSE. The mean absolute error (MAE) is a method of
measuring the difference between two continuous variables. The MAE is calculated
as follows:

MAE = (
1

n
)

n∑

i=1

∣
∣Yi − Ŷi

∣
∣ (7)

RMSE =
√
1

n
�n

i=1

(
Yi − Ŷi

)2
(8)

In Eqs. 7 and 8, n is the number of elements in the set, Yi is worth real evaluation, Ŷi

is the value of the prediction.

4 Experimental Results

Themain presentation compares the algorithms and then compares the recommended
methods.
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4.1 Text Vectorization Methods

The process steps in this form are mainly about calculating the cosine distance of
the products other than the input product, and we will reorder which products have
the smallest cosine distance Eq.1 relative to the input product, which is also a list
of similar products. We test to find similar products with the title “women’s unique
100 kinds of cotton special Olympics world games 2015 white size L” for all three
algorithmsBag ofWords, TF-IDF, IDF.All three algorithms return the same products
“women’s new 100 kinds of cotton special Olympics world games 2015 red size” but
different in distance calculation. Table1 shows that the most similar product results
are the same but different indicators in that the cosine distance usingWord2vec+IDF
is somewhat smaller.

Table 1 Cosine distance results on the same product

Womens new 100 cotton special olympics world games 2015 red size

Bag of Words 0.18181818181818166

TF-IDF 0.12748023262076247

IDF 0.11689768372442932

Word2vec 0.05564171

Word2vec+IDF 0.03939116

Fig. 4 Average performance comparison KNN, SVD, NMF in RMSE and MAE. The standard
deviations are shown in error bars
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4.2 Recommended Methods

We can use the machine learning model in the content-based recommended method,
but because we comply with the method’s rules based on each user’s data, the data
is greatly lacking. Besides, many users only rate very few products, this user data
is very little, so when training the model, the results are not satisfactory. However,
we still research to recognize the weaknesses and strengths of this method. We will
present it in the comparison of methods. In the collaboration-based recommended
method, we compare three algorithms to train the model: KNN, SVD, and NMF
with fivefold cross-validation on the dataset.

From Fig. 4, we see that the SVD algorithm is the best algorithm for RMSE and
MAE results, but we have to pass the corresponding parameter to get this result.
We will choose the RMSE measure for SVD comparison with two deep learning
structures, all three algorithms divide the data sample set (50,046 samples and 3
features) with a training rate of 0.8, a test rate of 0.2, and the number of epoch is 50,
N_factor(the number of feature vectors) = 10.

Table2 shows that architecture 2 of deep learning has a smaller measure than
SVD and proves that the algorithm is better. The standard is to choose the right
recommendation method for a newly opened sales system to split deals by new
product, new user, both new product and new user, to choose the method that could
predict in the case. In Table3, we can see that in the context-based approach, the
memory usage method works well in case the sales system is just starting up. In
collaboration-based methods, we see that using memory to calculate the correlation
takes time.Using the deep learningmodel is unpredictable due to the use of embedded

Table 2 Measure comparison between SVD and deep learning algorithms

SVD Deep learning
architecture 1

Deep learning
architecture 2

RMSE 1.2680594415447108 2.1875152570896508 1.2665433273283626

Table 3 Method for new product, new user

New product New user Both new product
and new user

Content-
based

Memory Still works Still works Still works

Model New data training is
required

New data training is
required

New data training is
required

Collaborate-
based

Memory Still works
time-consuming

Still works
time-consuming

Time-consuming to
rebuild corr-matrix

Model Still works but not
with deep learning

Still works but not
with deep learning

Still works but not
with deep learning
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Fig. 5 Recommended product interface when deployed on a sales system

layers, but solving SVD techniques is still predictable. Finally, we implemented the
referral system into the sales web system. Figure5 shows the input product interface
and shows the proposed output product interface (similar to the input product).

5 Conclusion

Regular E-commerce sites usually have basic information about the product, so in
this study, we propose a method based on content, using memory, using Word2vec
+ IDF algorithm for text vectorization to find similar products through the product’s
contextual information because of the lowest cosine distance (0.03939116). We pro-
pose a model-based, collaborative-based approach that uses the SVD algorithm for
the launch sales system to predict ranking scores. SVD model is predictable, with
RMSE being 1.2681 for new users and new products, so it is suitable for E-commerce
startups and E-commerce sites with big data. In the future, we should apply the A/B
testing method (also known as split testing) to compare according to customers’
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feelings to increase convenience for customers. A/B testing is a process in which
two versions (A and B) are compared together in a defined environment/situation,
thereby evaluating which version is more efficient.
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A Cost-Effective Control System
of the Biogas-Based Electrical Generator

Hoang Anh, Duc Tung Trinh, Vu Thanh Nguyen, Hung Dung Pham,
and Duc Chinh Hoang

Abstract Increment of energy consumption in a fast-developing country like
Vietnam has put high pressure on conventional power generation such as thermal
power and hydroelectricity. In order to supplement energy demand, renewable energy
sources are playing crucial roles. Among those sources, biogas energy has great
potential, especial in livestock farm, for its ability to convert waste into heat and
electricity. In this work, a control system has been developed to facilitate the opera-
tion of a biogas-based electrical generator. Self-customized generator of 25–100 kW
is used to supply power to a hog farm. As the biogas production which is impacted
by the livestock and the electrical load may vary over the time, it is required to
manage the system in such a way that it can stabilizes the generator speed and thus
its output power frequency. In this paper, we present a control system equipped with
an industrial programmable logic controllers (PLC) and adopting PID algorithm
which has been integrated to the biogas-based generators. The self-developed biogas
base generation systems have been deployed in a few hog farms in the rural area
of northern Vietnam. The experimental results have shown that the control system
is able to supply power to the farm with stable frequency within 49.5 and 50.5 Hz
while the load varies.

Keywords Biogas · Composed speed control · Electrical generator · Renewable
energy

1 Introduction

Biogas is a type of organic gas created from the decomposition of various organic
matter such as landfill waste, industrial wastewater, and livestock wastewater. Raw
biogas mainly consists of methane (CH4, 40–75%) and carbon dioxide (CO2, 15–
60%). The minority of the gas includes other components such as water (H2O, 5–
10%), hydrogen sulfide (H2S, 0.005–2%), oxygen (O2, 0–1%), and carbonmonoxide
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(CO, < 0.6%) [1, 2]. Biogas can be considered as a type of renewable energy sources
which is used in the form of thermal energy for cooking or heating in winter [3]. It is
also employed as fuel for electrical generator to generate power which is the interest
in this work.

Large andmedium-sized livestock farms are popular inVietnamwhere agriculture
is still an important part of the country economy. Waste generated by these farms
is usually disposed to the environment directly, and thus, it causes serious pollution
issues. Biogas is a solution to convert waste into useful energy source and to avoid
contaminating the surroundings simultaneously. The overall procedure of energy
conversion is illustrated in Fig. 1 where the waste produced by the animal is gathered
in the treatment tank to be processed and subsequently transformed into to biogas in
the gasholder. In this study, the biogas generated in hog farms is partially used for
heating, and the rest of gas is fed to an electrical generator to power the farms. In fact
there were some domestic and foreign research works to use biogas as a fuel supply
for the operation of electrical generators [4, 5]. However, there may be some risks to
develope and run such generators which actually are costly. These risks come from
the fact that: the aforementioned biogas has a high proportion of CO2 content and
some highly corrosive impurities such as hydrogen sulfidewhichmay causes damage
to engine parts. Therefore, in order to use biogas as a fuel for the engine to run for a
long time, it needs to be cleaned with the filtration system as shown in Fig. 1. Biogas
filtration helps to increase the concentration ofmethane. The heating efficiency of this
renewable fuel is then improved when harmful compounds such as hydrogen sulfide
and carbon dioxide are removed. The methane concentration can be increased to a
higher value than natural gas (NG), and in this case, the biogas becomes biomethane
[1]. The authors in [6] conducted simulation studies to compare the performance of
the generators using gasoline, liquefied petroleumgas (LPG), natural gas, and biogas.
The results that the biogas can reduce significant amount of contamination gas like
CO, HC, and NOx, and thus, it helps decrease the bad effect of harmful greenhouse
gas emission.

The biogas generation system which can be cooperated with power grid or other
energy sources like wind or solar as discussed in [7–9]. Electricity produced from
biogas to supply to the grid requires a large scale generation system. Such system
as well as the infrastructure is not currently available in Vietnam to the best of our
knowledge. This study mainly considers small scale biogas-based generators which
run in off-grid mode most of the time. The generator combustion engines are usually
classified as biogas-diesel, dual-fuel engine generator, and ignition biogas engine
generator. Their performance comparison is presented in [10], among those purely
biogas ignition type can achieve higher efficient energy conversion and is used in this
work. To have a cost-effective solution, our approach is to modify a diesel engine to
make it work with biogas as fuel. Although, there is a built-in governor inside the
diesel generator, it is not really suitable to be used with other types of fuel. Thus, it is
required to retrofit the control system for the enhanced generator to operate properly.

In this study, we present a design of such control system which includes sensing
devices, a PID controller, and actuators integrated in the biogas generators. The main
purpose is to stabilize the electrical generator speed and thus the power frequency
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Fig. 1 Biogas production and energy conversion in livestock farms

should be maintained within the safe range of 49.5–50.5 Hz while the system can
respond quickly to load changes. It would help to operate the generator safely and
prolong its lifetime.

The structure of the paper is as below: Sect. 1 introduces the background of the
biogas generation system, the system description is presented in Sect. 2, the control
system development is discussed in Sects. 3 and 4 provides the experimental results,
and finally, we conclude the paper in Sect. 5.

2 System Description

The biogas-powered generator in this research is converted from an original diesel
generator with a capacity of 110 kW. It is converted to use entirely biogas fuel with
about 60% of pre-modified system capacity.

The generator consists of an internal combustion engine (ICE) EP100T 4-cycle,
6-cylinder, vertical, turbo-type air intake system and a SAE J149 Gross generator
with standby power of 110 kW. The ICE rotation speed varies from 0 to 3000 rpm;
the optimum operating point according to the engine’s application is 1500 rpm. At
that optimum speed, the engine can provide prime power of 94 kW. The ICE and
SAE J149 Gross generator is directly coupled to compose the generator set used in
this work.

The overall control system is also depicted in Fig. 1, including the filtration system
and fuel tank with purified biogas. The mixing tank is responsible to combine biogas
and ambient air. The mixture is then fed into the biogas generator.

Several sensors equipped with the system are oxygen sensor (O2), tank pres-
sure sensor (P), water temperature sensor (T 1), oil pressure sensor (Oil), engine
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speed sensor (SS). The actuators are two throttle valves (V 1 and V 2) and an igni-
tion system (IS). The ignition system facilitates to start the engine. Meanwhile, V 1

throttle is responsible to maintain stable gas flow and ensure safe pressure level in
the tank. V 2 throttle is the main actor which regulates the flow of fuel so that the
generator speed 1500 rpm during the operation as long as total electrical loads in
the farm changes within generator power capacity. The sensing measurements are
collected and processed at a control cabinet which also makes decision on adjusting
the actuators based on the feedback information.

3 Control System Development

Hardware. A control cabinet has been developed as shown in Fig. 2. It consists of
(a) Raspberry Pi and switch, (b) power card controls two throttle valves (V 1 and V 2)
actuators, (c) intermediate relays and a circuit breaker, (d) aPLCS7-1212DC/DC/DC
and an 8 analog inputs expansion module (e) ignition system control board and buck
boost converter, (f) DC/DC converters to provide 12 VDC and 5 VDC from the 24 V
DC, and voltage to current converter 0–10 V to 4–20 mA. The PLC S7-1212 module
is the main controller of the system which gather all the sensing values, process and
make the decision of the control output. The system also includes a single board
computer, Raspberry Pi to acquire the information of its operation and transfer to a
remote server for subsequent analysis.

ControllerAPID controller is designed and integrated to adjust the running speed
of the generator. The adopted PID controller structure is described as below [11]

y = [b.w − x) + 1

TI · s
(w − x) + TD · s

a · TD · s + 1
(x · w − x) (1)

It needs to change valve V 2 opening position as desired. In case the load demand
increases, throttle valve V 2 opens wider to provide more fuel gas into the engine
cylinder so that it can produce more power and vice versa. However, the frequency
must be kept within the range of 49.5–50.5 Hz or the speed of the three phase
synchronous motor should be maintained around the set point of 1500 rpm. Due to
the characteristics of the biogas fuel, the mixing ratios of the gases required during
the starting phase, no load and full load operation are different. Two set of PID tuning
parameters are used in this work to serve different machine working conditions.

4 Experimental Results

Several biogas generation systems have been installed and operated to supply power
in some hog farms in the north of Vietnam. Figure 3 shows an example of a real
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Fig. 2 Control cabinet of the biogas generation system

biogas generation system which we have developed. Two bio-generators with post-
conversion capacity 70 kW in two different farms have been selected for experimental
studies. The electrical loads in the farm are organized in to three groups, each group
is supplied power via an individual branch from the main distribution board. Group
one consists of the loads inside the livestock barns which are ventilation and cooling
fan, heating system and indoor lighting. These loads are critical as they serve to
maintain the comfort indoor environment of the livestock; they also consume the
highest energy, around 35 kW totally. Group two is the pumping system and the
wastewater treatment system of 15 kW. Group three include all the appliances and
loads of the residential area consuming 10 kW. The investigation of system response
is carried out for various scenarios of load changes.
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Fig. 3 Biogas generation system deployment in a hog farm

Fig. 4 Startup process of generator 1

4.1 Case Study 1

The starting processes of the biogas generators when no load is connected are shown
in Figs. 4 and 5. The speeds of the generators are increased from zero to 1500 rpm
less than 15 s. Generator 1 starts up slightly faster than the generator 2 due to the
difference of their internal construction and the input fuel conditions.

4.2 Case Study 2

Once the generators are running stably at no load, the responses of the two systems
when different loads are connected are investigate. Firstly, a total load of 35 kW load
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Fig. 5 Startup process of generator 2

is turned on. The response of the two systems is shown in Figs. 6 and 7. Generator
speeds are reduced slightly but can quickly get back to the set point.

In the next scenario, the load changes from zero to a 50 kW load which is accom-
plished by first supplying electricity to the livestock barns and then the wastewater
treatment and pumping system which consumes around 15 kW. It can be seen in
Figs. 8 and 9 that both the systems are able to reach the stable speed set point within
4 s.

We then change the load from no load to the full load of 60 kW by turning on the
livestock barn loads, the wastewater treatment system, and then the residential area.
The similar results are shown in Figs. 10 and 11.

Fig. 6 Total load of 35 kW is connected to the generation system 1

Fig. 7 Total load of 35 kW is connected to the generation system 2
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Fig. 8 Total load of 50 kW is connected to the generation system 1

Fig. 9 Total load of 50 kW is connected to the generation system 2

Fig. 10 Full load of 60 kW is connected to the generation system 1

Fig. 11 Full load of 60 kW is connected to the generation system 2
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Fig. 12 Generator 1: decrease from full load by no load

Fig. 13 Switch from no load to shutdown

4.3 Case Study 3

After operating at full load, we then disconnect the entire load from the generation
system and shut it down. The responses of generator 1 when turning off the load
and shutting down the system are shown in Figs. 12 and 13, respectively. It can be
seen that after disconnecting the load, the generator speed overshoots shortly, but the
controller can quickly adjust to make it be steady at 1500 rpm as desired.

Table 1 shows a summary of the system performance in different operation modes
of starting up and varying the loads of the generation systems. In all the cases, the
overshoots of the generator speeds are less than 12% or almost 0. Time response,
Tres, is also within required duration Treq for appropriate power distribution in farm.

5 Conclusions

A proposed speed control controller specialized for biogas generators has been
described. It is shown the system is able to maintain a stable operation and keep
the generated electrical frequency within the required range for safely supply to any
normal appliances in the farm. The cost of the control unit is around 40% of the
governor sold together with the original generator and may be cheaper when being
mass produced. The generation systems have been deployed in nine farms located
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Table 1 Overshoot and time response of the system with changes in load

Operation modes Treq (s) Tres (s) Overshoot (%)

Startup Generator 1 ≤ 30 15 12

Generator 2 ≤ 30 9 0

Switch from no load to 35 kW Generator 1 ≤ 20 5 0

Generator 2 ≤ 20 3 0

Switch from no load to 50 kW Generator 1 ≤ 45 23 0

Generator 2 ≤ 45 24 0

Switch from no load to full load of 60 kW Generator 1 ≤ 60 48 0

Generator 2 ≤ 60 50 0

Decrease from full load to no load Generator 1 ≤ 60 11.5 8

at different places mostly in the north of Vietnam and a few in the south so far. The
generators in the north are being operated for 15–20 h daily depending on the avail-
able amount of fuel and load demand. In the south, we have installed two generators
in the same farm for the trial of 24-7 service, and thus, it is not required to get the
power from the grid. In the future work, the control systems will be enhanced further
to include other inputs such as air quality conditions and the deterioration of actu-
ators’ accuracy under extreme working environment conditions. In fact, the biogas
generation is a component of the farm management system. Thus, the secondary
control at system level which cooperates other sub-systems will also be integrated to
optimize overall energy consumption while ensuring reliable operation of the farm.
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Parallel, Distributed Model Checking
of Composite Web Services
with Integrated Choreography
and Orchestration

D. Sungeetha and B. S. Sathish Kumar

Abstract Business Process Execution Language (BPEL) specification is trans-
formed into communicating finite state machines (CFSMs) specification for inter-
acting, synchronizable web services. Computational distributed tree logic (CDTL)
logic over a set of Kripke structures, called communicating minimal-prefixmachines
(CMPMs) which together constitute sum machine was proposed in previous work.
Sum machine has a much better scalability of variety of peers as opposed to the
more traditional product machine. This paper discusses about using sum machine
and CDTL logic to model-check a web-service specification by integrating both
choreography and orchestration in a modular fashion with bottom-up approach. We
do a couple of case studies of Virtual Travel Agency (VTA) protocol and Fresh
Market Update (FMU) service and illustrate the model-checking procedure on these
protocols to verify the synchronizability and reachability properties of the protocol
in an efficient manner, with parallel, distributed algorithm incurring polynomial time
complexity.

Keywords BPEL · Synchronizability · Scalability · CFSMs · Sum machine ·
Minimal-prefix state vectors · CDTL · State-space-explosion · Product machine ·
Choreography · Orchestration

1 Introduction

These days, web services are commonly applied in several fields, like business to
business and incorporation of enterprise usage [1]. In BPEL, [2] used to agree the
roadmap of web-service composition.
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Model checking (MC) projected the authentication and validate of software
systems [3, 4]. Model checking [5] is an authentication of profoundly and auto-
matically execute starts at early stage and exhibit in each way. We propose the two
techniques for MC for distributed protocols.

Past research focus on use ofMC logic is important in computer science [6, 7]. For
major reviews of model checking, kindly refer to [3, 4]. An extensive limitation of
MC for authentication of distributed systems is often unattainable [8]. An intensive
search is used in MC to verify temporal-logic specification of the concurrent system.
This spectacle is called as “state-space-explosion problem”, is our present work.

1.1 Web-Service Choreography, Orchestration, State-Space
Explosion and Scalability of Peers

Inweb-service specification taxonomy, choreography refers to abstract processes and
orchestration refers to executable processes [9, 10]. Choreography covers the inter-
action of messages among different services while orchestration includes internal
process actions, in this work. Choreography concerns messages across services in
concurrency, while orchestration concerns activities in sequence and choice/conflict
within a service. Choreography specifies the inter-behaviour transitions and orches-
tration, the intra-behaviour transitions. There are also contexts [11] in which orches-
tration is used as an alternative to choreography, the latter with decentralized control
and the former with centralized control. Both choreography and orchestration have
to be consolidated into the web-service CFSM specification before composing the
component CFSMS of multiple peers into a global composite product machine.

But unfortunately, the traditional composition of the synchronous product of
the component CFSMs blow-up exponentially for the number of input CFSMs
as the interaction of message sequences in the choreography and huge value of
peers increase. The problem is even more compounded when the choreographed
message sequences are interleaved with the orchestrated local/asynchronous
actions/operations of the specification. Therefore, instead of composing the compo-
nent CFSMs into one single synchronous product, we build its quotient transition
system called the sum machine which incorporates global environment as well as
maintains the local identity of the peers thus contributing to their scalability.

We illustrate the above in our case study of Virtual Travel Agency in the sequel.
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1.2 Top–Down and Bottom–Up Approaches
and Synchronizable Conversations

There are two ways of composite web service as follows [12]:

(1) In the bottom-up approach, each peer in the web service is specified uniquely
and composed system is combined behaviours of individual peer specifications.
In our work, we follow this approach. We calculate the synchronization of
the composite web service [12]. If it is synchronically we use synchronous
communication semantic to authenticate the temporal-logic properties of its
conversations. Even in the presence of unbounded message queues, the results
we achieve in this case hold for all conversation created by the composite web
service.

(2) In the top-down approach, the chosen behaviour is defined first, followed by the
comprehensive peer implementations. Conversation protocols are a formalism
for specifying composite from the up down. A discussion protocol is a single,
global finite state machine that defines group of conversations. It is difficult to
control the state-space explosion in the top-down approach. Also in the top-
down approach, only choreography can be represented and not the autonomous
local orchestration.

1.3 Related Work

Many researches based on model-checking web services are being conducted. The
work by Ankolekar et al. [13] verifies the contact protocol of web providers outlined
in OWL-S using automated methods. Fu et al. [14] suggests a top-down approach
consists of desired conversations and provides a tool. The EFA, according Shin [15]
should check the service flows in [2]. In paper, [16] shapes a structure that makes
instinctive proof of business processes. Jun et al. [17] uses pi-calculus to define and
model web service and their structure and then tests the model’s validity.

For the benefits of this, we advise to quotation behavioural specifications and
agent interaction protocols [18, 19] and it may translating method to transform the
model into asynchronous communication with model checker SPIN.

The work reported [1] makes the use of agent interaction protocols to establish
the BPEL work flow. Our work begins from the BPEL specification of [1] which
consists of multiple agents each of which is modelled as a communicating limited
state machine with synchronous communication/rendezvous interactions. We make
sure the synchronizability condition [20] is satisfied after transforming the BPEL
input specifications into CFSMs and then from CFSMs to corresponding CMPMs
constituting the sum machine.

In remaining portion of paper, the preliminary of the computational model of sum
machine is summarized in Sect. 2, giving its syntax and semantics. It then introduces
sum machine comprising the set of n CMPM trees generated from n CFSM graphs
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(corresponding to n peers of the web service) and its relationship with the traditional
product machine structure. In comparison with our previous work [21, 22], Sect. 3
introduces the logic, its updated formats over sum machine. Section 4 does the case
study of VTA protocol using which the CDTL specification of properties and their
verification are illustrated, and Sect. 5 conclusion and future directions are discussed.

2 The Computational Model of Sum Machine

2.1 What is the Idea Behind Sum Machine as Opposed
to Traditional Product Machine?

A given specification consisting of a set of n communicating finite state machines
(CFSMs), represented as a set of n CFSM graphs, is transformed into a corre-
sponding set of n unfolded trees whose leaves correspond to what are defined as
cut-off states. Each CMPM state represents not only its corresponding local CFSM
state, but also a vector of non-local CFSM states that are its causal predecessors due
to synchronization in the most recent past.

2.2 The BPEL-Transformed CFSMs Specification

The CFSM specification is based on Hoare’s CSP model [23].

2.3 The Simulation of CFSMs into a Novel Sum Machine
as Opposed to Traditional Product Machine

The given set of CFSMs represented as cyclic, rooted, directed graphs is simulated
in their respective global environments into a corresponding set of CMPMs, each
represented by a directed, rooted tree structure.

We assume a given specification of n CFSMs that are in general non-terminating.
We convert a set of n CFSM graphs into a set of n CMPM trees given a set of n
CFSM graph [21]. In the following context, the unfolding mechanism is recursive:
A corresponding CFSM state sfi exists for each unfolded CMPM state si.
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2.4 Minimal-Prefix Vectors of CMPM States

Definition 2.4 : The minimal-prefix vector Mp(si) of a CMPM state si is the vector
of size n that should necessarily/minimally be reached according to causality order
≤ in order to guarantee the entry of state si in question. The ith component of the
Mp-vector of a state si is itself. That is, Mpi (si ) = si , ∀i ∈ {1, . . . , n}.

In order to fulfil the possible requirements, the unfolding of one CFSM
necessitates the unfolding of the other non-local CFSMs.

f vec : Xi=1...n Si → Xi=1...n S f i where f vec is the function that maps the CMPM-
state vectors into corresponding CFSM-state vectors with the instance numbers
dropped/omitted. The fvec function is used tomap theMp-vectors into corresponding
CFSM-state vectors, to identify the cut-off states of the CMPMs as will be related in
the sequel.

2.5 Sequence, Conflict/Choice and Concurrency Among
States of Sum Machine

Definition 2.5 : sequence (seq), conflict (conf) and concurrency (co) viz. are the
three fundamental binary relations defined using Ri, i ∈ {1…n} and ≤ relations.

To summarize, CMPMs statically produce only a minimal state vectors, which
can be enthusiastically made by navigating non-local CMPM trees asynchronously.
Any two CMPM states, non-local in general, can be reachable from one another iff:
all the n components of their respective MP-vectors are reachable from each other.
This notion will be elaborated in the model-checking procedure in the sequel.

2.6 Sum Machine Simulates Product Machine

In this paper [22–24], by virtue of the construction of conventional product machine
and the sum machine compositions, the set of all reachable configurations S of
sum machine correspond to product machine states Sf . Based on configurations
and transitions among them, a single transition system corresponding to a product
machine simulated by the sum machine can be defined as follows:

C = (S, R, P, s0) where S is the set of all configurations, R is the transition relative
where R = ∪i={1...n}Ri , P is the conventional of all intentions of configurations
P = ∪i={1...n}Pi and s0 is the initial configuration, replicated in all CMPMs as the
initial Mp-vectors.

The conventional transition system of the product machine of given CFSMs is
given by Cf = (Sf , Rf , Pf , s0f ) such that s0 → s0f , R → Rf , P → Pf and S → Sf
are subjective mappings, where each reachable configuration s of sum machine is a
CMPM-state vector while the vectors sf of product machine is the set of reachable
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CFSM-vectors, whose components correspond to CMPM-vector components with
instance numbers dropped. Henceforth in the sequel, by product machine, we refer
to C = (S, R, P, s0).

3 The Specification Language CDTL over Sum Machine
for Specifying Web-Service Properties

CDTL formulas over sum machine can be specified [21, 22, 24, 25] to pose the
properties of the global paths of configurations of sum machine as well as the local
properties of local paths of CMPM states. In addition, the global properties can be
expressed as conjunction and/or disjunction of local properties which is implemented
to model-check the properties efficiently and in a modular fashion and deduce the
global properties in terms of local properties.

We use s to denote a configuration, p to denote a global path of configurations
traced from local paths of CMPM states and � to denote a set of n concurrent local
paths, �i, i = {1..n}. |=i denotes local satisfiability and |= the global satisfiability.

Global CDTL formulas over sum machine

• C, s |= ∪i={1..n} (Pi(si)) such that si is the ith component of s.
• C, s |= ⌐(q) iff: ⌐(C, s |= q)
• C, s |= (q ∧ r) iff: (C, s|= q) ∧ (C, s |= r)
• C, s |= q U r iff: there exists a path p emanating from s such that

C, p |= q U r.

• C, s |= Aq iff: ∀ paths p emanating from s it is true that
• C, p |= q where q is a p formula.
• C, s |= Aq iff: ∀ concurrent path sets � from s,

C, � |= q where q is a cp formula.

• C, p |= q iff: C, s |= q where s is the initial configuration of the path p.
• C, p |= Xq iff: C, s’|= q where p = (s R s’ R…)
• C, p |= Fq iff: C, s’|= q where p = (s R+ s’…)
• C, p |= q U r iff: for p = (s1 R s2 R C3…R sk…) it is the case that

C, sk |= r and ∀m ≤ k, M, sm |= q

• C, p |= q iff:C, s |= qwhere s is the initial configuration of the concurrent path-set
�.

• C, � |= q iff:C, p |= qwhere p is one of the global paths from concurrent path-set
�.

• C, � |= Xq iff:C, p |= Xqwhere p is one of the global paths of concurrent path-set
�.

• C, � |= Fq iff: C, p |= Fq where p is one of the paths of concurrent path-set �.
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• C, � |= q U r iff: C, p |= q U r, where p is one of the traces of concurrent path-set
�.

Local CDTL formulas over CMPMs

• Ci, si |= i Pi(si), si is the ith component of s, i = {1...n}.
• Ci si |= i ⌐(qi) iff: ⌐(Ci, si |= qi)
• Di, si |= i (qi

∧
ri) iff: (Di, si |= qi)

∧
(Di, si |= ri)

• Ci, si1 |= i qi Ui ri iff: there exists a �i = (si1 Ri si2 Ri si3…Ri sik…) emanating
from si1 such that Mi, sik |= i ri and ∀m ≤ k, Ci, sim |= i qi.

• Ci, si |= i Aiqi iff: ∀ i-local paths �i emanating from si it is true that Ci, �i |= i

qi where qi is a p formulai.
• Ci, �i |= i qi iff: Ci, si |= i qi
• Ci, �i |= i Xiqi iff: Ci, si’|= i qi where �i = (si Ri si’ Ri…)
• Ci, �i |= i Fiqi iff: Ci, si’|= i qi where �i = (si Ri

+ si’…)

Deduction of global formulas from local formulas
Following equivalences between global and local formulae follow from the

definition of configurations and concurrent local path sets.

• C, s|= q ↔ ∧
i ={1..n} (Ci, si |= i qi), where (si co sj), i1 	= j1, i1, j1 = {1...n1}.

• C,� |=X(∨i ={1…n} qi)↔ ∧
i ={1…n}(Ci,�i |= i Xiqi) where s0i is the initial state

of path �i, (s0i Ri si), si |= i qi ∀i = {1...n} and (s1 co s2 co… sn).
• C, � |= F(

∧
i ={1...n} qi) ↔ ∧

i ={1...n} (Ci, �i |= i Fiqi), where s0i is the initial
state of path �i, (s0i Ri

+ si), si |= i qi ∀i = {1…n} and (s1 co s2 co… sn).
• C,� |=AX(

∧
i ={1...n} qi)↔ ∧

i ={1...n} (Ci,�i |= i AiXiqi), where s0i is the initial
state of path �i, (s0i Ri si), si |= i qi ∀i = {1...n} and (s1 co s2 co… sn).

• C, � |= AF(
∧

i ={1...n} qi) ↔ ∧
i ={1...n} (Ci, �i |= i AiFiqi), where s0i is the initial

state of path �i, (s0i Ri
+ si), si |= i qi ∀i = {1...n} and (s1 co s2 co… sn).

From the above equivalences, (↔ is the equivalence operator) it follows that in
order to check the property of a global formula, to deduce the global property a
simple search of the consistent value CMPM based on the belongings being verified
and check the concurrency of local states.

4 Model-Checking Case Study of Fresh Market Update
(FMU) Service and Virtual Travel Agent (VTA) Protocol
Using Sum Machine and CDTL Logic

Here, we verify the properties of FMU protocol of stock broker, research department
and investor web services and VTA protocol of user, VTA, flight booking service
and hotel booking service. These peer-services are transformed/mapped from their
respective BPEL (version 2.0) flowchart specifications into CFSM specifications
using which we construct the joint behaviour of summachine in bottom-up approach
and perform synchronizability and reachability analysis of the VTA protocol. The
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Fig. 1 CFSM of stock broker, research development, investor

local identities of individual services are maintained in the composite service with
only a polynomial blow-up of the state space depending on their degree of coupling,
thus making the composition scalable and modular.

Figure 1 shows the CFSM graphs of the stock broker, research department and
investor. The corresponding CMPM trees constituting the summachine composition
is shown in Fig. 2.

Since the sum machine is modular global properties can be deduced from local
properties. Synchronizability is verified hand-in hand with the construction of the
sum machine. Since the research-department service coordinates with both stock-
broker and investor services, many interesting properties can be deuced from the
CMPM of research department. In addition, the autonomous event “convert to data”
from raw data can be orchestrated by introducing the invocation and response of
the sub-services within the research-department service. The orchestration can be
followed by model checking the research department independently but taking into
account, the global environment using the concept of Mp-vectors.

Figure 3 shows the CFSM graphs of the VTA protocol consisting of the agent
VTA, flight agent service, hotel agent service and user. Since VTA interacts with all
other services and user, it is enough to check the correctness of synchronizability and
reachability of CMPM states of the VTA service. The events “process request” of
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Fig. 2 CMPM of stock broker, research development, investor

flight agent and that of hotel booking agent can be orchestrated to introduce the sub-
services of the respective agents. That is the advantage of the modular sum machine
as opposed to the single synchronous product machine. Figure 4 shows the CMPM
of the VTA service, which is sufficient to check the correctness of the properties to
be satisfied by the composite service, since VTA interacts with all other services.

Fig. 3 CFSM of VTA, flight agent, hotel agent, user
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Fig. 4 CMPM of VTA

4.1 Orchestration Along with Choreography in Model
Checking

Since the sum machine composite is modular, in FMU service, the research-
department CMPM can be expanded to orchestrate the raw data to data conver-
sion. Similarly in VTA service, the CMPMs corresponding to flight agent and hotel
agent can be individually expanded (in global environment) to orchestrate the event
“process request” by replacing it with invocation and response of sub-services
required to process the flight request and similarly for the hotel booking request.
If it were a one single composite product machine, it would be difficult to verify the
orchestration of the above services autonomously and with less complexity.

4.2 Discussion of Model-Checking Complexity

As reported in [22, 26], the model-checking complexity of the sum machine is poly-
nomial peer CFSMs specification while the under complexity of product machine is
exponential in group of peer CFSMs. Specifically, the worst-case time complexity in
sum machine is (d * Nf + logn) in the sum of CFSMs n with Nf , maximum quantity
of states per CFSM and d, a constant depending on degree of coupling, |Rsyncfi| given
in the specification, with O(n2) number of processors. This result is as opposed to
the traditional PSPACE–complete complexity of CTL over product machine.
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5 Conclusions

Given choreography of global message sequence and orchestration of local activi-
ties in WS-CDL/BPEL specification, we extract n CFSM specifications. The rela-
tions sequence, choice come from local orchestration and communication (using
synchronous message passing) come from global choreography, resulting in concur-
rency. Having extracted the set of n CFSMs specification of Web services, instead of
composing them into a traditional product machine, we construct the sum machine
which can simulate product machine and is also distributed and multi-threaded. The
synchronizability is verified during the construction of sum machine whose compo-
nents are the n CMPMs. In the case of CMPMS/sum composition, the correctness
properties of protocols can be verified using polynomial time.
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An Application of Logistic Regression
Model in the Student’s Academic
Performance at HUST, Vietnam

Ta Anh Son and Nguyen Tuan Dat

Abstract In this paper,we use logistic regressionmodel to study the factors affecting
students’ results in the subject named ‘Analysis III (MI1130)’. The data is collected
from the results of the questionnaires and the actual students’ academic performance
given by the School of AppliedMathematics and Informatics (SAMI) of HUST. Data
analysis provides a precise estimate of 5 factors that make an impact on students’
learning results in the subject, including the living environment, the CPA result, self-
study time, difficulty in solving some Analysis III problems, and awareness of the
application of the subject in reality. Then, some suggestions can be made to improve
the quality of training and learning outcomes of students.

Keywords Logistic regression · The student’s academic performance

1 Introduction

Analysis III (MI1130) is a compulsory subject in the student training program of
HUST. This module is the necessary foundation for advanced math modules and
other disciplines in science and engineering. Over the years, it has been reported that
student scores have been uneven across all faculties [1, 2]. This inequality occurs
not only in HUST but also in other colleges and universities in Vietnam. There are
also other subjects in which students perform poorly, and thus finding the factors
that influence students’ performance has become the subject of research. Therefore,
this paper focuses on identifying such factors among HUST’s students as the basis
for strategic intervention in course delivery.
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2 Logistic Regression Model

We use logistic regression for the binary variable Y :

• With scores 0.0, 1.0, 1.5, assigned the value 1: Student has the possibility to fail
Analysis III (MI1130).

• With scores 2.0, 2.5, 3.0, 3.5, 4.0, assigned the value 0: Student does not have the
possibility to fail Analysis III (MI1130).

Predictor variables are factors under investigation, which may have an effect on
the reaction variable. The logistic model equations according to Sule, Adjumo [3, 4]
have the form

Log

[
p(x)

1 − p(x)

]
= α + β1X1 + β2X2 + · · · + βk Xk . (1)

where Xi , i = 1, 2, ..., k are influential factors being investigated and

P(x) = P(Y = 1|X = x) = 1

1 + e
∑k

i=1 XiYi
. (2)

where the vector, X = (x1, x2, ..., xk).
Hence, the odds ratio presented by Sule and Saporu [3] is

∏
(x) = p(x)

1 − p(x)
. (3)

3 Research Scope

The tool used is to develop a list of survey questionnaires for students from HUST.
The questionnaire includes 20 questions that make up the predictor variable to be
investigated. The questionnairewas checked for the validity of the content and tested–
re-tested in reliability before being issued to students. The survey target is about
200 students from School of Applied Mathematics and Informatics and Institute of
Information Technology. In fact, we obtained a survey of 153 random students at
HUST. The response rate is 100% of the questions in the survey. The detailed list of
questions is presented in the appendix.

4 The Data

Questionnaires are managed for students using appropriate codes. Student’s score in
the surveyed course is a binary-dependent variable, encoded as mentioned earlier.
The questionnaire which consists of 20 independent variables was investigated.



An Application of Logistic Regression Model … 79

Standardize data:

• Code answers from 1 to 4.
• Normalize the answer data set to the segment [ 0;1 ] by the formula

x = x − min(x)

max(x) − min(x)
. (4)

where x is the newly encoded value.

Example: Question 1 has four answers: 1, 2, 3, 4.
The new value is 0, 0.33, 0.67, 1.
Result variable

• where y = {0; 1; 1.5} is assigned the value 1 (possibility to fail);
• where y = {2.0; 2.5; 3.0; 3.5; 4.0} is set to 0 (impossibility to fail).

5 Data Analysis Methods

We use the statistics package for the social sciences (SPSS) for data analysis. Binary
logistic regression is performed step-by-step. Neglerke R2, chi-square Test, and
Hosmer–Lemeshow test are used to evaluate the suitability of the model.

Chi-Square test The chi-square test is used when we want to evaluate whether there
is a relationship between categorical or categorical variables in a data set.

In linear regression, according to goodness of fit in logistic regression [5], the
residual can be defined as

yi − ŷi . (5)

When we apply the chi-square test to the logistic regression model, where yi is
necessarily equal to either 1 or 0, and

ŷi = π̂i (xi ) = e(α+β1xi1+···+βp xip)

1 + e(α+β1xi1+···+βp xip)
. (6)

We have the normalized remainder using the following formula:

ri = yi − ŷi√
ŷi (1 − ŷi )

. (7)

A statistic according to the χ2 distribution is generated:

X2 =
n∑

i=1

r2i . (8)
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The X2 statistic follows a χ2 distribution with n − (p + 1) degrees of freedom,
so we can calculate the p-value value.

Hosmer–Lemeshow test The inspection formula takes the form [6, 7]:

HL =
k∑

i=1

ni (pi − p̂i )
2

p̂i (1 − p̂i )
∼ χ2(k − 2). (9)

The Hosmer–Lemeshow test is a statistical test for goodness of fit for logistic
regression models.

Coefficient R2 A commonly used linear mode the suitability measure is to determine
the coefficient R2 [8]. Idea of building formula R is to divide the variation of the
dependent variable into two parts: the part that varies due to regression and the part
that does not due to regression (also known as the residual). The higher the R2 value
if the smaller the regression variability, or the higher the regression variability [5].

6 Forecast Results

From the data analysis chart, we see that the proportion of women is smaller than that
of men. This is due to the fact that fewer women enrolled in surveyed institutes than
men. Also, most of the surveyed students are freshmen and sophomores at HUST
(See Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, and 11).

The three indexes of Step, Block, and Model in Table1 all have sig equal to
0.000 < 0.05 (95% confidence level). Thus, the general model shows that the cor-
relation between the dependent and independent variables is statistically significant
with a confidence interval of over 99%.

In the results from Fig. 12 we see that the coefficient −2 log likelihood is small,
so the model is appropriate. At the same time, the coefficient Nagelkerke R Square

Fig. 1 Gender of the person
to be surveyed
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Fig. 2 Age of surveyed
person

Fig. 3 Place of residence of
the surveyed person

Fig. 4 High school test
score of the person being
surveyed
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Fig. 5 CPA score at the time of the survey

Fig. 6 Reason you chose HUST

= 0.756 shows that 75.6% of the change of the dependent variable is explained by
the independent variables in the model, and the rest is due to other factors.

The results of checking the conformity of Hosmer–Lemeshow in Fig. 13, with the
p-value = 0.491, show that the logistic regression model is suitable for analyzing the
data that we have collected.

In Fig. 14, the probability of predicting students who will not slip correctly is
96.7%, and the ability to predict students with accurate slip is 76.7%. The results
show that the model has 92.8% accuracy.

The results in Fig. 15 indicate that only five variables are determined to be sta-
tistically significant, or that the above five factors influence student achievement at
HUST. These variables are the current residence, CPA score, the perception of the
difficulty of the subject, the reason for choosing HUST, the student’s awareness of
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Fig. 7 Number of absences in the course

Fig. 8 Self-study time in a week

the application of the subject in reality, and self-study time. Therefore, they are the
only variables that have a significant effect on the predictive results of the model. The
seventh column of Fig. 15 provides the corresponding estimated difference values,
Exp(β). These estimates show that students who live in boarding houses have high
CPA scores, spend more time on self-studying, and think that the subject is easy and
applicable in reality will be unlikely to fail the course.

FromFig. 11with value R2, 75.6% log changes are explained by independent vari-
ables. The unexplained change is 24.4%. This suggests that there are other important
independent variables that have not been included in the model. From the above
tests, it shows that the logistic regression model is suitable. We find five variables
that affect the exact prediction results of the model.
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Fig. 9 Prepare before each class

Fig. 10 Classification of grades of course MI1130

Fig. 11 Chi-square test
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Fig. 12 Value R2

Fig. 13 Hosmer–Lemeshow test

Fig. 14 Classification table

The regression equation found is

log
P(X)

1 − P(X)
= 8.269 + 2.318X1 − 7.561X2 − 8.513X3 − 7.772X4 − 5.117X5

(10)
where

P(X) = e(8.269+2.318X1−7.561X2−8.513X3−7.772X4−5.117X5)

1 + e(8.269+2.318X1−7.561X2−8.513X3−7.772X4−5.117X5)
(11)

and

• X1 = Place of residence
• X2 = C.P.A result
• X3 = Feeling of difficulty
• X4 = Awareness of the applications of math in the real world
• X5 = Self-study time
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Fig. 15 Results of the model

7 Conclusion

Some suggestions to university and students are as follows:

• Improve the quality of lectures, lecturers can inspire students to learn.
• Demonstrating the importance of the subject to reality.
• Students need to spend a reasonable time for self-study at home.
• Appropriate residence is also a factor affecting learning results.

The article has briefly presented the current situation of studying Analysis III of
today’s students at HUST. We see that the survey data set is quite small and the
results of the Hosmer–Lemeshow test are quite low, but with the R-squared test of
75.6%, themodel is quite suitable. The accuracy of themodel is 92.8%, so the logistic
regression model shows that the students’ ability to accurately predict the results of
Analysis III is quite good. Our future research direction will be to find more factors
that affect students’ in the subject Analysis III to increase the accuracy of the model
and expand the research model of factors that affect the students’ learning outcomes
in the training program.
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Soft Robotics-Fingered Hand Based
on Working Principle of Asymmetric
Soft Actuator

Hiep Xuan Trinh, Phung Van Binh, Le Duc Manh, Nguyen Van Manh,
and Ngo Van Quang

Abstract This study presents a prototype of the soft-fingered hand based on the
operating principle of an asymmetric soft actuator, which is designed as a tube with
the different thickness and stiffness of two sides and is activated by the pneumatic
actuation. Based on such design, four soft fingers were fabricated from the silicone
rubber material by using the molding method and then were assembled to the con-
nectors and base to complete the soft-fingered hand. The ability of the proposed soft-
fingered hand is validated by conducting the simulations and gripping experiments.
The simulation and experimental results show that under the pneumatic activation,
the soft fingers have a good bending deformation, and the proposed hand can grip
several objects with different shapes, sizes, and weights.

Keywords Soft robotics · Soft gripper · Asymmetric soft actuator

1 Introduction

Soft robotics has been introduced as a novel frontier in robotic research. In general,
soft robotics is fabricated by soft materials such as silicone elastomers, urethane,
hydrogels, and so on [1]. The deformable properties of soft material enable soft
robotics which is much inherently compliant and withstand large strains in compari-
son with the traditional rigid robot. Thus, soft robotics has many advantages such as
adaptable to the unpredicted surrounding environment, safe for human interactions,
light-weight, and so on [2, 3]. The area research of soft robotics is a wide range from
locomotion, manipulation, actuating, or sensing [4–6]. In which the development of
the soft-fingered robotics hand recently is an emerging area in soft robotics research
and achieved significant results. The soft robotics hand has exposedmany benefits on
the dexterous manipulation, grasping delicate objects in unstructured environments
[7, 8]. Many studies focused on proposing, developing soft-fingered hand for adapt-
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ing various tasks. One of the first authors who proposed the gripping mechanism
based on the softness design in Suzumori et al. [9], they used four micro-actuators to
construct a soft gripper for grasping various objects. Pneumatic and hydraulic actuat-
ing mechanics have recently widely utilized in the design of soft gripper, due to their
advantages such as low cost, high gripping efficiency, simple fabrication, easy con-
trol, and fast responses [10, 11]. For instance, the authors in [12] presented the soft
robotic gripper with the bellow soft pneumatic actuator for delicate manipulation and
collecting the sample fragile species on the deep reef. Park et al. [13] proposed the
soft gripper based on the electrohydraulic actuator, fabricated by polyethylene film
and silicone material. However, most pneumatic or hydraulic mechanics-based soft-
fingered hands consist serial chambers with specially-designed thin walls to generate
the gripping shape under pressurization activation. The thin walls design causes eas-
ily the failures such as torn, wears, or bulge. Moreover, the construction with many
chambers leads to the complication of mathematical models and the difficulty to fab-
ricate and calculate exactly the curvature shape or contact gripping force. In [14], Ho
et.al proposed the novel concept of soft-fingered hand with contact feedback based
on the idea of morphological computation with the unbalanced deformation mech-
anism. In this design, the soft finger structure includes a softer layer much thicker
than a stiffer layer, and the gripping energy is generated from the elastic energy of
the pre-stretched softer layer. Nonetheless, this design requires the external motor to
pull or release the tendon string for controlling the opened state of soft fingers.

In this paper, based on the operating principle of asymmetric soft actuator, we
present the soft-fingered hand that is easy to design, fabricate, andmodel. The robotic
hand consists of four soft fingers; each finger is a simple asymmetric tube and is
activated by air pressure. The remainder of this paper includes the principle, design,
fabrication, simulation, and preliminary gripping test of the soft-fingered hand.

2 Principle and Design of Soft-Fingered Hand

Principle of Soft-FingeredHand In this study, the soft finger is operated basedon the
principle of the asymmetric soft actuator that has a cross-section of the asymmetric
hole [15]. Due to the different thickness and stiffness between two sides of the
asymmetric tube, under the actuation of internal pressure, the actuator is curved in
the direction of the thicker side. The cross section of the soft finger is circular, with
different thicknesses t1 and t2 of the top and bottom side, where is smaller than
(Fig. 1). The thicker side is partly flat to improve the gripping contact area. The
bending effect of the soft actuator can be considered as the bending of the cantilever
beam. In which, the actuator is closed at the free end; the air pressure is input into the
soft actuator from the fixed end through a small tube. Under the pneumatic actuation,
the different thickness leads to the different expansion between two sides, and the
eccentricity causes the bending moment. The bending curvature of the soft actuator
depends on its geometrical design and the pressure value.
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Fig. 1 Curved principle of the asymmetric soft actuator and its cross section

Fig. 2 Design of soft-fingered hand

Design of Soft-FingeredHandThe robotics hand consists of four soft fingers, a rigid
connector, and a rigid base (Fig. 2). The rigid connector is an assembly of two parts.
It has a hole with a diameter of 20mm to fix the soft finger. Four rigid connectors
are assembled to rigid based by using the screws. All parts of the rigid connectors
and rigid based are designed by the SolidWork software, then fabricated by using a
3D printer. The soft finger is an eccentric tube, a free end is closed, and the fixed
end has a small hole for directing the compressed air into the tube. The prototype
soft finger has a dimension of designed parameters as l = 100, R = 8, r = 5, e = 2,
t1 = 2, t2 = 4 mm. The overall dimension of the soft finger is similar to the size of
the human finger.

3 Fabrication

The soft fingers were made from silicone rubber of RTV 225 and fabricated with
two 3D printing molds. The first mold is the assembly of three parts and is used to
fabricate a main part of the soft finger (Fig. 3a, b). The remained mold (Fig. 3c) is
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Fig. 3 Molds for fabricating the soft finger

Fig. 4 Schematic of fabricating process

used to seal the fixed end of the finger. The fabrication process of the soft finger by
molding method is depicted as in Fig. 4 and can be summarized as follows. First,
two components of the liquid silicone rubber were mixed with the ratio of 1:1, then
the mixed liquid silicone is poured into the assembly mold and is cured at room
temperature after ten hours. After the curing process, by removing the assembly
mold, we get the main part of the soft finger. At this stage, the soft finger still has
an open end. This end was closed with the same mixed silicone by using the second
mold and a similar curing method. Finally, after taking out that mold, we get the soft
finger. The soft fingers were then fixed to the connector and the base to complete the
soft-fingered hand.

4 Simulation and Preliminary Gripping Test

To clarify the principle of the soft finger and the effect of geometrical parameters on
its bending curvature, we conducted the simulation with the commercial software
Abacus. The soft finger was modeled as a deformable solid with the hyper-elastic
material. The Yeoh model with the parameters of C10 = 0.1, C20 = 0.02, C30 =
0.0002, D1 = D2 = D3 = 0 was used in the simulations [16]. The FE model was
meshed with the linear hexahedral elements of type C3D8R. The bending angle
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Fig. 5 Deformation of soft finger

Table 1 Various cases of finger’s geometrical parameters

Parameter R (mm) r (mm) e (mm) t1 (mm) t2 (mm)

Case 1 8 5 2 2 4

Case 2 8 5 2.4 1.6 4.4

Case 3 8 5 2.8 1.2 4.8

Case 4 8 5 3 1 5

Fig. 6 Bending angle’s values with different pressure of various case designs

α of the soft finger is determined through the positions of two nodes at the fixed
and free ends (Fig. 5). To investigate the effect of the designed structure on the
bending curvature of the soft finger under the air pressure activation, we conducted
the simulations with various cases of the finger’s geometrical design as shown in
Table1. The bending angle α of these soft fingers with different pressure values is
shown in Fig. 6.

From Fig. 6, we can see that when the pressure value increases, the bending
angle of the soft finger does not increase linearly, and it grows up noticeably with
high pressure. It is due to the physical nonlinearity of the silicone material and the
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Fig. 7 Gripping tests of the soft-fingered hand

geometrical nonlinearity of the large deformation. In the comparisons of the bending
angle with the different designed parameters under the same pressure conditions,
we see that the values of bending angle rise with the increase of the eccentricity e,
thickness t2, and the decrease of thickness t1.

We conducted the experiments to test the preliminary gripping ability of the soft-
fingered hand. The hand was mounted onto the SCORRA ER-14pro robotics arm.
The soft fingers were activated by air pressure through the pump system. Several
objects with different shapes, sizes, and weights were used for gripping tests, and
the results were shown in Fig. 7. This figure indicates that the proposed hand has a
good gripping ability with different objects.

5 Conclusion

The study presented in this paper is our first step toward a soft robotics hand that
has a simple design, easy to fabricate, modeling, and control. In future, we will
address some aspects to improve the performance of the soft-fingered hand. First,
we will focus on proposing a novel mathematical model to estimate the bending
deformation of the soft finger under the pneumatic actuation. This model would
build based on the deformation laws of the nonlinear material and consider the
geometrical nonlinearity of the large deformation. Then, based on the mathematical
model, optimization algorithmswould be proposed to improve the soft finger’s design
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for obtaining desired bending shapes that attempts to imitate the shape of human
fingers when handling operations. Finally, a rigid nail will be embedded to the free
end to limit the tip inflation, which will make better pick-and-place performance of
the soft finger. The technical pre-stressed deformation will be used to extend the
gripping area of the soft-fingered hand.
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Control Design for 400Hz Ground
Power Unit

Tran Que Son, Nguyen Kien Trung, Dich Nguyen Quang, Do Ngoc Quy,
and Do Ba Phu

Abstract In this paper, a design of Sinusoidal Pulse Width Modulation (SPWM)
400Hz inverter is proposed for Ground Power Unit (GPU) in airlines industry. In
which, the inductor filter is integrated into the isolated transformer, for reducing
the production volume, also enhancing the system flexibility and reliability. In the
control scheme, resonant controller with parallel structure is performed to control
fundamental harmonic voltages. The computation delay always existed in digital
systems is considered to handle through the phase compensator technique. Simulation
studies in Matlab software and Hardware in the Loop (HIL) show that the controller
can regulate the output voltage, with the Total Harmonic Distortion (THD) is just
1.21% and 2.31%, respectively, even under the nonlinear load condition. The 20
kVA GPU experimental prototype using digital signal processing (DSP) has been
implemented verify the validity and feasibility of the proposed controller. The control
strategy steady state and the dynamic performance are tested in carefully, which show
that the steady state error is relatively small, the transient response is fast and THD
is 2.24% for the rectifier load.

Keywords Ground power unit · Resonant controller · Unipolar SPWM · Three
single phase combine inverter
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1 Introduction

Recently, the airline industry has achieved an incredible growth either in civil or
military sectors. Additionally, it is demanded by airport regulations that external
power units must be used to energize the aircraft while stopping to reduce the noise
and air pollution. This rises continuously the demands to the Ground Power Unit
(GPU), a device providing external power to aircraft when parked on the airport. The
GPU voltage supply standard is 115V RMS-400Hz, and the main objective of GPU
design is to meet the requirement in which the THD is smaller than 2% even when
feeding unbalanced and nonlinear loads.

The classical GPU is composed of a input rectifier, an inverter, an transformer,
and output LC filters [1]. However, the passive LC circuit makes the system become
larger, heavier, and more difficult to install. In this paper, a GPU configuration is
proposed in which, the filter inductor is integrated in the transformer to improve the
system portability and flexibility.

Design the GPUwith the THD content are≤2% under different types of load con-
ditions, create research challenges. Reference [2] presents a GPU system based on
the Deadbeat control technique with the disturbance decoupling networks are taken
into consideration. The phase corrector scheme is also applied to compensate the
time delay. However, the system output power is limited at only 1kVA and the THD
is 3.53%,which is relatively high. FPGAbased onRepetitive Control for high perfor-
mance GPUs is proposed in [3], but both the simulation and experimental results are
not evaluated specifically. Active neutral point clamped converter technology is also
applied, a 5-level active neutral point clamped (5L-ANPC) multilevel converter is
given in [4] which benefits in increasing the carrier ratio, decreasing the output dv/dt,
reducing the inductance, boosting GPU voltage control capability. Nevertheless, the
THD is still high and the number of switches used is large. To overcome this prob-
lem, the improvement of 5L-ANPC topology is presented in [5]. In which, a hybrid
active-neutral-point-clamped (HANPC) converter with 25 levels is introduced to the
GPU. Though, the control complexity has narrowed its application in practice.

Recently, the resonant controller has been widely used in many fields, and it is one
of the most popular approaches for AC voltage control because of high performance
of zero steady state tracking error [6, 7]. In this paper, a single loop resonant controller
with the phase delay technique is proposed for the GPU. Simulation and experiment
results show that this system can provide high performance output voltages under
different load conditions.

This paper is organized as follows. In Sect. 2, 400Hz GPU topology and the
GPUmodel are analyzed. In Sect. 3, the modified resonant controller in combination
to phase delay compensation technique is analyzed and implemented. In Sect. 4, a
case study is conducted in which, simulation and experiment results are carefully
analyzed to verify the efficiency of the proposed system. Finally, the conclusion and
reference is presented at the end of the paper.
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Fig. 1 The proposed GPU system

2 GPU Model

2.1 Inverter Topology

A standard three single-phase combined inverter is used because it profits especially
in the case of operation with an unbalanced load. The GPU system is shown in Fig. 1.

2.2 State-Space Model and Transfer Function of the GPU

With the transformer ratio N = 1, the equation of one second order LC filter is as
follows: ⎡

⎢⎣
diL
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dvO
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Fig. 2 GPU model

The GPU transfer function then can be written as:

vO = vI

LCs2 + rCs + 1
− (sL + r)iO

LCs2 + rCs + 1
(2)

PWMtransfer functionThe total digital delay time,which includes the sampling
time, computation and PWM process, is approximated one and half of the sampling
period, 1.5Ts . So, the PWM function can be expressed:

GPWM = 1

1.5Tss + 1
(3)

Consider the load current iO is the disturbance to the model, the dynamics model of
the system can be expressed in Fig. 2. In which:

G = 1

(1.5Tss + 1)(LCs2 + rCs + 1)
is the GPU transfer function

Gdis = (sL + r)iO
LCs2 + rCs + 1

is the load disturbance funcion.

3 Digital Resonant Controller Design

3.1 Discrete Model of Resonant Controller

Overall control structure The parallel resonant controller shown in Fig. 3 is imple-
mented to control fundamental as well as the harmonics [6].

The controller transfer function is written as [7]:

Rn(s) = Krn
s cos(θn) − ωn sin(θn)

s2 − ω2
n

(4)

with Krn: resonant gain and ωn: resonance frequency for the nth resonant compen-
sator.
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Fig. 3 The overall control structure

Phase delay compensation Each compensator phase can be changed by adjusting
θn in (4). θn is determined from the phase angle of the GPU open-loop frequency
response.

By Zero Order Hold (ZOH) transform, the model of resonant controller in the
discrete domain can be obtained:

Rn(z) = (z − 1) sin(ωnTs) cos(θn) − (z + 1) [1 − cos(ωnTs)] sin(θn)[
z2 − 2 cos(ωnTs)z + 1

]
ωn

(5)

4 A Case Study

4.1 The GPU Parameters

System parameters listed in Table I is used for following analysis.

4.1.1 Simulation Results

Matlab Simulations The first simulation is designed for the situation where only
fundamental is used to control the output voltage with resistive load. The output volt-
age, as shown in Fig. 4, is maintained at the desired RMS value only within 0.015s,
with excellent overlapping, indicating that the phase and amplitude differences are
considerable zero. Figure5 shows the THD content which is just 0.97%.

A nonlinear load included a single phase diode H—bridge converter, a 50μF
capacitance and a load 1.09� is next apply to investigate the performance of funda-
mental controller. The waveform of output voltage and current with the significant
distortions are expressed in Fig. 6. It can be observed from the Fig. 7 that the THD
is risen to 6.7% due to large increments in the 3rd and 5th harmonic percentage.

To overcome, the 3rd harmonic compensator is designed in combination to the
fundamental controller for compensating the 3rd harmonic, with the THD content



102 T. Q. Son et al.

Fig. 4 Output voltage waveform

Fig. 5 THD content with linear load

is depicted in Fig. 8. It can be seen that the percentage of 3rd harmonic is almost
completely eliminated, being kept at 0.44%, the output voltage THD content now is
just 1.21%.

HIL Simulations System simulation is then implemented in the Hardware In
Loop (HIL) device to test the proposed GPU with a real time system. The real HIL
sumulation system is illustrated in Fig. 9.

The HIL simulation is focused on the situation under the rectifier load condition
(C = 50μF and R = 1.09�). Figure10a) exhibits the THD content of the output
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Fig. 6 Distorted output voltage waveform

Fig. 7 THD of output voltage waveform

voltage when only fundamental controller is used, the 3rd harmonic is at high level,
which is 4.3%, and the THD is 4.95%, consequently, highly distorted output voltages
are obtained.

By adding the 3rd harmonic compensator, it can bee seen from the Fig. 10b that
the the 3rd harmonic value is significantly lowered from 4.3% to 0.6, also, the THD
is strongly improved to the value of 2.31%, just few above 2%.

4.2 Experiment Results

To evaluate the proposed design method, a 20 kVA GPU prototype was built as
shown in Fig. 11. The inverter was constructed based on Infineon FF450R12KT4
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Fig. 8 THD of output voltage waveform is significantly improved with 3rd harmonic compensator

Fig. 9 HIL simulation system
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Fig. 10 a Output voltage with fundamental controller only, b The case in which 3rd harmonic
compensator is applided

IGBT. Texas Instrument TMS320F28379D microcontroller has been exploited to
control the system.

The experiment is first considered to test system response with only fundamental
under the resistive load, the results are depicted in Fig. 12, in which (a) is the output
voltage, and (b) is the THD content. It is possible to realize that output voltage quality
is good with only little distortion, THD is maintained at a low level of 1.35%.

The second test is conducted with the rectifier load (C = 50μF, R = 1�). With
only the fundamental controller, output voltage is distorted, the THD increases to
3.29% with the 3rd harmonic value is 2.5%, as exhibited in Fig. 13. When the 3rd
compensator is implemented, the 3rd harmonic is decremented to 1.85% and the
THD content is now 2.24%, illustrated by Fig. 14.
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Fig. 11 The experiment system

Fig. 12 a The output waveform, b The THD

Fig. 13 The experiment system
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Fig. 14 The THD with compensator added

5 Conclusion

This paper has introduced a configuration of GPU inwhich, the standard three single-
phase inverter topology are usedwith the filter inductance L is formed by transformer
leakage inductance to reduce the production volume. The dynamic model of the
inverter are investigated with the effect of the computation delay is taken into con-
sideration. The control system is made up with the use of resonant controller in
combination with phase delay compensation that aims to compensate the phase dif-
ference caused by the computation delay and the LC filter, to enhance the quality of
output voltage. The simulation result on bothMatlab software package and HIL, also
the experiment resuls have approved the effectiveness of the proposed controller in
regulating the fundamental component as well as compensating the high order har-
monic distortions, in both the linear and nonlinear load situations. In the future work,
the higher order harmonic compensatorswill be applied to further improve the system
dynamic.
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Rapid Design of Square-Spiral
Metamaterial for Enhanced Wireless
Power Transfer Applications Using
Artificial Neural Networks

Bui Huu Nguyen, Quoc-Dong Hoang, and Luan N. T. Huynh

Abstract Wireless power transfer (WPT) is an appropriate method of delivering
power without connecting wires to multiple devices. To further increase WPT
performance, metamaterials’ extraordinary properties, such as electromagnetic field
focusing, have been used successfully. Normally, metamaterial properties depend
on multiple parameters. Several metamaterial designs require a significant amount
of time to complete numerical simulation. In this work, we propose a rapid design
square-spiral metamaterial method using an artificial neural network (ANN). When
ANN is used, the results show an accuracy of 97.4% and a collective mean square
error (MSE) less than 0.7× 10–3. For synthesizing the design parameters, the results
show an accuracy of 95.6% and the MSE less than 7 × 10–3. Besides, the compu-
tation time of 1000 samples can be reduced 93 × 103 times compared to the HFSS
simulation.

Keywords Metamaterial · Artificial machine learning ·Wireless power transfer

1 Introduction

The WPT is a convenient method of delivering power to multi-device without
connecting wires. However, the previous approaches indicate that the antenna’s field
is much leakage to the unload because the receiver coil is small or not close to the
source coil [1]. As a result of this, the wireless power transfer efficiency is reduced.
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Recently, cavity-metamaterials are useful in WPT for enhanced efficiency. Pham
et al. [2] investigate the 2D metamaterial, which improves WPT efficiency by using
cavities unit cells as the power hotspots. The cavity unit cellmetamaterial is createdby
tuning its properties, which depend on multiple parameters. Thus, the metamaterial
design process takes a long timeof simulation or complex computation. For numerous
designs, the traditional method is unpreferred.

Recently, the ANN has been improved high accuracy and computing rate beyond
the human level. The ANN’s advantages providing the designed an arbitrary meta-
material structure with high accuracy were approached [3–5]. In [3], the result shows
that the ANN has been usefully used to predict the chiral metamaterial’s transmission
spectra. Furthermore,with extraordinary computing, theANNshows the significance
in reduced calculated time of themetamaterial parameters as investigated in the report
[5].

Follow of this trend, in this paper, we propose a rapid design of square-spiral
metamaterial parameters using an ANN. Using 2000 (13.3%) testing data of 15,000
random samples, we investigate that the ANN can rapidly successfully predict the
square-spiral metamaterial’s reflection spectra (S11).

2 Design

Figure 1A shows a schematic of the wireless charging table using the cavity in
metasurface assembled by 81 square-spiral unit cells. Six parameters decide the unit
cell properties, including the strip widthW, the metal thickness tm, the spacing S, the
dielectric thickness td, unit cell size a, and the capacitor CS. Same as our previous
work, there are 3.4 × 1011 designs when considering all the combinations of the
parameters [6].

Figure 1b shows the simulation result of the H-field distribution of the metasur-
face. Figure 1c shows the measured relative field magnitude by scanning over the
metasurface. The unit cells shaping the cavity area resonate atω0 = 14MHz. Besides,
the unit cells of the non-cavity area resonate at ω1 = 0.89 ω0. The result shows that
the relative field amplitude in the cavity region is higher than in the surrounding
region, confirmed the simulation result. This phenomenon can be explained by the
Fano constructive interference phases between the continuous incident wave and the
cavity resonance [2]. Thus, the amplitude of theH-field in the cavity can be increased.
As a result, the WPT efficiency can be improved by using a cavity.

Figure 2a indicates four samples of the square-spiral unit cell with a differentW.
Figure 2b shows the simulated reflection spectra as a frequency function for different
W. The graph shows that the square-spiral unit cell’s resonance frequency moves to a
higher valuewhenW increases dimension. This result can be explained by decreasing
the self-inductance of the square-spiral coil.

Figure 3 indicates the illustration of the whole neural network. Two fully-
connected networks (FCNs) are used to synthesize the design parameters. The FCN
consists of a series of fully-connected layers. Then, the output of the fully-connected
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Fig. 1 a The WPT charging table using cavity metasurface and six square-spiral unit cell param-
eters, b simulated field distribution on metasurface, c measured relative field amplitude distributes
on metasurface
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Fig. 2 a Four samples of the square-spiral unit cell have different strip widths (W), b simulated
reflection spectra for different strip widths as a function of frequency

layer i-th is computed as

Yi = WTX i + bi (1)
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Unit cell predictor

Unit cell synthesizer 

Building MMs

Inverse
Evaluator

Cell design 
parameter

Forward
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Design
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Reflection
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Fig. 3 The DSP and SDP networks are used to predict the reflection spectra and create the design
parameters of the square-spiral unitcell

where X i and Y i are the input and output of the layer i-th, WT is called the kernel
transposed weight matrix, and bi is the bias.

The first fully-connected network is the DSP network that predicts reflection
spectra from the design parameter. The second fully-connected network is the SDP
network that predicts the design parameter from the reflection spectra. Both DSP and
SDP networks have nine layers, including an input layer, an output layer, and seven
hidden layers with 1024 nodes.

Figure 4 indicates predicting the reflection spectra process of the DSP network.
The DSP network creates a 581 point of the reflection spectra (S11). The EM solver
and the DSP network create the simulated (RSim) and predicted (RPre) reflection
spectra. The EM solver and DSP network outputs are used to determine the mean
square error (MSE). The MSE is a norm error assessor as

MSE(a, b) = 1

n

n∑

i

(a − b)2 (2)

Figure 5 indicates synthesizing the square-spiral unit cell’s design parameters
process of the SDP network. From the desired spectra (RDes), the SDP network
creates the predicted design parameters (DPre) compared with the desired design
parameters (DDes) for the training process. The DPre is input to the trained DSP
network to create the predicted reflection spectra (RPre). Both RPre and RDes are used
to achieve test error.
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Fig. 4 Schematic of
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3 Result and Discussion

Figure 6 displays the samples of testing data for the DSP network operating at the
2500 epoch. The MSE is also shown in each sub-figure. There is 97.4% of the 2000
testing sets have MSE <0.7 × 10–3 when we collect the MSE. The results show that
the ANN staunchly recreates the reflection spectra.

Figure 7 displays the samples of testing data for the SDP network operating at the
2500 epoch. There is 95.6% of the 2000 testing sets have MSE <7 × 10–3 when we
collect the MSE. The results show that the ANNs can be utilized for synthesizing
the dimension of the square-spiral metamaterial unit cell.

We use Tensorflow version 2.1 for ANN and HFSS version 2019 for the EM
solver. To compare the computation time, both ANN and HFSS are run on the Dell
computer having a 32 GBmemory, a GTX1080 GPU, and a core i7 processor. When
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Fig. 6 Samples of random testing data were collected using the DSP network
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Fig. 7 Samples of random testing data were collected using the SDP network to synthesize the
design parameters

Table 1 Comparison with similar studies

Tahersima
et al. [7]

Akashi et al.
[8]

Hou et al.
[9]

So et al.[10] An et al.
[11]

This work

Sample 20,000 27,000 22,500 18,000 50,000 15,000

Testing set 4000 5000 2500 1800 15,000 2500

Max. layer 8 7 11 6 6 9

MSE 0.58 4.4 × 10–2 2.95 ×
10–4

6.5 × 10–3 3.5 ×
10–4

1.5 × 10–4

1000 samples are calculated, the HFSS simulator takes 195,030 s (54.18 h) while
ANN takes 2.1 s. The result shows that the ANN method greatly decreases the
simulation time.

The relation with related studies is shown in Table 1. Since each work uses a
differentANNstructure to analyze a particular physical phenomenon, the comparison
between them is difficult. Using this method, they can rapidly predict the device’s
design parameter from the spectra response; however, a large MSE is obtained. In
our work, using nine ANN layers, we realized a comparatively small MSE of 1.5 ×
10–4 by using 15,000 samples.

4 Conclusion

In this work, we investigated the ANNs can successfully predict the reflection spectra
and synthesize the design parameters. For predicting the reflection spectra, the DSP
network approaches 97.4% of the 2000 testing set having MSE <0.7 × 10–3. For
synthesizing design parameters, the SDP network approaches 95.6% of the 2000
testing set having MSE <7 × 10–3. Using ANN for 1000 metamaterial designs, the
process’s computation time was reduced around 93 × 103 times compared to the
HFSS simulation.
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GIS and RS Application for Land Use
Status Quo Mapping in 2020 and Land
Use Change Assessing in Thu Dau Mot
City

Dang Trung Thanh, Nguyen Huynh Anh Tuyet, Vo Quang Minh,
and Pham Thanh Vu

Abstract Effective land utilization andmanagementwill be an important foundation
for economic and social development. In recent decades, information technology has
developed rapidly and has been applied in all areas of life. However, the application
of informatic technology, especially digital map system for professional purposes in
landmanagement at the commune level in Vietnam, is still limited. Thu DauMot city
has a total natural land area of 11,890.58 ha, accounting for 4.41% of the total area
of Binh Duong province. In recent years, the urbanization rate in Thu Dau Mot city
is very high, every year, the fact that the area of agricultural land converted to non-
agricultural is very large causes rapid changes in the reality of land use and pressures
for management faced by the local government. With the aim of establishing land
use status quo map in 2020 quickly, saving time and money for monitoring and
evaluating land use changes over the past 5 years, this study is conducted. On the
basis of inheriting the maps and data of the past years, processing remote sensing
images and applying GIS software in combination with collecting field data, the
map of current land use in 2020 is established, and changes of current land use in
comparison with that of the year 2015 are assessed. Research results show that the
area and percentage of main land use groups of Thu DauMot City by the end of 2020
are as follows: (1) Non-agricultural land group is 8929.53 ha (accounting for 75.10%
of natural area of Binh Duong province), that area in 2015 is 7530.03 ha (63.33%),
increasing an area of 1399.50 ha in 5 years (11.77%); (2) the group of agricultural
land in 2020 is 2961.05 ha (24.90%) while that in 2015 is 3133.07 ha (26.35%),
that means in 5 years agricultural land decrease an area of 172.02 ha (1.45%); and
(3) the group of unused land is 0.00 ha (0.00%), in compared to 2015, that area is
1227.48 ha (10.32%), decreasing 1227.48 ha in 5 years (10.32%). The combination
of GIS software with remote sensing images helps to create a land use status quo
map effectively. The results of the research are the necessary information for the
local government to ensure the sustainable use of land resources.
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1 Introduction

Thu Dau Mot City is an administrative, economic, and social center of Binh Duong
province. Thu Dau Mot is located about 30 km far from Ho Chi Minh City. The total
natural area is 11,890.58 ha [1]. Thu DauMot has 14 communal administrative units
(Chanh My, Chanh Nghia, Dinh Hoa, Hiep An, Hiep Thanh, Hoa Phu, Phu Cuong,
Phu Hoa, Phu Loi, Phu My, Phu Tan, Phu Tho, Tan An, and Tuong Binh Hiep) with
an average population of 246,555 people in 2017 and a population density of 1052
people/km2, higher than that of Binh Duong province (718 people/km2) [2].

The use of Geographic Information System (GIS) and remote sensing (RS) to
monitor the current status and changes of the land cover in recent years has been
implemented by many experts and research organizations. There are lots of scientific
articles in the world related this research field such as in 2015, Boori MS. et al.
studied on the impact of tourism on land use in Jeseníky mountains by using Landsat
time-series data (1991, 2001, and 2013) [3]. In 2012, K. Sundarakumar et al. used
Landsat TM and ETM+ images captured in Vijayawada City to identify different
land use types, and the accuracy obtained is between 73 and 80% for all classified
objects [4]. In 2014, O. S. Olokeogun et al. applied GIS and RS to assess the land
cover change in Shasha Forest Reserve, Nigeria [5]. In 2018, Pentile Thong et al.
studied the shifting cultivation in the Champhai district ofMizoram by using Landsat
time-series data in the period of 1999–2016 [6]. In 2019, Sadaf Khan et al. analyze
the land use change by using Landsat images in 2011 and 2018; the study noted the
gradual decrease of agricultural land in Aligarh, Uttar Pradesh, India [7]. In 2011,
Suzanchi, K. and R. Kaur used RS data and GIS to access the agricultural land use
changes in the capital of India [8]. Tanveer Ahmed et al., in 2015, used GIS to map
the spatial and temporal changes of urban and peri-urban land [9]. In 2019, Wang
Yuncai et al. forecasted future land use by simulating land use changes in the past
use using GeoSOS-FLUS software and ArcGIS for the peri-urban area of Shanghai
[10]. Similar studies were done in Nile Delta [11], Cairo (Egypt) [12], and Kuala
Lumpur (Malaysia) [13].

In Vietnam, many studies have been conducted, such as in 2019, Nguyen Van
Chung used MicroStation and Famis software to update and adjust the changes of
each land parcel and helped the locality to solve their problem accurately, fastly,
and economically [14]. Huynh Van Chuong et al., in 2017, applied GIS and Markov
chain to evaluate and foresee the trends of land use change in Nha Trang city by
2020 [15]. Nguyen Thuy Cuong et al., in 2019, used time-series remote sensing data
and GIS to assess land use changes in Buon Ma Thuot city in the period of 2010–
2019 [16]. Trinh Le Hung et al., 2017, used Landsat data captured from 2000 to
2015, Markov CA model, multi-criteria analysis method, and time-based regression
method to evaluate and foresee the urban land use change in Hanoi to 2020 [17].
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Similar to other studies were done in Kon Tum province [18], Vinh city (Nghe An
province) [19], Dong Hy district (Thai Nguyen province) [20]. In Thu DauMot City,
using GIS and RS to build maps of current land use and assess land use changes has
not been published.

In this study, unlike the above scientific publications, we apply GIS, Landsat-8
remote sensing images andMicroStation software to establish the land use status quo
map in 2020, and combining with the Tk-tool statistical software, output current land
use data according to the land classification table specified by Ministry of Natural
Resources and Environment and the land use changes in the last 5 years from 2015
to 2020 will be statisticed as well.

2 Data, Research Process and Method

In this study, the used data, implementation procedure, and method are presented as
follows:

2.1 Data and Tool

Data. Land use status quo maps in 2015 and 2019 of Thu Dau Mot City, Cadastral
map in 2019 (land parcel map updated to 2019).

Land statistics in 2015; List of land allocation, lease, change of land use purpose
of organizations, units, households, and individuals (from January 1 to December
31, 2020).

Landsat-8 remote sensing image with scene indentifier of
LC08_L1TP_125052_20201121_20201210_01_T1 downloaded from: https://
earthexplorer.usgs.gov/.

GIS.AGeographic Information System designed to work with data in a reference
coordinate system. A GIS includes a database system and methods for manipulating
that data. GIS is a computer system for collecting, storing, processing, and displaying
data related to positions on the Earth’s surface. Its functions include:

Data collecting: Data is collected from different sources such as other digital data,
scanners, satellite images, and aerial images.

Data storing: After collected and aggregated, data will be stored to ensure the data
security, integration, numerical filtering, and evaluation and data maintaining. GIS
stores real-world information into separate data layers, these layers are placed in the
same coordinate system and they are linked with each other.

Data processing: Data processing is performed to generate information. It helps
the user decide what to do next. The result of data processing is the creation of
images, reports, and maps. Analysis and modeling: Aggregate and transformation
data is only one part of GIS. The next requirements are the ability to decode and
analyze qualitatively and quantitatively the information collected.

https://earthexplorer.usgs.gov/
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Data displaying: One of the aspects of GIS technology is the variation of different
methods to display the processed information. The traditional methods are tables and
graphs that can be supplied with maps and holograms.

MicroStation. It is a Computer-Aided Design—CAD software developed and
distributed by Bentley Systems. MicroStation has very powerful graphic tools that
allows to construct and manage vector objects for digital map. MicroStation is also
designed to be compatible with other software such as Famis, Geovec, MSFC, Irasb,
Mrfclean and eMap, and eTools. It helps to digitize objects from raster data, then
edit data and display maps. It also supports to import and export vector data from
other data format via *.dxf, *.dwg files.

Especially in map editing and displaying, it is easier to design point, line, and
region objects and use lots of map layout methods than other softwares such as
MapInfo, CorelDraw, AutoCAD, and Adobe Freehand.

Tk-tool. It runs on desktop without an Internet connection and helps to statictis
and inventory the data on land use for the administrative level of commune. There
are two steps in using this tool: (i) importing the statistics and inventory data for the
commune level and (ii) exporting the imported data to *.data file.

2.2 Research Process and Method

Preparation. Using the land use status quomaps in 2019 to update and adjust changes
in land use purposes basing on the statistical data of performed projects in 2020.

Using Landsat-8 image to internally adjust the fluctuating areas compared to the
2019 map on the MicroStation software, note the unknown areas and print out paper
files for field inspection.

Field survey. Use printed paper file maps to survey the above suspicions about
contents such as land parcel boundaries, land correction, and delineation and check
the area of the fluctuated parcels of land.

Mapping. Land use status quo map of Thu Dau Mot City was generated from the
land use quo maps wards located in Thu Dau Mot City by MicroStation software.
This process requires to prepare following digital maps:

Files of maps are in the format of *.dgn ofMicroStation Software and contains the
map information and symbol source file. They must be an open format that allow to
edit and update information, be able to convert to other formats, and haveVietnamese
fonts, numbers, Unicode encoding; the independent symbols are available in the
“HT” library with many scale ranges named ht1-5.cell, ht10-25.cell, ht50-100.cell,
respectively.

Parameters of seed file include working units; master units of meters (m); sub-
units of millimeters (mm); resolution of 1000; and the Storage Center point of X:
500,000 m and Y: 1,000,000 m.

Line objects must be continuous, not breaking and only ending line at the intersec-
tion points between the lines of the same object type; region objects must be closed



GIS and RS Application for Land Use Status Quo Mapping in 2020 … 121

areas; and point objects must be shown by point symbol types pre-designed in *.cell
files.

Data aggregation. On the land use status quo map, it is necessary to make the
region objects that need to calculate their area (including land blocks or objects
occupying land that not forming the land parcel) be closed and determine their spatial
relationship.

For same region objects (such as traffic objects or hydrological objects), when they
intersect at the same level, these objects are calculated according to the outermost
land occupation boundary. On the other hand, when the different region objects
intersect or the same region object intersect at the different level, intersection area
of the vertical projection of these objects is calculated for the objects laying on the
ground).

The area of land parcels is calculated based on the shape of region objects on the
digital maps. Then, that area is checked again with the total area of the communes
based on the administrative boundary. In case of having any difference, it is necessary
to check the overlapping and omission of land parcels.

The data of land use status of the wards are synthesized from the data of land plots
using Tk-tool. Thu Dau Mot City data is aggregated from ward data. In the process
of synthesizing data of the city, if detecting errors, return to check and edit from the
ward level to correct and aggregate them to ensure consistency from ward to city.

Accuracy requirements are ensured at two levels (direct implementation, and
inspection), in accordance with the provisions of Circular No. 49/2016/TT-BTNMT
of Ministry of Natural Resources and Environment dated December 28, 2016, about
Regulations on the supervision, inspection, appraisal, and acceptance of works and
products in the field of land management. Specifically, at level 1, the authors check
at least 60% of the total zoning on the map, and then survey and inspect the 20%
of the zoning in the field. At level 2, the authorities will be checked for 15% of
the total zoning and 5% of the zoning in the field for their approval. In this study,
at level 1 of inspection, we randomly checked internally 1272/2120 plots of land
with the realistic image captured by Landsat-8 satellite. Among them, there are 1082
plots of land having the same land use type, reaching an accuracy rate of 85%. After
that, the 424 other land plots were checked externally, and 361 blocks of land are
correct (reaching the accuracy rate of over 85%). Currently, level 2 inspection is
being performed (Fig. 1).

3 Results and Discussions

The research results are the land use status quo map, data of agricultural and non-
agricultural land use reality of Thu Dau Mot City at the end of 2020 and data of their
changes over the past 5 years. Details are as follows.
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Fig. 1 Implementation progress diagram

3.1 Land Use Status Quo Map of Thu Dau Mot City

Land use status quo map in 2020 of each ward is established on the MicroStation
software by overlaying thework or project’s boundaries and land parcels that changes
in land use purpose of organizations, households, or individuals in 2020 onto land
use status quo map in 2019, after that checking with land use shown on Landsat-8
satellite images and field inspection.
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Land use status quo map in 2020 of Thu Dau Mot City was established on the
basis of borderline and aggregation the land use status quo maps of the wards.

From the land use status quo map in 2020, area of each block can be calculated
and data of all kinds of land use for each administrative unit of wards and the whole
city can be exported with the supporting of Tk-tool (Fig. 2).

3.2 Reality of Agricultural Land

The area of agricultural land of Thu Dau Mot City is 2961.05 ha by the end of 2020,
accounting for 24.90% of the total natural area of the city.

In the group of land for agriculture, the land for perennial crops has the largest
area of 2252.99 ha (76.09% over total agricultural land area) and other agricultural
land has the smallest area of 10.79 ha (0.36%), this is the land used for the purpose
of making livestock barns, warehouses for machinery, and agricultural materials.

Tan An ward has the largest agricultural land area of 579.99 ha, accounting for
19.59% of the agricultural land of Thu Dau Mot City. This is a ward located in the
northwest of the city, next to Saigon River, so its alluvial soil is suitable for growing
vegetables, fruit trees, and developing ecotourism serving urban residents (Table 1).

3.3 Reality of Non-agricultural Land

In 2020, the area of the non-agricultural land of Thu Dau Mot City is 8929.53 ha,
making up 75.10% of the total area of the City (Table 2).

Among non-agricultural land types, specialized land has the largest area of
5316.29 ha (accounting for 59.54% of the total non-agricultural land area) and reli-
gious land has the smallest area of 15.14 ha (0.17%). This is the land used for the
construction of religious works, including communal houses, temples, shrines, and
clan ancestral house.

Hoa Phu ward has the largest area of non-agricultural land at 2778.62 ha,
accounting for 31.12%of the non-agricultural land area ofThuDauMotCity, because
the ward has large construction works such as the new city’s administrative areas
with resettlement areas, urban industrial parks, services, and complexes, so the land
area for non-agricultural purposes accounts for a high proportion.

3.4 Land Use Changes in the Period of 2015–2020

Land use changes in the period of 2015–2020 are obtained by overlap analysis the
two land use status quo maps in 2020 and 2015, the results are presented in Table 3
and Fig. 3.



124 D. T. Thanh et al.

Fig. 2 Land use status quo map of Thu Dau Mot in 2020
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Fig. 3 Chart of land use changes in 2015–2020

Changes of agricultural land: Agricultural land area in 2020 decreases 172.02 ha
in comparison to that of 2015, an average decrease of 34.40 ha/year, details are as
follows:

• Other annual crop land area in 2015 is 685.70 ha, in 5 years it increases 77.67 ha
due to the conversion of other land and decreases 78.02 ha due to conversion to
non-agricultural land. In general, it decreases by 0.35 ha, so its area in 2020 is
685.35 ha.

• Perennial land area in 2015 is 2430.50 ha, in 5 years it increases 116.75 ha due to
other land conversion, and at the same time it reduces 294.26 ha due to conversion
to non-agricultural land. In general, its area decreases by 177.51 ha, so its area up
to 2020 is 2252.99 ha.

• Aquaculture land area in 2015 is 11.93 ha, in the past 5 years this land type
increased 0.02 ha due to the conversion of land for other annual crops, and it
also decreased 0.02 ha due to conversion to public land. In general, its area is not
changed and the area by 2020 is 11.93 ha.

• Other agricultural land area in 2015 is 4.94 ha, in the past 5 years, it increases by
6.52 ha due to the conversion of other non-agricultural land, at the same time, it
decreased by 0.68 ha due to the conversion to other annual crop land (0.5 ha), land
for perennial crops (0.08 ha), residential land (0.09 ha) and land for public works
(0.01 ha). In general, it increases by 5.84 ha, and the area by 2020 is 10.78 ha.

Changes of non-agricultural land: The area of non-agricultural land increases by
1399.50 ha in comparison with that of 2015, an average increase of 279.90 ha/year.

Changes of unused land: The unused land area has been fully used by 1227.48 ha
in 2020; the unused land decreases with an average area of 245.50 ha/year, unused
land decreases due to changing into other using purposes.

The chart 3 shows that the type of urban residential land (land type No. 10) in
the past 5 years has drastically increased, caused by the economic development, the
strong growth of real estate market in the period from 2017 to 2019. In this period,
there were many residential projects built in Thu Dau Mot City such as Takara
Residence (Chanh Nghia ward) with an area of 19 ha, Chanh My ecological urban
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area (Chanh My ward) with an area of 372 ha, Happy One detached apartment (Phu
Hoa ward) with an area of 0.6 ha, Luxcity project area (Tuong Binh Hiep ward) with
an area of 2.5 ha, and Sun Casa Binh Duong residential area (Phu Hoa ward) with
an area of 6.0 ha.

4 Conclusion

Application of GIS software and remote sensing images helps to create land use
status quo map and assess land use change quickly, economically, and accurately,
makes the land management at the commune and district level more convenient and
effective.

The results have contributed to establish the land use status map in 2020 serving
for the land management of the local government as well as the future development
planning of relevant areas. Aggregate data from the study have demonstrated that area
of agricultural land has rapidly reduced due to the urbanization and industrialization
that lead to the transition of agricultural land to non-agricultural land in the past
5 years (34.40 ha on average/year), at the same time, the unused bare land area has
been exploited and used with an average area of 245.50 ha per year.

Due to budget limitation, the study used free images with medium spatial reso-
lution so the results did not get highest accuracy. In subsequent studies, for better
results, images with higher spatial resolution would be used to provide the most
accurate information for policymakers in the future. At the same time, it is necessary
to continue to study technical solutions to fully automate the convertible input data
source to create land use status quo maps and ensure the accuracy for each 6-month
and annual report of the professional sector and administrative management levels
from commune to district and province.
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Particle Swarm Optimization
for Acceleration Tracking Control
of an Actuator System

Quoc-Dong Hoang, Bui Huu Nguyen, and Luan N. T. Huynh

Abstract In this study, a platform of a fluid-power actuator system with a combina-
tion of electro-hydraulic and pneumatic for acceleration tracking control is proposed.
Furthermore, a control strategy is provided to obtain high-performance results in
controlling the piston’s motion. Here, the particle swarm optimization (PSO), a
computational method, is appropriately utilized for selecting the parameters of the
classical proportional integral derivative (PID) control. The tracking errors are elim-
inated without the challenge of the tuning process, and the control performance
is further enhanced. In order to validate the effectiveness of the control strategy,
the numerical simulation results are eventually given. The remarkable result of the
paper is that the position tracking control is precisely guaranteed when applying only
a traditional PID controller with optimized parameters by using the PSO algorithm.

Keywords Hydraulic servo actuator (HPA) system · Acceleration tracking ·
Actuator position tracking · Velocity control · Particle swarm optimization (PSO)

1 Introduction

Pneumatic and hydraulic are the kinds of fluid-power technologies that are commonly
utilized in industries, such as in robotics, factories, handling and lifting machine,
and constructions. They show the high-performance abilities in control areas with
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transmission from the high energy place to the lower in order to drive the actu-
ator or implement the machines’ actions. Hydraulic is typically used in heavy-load
and high-precision systems, whereas pneumatic is a technical feature that provides
elasticity by utilizing compressed gas. This research proposes a hybrid system that
combines the electro-hydraulic and pneumatic to obtain the accuracy of the rapid
tracking accelerations. The system will utilize the advantages of both types of fluid
transmission technologies.

Numerous methods have been developed and effectively implemented to address
the problem of the control actuator. There are various studies to enhance system
reliability, such as classical PID control [1], LQR control [2], nonlinear control
[3–5], and intelligent control [6].

Using particle swarm optimization (PSO) [7], a high-level heuristic (i.e., meta-
heuristic) achieved satisfactory results in solving a difficult optimization problem.
PSO is capable of solving large-scale NP problems in polynomial time while main-
taining convergence within specified limits. PSO has the advantages of being simple
to implement and fast to converge, as well as the ability to escape local optima and
converge to a near-global optimum. Therefore, the application of this algorithm is
increasing, for example, communication [8] and in the control area [9].

For rapid tracking acceleration control, the paper presents an approach based on
a combination of traditional PID and PSO algorithms to save time and effort for
defining controller coefficients, enhancing the controller’s quality. The performance
of the entire job is surveyed through simulations. The main contribution of this
research is developing and providing a new approach for fluid-power actuator control
with high performance and optimized controller parameters.

2 Formula Problem and Control Strategy

In Fig. 1, the structure of the hybrid pneumatic–hydraulic actuator is provided. This
is a combination that takes advantage of the superior properties of both hydraulic and
pneumatic transmission [9]. The energy of the compressible pneumatic plays the role
of driving the pistonmoving with the external mass. The hydraulic brake’s restricting
force controls the precise acceleration of the piston and its mass. As a result, active
forces and frictional restraining forces affect the operating actuator. Based on [9],
the motion of the piston and the mass χP(t) is illustrated by the equations as

[
(mP + mL)χ̈P + bP χ̇P + KLχP + (aP − aR)pp1 + sgn(χ̇P)Ff c0

+sgn(χ̇P)Ff s0e
−|χ̇P |

cs − aP pP2 + μd0(nve
−mv χ̇P + 1)aB pB

]
= 0, (1)

wheremL andmP are the masses of external load and the piston; bP is the coefficient
of the piston–cylinder friction; KL denotes the equivalent stiffness; F f c0 and Ff s0

represent the parameters for static and Coulomb friction; and aR and aP are cross-
piston rod section areas and the piston effective, respectively. Additionally, pB is the



Particle Swarm Optimization for Acceleration Tracking Control … 135

Fig. 1 Experimental
HEHPA system
configuration (1-pneumatic
cylinder, 2-hydraulic brake
system, 3-external mass)

brake chamber pressure; aB indicates the brake piston effective area;μd0 denotes the
steady-state friction coefficient between the piston rod and brake pad; and mv and
nv denotes parametric coefficient of the exponential function and the multiplication
factor of the friction speed.

The function sgn(χ̇P)

(
Ff c0 + Ff s0e

−|χ̇P |
cs

)
describes the external friction force,

and the signum function of actuator’s velocity χ̇P(t) is defined as

sgn(χ̇P) =
⎧⎨
⎩

+1 χ̇P ≥ 0
0 χ̇P = 0
−1 χ̇P < 1.

(2)

The general control structure is given in Fig. 2, in which UC is the control signal
of the system. Y is the system state which needs to be controlled. R and e are the
reference value and the tracking error, respectively. Kp, Ki, and Kd represent the
controller gains.

The controller for the system is given as

UC = λpσAp + λd σ̇Ap + λi

∫
σApdτ , (3)

Fig. 2 PSO-based PID controller structure
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whereUC is the input signal providing to the system; λp, λd , and λi are the controller
parameters; and σAp is the tracking error.

Unlike conventional approaches to determine the controller gains, thePSOmethod
is suitably applied in this article to optimize the mentioned parameters. Figure 2
illustrates the control structure with the integration of the PID control and the PSO
algorithm.

PSOwas initially provided by Eberhart andKennedy in 1995 [10]. It is established
based on the clustering behavior of birds where the birds’ properties suggest the
decision-making of the human. The theoretical fundamentals of the algorithm are
provided in [10]. Its mathematic presentations for the standard PSO [10] are given
as follows.

Firstly, the particles adjust their displacement by learning by themselves from
their best individual displacements and the best displacement in the global swarm.
With considering a problem of minimization with D-dimensional search space, the
velocity and displacement are updated by the formula as follows

V t+1
i j = ωV t

i j + c1r1
(
Pt
i j − Xt

i j

) + c2r2
(
Gt

j − Xt
i j

)
(4)

Xt+1
i j = V t+1

i j + Xt
i j (5)

where 1 ≤ i ≤ D; 1 ≤ i ≤ M with M being the population size; ω is the inertia
weight to better balance the exploitation and exploration; c1 and c2 are the coefficients
of the acceleration; r1 and r2 in the interval (0, 1) are the mutually independent
random numbers uniformly distributed; and Pt

i j and G
t
j are the best displacement of

the particle i and the global optimized displacement in the swam that satisfies the
conditions

Pt
i j =

{
Xt
i , if f

(
Xt
i

)
< f

(
Pt
i

)
Pt−1
i , if f

(
Xt
i

) ≥ f
(
Pt
i

) (6)

Gt = Pt
g, g = arg min

1≤i≤M

[
f
(
Pt
i

)]
(7)

3 Numerical Simulation

The simulation results of actuator trajectory control are provided in Figs. 3, 4, 5 and
6.

Figure 3 describes the convergence process of the weight along with the itera-
tion. It can be clearly observed that from the fifth cycle, the weight is converged to
somewhere nearby the value of 115.051. Coincidingly, the tracking error is forced
to zero (Fig. 4), and the acceleration trajectory is converged to its reference curb,
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Fig. 3 The weight following the iteration

Fig. 4 Tracking error of acceleration tracking

Fig. 5 Acceleration tracking control
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Fig. 6 Displacement tracking control

as shown in Fig. 5. Consequently, the tracking condition of piston displacement is
further satisfied (Fig. 6).

4 Conclusion

This research proposes a control strategy to control the hybrid pneumatic–hydraulic
actuator system, in which the controller gains of a conventional PID control are
optimized. Consequently, the tracking errors are forced to zero, and the control
tracking conditions are guaranteed. The numerical computation results are shown to
investigate the effectiveness of the designed control law.
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Count the Number of Steel Bars Based
on Deep Learning

Dinh-Thuan Dang, Jing-Wein Wang, Van Nghia Luong, Van Lam Ha,
and Van Trinh Truong

Abstract Object detection is one of the most fundamental tasks in digital image
processing and has been widely applied in industries. Advances in deep learning are
accelerating object detection methods. This work presents the end-to-end two-stage
object detection method and the steel bars counting application. In the first step, we
collect data and labeling. Second, data is trained and fine-tuned by the Faster-RCNN
FPN model. Finally, predict the test data from the trained model. Based on the mean
Average Precision metric, the steel bars detection result is 67%. The experience
shows that this approach is feasible for counting the steel bars.

Keywords Steel bar counting · Object detection · Deep learning · Two-stage
detector

1 Introduction

Humans make object recognition look trivial. Although they are different in color
and texture or partly occluded, we can quickly identify objects in our surroundings.
Even things appear in many various forms, like shape deviations. Nevertheless, to
go from human object recognition to automatic object recognition is a large step.
In the past decades, the computer vision field has developed many different theo-
ries on how computer systems perform object recognition. The traditional computer
vision techniques use feature presentations such as scale-invariant feature transform
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Fig. 1 Diagram presents the main tasks of the paper

(SIFT) and histogram of oriented gradients (HOGs). The other outstanding object
recognition method is theorized from deep learning [1].

Deep learning integrates end-to-end learningwhere the feature extraction, classifi-
cation, and regression phases are combined pipeline. Convolutional neural networks
(CNNs) play a primary role in the feature extraction phase. It is responsible for a big
jump in the ability to recognize objects. All classification and objection detection
models use CNNs, such as AlexNet, ResNet, MobileNet, and VGG [2].

Deep learning-based object detection engineering consists of two basic
approaches, one-stage detectors and two-stage detectors. Two-stage detectors
generate region proposals before classifying and positioning them. One-stage detec-
tors do not need to generate region proposals. The one-stage detectors have a speed
advantage, but the two-stage detectors have advantages in accuracy [3].

In this work, we select two-stage detectors for an overview, which have higher
accuracy. We fine-tuned this two-stage-based model to build the steel bar counting
application. Our work presents in detail as in Fig. 1. The first step is to collect data;
the second step is to label data. In the third step, we train the Faster Region-based
convolutional neural networks (Faster-RCNNs) [4] and feature pyramid networks
(FPN) [5] model. The final step is to infer the trained model to count the number of
steel bars.

Next, we describe the object detection problem and explain the working prin-
ciples of Faster-RCNN FPN in Sect. 2; Sect. 3 creates the steel dataset and some
augmentation techniques. The results and the future work are in Sect. 4.

2 Method

To count the number of steel bars from an image, we assume that sum of steel bars
is equal to the sum of one end of the bars [6]. So, we only need to detect the ends
of steel bars that can count the number. Now the work of counting will be attributed
to the object recognition problem. The method is to train a neural network that can
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detect the ends of steel bars.We choose the advancedmodel that combines the Faster-
RCNN and FPN. In the next section, we declare the object detection problem and
present the Faster-RCNN FPN architecture.

2.1 Object Detection Problem Setting

Description Given an image, determinewhether or not there are instances of objects
from predefined classes and, if present, return the box bounding of each instance.

Input. A collection of N annotated images X train and a label set Ytrain.

X train = {x1, x2, . . . , xN } (1)

Ytrain = {y1, y2, . . . , yN } (2)

where yi is annotation in image xi , and each yi has Mi objects belong to C classes.

yi = {(
bi1, c

i
1

)
,
(
bi2, c

i
2

)
, . . . ,

(
biMk

, ciMk

)}
(3)

With bij and c
i
j denote bounding-box of j th object in xi and the class, respectively.

Algorithm Optimize the loss function L of classification Lcls and bounding-box
regression Lbox:

L = Lcls + Lbox (4)

Formally, Lbox is based on the sum of squared error (SSE) loss function, and Lcls is
based on the cross-entropy loss function. The loss function is optimized by training
the neural network after a specific amount of epochs.

Prediction For xitest , the prediction result is yipred,

yipred =
{(

bipred1 , c
i
pred1

, pipred1

)
,
(
bipred2 , c

i
pred2

, pipred2

)
, . . .

}
(5)

With bipred j
, cipred j

, pipred j
are results of the bounding-box, object class, and reli-

ability. For filtering the object detection results, we can use a predefined threshold
that compares the reliability.

Evaluation Metric For evaluating the detection algorithms’ performance, the
primary metric used is the mean Average Precision (mAP). This metric considers the
prediction of correct category labels and accuracy location. An Intersection-Over-
Union (IoU) measure refers to the accuracy of object location.
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IoU
(
bpred , blb

) = area
(
bpred ∩ blb

)

area
(
bpred ∪ blb

) (6)

With bpred and blb are bounding-box of prediction and label, respectively.

2.2 Network Architecture

This section will present some main neural blocks in Faster-RCNN and FPN archi-
tecture. The RCNN family is the state of the art of two-stage object detectors. This
approach splits the detection task into two stages: The first is to generate the anchor-
boxes, and the second stage makes predictions for these anchors. In the first stage,
the detector identifies the potential regions in the image that may cover objects. In
the Faster-RCNN model, the proposal region generator algorithm created rectangles
randomly, which may either be backgrounds or fourth-growths. In the second stage,
the algorithm classifies and regresses the Regions of Interest (ROIs).

To improve better performance in the feature extraction, the Faster-RCNNmodel
usually combines the FPN network. The FPN network shows to be the efficient
feature extractor in many applications. FPN implements the multi-scale, pyramidal
hierarchy of convolutional networks to construct feature pyramids. The combina-
tion between the Faster-RCNN detector and FPN realizes an accuracy solution for
detecting tiny to large objects. This method achieves state-of-the-art (SOTA) object
detection algorithms as described in the Detectron2 [7] framework.

The composite structure of Faster-RCNN and FPN includes three blocks, which
are the backbone network (backbone), regional proposal network (RPN) [8], and
ROI-Head network (ROI-Head) [9, 10]. Figure 2 presents a flowchart of the object
detection process. The backbone extracts multi-scale features, the RPN block creates
and filters anchor-boxes, and the ROI-Head block warps anchors to detect objects.
The below sections will be the details of each block.

Backbone. Backbone’s role is to extract the feature maps from the input image
at different scales. It is an associate ResNet architecture with FPN. The backbone
block takes a single-scale image of arbitrary size as input; outputs proportionally
sized feature maps at multiple levels. For example, input as a single image of size
H = 800 and W = 800, the output of backbone is a feature dictionary “p2”, “p3”,
“p4”, “p5”, “p6” there are shapes [1, 256, 200, 320], [1, 256, 100, 160], [1, 256, 50,
80], [1, 256, 25, 40], [1, 256, 13, 20], respectively. This step is important to create
anchor boxes of different proportions and sizes.

RPN. Goal of RPN is to learn to identify object regions from the multi-scale
features. The five feature maps (P2→ P6) fed to RPN one by one. The output feature
maps at one level are boxes and the probability of object existence of boxes. First,
RPN generates a set of anchor boxes that have different sizes and aspect ratios. The
anchor boxes compare box labels to choose some candidate anchors. This step also
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Fig. 2 Main neural blocks in Faster-RCNN architecture

classifies candidate boxes to foreground (objectness = 1) or background (objectness
= 0).

ROI-Head. The main tasks of ROI-Head are to crop the ROI by the proposal
boxes. It then classifies object boxes and regress positions and shape of the candidate
boxes.

The combination of these three neural blocks makes a SOTA object detection
method in deep learning [11].

3 Dataset

3.1 Data Gathering and Labeling

We had collected images of steels on the internet. Two hundred and seventy images
were labeled with totals are 947 circles. An additional ten images were labeled to be
used as test images.



146 D.-T. Dang et al.

Fig. 3 Steel images are labeled by Labelme tool

To label the images, we use the Labelme [12] utility. It is a graphical image
polygonal annotation tool developed by Wada. The steel tree ends were marked
with a rectangle box whose coordinates were saved together in JSON file format.
Examples of two annotated images are shown in Fig. 3a, b.

3.2 Data Augmentation

Neural networks learn generalized characteristics from training data: The more
training data, the better the learning process. However, the labeling procedure is
the most time-consuming part of the data collecting process. One method that over-
comes this problem is data augmentation. This approach will save time to expand
the dataset. The augmentation methods are vertical and horizontal flips, brightness,
rotation, translations, and scale changes. Figure 4b is a result of horizontal flip trans-
forms from Fig. 4a. Figure 4c changes the contrast, and Fig. 4d applies the ColorJitter
and rotation transforms of Fig. 4a.

4 Result and Future Work

We train the Faster-RCNN FPN model with ResNet50 [13] backbone and predict
the above dataset’s result. Training and testing are based on Detectron2 framework.
The training procedure lasts for 100 epochs, using the Stochastic Gradient Descent
optimizer with the momentum of 0.9 and weight decay of 0.0001. The learning rate
is set to 0.01. We obtain an accuracy 67%with the mAPmetric under IoU thresholds
of 0.5. Evaluation results are detailed in Fig. 5.
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Fig. 4 a Root image, b horizontal flip, c contrast, d ColorJitter and rotation

Fig. 5 Evaluation results based on mAP metric

Besides, we also manually test some cases. Figure 6b is the detection result from
Fig. 6a. The results show bounding-box and reliability. The counting accuracy of
this image is 100%. Figure 7a, b show the counting results that get 100% accurate,
but Fig. 7c, d cannot. The result of Fig. 7c is even wrong with the bounding-box.

We solved the stated problem by collecting and labeling the data. The counting
problem was solved by fine-tuning the Faster-RCNN FPN model. The future work
will improve performance and deploy on mobile devices.
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Fig. 6 a Prediction image and b the detection result with bounding-box and reliability

Fig. 7 Counting results get the high precision
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Hybrid SARIMA—GRU Model Based
on STL for Forecasting Water Level
in Red River North Vietnam

Pham Dinh Quan, Vu Hoang Anh, Nguyen Quang Dat,
and Vijender Kumar Solanki

Abstract The Red River Delta is formed by the Red River System, which is the
greatest river system in Vietnam’s northern region. The primary river, the Red River,
has neither an water storage dam nor a hydroelectric dam. Because of this disadvan-
tage, water level forecasting is critical for regulating agricultural water in Vietnam’s
second-largest rice-producing region. We present a model to anticipate the water
level of Red River water level in Viet Tri, which is near Ha Noi, in this study. The
new model is known as the SARIMA-GRU hybrid model, which can fully exploit
seasonal patterns in the data. In comparison to the single models SARIMA andGRU,
as well as the model ARIMA-RNN, published by Xu et al. in 2019, the new model
has produced better results.

Keywords SARIMA · GRU · Hybrid · Water level · Forecasting

1 Introduction

The Red River system is the Northern Vietnam’s largest river system. Red River
Delta which—the largest delta in Northern Vietnam, Vietnam’s second largest, and
Vietnamese second largest agricultural sector is mostly made by the sediment of Red
River system.
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As a result, Red River Delta irrigation water level forecasting is critical. Fur-
thermore, it is more vital than ever in today’s circumstances, when the climate is
changing and there is worldwide food insecurity. On the rivers of the Red River
system, many hydroelectric and irrigation systems are built in large numbers with
the goal of regulating water for the North’s huge irrigation systems. This has helped
to mitigate most of the agricultural damage caused by natural catastrophes.

The Red River system is divided into three main branches: the Red River, the
Black River, and the Chay River. All three tributaries of these rivers meet in Viet
Tri city, which is also known as “the city of three rivers”. The Red River, the largest
tributary, is also the river system’s primary branch. The Red River system receives
the most water from this branch too. As a result, the management of water for the
plain’s irrigation system is heavily reliant on the flow rate of this Red River tributary.
The Black River is home to three massive hydroelectric dams and there is one huge
hydroelectricity dam, it is also the irrigation on the Chay River, both of them have a
significant impact on river water regulation. Ironically, the Red River is the largest
branch of the main river, yet there are no irrigation dams.

Currently, water restriction measures are only in place on two tributaries of the
Black and Chay rivers. Therefor, anticipating the water flow (or river level) of the
Red River tributary is a critical irrigation problem in northern Vietnam.

Using machine learning approaches to identify seasonality is a highly practical
path, especially since it is not controlled by humans (the main branch of the Red
River) because the water in VietNam’s rivers has a distinct seasonality throughout
the year. Moreover, deep learning algorithms can also be used to deal with irregular
data. In our study, we propose the SARIMA in conjunction with GRU, which can
fully exploit the seasonal features of the data, while also utilizing the capability
of artificial neural network models. As a consequence, rather than applying each
standard model individually, we hope to get better outcomes (Fig. 1).

2 Related Works

In 2021, author Thammarat et al. [2] analyzed the monthly average water level from
April of 2007 to March of 2020 across multiple measuring stations of the Yom River
in Thailand using the SARIMA method. The author has tried to use many SARIMA
models with different parameters, and comparedwithAutoRegression (AR),Moving
Average (MA), Seasonal AR, SeasonalMAmodels, thereby showing a goodmethod.
Best for practical use.

When comparing SARIMA and SARIMAX in the heart of Sulaymaniyah city in
2021, Bakhan Hoshyar Qadir and Monem Aziz Mohammed [10] utilized groundwa-
ter level data from January 2013 to May 2020. After considerable comparison, they
discovered that SARIMAX (0,1,0)×(1,0,1)12 with AIC (456.744) is the best model.

In 2019, Xu and colleagues [22] attempted to forecast water levels on Lake Taihu
using a combination of ARIMA and RNNmodels, creating an ARIMA-RNN hybrid
approach. Experimentally, the authors have shown that the proposed model’s results
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Fig. 1 Red river system.
There are no hydroelectric
dams or irrigation dams on
the main river

are much better than that of single models such as ARIMA and RNN, based on
RMSE and FA criteria, with the results of RMSE criteria being 0.021 (scaled data)
and the FA criterion is 99.17%.

TheOyodaRiver in Japanwill experience flooding in 2021, according to Shuofeng
et al. [4] , who discusses the use of the LSTM and Tank models in tandem. After
considerable comparison, it was determined that the LSTM-based hybrid model had
more accurate long-term predictions and that the RMSE values had increased from
0.64 to 0.86.

Yu Liu and colleagues [11] will anticipate the trend of urban river water levels
in the short run in 2021 using the LSTM Forecast Model. After comparing the
observed and simulated water levels, students may notice that the error of the model
they are investigating behaves similarly under different rolling intervals within the
same forecast period.

Five models were developed in 2022 as a result of the work of Noor et al. [8],
including Artificial Neural Network, LSTM, Spatial Attention LSTM, Temporal
Attention LSTM, and Spatiotemporal Attention LSTM.The outcomes demonstrated
that the combined application of focusing spatially and temporally improved the
LSTM model’s ability to predict outcomes, outperforming existing attention-based
LSTMmodels. The flood control strategies for Bangladesh and other countries might
be informed by the STALSTM-based flood warning system that was created in this
work.

Anh et al. [5] estimated water levels in 2020 using theWAANN-TS at the Yen Bai
station for a variety of purposes, including agricultural and flood forecasting. They
may see that, while comparing the outcomes from the ARIMA model, ANN model,
WAANN model, and Zhang’s model, the error of the model they are investigating
has the lowest error. Average error is 2.9579.
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Sang-SooBaek et al. [6] demonstrated aCNN-LSTMand profound understanding
strategy in 2020 to forecast water levels and the Nakdong river basin’s water quality.
The outcomes showed that the NSE value for the CNN-LSTM in combination with
a deep learning approach was over 0.75, which is in the “very good” performance
range.

To increase the precision of the LakeMichigan and Lake OntarioWL predictions,
Barzegar et al. [12] will adopt the CNN-LSTMDLModel in 2021. After considering
the results, they may conclude that selecting the ideal model parameter settings can
enhance model performance by 5 to 20 %.

In 2021, Yue Zhang and colleagues[7] suggested a STA-LSTM model for fore-
casting accuracy about the quantity and timing of floodwater levels in urban locations
like the city of Toronto, and this method had the lowest incidence of error at roughly
3.98 % for a twelve-hour forecast .

In 2021, Van et al. [3] use the Seasonal-Wavelet-LSTM model to forecast water
level on Red River. After comparing the result from the SARIMA method, LSTM
model, ARIMA-RNN model and Seasonal-Wavelet-LSTM method they can point
out that the error of the model that they are researching get the lowest error. The
MSE value is 0.344907 and 0.443847 for MAPE.

3 Methodology

3.1 SARIMA

Box and Jenkins examined theARIMAmodels [1] in 1970 ; andBrockwell andDavis
[14]; Both the auto regressive and moving average methods are helpful for predict-
ing. According to ZHANG (2003), their hybrid method (AR + MA) outperforms
component methods [13] and is applicable to a larger range of applications.

For period planning and prediction, the SARIMA model, an enhanced variant of
the ARIMA model with an additional seasonal component, is frequently employed.
In 1982, ARIMA estimating model with periodic coefficients based on the hybrid
model concept was created by Salas et al.

A time series {Xt |t = 1,2, . . . , N} is produced by a SARIMA (p,d,q)(P,D,Q)
process using the following equation:

φ(L)(1 − L)d�(Ls)(1 − Ls)
Dy
t = c + θ(L)�(L)εt (1)

with φ(L) = 1 − φ1L − φ2L2 − · · · − φp L p is the Auto Regressive operator (AR)
of order p.�(L) = 1 − �1Ls − �2L2s − · · · − �P L P is the SeasonalAutoRegres-
sive operator (S-AR) of order P . θ(L) = 1 − θ1L − θ2L2 − · · · − θq Lq is the Mov-
ing Average operator (MA) of order q. �(L) = 1 − �1Ls − �2L2s − · · · − �Q L Q

is the S-MA operator of order Q, where d is the quantity of regular variations. Sea-
sonal fluctuations’ amount is D. In the majority of situations, D = 1 if a seasonality
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impact exists and D = 0 otherwise. εt is a white noise signal, and varepsilont is the
predicted residue at move t that is distributed evenly and freely as a normal random
variable with an average value of 0 (σ 2

ε ).

3.2 Gated Recurrent Unit—GRU

Long-Short term memory—LSTM
In 1997 [18], Hochreiter and Schmidhuber introduced that recurrent neural network
has a modification named LSTM. The occurring issues of recurrent neural network
can be solved by Long-Short term memory, which appears while RNN networks is
being trained with long-term interdependence [17]. To accomplish these, 3 gates and
memory cells have been included in the design of LSTM, in such a way that it can
keep data for whole the RNN network’s training.

The input of the LSTM unit is xt at step t , and the output is (ht − 1) at step t .
Gates that load the input using the sigmoid function have an output range of [0, 1].
If the output value is 0, then all inputs are eliminated. From a different angle, if the
output value is 1, all the information has been transmitted. Thus, the output from
t-step (ht) and the cell state from t-step will be handled in 4 steps:

– Step 1: Forgotten gates erase information obtained from the cell state:

ft = σ(W f .[ht−1, xt ] + b f ) (2)

– Step 2: The cell state is where new data is kept. The input gate (with the function
sigmoid) receives fresh values during the 1st phase., which are subsequently used
to update this node. The tanh class receives a new vector c̃t in the 2nd phase:

it = σ(Wi .[ht−1, xt ] + bi ); c̃t = tanh(Wc̃.[ht−1, xt ] + bc̃) (3)

– Step 3: The state cell value is changed from Ct − 1 to Ct :

ct = ft ⊗ ct−1 ⊕ it ⊗ c̃t (4)

– Step 4: Output: The data that will be shown outside the LSTM unit is initially
determined by the output gate. Following that, state becomes a passed node with
a value ranging from –1 to 1. The following formula will be used to calculate the
final result:

ot = σ(Wo.[ht−1, xt ] + bo); ht = ot ⊗ tanh(ht ) (5)

with W f , Wi , Wc̃, Wo which are LSTM parameters and b f , bi , bc̃, bo are LSTM
model biases.
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Gated recurrent unit—GRU

KyungHyun Cho et al. proposed in October 2014 [16] a simplification of LSTM
named gated recurrent unit (GRU). It works on a range of applications and employs
some gate functionalities. Different from LSTM, the GRU model doesn’t have a
memory cell. GRU operations can be summarized using the following formulas:

ht = (1 − zt )ht−1 + zt h̃t

zt = σ
(

Wzxt + Uzht−1

)

h̃t =
(

Whxt + U (rt · ht−1)
)

rt = σ
(

Wr xt + Urht−1

)

where ht and zt are theGRUoutputs, rt is the update and reset gate, h̃t is the candidate
output, and W z, W h, Wr , Uz , and Ur are the GRU matrices.

3.3 STL Trend-Seasonal Decompose

For seasonal data, the accuracy of the model will increase when we can accurately
separate the season series from the original data.

To do this, we use the STLmethod provided byCleveland and others. [19] in 1990.
This is a very popular method today in separating seasonality from time series.

This technique separates the three-part time series: yt = Tt + St + Rtwhere Tt is
the trend, St is seasonal, and Rt is the remaining component.

The inner loop and outer loop are the two recursive components of the STL
method. Each time the inner loop iterates, the seasonal component is adjusted, and
the smoothing method is then used to update the trend. After this iteration, we go on
to the outer loops where the weights of the model are produced and utilized to update
the seasonal and trend in time series for the following inner loop while reducing the
interference from outliers (Fig. 2).

3.4 Proposed Model: Hybrid SARIMA-GRU with STL Model

Forecasting trend and seasonal time series (linear components) has shown to be
successful using the SARIMA model, but not for nonlinear components. Addition-
ally, the model uses fewer computer resources. The GRUmodel (this is the nonlinear
component), can handle residual data sets successfully but consumesmore resources.
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Fig. 2 Proposed model

Therefore, it is hoped that by combining the SARIMA and GRU models, the
hybrid model’s outcomes will be superior to those of the individual approaches.

Algorithm 1 SARIMA - GRU hybrid model based on STL
Require: original_data = {yi};
1: {yi} = ytrain + ytest (90% + 10%);
2: STL(ytrain) = traintrend + trainseasonal + trainresidual ;
3: trainlinear = Combine(traintrend + trainseasonal );
4: SARIMA model:
5: trainlinear_predict = SARIMA(trainlinear );
6: GRU model:
7: trainresidual_predict = GRU(trainresidual );
8: traintotal_predict = Reconstruct(trainlinear_predict ,trainresidual_predict );
9: testtotal_predict = hybrid_model(ytest );
10: Evaluate:
11: MSE = MSE(testtotal_predict ); MAPE = MAPE(testtotal_predict );
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Fig. 3 North Vietnam’s Viet
Tri city, on the Red River,
and the station there where
daily inflows pass

4 Application

4.1 Data and Area

Daily influx via Viet Tri city
The data were taken at the measuring station in Viet Tri city, on the main river (Red
River), right in front of where the Black river and Chay river join the main river.

The data consists of 4512 values, taken every 2h, collected for 4years 2017–2020,
taken during the rainy season (June 15–September 15) every year (Fig. 3).

4.2 Criteria for Comparison

To compare the outcomes, two criteria are used: Mean Absolute Percentage Error
(MAPE) and Mean Squared Error (MSE):

M SE = 1

n
·

n∑
i=1

(ŷi − yi )
2 M AP E =

n∑
i=1

∣∣∣∣
ŷi − ¯̂yi

n

∣∣∣∣

4.3 Results from the Daily Inflow via the Reservoir at the Viet
Tri Station Dataset

We will rebuild the model of Van [3] and Xu [22], two models with high similarity
with our proposed model. From there, we can consider the advantages and disadvan-
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Table 1 Result of Viet Tri data (scaled data)

MSE MAPE

ARIMA 7.5011 1.0765

SARIMA 5.2708 0.8806

LSTM 2.2815 0.2184

GRU 2.2115 0.2003

Wav.-Seas.-LSTM 2.2101 0.2100 (Van’s model) [3]

ARIMA-RNN 2.2270 0.2101 (Xu’s model) [22]

Proposed model 2.0102 0.1785

tages of the proposed model, along with that we can evaluate the superiority of the
models.

The proposed models were trained using the dataset, along with the rebuild of the
model Wavelet-Seasonal-LSTM of Van et al. [3], the model ARIMA-ANN model
from Xu et al. [22], the pure ARIMA, SARIMA, LSTM and GRU models (Figs. 4
and 5).

After using existent data of influx to Viet Tri hydroelectric dam, the result of the
model is illustrated in the Table 1.

Each combination model’s outcomes are better than the results of the individual
segment models, as illustrated in the table. The basic ARIMA model’MSE is the
highest of 7.5011, followed by SARIMA, which has an MSE of 5.2708 and and a
remarkable high MAPE of 1.0765, a sign of inaccuracy. Aside from ARIMA and
STL-SARIMA-GRU, the SARIMA-GRU model performs the worst across all cri-
teria, except for the exception of MAPE. However, this model’s MAPE was higher
than that of the hybrid STL-SARIMA-GRU model. Because the MAPE criteria is
based on a relative error, which is more delicate too mimimal numbers, which illus-
trates the superior the linear SARIMA model’s reliability in modeling water levels.
The difference between 0.20685 and 0.0316 is comparatively insignificant. TheMSE
andMAPEdifferences between STL-SARIMA-GRUand the hybridmodelARIMA-
RNN are just 0.20685 and 0.0316, respectively. The suggested STL-SARIMA-GRU
model had the lowest MSE and MAPE values, with a 10.3% lower MSE and a 15%
better MAPE than its hybrid adversary.

5 Conclusion

Wehave suggested amodel to suit the needof forecastingwater level on the on theRed
River in Viet Tri, right before the intersection of the big rivers in the Red River Delta
in this study. The seasonal aspect of the input data with this model can be taken use
of, increasing the model’s precision. Furthermore, the adoption of a powerful neural
network, such as the GRU, yields superior outcomes compared to some previous
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Fig. 4 The following are the results of numerous models for the water level at the Viet Tri station:
ARIMA (1st row-lelf), SARIMA (1st row-right), LSTM (2nd row-left), GRU (2nd row-right), Xu’s
model (ARIMA-RNN)(3rd row-left), Van’s model (Wavelet-Seasonal-LSTM) (3rd row-right)

studies [3, 22].The hybrid model has generated the greatest results when compared
to the pure models and the hybrid model from Xu et al. and the Seasonal-Wavelet-
LSTM of Van et al. The ability to make use of the unique elements of the data (which
have never been used previously), the best comparison has been produced with less
errors in the results by the hybrid model.
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Fig. 5 Results of the
suggested model
STL-SARIMA-GRU

We will strive to fix some of the model’s present shortcomings in the future work:
noice reducing (SAX, Wavelet, etc.), more inputs (statistics about rainfall, etc.), and
an online model. We believe that this is a viable solution to the problem in Vietnam.

Acknowledgements We owe heartfelt gratitude to WARM group for their assistance for the pre-
vious version this article’s previous version being edited (Thuy Loi University’s WARM group,
Vietnam).
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Activity-Based Learning: An Analysis
to Teach Learners Using Online
Methodologies

Deepanjali Mishra, Dilrabo Bakhronova, and Umida Djalilova

Abstract Activity-based learning is one of the most trending methodology of
learning. It is a teaching methodology which enables a learner to learn as per his
or her natural pace using a series of activities which is more interactive, engaging
and beneficial for young learners. It also has the facility of monitoring and evalu-
ating the activities. However, the online activity-based learning became a new mode
of teaching during the COVID-19 when the entire world went under lockdown. The
situation was indeed very difficult for everyone to make their ends meet during that
time. People were not allowed to come out of their homes except to purchase the
daily needs. All the educational institutions including schools, colleges and univer-
sities were shut down for an indefinite period. The faculties were left with no other
alternative but to take classes through online mode. This was a challenging task not
only for students but also for the teachers. Therefore, the basic objective of the paper
would be to discuss about the effectiveness of the implementation of activity-based
learning through online mode and how far it has succeeded in creating an impact
among the trainers as well as the learners.

Keywords Activity-based learning ·Online ·Multimedia · Trainers · Effectiveness

1 Introduction

Activity-based learning is a widely known concept which emphasizes more on prac-
tical approaches to learning something. The method of learning by doing was coined
by a well-known educationist from UK, named David Horsburgh taking cues from
the ancient methodology that was used by the sages in their ashrams in 1944 when
the Second World War was going on [1]. Learning needs to be creative and as well
as exploratory which could be gained only through practice. Involvement of learners

D. Mishra (B) · D. Bakhronova · U. Djalilova
KIIT University, Uzbekistan State World Languages University, Tashkent, Uzbekistan
e-mail: nguyenquangdat@hus.edu.vn

Tashkent Chemical-Technological Institute, Tashkent, Uzbekistan

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
T. D. L. Nguyen and J. Lu (eds.), Machine Learning and Mechanics Based Soft
Computing Applications, Studies in Computational Intelligence 1068,
https://doi.org/10.1007/978-981-19-6450-3_17

163

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6450-3_17&domain=pdf
mailto:nguyenquangdat@hus.edu.vn
https://doi.org/10.1007/978-981-19-6450-3_17


164 D. Mishra et al.

or the students makes a class much more lucrative and interesting which has more
meaning and the classmore interesting. Positive learning outcomes are achieved only
when the learners are not afraid to take up challenges of doing something new even in
an unfavourable atmosphere. It involves oneself in order to induce oneself to achieve
self-learning. However, a social amicable environment is needed between the trainers
and the learners for activity-based learning. As English is our second language, and
more of our students are first generation students, it is a Herculean to make the
students get interested in the language [2]. Moreover, English is a language where
all the subjects travel and it is great challenge for the English teachers to make the
classroom interactive and full-fledged. Basically, teaching must include two major
components sending and receiving information. Ultimately, a teacher tries his best to
impart knowledge as the way he understood it. So, any communication methods that
serve this purpose without destroying the objective could be considered as innova-
tive methods of teaching. Using new innovative techniques in schools and colleges
having the potential to bring about latest advancement in educational technologies. It
brings about empowerment administration is strengthened and efforts are galvanized
so that sustainable human development goals are achieved for any nation. Globaliza-
tion has been responsible in bringing information and technological revolutionwhich
has led to reformation of the entire education system [3]. It becomes very necessary
for any trainer to change his or her conventional method of teaching and adopt the
latest mode of training that involves technology enabled teaching. In the words of
a famous leader, Jonathan Schattke, “Necessity is the author of change” which is
indeed very true. As it is very necessary for the current generation to change, there-
fore, it becomes very important to adopt the latest technologies and pedagogy which
enhances the training and understanding process for learning all subjects including
English language. It is true that traditional techniques is not alone sufficient for a
student to improvise on his or her communication skills and developing the inter-
personal skills. It is very necessary to combine both technological pedagogy as well
as the conventional methodologies in order to achieve effective results for both the
teacher and the student. Another important point is to keep in mind that the teacher
should make the class. Further, it is necessary to know the student’s interest, and
attraction as the class would be meaningful without these aspects.

2 Review of Literature

Ericksen (1978) emphasized that “powerful studying in the lecture room relies upon
on the trainer’s ability to keep the hobby that brings college students to the route
in the first region.” The emphasis of effective mastering in a classroom has vital
importance in pupil retention.The lecturers are required to be adaptive to the changing
school room and pupil needs’ such that the students enjoy the path and set up goals.
One such method is interest-based mastering (ABL) that is defined as a gaining
knowledge of process wherein college students are constantly engaged [4]. Hobby
based getting to know is defined as a setup where students actively participate inside
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the gaining knowledge of enjoy rather than take a seat as passive listeners. These
writers emphasize that energetic getting to know technique is not the same as the
traditional method of teaching by using: (a) the active position and involvement
of students within the school rooms and (b) collaboration among the scholars in a
learning surroundings. These two gadgets are the important thing to ABL and aim
to establish a fine getting to know surroundings inside the study room. Churchill
(2003) propagates that hobby-primarily based learning aids students and freshmen
to construct intellectual models that permit for better-order performance consisting
of applied trouble fixing and switch of data and skills. Schumaker andDeshler (2006)
have the opinion ongetting to know techniques as “a person’s approach to amission. It
consists of how a person thinks and actswhilemaking plans, executing and evaluating
performance on an assignment and its effects.” It assures mastering method is a
deliberate character practice to organize and bear inmindmatters in studying system.
Several studies had been performed approximately the effectiveness of online getting
to know, and the demanding situations and regulations that it can cause to students
had been considered.Among these are research conducted bymeans ofHazwani et al.
(2017), Irfan and Iman (2020), Awal et al. (2020), Wildana et al. (2020), Muhammad
andKainat (2020) andNurul Haidah et al. (2020). Furthermore,Wildana et al. (2020)
do not forget online learning to be effective as it helps using various programmes
together with “WhatsApp,” “Zoom” and “Google lecture room.” However, Wildana
et al. additionally concur that net get right of entry to and net packages restriction the
effectiveness of online mastering. A examine with the aid of Muhammad and Kainat
(2020) found that Internet access problems, a loss of interplay between teachers and
students and a lack of technological facilities project the efficacy of onlinemastering.
In step with a observe carried out by Hazwani et al. (2017), an group’s infrastructure
plays an enormous position inmaking sure that online studying operates successfully.
Bad infrastructure will restriction students’ capacity to get right of entry to the net.

3 Concept of Online Activity-Based Learning

India is one of the leading countries of the world which has taken initiatives to imple-
ment the Rights to Education act in the year 2009. It allows rights to all the students
who are interested to study each and every child a right of clock-watching elementary
education based on the principles of equity and non-discrimination. Activity-based
learning or ABL is beneficial to those students who learn by asserting their freedom.
They follow all the rules and regulations that aim to provide freedom. It provides a
sociable model to impart learning in a spontaneous way so that the learners do not
face any insecurity or anxiety or strain. The present scenario in India is such that
almost all elementary schools follow the conventional methodology of teaching for
English language and literature [5]. A diligent endeavour towards keen observation
of teachings in different schools has been taken to heighten an awareness of the issues
involved with activity-based learning for re-examination of some prevalent myths
relevant to the pedagogical implementations. We can have better teachings in our
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state if we have some understandings on the practical challenges coming across the
path of second language teaching. This study is an in-depth analysis of the current
teaching strategies and the challenges to be surmounted in this domain. The study
of teachings in various primary and upper primary schools of Bolagarh block in the
district of Khordha reveals the real circumstances and opens a door for wide discus-
sion. The development and execution of various language activities are viewed as
internal regulating processes and project impulsions to discover the challenges in the
way of teaching learning process [6]. This research work characterizes the current
status of activity-based learning through the four basic techniques of teaching such
as visual memory development technique (VMDT), chain drill (CD), brain storming
(BS) and mental talk (MT) earmarked in text books and the development of proce-
dures of teaching consistent with it, challenges coming across the path of English
language teaching in elementary education and a few possible ways to overcome
those. Various study preferences and educational practices pertaining to the theories
of learning styles are collected from different literature reviews and depicted below
with prevailing categorizations [7]. Various study preferences and educational prac-
tices pertaining to the theories of learning styles are collected from different literature
reviews and depicted below with prevailing categorizations [8].

(1) Showing Visual Aids to the Students: It is one of the tools which enables a
reader to see and learn. The trainer could use white board and virtual markers
and try to elaborate his or her points using various technologies. For example,
PowerPoint presentations could be one of the basic technology that can be used.
Slides could be prepared on a topic and it could include graphics, animation
and other aids. This would not only make the class interesting but also it would
make the students glued to the class for a longer duration of time. There are
various virtual classrooms like zoom, Google Classrooms, Microsoft teams,
etc., which enable the teachers to perform Various activities like viewing the
slides and answering the questions, doing activities based on the topics that
are shown in the slides [9].

(2) Listening: It is a learning methodology where a learner understands through
listening. The trainer shows the students a video or are made to listen an
audio which could be of shorter or longer duration of time. Then, they are
given questions to answer. It could be multiple choice questions or elaborate
questions and the answers are expected spontaneously [10]. This enables the
learner comprehend and analyse and enhance his or her listening skills.

(3) VerbalExpression: It is taught through classroomdeliberation, speaking some
rhymes in the classroom, asking the students tomake guesswork teaching them
tongue twisters, mutual teaching as well as learning. The students also learn
how to use mnemonics. The students are taught to use acronyms, how to write
and memorize words and form sentences. They are asked to read paragraphs,
and it helps the students to improve their reading speed, pronunciation and
have a neutral accent [11]. They could be given activities like group discussion,
speaking impromptu on any topic of their choice. They can record their voice
and listen to them. In that way, they could regulate their reading speed.
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(4) Kinaesthetics: It is taught using non-verbal communication in the form of
gestures and postures of the human body. A virtual lab could be developed
and a student’s gestures, movements of the body could be displayed and that
could be monitored through a virtual mode in presence of all the students. The
teacher may display after which the students could be asked to perform. This
concept is called, TPR or total physical response. In the same way, the students
could be taught rhymes and asked to demonstrate it in-front of the class using
body language communication [12].

(5) Tactile: It is a teaching methodology which is performed by the use of usable
teaching and learningmaterials like the students learn how tomake collages by
using the multimedia technologies. There are lot of multimedia technologies
available and the students could use them which would make their work look
more attractive.

(6) Socio-interpersonal Interaction: It is one of the most innovative learning
methodology where a learner learns through online interaction with people
and working with them across the globe. It is a technique where a learner
learns by using notes from the social media, interacting with friends and other
people through social media platforms [13]. For examples, students can benefit
from attending online webinars, conferences, related to their field of study and
they can also enhance their intellectual resources through various question and
answer sessions that are held for their benefit.

(7) Individual Learning: It is a mode of learning where the learner learns by
himself or herself. The learners are taught to look for various websites that are
beneficial to them in their studies. They are taught to prepare personal bio-
sketch, prepare resumes, how to express their hobbies and interests and their
perception about any topic.

(8) Multimedia Mode: The learners are shown various online applications like
PowerPoint and taught through the slides which are prepared by the trainers.
They are given pdfs of the notes so that that could be used by the students
to study for their exams [14]. This is one of the most important technique of
teaching and learning as it makes the class more interesting and creates more
impact on the learners

(9) Online Debates: Pick a subject associated with your problem and pair college
students together. Assign one pupil to argue for the “pro” facet of the argument
and the alternative pupil to argue the “con.” the usage of your selected video
assembly software, allow your students to debate the subject. Debates force
college students to dig deeply into a subject and to apprehend both factors
of view of the topic. It can growth empathy and enhance studies competen-
cies. There’s not anything like a bit opposition to get your students excited
and to check their know-how. Inspire your students to think rapid through
posting a couple of choice questions and having them answer as rapid as
viable [15]. Trivia competitions can be performed in teams to lower the strain
and to inspire bonding even when students are not in the equal school room. It
is also a superb way to help college students practice for upcoming tests and
quizzes [16].
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(10) Comic Strip Upload a little humour in your school room by assigning your
college students to create comedian strips after which put up them to your
classroom discussion channel. That is an outstanding alternative for artwork
students, overseas language training, English instructions, records instructions
etc. Step back and watch the creativity drift. A few college students may
additionally need to draw their comics on paper and experiment them. Others
may create their personal memes, at the same time as others put together
animated comic strips. You will be amazed at what they come up with video
newscast.

(11) Virtual Newspaper, you are now the director of an information software.
Send your “reporters” out to report news memories which are applicable on
your current lesson. Drama students can file evaluations of famous films even
as biology students can explain ground breaking new studies. Inspire your
college students to research their topics, write their tales, then report them as
an information report. Older college students may additionally need to use
video software to feature photos or videos to decorate their stories.

(12) Reciting a Poem: Every other high-quality way to get innovative is to assign
your college students to write down and carry out a music or poem on a
particular subject matter. That is a super project for song college students, but
it does not need to forestall there [17]. Your English college students can write
slampoetry from the factor of viewof a famous literary individual. Your history
college students can write a global war II fight music. Your technology college
students can write and carry out a rap about the sun gadget. The alternatives
are endless, and the outcomes might be incredibly a laugh [18].

4 Effectiveness

Online activity-based learning is one of the most used learning methodology that is
used by the majority of people across the world during the pandemic COVID-19.
Online activity-based learning is implemented by various educational institutions
across the globe. KIITUniversity, one of the premier engineering institutions in India
was the first to incorporate in the online activity-based learning among the students in
all the subjects of B. Tech stream. Almost the entire syllabus was revised which was
challenging in a very short duration of time which consisted of applied science and
humanities subjects. Among all these subjects, it was professional communication
which posed to be more challenging [19]. Professional communication was offered
to B. Tech first year students in the first semester. Apart from this, English is being
taken by the faculties in medical science and nursing. This would help the students
to in placement, enhancement of communication skills, in research and in bridging
the gap between the learners and trainers. Since professional communication is more
effective when its practised, the syllabus is designed in such a way that there are
activities.
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5 Advantages and Limitations

Online activity is comparatively new mode of teaching. Even then it has so many
advantages [20]. It is beneficial for the students to take up any course irrespective of
places and time. Similarly, the facilitator too could take his or her classes wherever
he or she is present. It is not limited to only office hours. Sometimes classes could
be taken outside office hours. Online activity-based learning has advantages as well
as disadvantages. One of the major positive point is a learner can get access to the
training irrespective of his presence. He or she can study without being physically
present in the classroom. Same is for the trainer toowho can impart educationwithout
being in the classroom. Due to availability of virtual classrooms and meeting links,
it facilitates the trainers to teach. Apart from the meeting link, the classroom enables
the teacher to check plagiarism content of the submitted assignments which makes
the evaluationmuch easier. E-learning can produce a flexible and distributed learning
system [21]. Due to flexibility in opting somany learning platforms, the trainer might
use that platform which could be convenient for the faculty as well as the students.
It is the duty of the teacher to make the class more interactive and make it as much
elaborative as well as explanatory in nature.

6 Challenges Faced Due to Activity-Based Online Learning

Undoubtedly, online activity-based learning has many advantages, yet it is not free
from challenges as well. Not all the students have the facility of Internet connection
and laptops to access the online methodology of teaching. Due to sudden cause of
pandemic in 2019, nobody was prepared for facing it, the governments had to impose
lockdown across the country and schools and colleges were closed. As a result, the
students had to rush to their hometowns. There were so many students living in rural
areas and they could not have access to Internet [22]. Their classes got disrupted and
they could not access the online mode of education. Not only that they had to face
problems in their exams as many of them could not appear the exams too and had to
drop their semesters. Apart from that there were some situations where the teachers
were not technology saavy due to which they face problems while accessing the
multimedia modes while taking classes. There were some senior faculties who could
not take classes due to which they even lost their jobs. Other issues that the students
faced was that they could not understand the deliberations of the faculties due to
unstable network and sometimes when their data got exhausted. Another problem
was the teacher was unable to know who are not attending the classes as sometimes
it was not mandatory for students to keep their cameras on [23]. It was more natural
that some students did not listen to the teacher even though they were online in the
class. Another challenge the faculties faced was with the assignments of the students.
It was quite easy for them to copy and paste them from the sources that were available
online [24].
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7 Conclusion

Due to technological advancement, online activity-based learning has proved to be
more effective to the learners and the trainers who could not only take classes, but
also it was possible to conduct online exams, and perform the evaluation too [25]. It
also generated more interest among the learners who glued to their computer screens
or mobile display screen. However, it is challenging for the new learners who did
not have much Internet competency. Looking into the advantages and disadvantages,
it would not be wrong to conclude that online activity-based learning has indeed
created a platform among its audience and learners are more interested to explore its
benefits rather than lacunae [26]. Therefore, this mode of learning is here to stay in
the long run.

Scope for Further Research More and more learning oriented activities could be formulated and
could be experimented on the young learners as it would create more impact on them due to their
age and their inquisitiveness to explore new things.
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Use of a Fatigue Framework to Adopt
a New Normalization Strategy for Deep
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Abstract Current techniques for electroencephalograph (EEG) emotion recogni-
tion still train prototypes equidistant using all EEG measurements. Moreover, since
a few of the source (training) samples are significantly different from the target (test)
samples, they can negatively impact. As a result, rather than forcing a classifica-
tion model to be trained using all of the samples, it is crucial to listen carefully to
EEG samples with a high transferability. Furthermore, according to neuroscience,
not all of the signalling pathways in an EEG study contain emotional information
effectively conveyed to the test results. Even some data from specific brain regions
would significantly negatively impact learning the emotional classification model.
In the light of certain two issues, in this article, we propose a TANN for EEG speech
signals that develops emotional discriminant features by emphasizing traceable EEG
neural domains data and samples adaptively through locally and globally attention
mechanisms. To do so,measure the outputs of different brain discriminators aswell as
a specific test discriminator. TANN outperforms existing state-of-the-art approaches
in comprehensive EEG emotion recognition studies.
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1 Introduction

Due to the wide variety of application areas in areas such as sociology interaction
[1], immersive narration [2], and anxiety disorders [3], emotion recognition has
gained a lot of attention. Investigators are using EEG signal emotion recognition
due to its low cost over such reduced options, non-intrusive technologies like as
electromyogram (EMG) and electromyography (ECG), which are currently limited
to multisensory emotion recognition [4], or gestures and strategies for recognizing
emotions are sensitive to cognitive bias. Emotion is a necessary factor. It is a funda-
mental aspect of human, and it has a huge effect on people’s everyday lives such
as interaction, engagement, and training. It is critical to recognize those around us’
mental expressions to communicate naturally [5]. Furthermore, biometric detection
is an essential and complicated process in personal communication [6]. In recent
years, several papers on strategy frameworks for sentiment analysis were written,
and they can be classified into three types: (1) speech and facial expressions; (2)
peripheral behavioural indications; and (3) central nervous system developed brain
signals [7].

The playback transmitters that detect facial expression and voice achieve senti-
mentality with no physical touch detection in these tests. Still, they are not always
reliable since people can easily hide their emotions without being detected [1]. Since
users have little control over physiological signals, they have a relatively high recog-
nition accuracy than audio-visual approaches. The peripheral nervous system (PNS)
is affected by one form of structural alteration, while the nervous system (CNS) is
affected by the other (CNS). Typically, functions derived from specific physiological
signals like the electrocardiogram, skin conductance (SC), and heartbeat provide
comprehensive and nuanced details for identifying emotional states [6]. Electroen-
cephalogram (EEG) signals taken from the brain’s cerebral cortex, compared to other
distant physiological signals, can represent brain activity and get a natural affinity for
specific mental responses [4]. With both the fast development of products that can
be worn, versatile dry electrodes, artificial intelligence, and a wide variety of human
abilities machine interface applications. Electroencephalography sentiment analysis
is becoming increasingly common. Research and techniques have been proposed.
Researchers used extracted features, information collection, and highly nonlinear
systems are all examples of stochastic processes. Assessment to derive various EEG
signals in their raw form in subsequent studies to test the association among EEG
data and emotional states [8–10].

Linear discriminant analysis and principal component analysis are commonly
used methods for reducing the dimension of features [11–13]. In addition, weak
and redundant features were eliminated using singular value decomposition and QR
factorization [10, 14]. Existing optimization maximum relevance, component anal-
ysis (PCA) and QR factorization simulating approaches such as decision tree (NB),
SVMs, and random forest (RF) are often combined by mechanical uniqueness selec-
tion and procedures for choice [12, 15]. Current deep learning methods allow auto-
mated feature extraction, which greatly affects the signal and cognitive abilities [16].
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The auto-encoder (AE) and co-evolutionary neural network are several computer
vision frameworks effectively implemented to process physiological signals and have
shown encouraging results compared to shallow models [17, 18]. Using two regular
emotion recognition datasets, a multisensory deep learning approach was used to
recognize different emotions.

They demonstrated that the bimodal dense vehicle (BDAE) extracted essential
elevated representation features for emotion classification [2]. To help minimize
overfitting,Wang et al. [19] used the region rising technique, which produces extracts
from the datasets updated. They discovered that database systemsmight have a larger
impact with the deep learning approach when evaluating PCA and Reuters systems
(i.e., LeNet and Res-Net) on the SEED and MAHNOB-HCI datasets. The user’s
emotional states are usually viewed as different factors in many other situations. On
the other hand, emotion is a complex process with a time-dependent structure that
must be considered into account [9]. Deep learning approaches such as CNN and AE
were unable to comprehend the temporal information provided in EEG. Recurrent
neural network (RNN) is yet another classifier that uses associations between units to
create a loop that allows it to handle datasets. The use ofRNN in speaker identification
and machine translation is popular [11].

Long-term commitments, on the other hand, are a challenge for standard RNN.
Some RNNs are used to process and interpret brain measures, like long short-
term memory [13], which have shown to solve this question. For multimodal signal
emotion detection, a bimodal-LSTM framework was suggested by Tang et al. [20–
22]. On the SEED dataset, the highly skewedmodel [10] utilized EEG andmovement
patterns characteristics as inputs, when on the DEAP dataset, it evaluated EEG and
secondary sensory information. To grid-like7–15: sets the micro impulses in the
DEAP file, [23] used spectral and structure walls transitions. To collect task-related
attributes, investigate Bilbao association, and implement contextual data from the
sets, the researchers developed a CNN-LSTMhybrid classifier. Single recurrent units
(SRU), a new RNN version, has recently been proposed [24], which can simplify
the calculation and reveal more parallelism, resulting in a substantial reduction in
training time. We utilize SRU to build a classification model that includes temporal
variations to assist EEG and computation productivity in emotion indication in this
paper. In addition, community methods of instruction have combined different SRU
models to achieve better outcomes than a single base model. This present study tries
to analyse after another user’s future emotion configuring a model tailored to the
person. To check the efficacy of the proposed algorithms, we test its consistency of
our method for recognizing emotions over days [25].

The above is the paper’s style. Section 2 of this paper introduces the SEEDdataset.
Section 3 discusses DT-CWT, feature extraction methods, the SRU network, aggre-
gate strategies, and our technique and performance. The findings are presented in
Sect. 3. Section 4 examines related studies and explores the study’s contributions
and shortcomings. Furthermore, conclusions have been drawn in this section. It is a
question of how to identify evoked emotions using EEG recordings. We quickly ran
into the most difficult problem when designing brain imaging methods: low EEG
activity homogeneity through participants. Figure 1 shows how the plots were made
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Fig. 1 Gerbing is embedded
after plots were made by
selecting data

by selecting data for each EEG recording for each participant and using the dimen-
sionality reduction tool UMAP to insert the details. Colours on the left represent
feelings, and colours on the right indicate who the data belongs to. As a result, if we
try to infer emotions on a fifth participant using a model trained to identify emotions
with four participants, the results would be bad.

The most widely used approach to this problem is to use a calibration stage to
pre-train the AI model. However, since this is a time-consuming method, many
researchers have been looking for alternatives. While the emphasis of this review
is on brain imaging techniques, the same issue can be found in other fields such as
image recognition, voice recognition, and facial expressions.

Several authors have found solutions to this problem in recent years. The majority
of proposed solutions for brain imaging are focused on selecting robust features.
That being said, (1) the classifier output of person involved classification techniques
with all those features is still inferior to visitor models, and (2) these features are
task-specific, preventing robust solutions across tasks and fields. As a result, we
investigated stratifiednormalization, a newparticipant-based normalization approach
for training deep neural networks.

This method’s key concept is to proportionate additional information to the neural
network to boost its accuracy. It is important to remember that this additional data
must be distinct from the data we are attempting to infer. For example, in our dataset,
we are attempting to identify emotions, so the session and participant for each data
are used as additional information.

The function of cross-subject emotion classification fromEEG signals is the focus
of our research. The results show that networks trained by stratified normalization
outperform networks trained with batch normalization.

To give a quick overview of our paper, we will concentrate on the proposed
method and compare it to the well-known batch normalization method. In addition,
to confirm the clarification, I will first go through the dataset we used for the study.
Finally, we will present our findings and draw a brief conclusion.
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2 Review of Literature

The computer vision is one of the most important study areas in sophisticated user
touch, with applications in augmented reality, video game engagement, educational
systems, and the diagnosis ofmental diseases. For the purpose of understanding frame
of mind input and its uses to emotion recognition, a diverse variety of techniques
were thoroughly examined. External data, such as face features [3], speech [24],
and gesture [1], were favoured in the early stages of this field, and they were easily
understood and tangible cues that fit individuals’ basic understanding, and they were
prevalent and could be accumulated on a large scale in the laboratory or in the
wild. Despite these benefits, external data has a flaw because humans have a natural
inclination to hide their feelings on occasion, and their manifestations may not match
their real feelings. Data base such as signals, heart rate, hypertension, and galvanic
skin response [6], which are difficult to mimic, have also been attractive to the work
of sentiment analysis due to the need for more reliable types of data. The widespread
use of this strategy, however, has certain problems. Internal signal measurement tools
used to be big and difficult to operate. Smartwatches, such as wristbands, are now
convenient, and some sorts of data can be gathered by them.

Thresholding, semantic segmentation, feature engineering, and classifying are
the four basic stages of a traditional EEG-based emotion identification system [16].
The accuracy of emotion recognition relies heavily on feature extraction. Areas can
be examined for brain signals, but each domain has numerous related properties.
Texture feature [5], Hjorth features [8], clustering algorithms [9], high frequency
bridging feature [10], statistic feature [11] (mean, standard error, variability, and
first and secondary difference), and so on are examples of day when features. The
raw EEG data in the analysis window is first transformed into five primary bands
using discrete Fourier transform or autoregressive [12] methods to obtain frequency
domain characteristics. Power spectral density, divergent entropy [13], differentiated
imbalance, and rational opacity [7] are common extracted properties from frequency
bands. The same approach as in the time–frequency was used for the time–frequency
domain characteristics, however, the signal conversion algorithm was transform [2]
or wave packet compression [15]. Following the acquisition of the desired features,
computer learning-based classificationswere proposed to classify the feature patterns
into emotions. Themost commonly used classifiers in studies are the predictivemodel
[19] and its derivatives [4]. The s n neighbour classifier, and was used in [23], is yet
another good classifier.

3 Dataset

The dataset is a SEED dataset, which would be a list of EEG datasets. This dataset is
one of the most significant in EEG-based affecting computing, along with the DEAP
dataset.
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It contains 62-channel EEG information gathered from 15 respondents in three
sessions during the same 15 archive footage. Each film clip was given an emotional
rating (positive, neutral, or negative) based on the results of 20 respondents whowere
asked to describe one of the programmes after viewing it. In overview,

• Number of participants: 15
• 3 × 15 sessions x images (45 videos for each participant).

Šlégrová et al. [23] were the first to propose batch normalization as a solution
to this issue of back to a particular change, which is a shift in the allocation of
neuron activations that are not needed to be caused by the learning process. It is the
most widely used normalization method in neural networks, with excellent results
in various applications.

We slightly modified the procedure for our purposes, as discussed further below.
Our specification of the convolutional layers method is shown in Fig. 2. The
normalization for this method is done per function for each batch.

In terms of the value of normalization in cross-subject classification, research by
[1] and [12] provided the first glimpses into the benefits of this method after using
participant-normalization of facts obtained to minimize inter-respondent variability.
When they normalized the data for each individual separately, they discovered that
now the difference among the clusters, where each region refers to the sole participant
because the influence of respondent identity information is greater than the influence
of emotion [26, 27], decreases. Later work by [11] took advantage of this finding.
It introduced nonlinear collected data that smoothly incorporated individual traits
into an inter-participant method while for each function and individual, the standard
was used. They trained a classifier using the proposed transformation and analysed
the data to a conventional Z-score standardization. Security shows that their method
reduced the magnitude of this component by using PSD functionality. Their findings
outperformed Z-score standardization; they concluded that different normalization
methods are needed because of eliminating the specific topic. The sensor aspect is

Fig. 2 Process of batch
normalization. The data is
processed for each function,
regardless of user or event
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Fig. 3 Process of
heterogeneous regularization

function and verbal abuse [28]. The proposed approach is stratified normalization,
which entails feature normalization for each participant and session. The stratified
normalization process is depicted in detail in Fig. 3. This method normalizes the data
per function, participant, and session instead of the previous normalization method
[29]. The key disadvantage of batch normalization is that it requires either a broad
batch collection or a study of how much data is present per class in each batch [14].

4 Results

The goal of extracting features is to obtain the most important EEG features under
various emotional states [15]. We analyse four distinct types of characteristics from
the perspectives of time, rate, and spatial research for a detailed review. The section
length should be chosen with care. The far more contextual knowledge you have,
the better. A segment reflects the fewer samples we receive in the data pool. They
first separated the EEG signals into 5 s segments to the frequency and length of the
segments should be controlled. Every 0.5 s, four feature extraction methods were
used with an interval of 0.5 s. Since each phase had a 50% duplication rate, the
processing time for every section was 19. Furthermore, since 62-channel interfaces
are being used in this test, each sector’s source configuration was 62*19. Several
iterations from each group of the three-class facial expression task were roughly
equal.

Using the architecture displayed in Fig. 4, the results are displayed in Figs. 4 and
5.

Figures 5 and 6 display the predicted values’ inserting at the neural net’s output
units. The results show that sentiment analysis reliability is better at the output
nodes, and respondent detection performance is lower for trained models with strata
normalization. Indeed, representations on the UMAP are more portable for strati-
fication liberalization than average pooling this period and easily recognizable for
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Fig. 4 Classification system’s framework

Fig. 5 Neural network’s performance is embedded with regularization and three sentiment groups

attitude ratings instead of participant amounts. The variation of colours suggests that
much of the brain signature is omitted.

These results indicate that segregated standardization is a powerful tool for
recognizing emotions through subjects.

5 Conclusion

Strategies that allow for the construction of robust contestant systems without the
necessity for each patient’s prior recorded data have been extensively deployed and
evaluated in studies. The main goal is to uncover characteristics that all responders
have in common. Because these procedures are still less trustworthy than attending
models, observers am looking at alternative ways, such as data well before. This



Use of a Fatigue Framework to Adopt a New Normalization Strategy … 181

Fig. 6 Heterogeneous regularization and three sentiment divisions are used to implement the neural
network’s performance

post proposes and evaluates stratified normalization, a popular contestant attributes
normalizing strategy for improving the inter Ferential efficiencyof contestantmodels.
It is impossible to avoid conducting research. This study looked into the inter
and micro characteristics of EEGs that are linked to emotion changes. An intelli-
gent monitoring system was created using a complex recursive units network and
community learning approaches to differentiate three different mental expressions.
The following are some of the basic findings: (1) higher-intensity bands, such as
gamma and gamma, are better at detecting emotions than lower-frequency bands.
(2) Using EEG scales, positive affect is more detectable than its other two states of
mind when stimulated through auditory and visual resources in the tests. (3) Using
datasets, the SRU network, as an excellent RNNperformer, can comprehend the tran-
sitory changing qualities under emotional situations. (4) Awell-designed Network+
link prediction method for robotic emotion recognition results in a large number of
invoices issued and a fair obtain accurate. (5) Our emotional network’s performance
reveals that neural trends are essential and rather consistent throughout and across
days. These findings show that stratified standardization is effective for cross-subject
sentiment analysis tasks, implying that this strategy might be used with other EEG
tagging datasets and transfer classifiers.

6 Future Work

Future study should focus on the effectiveness and implementation of non-invasive
brain emotion recognition. EEGcan includemore useful and representative elements.
Numerous studies discovered that by adding power spectral and raw or before
EEG signals, support vector machine got higher values of regression for classi-
fying emotions than other features. To improve the classification performance, we
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will try to mix various features. The use of spectral analysis for especially in areas
sentiment analysis in space will be attempted in future. A further in-depth evaluation
of approaches will be conducted, as well as the mixture of their benefits in extraction
of features and avoid overfitting. Future study could include adapting the approach
to data fusion and other vital signs in the analysis of brain activity.
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An Innovative and Smart Agriculture
Platform for Improving the Coffee Value
Chain and Supply Chain

Van Duy Nguyen, Tri Cong Pham, Chi Hieu Le, Thanh Trung Huynh,
Tan Hung Le, and Michael Packianather

Abstract Vietnam is the world’s second biggest producer of coffee and has been
an exporter for several decades. However, Vietnam has been facing many well-
documented issues and challenges in the whole coffee supply chain such as climate
change; lowproductivity, poor quality and high cost; excessive use of fertilizing prod-
ucts and irrigations; poor collection, processing and storage solution; low sustain-
ability and limited value-added coffee products; and low applications of smart and
sustainable agriculture solutions. This paper introduces an innovative and smart agri-
culture (INNSA) platform for the creation and operation of a sustainable coffee value
chain, with the focus on enhanced quality and added values for key elements of the
coffee supply chain in Vietnam. The platform is designed based on the founda-
tions of the key enabling digital transformation and smart agriculture technologies:
Smart devices and Internet of Things, big data, artificial intelligence, blockchain
and source traceability technologies, and sustainable design and manufacturing. The
INNSA platform has the following key features: a smart database with real-time
data inputs and updates, cost-effectiveness, and open-architectures for effective inte-
grations of the enabling digital transformation and smart agriculture technologies.
The smart platform and ecosystem of INNSA provides the information portal and
open-access database for all key factors of coffee supply chain, enabling them to join
and interact with each other to bring the coffee industry of Vietnam to a higher level,
well-recognized in terms of values, branding and sustainability.

V. D. Nguyen (B)
Institute of Biotechnology and Environment, Nha Trang University, Nha Trang City, Vietnam
e-mail: duynv@ntu.edu.vn

T. C. Pham
School of Computer Science and Engineering, Thuy Loi University, Hanoi 100000, Vietnam

C. H. Le
Faculty of Engineering and Science, University of Greenwich, Kent ME4 4TB, UK

T. T. Huynh · T. H. Le
SOICT, University of Science and Technology, Hanoi 100000, Vietnam

M. Packianather
School of Engineering, Cardiff University, Cardiff CF24 3AA, UK

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
T. D. L. Nguyen and J. Lu (eds.), Machine Learning and Mechanics Based Soft
Computing Applications, Studies in Computational Intelligence 1068,
https://doi.org/10.1007/978-981-19-6450-3_19

185

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6450-3_19&domain=pdf
mailto:duynv@ntu.edu.vn
https://doi.org/10.1007/978-981-19-6450-3_19


186 V. D. Nguyen et al.

Keywords Coffee value chain · Big data · Artificial intelligence · Source
traceability technology · Internet of things · Vietnam

1 Introduction

The coffee production in Vietnam has developed as the world’s second biggest
producer of coffee production and export for several decades. However, Vietnam
coffee now faces several challenges, including the followingones: (1) climate change:
the coffee production is heavily affected due to tropical storms, the worst droughts,
rising temperatures, and shifting rainfall patterns. 50% of the current Robusta coffee
production areas in Vietnam are forecasted to be lost by 2050; (2) low productivity,
poor quality and high cost: caused by ground-water loss and soil pollution in most
of the coffee planting regions. About 50% of total coffee trees are between 10 and
15 years old. Aging trees, unsuitable lands and no sustainable solution for growing
coffee plants will directly affect the productivity, quality of Vietnamese coffee prod-
ucts, and production costs; (3) excessive use of fertilizing products and irrigations:
causing coffee trees to quickly become exhausted and soil to be severely polluted,
withmore diseases and harmful pests for coffee trees; (4) poor collection, processing,
and storage solution: causing low quality and unstable productions; (5) low sustain-
ability and limited value-added coffee products: the value-added products and types
from coffee are limited, and the coffee waste and ground are mainly sent to land-
fill, with no recycling; and (6) low applications of smart and sustainable agriculture
solutions [1–7].

Regards to the last challenge, there are limited applications of smart agricul-
ture solutions to enhance the value streams of the coffee supply chain in Vietnam,
including IoT, smart devices, unmanned aerial vehicles (UAVs), precision agricul-
ture, hi-tech solutions for processing and recycling coffee, AI, big data, blockchain
and source traceability technologies, eco-design, and sustainable manufacturing.

Compared to Brazil, the productivity of coffee in Indonesia and Vietnam is lower
but the number of smallholder coffee farmers is higher. The root of the problem is
the coffee farming practices in Indonesia and most small-scale farms in Vietnam are
still based on traditional methods with trial and error. Therefore, in order to actually
change the way of coffee farming practices in Vietnam and Indonesia, the digital
transformation and the integration of smart and hi-tech agriculture for the coffee
supply chain and value chain must be considered, and also include the sustain-
able practices that consist of continuous improvement in environmental, social, and
financial aspects.

Application of the IoT through a network of wireless sensors in a coffee farm for
monitoring and control of its environmental variables have currently been studied
[8]. The study showed that the management of coffee cultivation is quite complex
due to the large number of varieties found, the terrain and environmental conditions
affecting the production process and the final grain quality. Also, the development
and implementation of wireless sensor networks is possible today due to factors
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such as the reduction of device costs and the use of open-source software, avoiding
additional licensing values. One of the main problems with coffee plants is, however,
that high humidity can, in fact, impact the activity of the sensors and their monitoring
tools.

There are numerous limitations when harvesting and production processes are
optimized. Vietnam has a great potential to encourage investment in agriculture. The
proliferation of new technologies has enabled the enhancement and automation of
industrial processes in all fields of production such as coffee. Therefore, aided by
technology, an agricultural sector such as coffee production can strongly improve
the country’s productivity and give enormous benefits for production processes and
the optimization of final products [9, 10].

Precision agriculture includes many activities such as the management of trees,
flowers, crops, and plants. Pest and disease management is one of its most interesting
applications. By the suitable use of sensors, parameters (such as soil temperature
and relative humidity, leaf temperature and humidity, and solar radiation) can also
be measured to quickly detect adverse and appropriate situations. In addition, this
technology can help to manage the time-based detection and the efficiently space-
based use of pesticides [2].

Hi-tech solutions for processing and recycling coffee have some great benefits
and add significant values to the coffee value chain. For example, not only does it
divert waste away from landfill, but the spent coffee grounds can be used to produce
some value-added things like biofuels, bioactives, and anticancer drugs. It can also
help businesses save money on their waste disposal [11, 12].

In this paper, the innovative and smart agriculture platform for the creation and
operation of sustainable coffee value chain, with the focus on enhanced quality
and added values for key elements of the coffee supply chain in Vietnam, taking
into account the issues related to sustainability, well-aligned with United Nations
Sustainable Goals. The platform is designed based on the foundations of the key
enabling digital transformation and smart agriculture technologies: smart devices and
Internet of Things, big data, artificial intelligence, blockchain and source traceability
technologies, and sustainable design and manufacturing.

2 Development of an Innovative and Smart Agriculture
Platform

Figure 1 presents the research method for development of an innovative and smart
agriculture platform, called the INNSA platform, with the highlights of the key steps
and tools. Firstly, the data types and sources are very important for development of the
smart agriculture systems, inwhich the real-time data collection and analysis needs to
be optimally implemented. Then, the latest development of the digital transformation
technologies needs to be taken into account, when working on data collections and
analysis, and development of the smart platform and ecosystem of INNSA, including



188 V. D. Nguyen et al.

smart devices and Internet of Things, big data, artificial intelligence, blockchain and
source traceability technologies, and sustainable design and manufacturing. Finally,
value-added products and services in the value chain of the INNSA platform and its
related ecosystems are developed, with the focus on the cost-effective and innovative
solutions, including the hardware, software, smart devices, e-commerce platform,
and innovative products from coffee trees, beans, and wastes.

Critical investigation and reviews 
of the coffee supply chain and 
coffee value chain in Vietnam

Innovative and cost-effective 
development of the INNSA 

platform with the smart database 
of the coffee supply chain and 
coffee value chain in Vietnam 

processes

Industrial Survey & 
Investigation, Critical literature 

reviews

Knowledge management, Data 
structure, Programing language, 

Software Development, 
Visualization, Blockchain, AI, Big 

Data

Smart inline monitoring of farm 
soils & environmental conditions, 

predictive modelling, Decision 
Making Models, Market Trends, 

AI, Big Data

Construction of Big Data for the 
INNSA platform, the real-world 

data inputs for a smart database 

Innovative and cost-effective 
developments of value-added 

products and services in the value 
chain of the INNSA platform and 

eco-systems: Hardware, Software, 
Smart Devices, E-commerce 

platform, Innovative products from 
coffee tree, beans & wastes

Micro & Nano manufacturing, 
CAD/CAM, FEA, CFD, Data 

Visualization, Smart sensors, IoT, 
AI, Big data, Networking, Data 
acquisition Techniques, Data 
Representation, Optimization 

algorithms, Blockchain, & Source 
Traceability 

Data collection & analysis, 
Assessment criteria:   Ease of use, 
quality, productivity, costs, energy 

efficiency, security and safety

Systematic integration, 
evaluation & analysis of the 

developed INNSA platform & 
products within the INNSA eco-systems

Fig. 1 Research methods for development of the INNSA platform
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2.1 Data Type, Sources, and Collections for Development
the INNSA Platform

A critical analysis and industrial investigations were done, with the use of both
primary and secondary data, including the journal article data, open-source data about
agriculture, and farming industry from both governmental and industry reports. The
primary data from surveys, interviews, and sensor-based supply chain operations
was also collected for value chain mapping, developing, and validating the INNSA
platform.

The data sources included farm soils, environmental conditions, farm types, prod-
ucts from coffee farms and food wastes, and key stakeholders in the coffee supply
chain and value chain. They also included the information about currently used agri-
culture technologies (robots, temperature and moisture sensors, aerial images, IoT,
and GPS) and products such as fertilizer for growing plants and precision agricul-
ture. The data architecture of the smart database was designed with capability of
continuous update and co-creation, and automatic updates from smart devices and
IoT, with options for the IP right licenses and open access.

To maximize productivity of a coffee farm, certain factors related to soil, weather,
and environmental conditions must be met. The INNSA platform was designed to
collect and analyze farm soil, weather, and ecosystem factors, focusing on high-
yield variables of coffee plants. Based on real-time data monitored and obtained,
our platform produced reports and suggestions of the best agricultural practices
which the users can follow to approach the highest productivity. This is based on
agronomical science and farmers’ experience knowledge to produce these reports and
suggestions exactly and rapidly. Besides, the INNSA platform also guided the users
with farming practices to explore their resources in an efficient and effective manner.
A sustainable concept was developed based on cost-effective and time-saving plans
to bring to precise agricultural practices.

To set up the INNSA platform, two main components were designed: IoT devices
using LoRa waves [13] and AI [7, 9]. In particular, the LoRa plays the role of contin-
uously collecting data such as pH, oxidation reduction potential (ORP), electrical
conductivity (EC), water temperature, air temperature, humidity, light intensity, and
NPK. The AI is at the heart of the INNSA platform because it provides even more
value to the IoT devices and enables the platform to comprehend the data it collected
by IoT devices. In addition, with the use of AI, it also provides the ability to analyze
market information, such as history coffee prices, to provide reports and predic-
tive analysis for suppliers to adjust export plans. Besides, with deep learning-based
technology, AI recognizes the images via camera to output advice about cultiva-
tion, harvest, pest, and disease prevention, etc. The data collected was sent back to
the computer database for processing. This platform provides real-time information
about the cultivating regions. Last but not least, that information, after being stored,
analyzed in real time, and fed into the traceability system, helps increase transparency
about the origin of the product, thereby adding the value of the product.
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2.2 Data Analysis and Collections for the INNSA Platform

Big data collected by the INNSA platform was used to provide predictive insights
in farming operations, drive real-time operational decisions, and redesign business
processes for game-changing business models related to the coffee supply chain and
value chain. Based on the quality assessment in the coffee supply chain and value
chain, a standard quality certification for domestic use and export was developed to
apply for the INNSA platform.

In order to make the system smarter to make food production efficiently, machine
learning algorithms (e.g., neural network, random forest, support vector machine,
etc.) were used to build the big data analytic models. Firstly, powered by AI, the
INNSA platform is capable of analyzing the collected data to make assessments and
suggestions for farmers to make decisions of fertilizing products and irrigations. For
example, based on weather data, humidity, temperature, and plant care regime for
each time period, AI can suggest when to water, how much water, and what fertilizer
according to the growth and development of the coffee tree over time. This helps
reduce costs and increase coffee production. Besides, with the use of AI to analyze
and diagnose pests based on images of leaves of coffee trees collected from surveil-
lance cameras, the platform can automatically and early detect pests, thereby helping
farmers not only choosing treatment solutions but also reducing costs when pests and
diseases have not been spread on a large area. In addition, the IoT system combined
with an automatically controlled irrigation and care system also helps to reducemate-
rial and labor costs. Secondly, the AI-based advanced analytics of the platform is also
used to improve the efficiency of coffee storage, processing, and exporting opera-
tions. With the use of IoT devices in monitoring, the warehouse environment, coffee
beans quality monitoring cameras, AI-powered advanced analysis INNSA platform
uses collected IoT’s data to evaluate, guide, and decision support for managers.
Moreover, the platform also provides predictive insights such as coffee quantity and
quality based on coffee growing areas, predicts coffee price in the future, and fore-
casts the demand of the market. That information is analyzed and aggregated into
final reports to assist suppliers in finding partners and estimating the volume of prod-
ucts to sign export contracts in accordance with their ability. Additionally, due to the
digitization of coffee product related information, the INNSA platform is designed
to be used not only as a coffee information portal but also as an advanced analysis
portal of coffee beans quantity and quality of each region, each coffee growing area
in Vietnam. Thereby helping the coffee industry of Vietnam to a higher level, well-
recognized in terms of values, branding, and sustainability. Finally, the platform was
developed based on cost-effective equipment and open-source software. This allows
easy scaling and systemdevelopment for responding to the actual needs of agriculture
in the future.

Blockchain-based supply chain traceability systems were developed by using
radio frequency identification (RFID), a non-contact automatic identification
communication technology [6] to trace products with trusted information in the
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entire supply chain, and by linking with IoT devices and integrating into the INNSA
platform to provide digital data of production and consumption [5].

A sensor network system consisting of IoT devices and application programming
interface (API) programmed by NodeJS and deployed in the server running Linux
operating system (OS) were used to collect data [13]. Data transmission sensor used
a communication protocol type MQTT [14]. By using this protocol, the microcon-
troller and computers or mobile apps were communicated wirelessly. Data collection
block diagram, including array sensors, connected to IoT sensor network, API, cloud,
local database, visual modeling, and computation. The sensor data from the micro-
controller was sent to the LoRaWAN gateway, thus the data could be sent to the
cloud and stored in a local database. Sensor data stored on a local database was
used for real-time visualization. To perform computational modeling, sensor data
was accessed on a local database.

2.3 The Proposed Models for the INNSA Platform

A solution architecture of the INNSA platform is designed as shown in Fig. 2,
taking into account the following points: (1) critical investigation and reviews of the
coffee supply chain and value chain in Vietnam; (2) innovative and cost-effective
development of the platform with the smart database; (3) construction of big data
for the platform, the real-world data inputs for a smart database; (4) innovative and
cost-effective developments of value-added products and services in the value chain
of the INNSA platform and ecosystems; and (5) systematic integration, evaluation,
and analysis of the developed platform and products within the ecosystems.

First of all, the data was collected from users, video/PDF files, and IoT systems,
to store it in a database, called Data Lake. From Data Lake, data was analyzed
on demand to create business intelligence software, called BI tools. Then, a portal
was developed to connect and integrate websites and visitors. Mobile applications
were also created to control IoT devices and recommend farming care procedures.
Finally, AI and machine learning technologies were used to design, optimize, and
predict models, from which results are generated via an API gateway.

2.4 A General Workflow of the INNSA Platform

A general workflow of the INNSA platform was shown in Fig. 3. In the first step, a
critical investigation and reviews of the coffee supply chain and coffee value chain in
Vietnam is performed on the whole supply chain, including production, collection,
processing, commerce—import and export, and consumption, with the focus on (1)
identification of the key factors and stakeholders in the coffee supply chain and coffee
value chain in Vietnam, and (2) strength, weakness, opportunity, and threat (SWOT)
analysis.
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Fig. 3 General workflow of the INNSA platform

Based on the critical investigation and reviews from the first step, the INNSA
platform is designed in the second step, with the focus on supply chain traceability
systems, as well as management systems. The supply chain traceability system is
presented in Fig. 4 with a detailed description. The management systems have key
functions such as farm production area management, plant information management
system (PIMS), supplier informationmanagement system (SIMS), and customer and
partner relationship management (CRM and PRM). Besides, E-commerce systems
(web and mobile applications), IoT devices using LoRa waves, and API Gateway
systems integrated with blockchain and AI are also developed.

In the third step, the construction of big data for the INNSA platform is success-
fully designed and developed. The INNSAplatformwith the designed smart database
needs the real-world data inputs, especially the ones that can be directly used for smart
farming’s applications: farm soils and environmental conditions (moisture levels and
weather in different times of the year), aswell as the latest information about the crops
and market trends from all connected sources. Big data collected by the INNSA plat-
form are being developed to provide predictive insights in farming operations, drive
real-time operational decisions, and redesign business processes for game-changing
business models related to the coffee supply chain and coffee value chain in Vietnam.

We seek and contract reputable partners in Vietnam and abroad to provide high
quality input supply for coffee production as well as products and equipment for
each key stakeholder. Information of these partners is added to the information portal
systems. In addition, the platform also provides a quality assessment function of these
partners. Based on this assessment, the platform will give priority to introducing
reputable and quality partners to participate in the coffee supply chain and value
chain. Based on the quality assessment in the coffee supply chain and value chain,
a standard quality certification for domestic use and export such as UTZ and C4
assessment will be developed to apply for the platform.

In the fourth step, innovative and cost-effective developments of value-added
products and services in the coffee value chain are added to the INNSA platform
and its ecosystems, including: (1) products made from coffee beans and wastes,
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(2) products for sustainable and precision agriculture: microbial organic fertilizer
for coffee plants; (3) smart devices and IoT solutions for continuous and automatic
updates of data and information to construct big data for the INNSA platform; and
(4) E-commerce and commercialization of coffee beans and coffee products, with
the support of AI, blockchain and supply chain traceability technologies.

Finally, systematic integration, evaluation, and analysis of the developed INNSA
platform and products within the INNSA ecosystems are designed and implemented.
All products,modules, and data resulting from the third and fourth steps are integrated
into the INNSA platform developed in the second step for evaluation and analysis,
and related risk and security assessment, quality control, and management issues.
The evaluation and analysis are based on the real-world business models and data,
at the laboratory scale first, and then in coffee farms and coffee storage spaces. A
farm of 500 m2 of White Lion JSC (Iced Coffee) in Mdrak district, Daklak province,
Vietnamwas used for demonstration, analysis, and evaluation, with the focus on how
the system collect and process data to support smart farming, harvest and post-harvest
processing, storage, source traceability, commercialization, as well as related issues
in the coffee supply chain and value chain.

Finally, the principles of LEAN Industry 4.0 and Sustainable Developments [16]
are introduced and applied in management and operations of the INNSA platform, as
well as when developing value-added products and services in the value chain of the
INNSA platform and its related ecosystems, including the hardware, software, smart
devices, e-commerce platform, and innovative products from coffee trees, beans, and
wastes. For future works, the INNSA platform can be applied to other agricultural
supply chains such asmarine culture and shrimp farming for a sustainable aquaculture
[17, 18].

3 Summary and Conclusions

Under the impacts of Industry 4.0 and UN’s sustainable development goals, it is
necessary to develop an innovative and smart agriculture platform that can be effec-
tively used for the creation and operation of a sustainable coffee value chain, to
enhance the quality and create added values for key elements of the coffee supply
chain. In this paper, the INNSA platform is introduced, to provide the information
portal and open-access database for all key factors of coffee supply chain, enabling
them to join and interact with each other effectively and systematically, with the focus
on the case of the coffee industry of Vietnam, aimed at enhancement of the values,
branding and sustainability of the coffee value chain and supply chain in Vietnam.
The platform is designed based on the foundations of the key enabling digital trans-
formation and smart agriculture technologies, with the following key features: A
smart database with real-time data inputs and updates, cost-effectiveness, and open-
architectures for effective integrations of the enabling digital transformation and
smart agriculture technologies.
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The successful development of the INNSA platform will potentially create the
significance and impacts in the coffee supply chain, and to directly contribute to the
United Nations Sustainable Goals. It also directly contributes to Vietnam’s Smart
Agriculture and Industry 4.0, successful development, and applications of the key
enabling technologies of digital transformation and smart agriculture, including the
following ones: smart devices and IoT, big data, AI, blockchain and source trace-
ability technologies, and sustainable design and manufacturing. It is expected that,
for the first time in Vietnam, there is the smart platform and ecosystem as the infor-
mation portal and open-access database for farmers, traders, processing companies,
import and export companies, retail shops, and coffee users, can join to obtain and
share information, as well as to commercialize coffee products, to specifically meet
their needs in both the coffee supply chain and coffee value chain.
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Complex Shear Imaging Based on Signal
Processing and Machine Learning
Algorithms

Duc-Tan Tran and Vijender Kumar Solanki

1 Introduction

The mechanical property of the tissue can be used for medical diagnosis. In a study
about shear wave elastography [1], Jeremy Bercoff et al. showed that the elasticity
of the normal and abnormal tissues are different (such as in Table 1).

In [2], the authors first proposed to use shear waves to compute the elasticity
and viscosity of the soft tissues. Figure 1 illustrates ultrasound images of a phantom
containing a hard inclusion.

In Fig. 1, the below image was obtained by traditional ultrasound, while the above
onewas obtained by shear wave elastography. A tumor is detected in the above image
is clearer than in the below one. The works in [3–6] also confirmed the ability of the
elasticity estimation in real experiments. The work in [7] extended the estimation
not only for the elasticity but also the viscosity. The noise reduction using Kalman
Filter is introduced in [8]. After that, a series of studies [8, 9, 10–14, 15, 16] were
focus to estimate the complex shear modulus (CSM) by using frequency-domain
methods. Another approach that uses only one excitation frequency is presented in
[17–19]. Not only Kalman filter was used for noise reduction in shear wave imaging,
but the Extended Kalman Filter (EKF) was also used in [20], Maximum likelihood
ensemble filter (MLEF) is used in [21, 22].
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Table 1 Typical elasticity
values in someissues [1]

Type of soft tissue Young’s
modulus (E in
kPa)

Density (kg/m3)

Breast Normal fat 18–24 1000 ± 8%
~ waterNormal

glandular
28–66

Fibrous
tissue

96–244

Carcinoma 22–560

Prostate Normal
anterior

55–63

Normal
posterior

62–71

BPH 36–41

Carcinoma 96–241

Liver Normal 0.4–6

Cirrhosis 15–100

2 Working Principles

The state-of-art techniques for generating the shear wave consist of (1) using the
acoustic radiation force and (2) using the vibration needle.

For using the acoustic radiation force, the shear wave is generated by ARF from
a transducer (see Fig. 2). It requires a simple system whose ultrasound probe itself
creates ARF impact on soft tissues. However, the disadvantage of this approach is
that it is not easy to compute the amplitude of the applied force, thus significantly
affecting the estimation.

For using the vibration needle, the measurement system consisted of a vibrating
needle, an actuator, and a Doppler ultrasound device (see Fig. 3). The actuator gener-
ates through a needle a mechanical vibration. Doppler ultrasound device was used
to measure the particle velocity at each spatial location in the region of interest [17].
In the later numerical simulation, the particle velocity propagated in tissues was
modeled using the FDTD model. This particle velocity, after adding noises, simu-
lated the measured particle velocity (from the Doppler device). Thus the measured
particle velocity was the noisy particle velocity.
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Fig. 1 Traditional ultrasound (below) and shear wave elasticity (above) images on a phantom
containing a harder inclusion [1]

3 Complex Shear Wave Modulus Estimation

3.1 Kelvin–Voigt Model

Complex Shear wave Modulus (CSM) consists of two ingredients: elasticity and
viscosity. However, there are several models that describe CSM, such as Maxwell,
and Kelvin–Voigt. In this chapter, we calculated the elasticity μ and the viscosity η

of the tissues. Figure 4 shows the Kelvin–Voigt model for CSM. In this model, CSM
is defined as follows

G(x, y, ω) = μ(x, y) − iωη(x, y), (1)

where ω is the vibration signal’s angle frequency, elasticity, and viscosity at the
spatial position (x, y).
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Fig. 2 Illustration of using the acoustic radiation force

Fig. 3 Generation and
measurement of the shear
wave using the vibration
needle
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Fig. 4 Kelvin–Voigt model
for tissues

3.2 Propagation of Shear Wave

In a 2D environment, the propagation of the shear wave is described equations [23]:

vz(x, y, t) = vz(i�x, j�y, n�t) = vn
z |i, j (2)

σzx(x, y, t) = σzx(i�x, j�y, n�t) = σ n
zx|i, j (3)

σzy(x, y, t) = σzy(i�x, j�y, n�t) = σ n
zy|i, j (4)

where vz is the particle velocity vector on the plane (x, y),σ zx andσ zy are two elements
of the stress tensor σ , ρ is the density of the tissues, �x and �y are the distances
between continuous spatial locations following the X-axis, and Y-axis, respectively.
These parameters are illustrated in Fig. 5.

By applying the FDTD method in a 2D medium, Eqs. (2), (3), and (4) are
transformed into Eqs. (5), (6), and (7), respectively.

vn+1
z |i, j = vn

z |i, j + �t

ρ�x

(
σ n+0.5
zx |i+0.5 j − σ n+0.5

zx |i−0.5 j
)

+ �t

ρ�y

(
σ n+0.5
zy |i, j+0.5 − σ n+0.5

zy |i, j−0.5

)
(5)

σ n+0.5
zx |i+0.5 j = σ n−0.5

zx |i+0.5 j + μ�t

�x

(
vn+1
z |i+1, j − vn+1

z |i, j
)

+ η

�x

(
vn+1
z |i+1, j − vn+1

z |i, j
) − η

�x

(
vn
z |i+1, j − vn

z |i, j
)

(6)

σ n+0.5
zy |i+0.5 j = σ n−0.5

zy |i+0.5 j + μ�t

�y

(
vn+1
z |i, j+1 − vn+1

z |i, j
)

+ η

�y

(
vn+1
z |i, j+1 − vn+1

z |i, j
) − η

�y

(
vn
z |i, j+1 − vn

z |i, j
)

(7)

The accuracy of numerical Eqs. (5), (6), and (7) is the first order in time and space.
The boundary conditions were applied by using an absorption boundary layer. It will
reduce the reflections [24].
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Fig. 5 Illustration of FDTD

τ(i) = τmax

(
i − ipml

Npml

)m

(8)

where two constants are set as m = 2.15 and τmax = 0.11; the layer thickness in
grid points Npml = 10; and the term i-ipml indicates the position within the perfectly
matched absorptive layer.
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3.3 Signal Improvement Using Our Proposed Approach

The FDTD method and the AHI algorithm can be used to estimate CSM at each
point in the space (presented in detail in Sect. 3.4) directly. In such an approach,
one important point is to minimize the propagation of error, which means that the
influence of measurement noise needs to be reduced as much as before the direct
estimation. In our work, we propose to use adaptive filtering [25] which was proved
to give a mean error of 2.06%.

Figure 6 describes the NLMS adaptive filter we used to eliminate noise from the
noisy signal. The adaptive filtering algorithm is described in Algorithm 1.

The noisy particle velocity generation can be described as follows: the Eqs. (5),
(6), and (7) were used to create the ideal particle velocity d(n) in each spatial location.
This signal was added by aGaussianwhite noise v(n) to form a noisy particle velocity
vz(n). The noise level that affected the particle velocities at the different observed
locations was identical. Thus, the SNR is reduced from the locations near the needle
to those farthest away. In our simulation scenario, the average SNR of all the spatial
locations was 10.1 dB.

The reference noise generation can be described as follows: when the vibration
needle stayed still, the measured signal was just the reference noise x(n), as indicated

Fig. 6 Signal improvement
using NLMS filter
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in Fig. 6.Note that x(n)was theGaussianwhite noisewemeasuredwhen the vibration
needle stayed still, and v(n) was the Gaussian white noise we measured when the
vibration needlewas active. In Fig. 6, Var variablewas the estimated variance of noise
in vz(n). Both x(n) and vz(n) were applied to a filter in [26] (Chap. 9, pp. 505–515).

In practice, the shear wave was quickly attenuated with the distance from the
position of the vibration needle. Due to this fact, the SNR varied with the space
points where we would like to estimate the CSM. This observation required that we
use a different step size β. The complexity of this process suggested that we should
use a simple structure for adaptive filtering with fast convergence [27]. We adjusted
the step size at each spatial location using the formula β = β1(ε + Var)−1, where
β1 and ε are constant, and Var is the variance of vz(n) which was estimated at each
spatial location as shown in Fig. 6.

3.4 Two-Dimension CSM Imaging Using NLMS/AHI
Algorithm

The filtered particle velocity was brought to the AHI [28] to estimate the CSM [23].
By combining Eqs. (2), (3), and (4):

ρ
∂2vz

∂t2
= G ′(x, y, t)∇2vz, (9)

where G’(x,y,t) is the CSM in the time domain and ∇2vz is the Laplace operator of
vz, which is defined as ∇2vz = ∂2vz/∂x2. We could directly estimate CSM

G(x, y, ω) = −ρω2
0Vz(x, y, ω0)

∇2Vz(x, y, ω0)
(10)

Following Eq. (1), μ(x,y) and η(x,y) were real and imaginary parts of G(x,y,ω).
Thus, elasticity and viscosity of the tissues at each spatial point (x, y) were calculated
as

μ(x, y) = �
{−ρω2

0Vz(x, y, ω0)

∇2Vz(x, y, ω0)

}
(11)

η(x, y) = �
{−ρω2

0Vz(x, y, ω0)

∇2Vz(x, y, ω0)

}
(12)

where Vz(x,y,ω0) is Fourier transform of vz(n) at the specific angular frequency ω0;
∇2Vz(x, y, ω0) is Discrete Laplacian.



Complex Shear Imaging Based on Signal Processing and Machine … 207

Table 2 Parameters of medium and tumor

Coordinate (mm, mm) Radius (mm) μ1
(Pa)

H (Pa.s)

Medium 6000 1.2

Tumor (40, 40) 20 9000 1.8

a) Ideal elasticity image b) Ideal-viscosity image
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Fig. 7 A tumor exists in the simulation scenario

3.5 Simulation and Results

3.5.1 Simulation

The authors set up a scenario as summarized in Table 2.
The medium’s density was ρ = 1000 kg/m3. On the 2D plane of the medium

(tissue), the particle velocity was measured at locations that were equally spaced
1mm, following both the X-axis and Y-axis. Thus, the number of measured locations
was 120 × 120 = 14,400. Figure 7a illustrates the ideal elasticity, and Fig. 7b shows
ideal-viscosity images.

3.5.2 Results

Firstly, the ideal particle velocity at a location in tissues was modeled following the
FDTD method (as shown in the above graph, Fig. 8, at the spatial location (56 mm,
56 mm)). Combining with the Gaussian noise, it simulated the measured particle
velocity using the Doppler system (as shown in the between graph). The below
graph in Fig. 8 shows the filtered particle velocity.
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Fig. 8 The noisy and filtered particle velocities at one spatial location

Figure 9a and b show estimated-elasticity and estimated-viscosity images of
tissues, respectively. In both images, tumor is seen clearly in in terms of location
and shape. In fact, normal tissue and tumor elasticity are not always different.

For easy comparison between the estimated and ideal values of elasticity and
viscosity,we can observe 1Ddata of them. Figure 10 illustrates the results of elasticity
estimation on two lines (one does not exist across the tumor while the other crosses
the tumor).

Figure 11 illustrates the viscosity estimation on two lines. In detail, Fig. 11b
indicates the result of viscosity estimation on Line 10; Fig. 11c shows the effect of
viscosity estimation on Line 40.

a) Estimated elasticity image    b) Estimated-viscosity image
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Fig. 9 Estimated 2D images
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a) Locations of two lines 

b) Estimated elasticity on Line 10 c) Estimated elasticity on Line 40 
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Fig. 10 Elasticity estimation on two lines

Observing Figs. 10b, c and 11b, c, it is seen that the estimation results were less
accurate at locations far from the exciting source. It can explain as follows shear wave
was attenuated when it propagated in the tissues, and it was a damped oscillation. At
locations far from the exciting source, the velocity value was minimal. Thus, CSM
estimation was less accurate. The calculated results show that the normalized error
for 2D elasticity and viscosity were 1.63% and 2.49%, respectively.

4 Classification of Soft Tissues

Machine learning is a solution to categorize the data set. Classification of soft tissues
based on elasticity and viscosity images is intuitive. However, a final decision about
abnormal tissues depends on the elasticity and viscosity value. Machine learning
comes in two distinct flavors supervised learning and unsupervised learning. Relying
on each type’s features, it combines with the data set’s characteristics. We have
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a) Locations of two lines 

b) Estimated viscosity on Line 10      c ) Estimated viscosity on Line 40 
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Fig. 11 Viscosity estimations on two lines

decided to choose supervised learning. After considering the advantages of the above
algorithmswith all the given rules in this thesis,we realize that the decision treewould
be the most suitable. A decision tree has various advantages, such as handling both
categorical and numerical data; performs well with large datasets. However, it has
some limitations like problems in an optimal decision tree and not generalizing well
with over-complex trees. To classify the status of the livers, we used two features:
the value of elasticity and viscosity (Fig. 12). Figure 13 represents the classification
results.
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Viscosity:           > Threshold_B                               > Threshold_C

Generation and measurement

shear wave

Model-Based Estimation of CSM

using FDTD, LMS and AHI

Reconstruction of
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Fig. 12 Tumor detection and classification

Fig. 13 CSM image result
of tumor detection and
classification
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5 Conclusion

This chapter presented a method of constructing 2D CSM images using the AHI
estimationmethod in a noisy environment. In our approach, wemeasured the particle
velocity at only one frequency at different positions in the focused area. Noise in
particle velocity measurement was eliminated by using an NLMS adaptive filter to
improve the image reconstruction. The quality of image reconstructionwas improved
by (1) Changing the adaptive filter step size at each point of the observation space
and (2) Eliminating the transient data before computing the Fourier transform of the
particle velocity at the frequency of 150 Hz; this helped to improve the estimation of
CSM using Eqs. (15) and (16). These estimates computed at each point in the space,
as illustrated in Fig. 5, were finally used to reconstruct the CSM images.
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Breast Cancer Detection Based on UWB
Dataset and Machine Learning

Heba Mehdi and Furkan Rabee

Abstract Breast cancer is one of the worst diseases in the world and the most
common cancer affected by women. Early detection of cancers allows for faster
treatments. Women rarely visit a clinic or hospital for routine tests unless they are
ill because of long lines, expensive tests, and life difficulties. Recent studies have
focused on early breast cancer diagnosis utilizing non-invasive UWB technologies.
This article presents several appropriate supervised machine learning algorithms to
detect breast cancer, worked with a user-friendly microwave ultra-wideband (UWB)
device within the breast tissue. Two models for compressed breast tissue were
created using the CST Microwave Studio simulator. These models generated two
patient datasets with differing dielectric properties similar to human tissue. These
two datasets are used to train the decision tree (DT), support vector machine (SVM),
and nearest neighbor (NN) in order to develop an intelligent classification model
that can assist doctors in identifying malignant breast cells. KNN can classify the
breast data for the first group with 78% accuracy while the SVM 93% accuracy for
the second group.

Keywords UWB implemented device · Breast cancer detection · SVM · KNN ·
DT

1 Introduction

The most prevalent cause of death among women is breast cancer. According to the
American Cancer Society, the number of female fatalities from breast cancer in the
USA in 2010 was 39,840, with 207,090 new cases [1]. Researchers recommend early
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detection and treatment because there is no way to avoid the condition. Early detec-
tion of cancers allows for faster treatments and a longer survival span for the affected
women. Microwave-based breast cancer imaging is one of the most promising tech-
nologies for identifying breast cancer in its early stages. The difference in dielectric
characteristics of normal breast tissues (skin, fat, fibroglandular, etc.) and malignant
breast tissues (tumor) is used in this procedure [2].

Therefore, microwave imaging is expected to be anX-ray alternative.Microwaves
are electromagnetic waves that use the tissue’s dielectric characteristics caused by
its water content. Because the malignant tumor contains much water, it has a greater
dielectric constant than normal tissue, which causes much scattering when electro-
magnetic waves pass through it. The dielectric constant of a malignant tumor will be
at least three times higher than the healthy tissue [3]. There are now a lot of “smart”
devices that connect to the internet andpromise better performance, convenience, effi-
ciency, and fun for both consumers and businesses. Devices that monitor the human
body, collect health and other personal data, and broadcast that data via the internet
are becoming increasingly popular as part of the Internet of Things (IoT). These new
technologies and their data have been referred to as the “Internet of Bodies” (IoB).
This technology comes in a variety of shapes and sizes. It might be as simple as a few
lines of code to set up a radio frequency identification (RFID) microchip implant, or
it could be as complicated as a computer that processes artificial intelligence (AI) [4].
SRR met material antenna for RFID applications with suitable radiation character-
istics used to detect the tumor. The chipless antenna, which is implementable inside
the human body with non-toxic materials, is good for detecting breast tumors early in
women who have previously been infected and recovered from the illness or women
whohave inherited a history of this disease in their family.Many suggested automated
breast diagnostic systems include signal or image preprocessing, segmentation, and
machine learning-based diagnosis [4]. Such systems have shown to be beneficial in
assisting doctors with diagnosis. Scientists have developed a wide range of machine
learning-basedmethods for diagnosing illnesses. According to researchers, machine-
learning algorithms effectively identify problems such as heart disease, diabetes, liver
disease, dengue fever, and hepatitis [5].Microwaves with limited energymay be used
to light up a breast when the patient is seated or lying down using microwave breast
prototype devices. Signals resulting from backscattering are documented. Themalig-
nant tumormay be diagnosed by studying the backscattered signals and extracting the
tumor signature contained within. In fact, prior research has shown that backscat-
tered signals might vary depending on the size and location of breast cancers. In
this paper, a study proposes using machine learning to identify the signals of breast
cancers and make diagnoses. Non-ionizing microwave signals are sent to the breast
model, and the scattering parameters (S-parameters) are read. The read signals the
raw data were fed into a machine model trained to detect a tumor’s existence. So, the
proposed model has a good chance of being used in the future to find tumors early
and save women’s lives.
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2 Related Work

We showed breast cancer prediction studies’ work. Predicting whether a person
will acquire cancer and machine learning may be useful for the medical field and
individuals. Given many researchers who have used different methods or models to
predict breast cancer, some are reviewed in this section. Boparai and Popović [6]
have researched phantom breasts used to collect the information. Different kinds
of materials have been used to create breast phantoms. Vijayasarveswari et al. [7]
proposed studying the breast cancer sampling technique with dielectric properties
for breast phantoms like real breasts. The feature extraction from UWB sensors
employing different data normalization approaches, feature reduction algorithms,
and classification stages are identified based on permittivity and conductivity. Bari
et al. [8]. The authors report an artificial neural network-based “user-friendly” and
cost-effective UWB technique for the early detection of breast cancer. A feedback
forward propagation classificationmethod is utilized to determine cancer’s existence,
size, and three-dimensional position (3D).

Ali et al. [9] examined how a woman’s breast’s electromagnetic properties can be
used to determine if she has cancer; malignant cells are different from healthy cells in
many respects. The second stage of a cancer diagnosis was determined by the size and
quantity of tumors found in the breast and nearby lymph nodes. Conceição et al. [10]
Researchers have categorized breast tumor models of various sizes and forms using
a mono-static radar microwave imaging prototype technology and machine learning
techniques for cancer detection. This paper proposed three appropriate supervised
machine learning algorithms to detect breast cancer working with a microwave ultra-
wideband (UWB) non-ionizing implemented device inside breast tissue. Different
tissue characteristics within two breast models have been used to create two data
sets. Non-ionizing microwave signals are sent to the breast model. The scattering
parameter signals read by the antenna represent the raw data fed into a machine
model. The implemented antennas that succeeded in detecting the tumor worked
under the frequency range of Wi-Fi and IOB, which means we can use the device
at home. Thus, the patient can check at home safely with no cost and early tumor
detection. The results of the algorithms are tested and visualized in the R Studio.

3 Methodology and Tumor Dataset Creation

This section discusses the experimental setup for creating breasts and tumors,
including an antenna. In addition, we cover the generation of the breast and tumor
dataset necessary for ML processing. So the first stage of tumor detection is data
creation.

Since human tissues are frequency dependent [11], the major breast components’
dielectric characteristics will also differ. We will use different tissue characteristics
within two types of ranges of frequencies. However, the two types fall within the
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frequency of the implanted antenna. We will study the data extracted from these
characteristics and train those data by machine learning, as shown in Fig. 1. The first
range of characteristics we used with frequency band (1–3) GHz is provided in Table
1 [11] which will present the first group of the patient, ranging from their lowest to
highest values. In contrast, the second range of characteristics is provided in Table 2
with frequency band (200 MG–5 GHz) [12] which present the second group. Using
CSTMicrowave Studio simulator, twomodels were designed for the breast phantoms
model. A small model design with a breast radius (2.5 cm) was designed using a
hemisphere breast model with three layers according to the dielectric characteristics
of breast tissues, permittivity (ε), and conductivity (σ ) for each layer. The first is the
skin layer with a center radius of 25 mm. The second one is the fat layer with a center
radius of 23 mm placed inside the skin layer. The third layer is the fibroglandular,
with a center radius of 15 mm placed inside the fat layer. In this model, 5 mm and
7 mm antennas were used. We placed the antenna inside the fat layer, which rings
toward the tumor. The gland is the layer that contains cancer; if any, a spherical shape
of radius (2, 3, 4, and 6) mm is used as a tumor. We put the wave source (unit cell)
at a distance of 1 mm from the breast containing the antenna; the breast model is
shown in Fig. 2. Large model design with a breast radius of (10 cm) was designed
using a hemisphere divided into three layers according to the permittivity (ε) and
conductivity (σ ) of the tissues in each layer. This model employed a 10 mm antenna
in the fat layer, with a center radius of 48 mm and 8 mm for the thickness. The third
layer, the fibroglandular, also has a center radius of 40 mm and is placed inside the
fat layer. The skin has a thickness of 2 mm and a center radius of 50 mm to cover the
breast tissue completely. The spherical shape of radius (3, 4, 6, and 8) mm is used as
a tumor to discover any tumors.

After extracting the breast models simulation data, data signals need to be prepro-
cessed and converted into exile files. Two groups of data patients have been created.
First group has 163 patients, and the second group has 150 patients; each group has
1001 attributes as the independent variable. In principle, a machine learning algo-
rithm trained on a particular dataset should be able to be generalized to new, untrained
datasets. The data used to train amodel is typically different from the data used to test
it. The training set should be as big as feasible to minimize variance in training the
model. However, the unseen portion of the data should also be close to the original
dataset, so the evaluation process is relevant. When dealing with ML classification,
the crucial issue is not whether one learning algorithm is better than another but
rather under what situations one technique might considerably outperform another
on a specific application problem [13].

4 Machine-Learning Classification

The process of detecting tumors has now moved on to the second stage. The data
processing step employs a variety of machine learning approaches to develop models
for predicting the presence or absence of a tumor in the breast based only on
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Fig. 1 Methodology for implemented antenna

Table 1 Minimum and maximum boundaries for tissue information for the first group tables

Breast phantom Relative permittivity (ε) Conductivity (σ )

Fat tissue 11–18 0.1–0.2

Skin tissue 33–46 0.15–3.8

Glandular tissue 28–40 0.1–3.0

Tumor 48–66 0.15–5.0

backscatter signals collected from the antennas. Developing a pattern recognition
model may be separated into three stages: data preprocessing, feature selection and
extraction, and algorithmclassificationwhich are all steps in the classification process
[14].
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Table 2 Result information for the first group

Group 1 SVM KNN DT

Linear Radial Polynomial Sigmoid

Accuracy (%) 68 56 50 68 78 62

Kappa 0.3443 0.0667 -0.1228 0.3443 0.3529 0

Precision 0.833 0.777 0.666 0.833 0.958 1

Recall 0.681 0.583 0.545 0.681 0.793 0.625

F-score 0.749 0.666 0.599 0.749 0.867 0.769

Fig. 2 Breast model with
one antenna inside the fat

4.1 Data Preprocessing

Multiple uses ofmachine learningmaybe found in the healthcare industry.Healthcare
data are generally large, disorganized, and complex. Before they can be utilized to
train machine learning systems, data must be properly mapped and preprocessed.
This is an important point in machine learning model development since the quality
of the model is heavily reliant on the data’s correctness in reflecting clinical reality
[14]. Data must first be carefully labeled and curated because this data will be used
to train a machine learning system, and the labels must correctly represent clinical
reality.

Regardless matter how much work is put into enhancing the machine learning
algorithm, any mistake in labeling will greatly restrict the accuracy that may be
achieved. So the raw data samples for both groups labeled the category label of a
tumor-contained signal which is one, and a tumor-free signal is zero. Most machine
learning methods need to normalize the data [15]. Data normalization is a technique
for standardizing the range of characteristics without affecting the data’s dimension.
Important is the data normalization procedure since it is necessary to choose the best
characteristics without removing relevant information from the preprocessed data
[7]. It solves two major data problems that restrict the learning process of machine
learning algorithms: dominating features and outliers [16]. Several techniques have
been developed for data normalization. This study uses Z-score (zs) and min–max



Breast Cancer Detection Based on UWB Dataset and Machine Learning 221

(mm) to standardize raw data samples. The normalized data of each group is divided
into train and test datasets with a ratio of 3:1.

4.2 Feature Extraction and Selection

The algorithms for feature selection and extraction are quite important. These
approaches, if used correctly, may choose the most useful, non-redundant data from
electromagnetic waves, making the task of the learning classifier faster. The objec-
tive is to select or combine variables into features, which will minimize the quantity
of data that must be processed (known as “dimensional reduction”) while retaining
the original databases’ significance. The principal component analysis is the breast
tumor community’s most widely utilized feature extraction approach. PCA trans-
forms the data into a new subspace in which the new orthonormal basis displays
the highest variation, i.e., locates the components that can make it easier to tell if a
breast tumor is present or not. Dimensional reduction is possible by selecting themost
important primary components since PCA organizes them according to their relative
significance, i.e., the features with the most variation [17]. When doing dimensional
reduction, one of the criteria that must be considered is the number of features used
(function pc from R Studio is utilized for feature extraction, reducing the dataset’s
dimensions from 1001 features to 131 for the first group and 121 for the second
group). PCA datasets always reveal better performance than the original dataset.

4.3 Classification Algorithms

The purpose of classification algorithms is to study how to connect processed data
with each class to determine the proper class when new data has to be evaluated. This
study has different datasets representing different groups of patients. The first group
has 163 instances; the second group has 150 instances with 1001 attributes as the
independent variable and one as the dependent variable for the analysis. K-nearest
neighbor (KNN), decision trees (DT), and support vector machines (SVMs) were
used to train these data. SVM is a kind of supervised machine learning technology
(labeled data is used). A hyper-plane is produced in SVM with a margin as broad
as feasible for separating various categories of data or retaining similar data of one
class on one side of the margin and similar data of another class on the other [14].
SVM can be used to make predictions and classify data. When predicting a breast
tumor, disease classes can be split in a hyper-plane by the chances of developing
tumor tissue on one side of the margin and normal tissue (without a tumor) on the
other side.

There are two types of SVM: linear and nonlinear SVM. Data can be separated
using a line in linear SVM, but nonlinear SVM is used when this is impossible.
A kernel function is employed for nonlinear SVM. When using a kernel function,
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various classes of data that may be separated nonlinearly are translated onto higher
dimensions to be linearly separable. Equation (1) is the kernel function:

k
(
zi , z j

) = φ(zi )φ(z j ) (1)

Polynomial, linear, radial basis function (RBF), and sigmoid kernel functions are
examples of several kinds of kernel functions. Kernel functions take incoming data
and turn it into a needed format. Kernel functionsmay transform a lower-dimensional
input space into a higher-dimensional input space. [18]. When multi-collinearity and
a nonlinear connection between the input and output variables, SVMs can perform
very effectively. In most cases, the performance of SVMs is significantly improved
when they are allowed to work with many dimensions and continuous variables [13].
KNN, as it is often known, is a supervised machine learning approach that may be
used to classification and regression problems. A straightforward procedure saves all
samples that are provided and separates them into newclasses by applying a similarity
metric (e.g., distance functions) [19]. Here is how the algorithm works. A case is
put into a class by the majority vote of its neighbors. It is put into the most common
class among its K closest neighbors, measured by a distance function. If K = 1, the
case is put in the class of the case that is closest to it. It is common to employ the
Euclidean, Manhattan, andMinkowski separation distances for distance calculations
and computing the closest data points [19]. However, there is no assurance that a big
K value is more accurate since it decreases overall noise. If a data point’s target value
is absent in KNN, the k-nearest data points in the training set are discovered, and the
average value of the discovered data points is given. Even if the data is noisy and
big, it may provide good results and predictions. According to the majority vote of
KNN’sK-nearest neighbors, a newdata (newbackscatter signal) is classified byKNN
based on the knowledge of its known classes [20]. These important parameters must
be selected and optimized while developing the model: K (the number of closest
neighbors) and D (the distance used to measure which is the nearest neighbors)
[21]. A decision tree is a method of supervised learning that can be used to classify
and predict data. Figure 3 shows the basic structure of the decision tree. First, the
entropy value of each feature is calculated. Then, the root is split into sub-trees or
other branches based on the highest information gain [22]. With more features, the
procedure recursively proceeds, and the final result is given by the last node.

entropy(z) =
m∑

i=1

p(zi ) logn p(zi ) (2)

Class entropy is determined using Eq. (2), where m represents a set of classes in
Z, Z represents the current dataset to be computed, and p(z) represents the ratio of
the number of items in class m to the set of items in set z.

IN (Gain) = E (class) − E (features) (3)
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Fig. 3 Decision tree’s fundamental structure

IN represents information, and E represents entropy. For information gain, each
branch’s entropy is subtracted from the entropy of the class in Eq. (3). Two types of
data may be utilized in decision trees: continuous and categorical. The tree gave good
accuracy since every characteristic was evaluated and analyzed. Models are simple
to learn, and rules are simple to develop, able to replace missing values in variables
with the value that has the highest probability of being correct. If a tree contains
many branches, this technique might suffer from over-fitting, making it difficult to
calculate and understand [23]. The overview of the system can be seen in Fig. 4.

A successful early diagnosis of breast cancer relies on accurate, specific, and
sensitive measurements, which must be calculated to avoid misclassifications. A
significant rate of misdiagnosis is likely when a breast is checked for lesions at an
early stage. If a lesion is present but not recognized by the system, or if there is no
lesion, but the classifier still diagnoses a tumor, this is known as misdiagnosis. The
system’s overall efficiency would be harmed if this possibility exists; hence, it must
be avoided or decreased. So for the result, we calculate the flowing.

The Kappa Statistic is a performance measure that contrasts actual and expected
accuracy [13].Accuracywas calculated using a confusionmatrix,which showswhere
the model is getting confused [24], as shown in Fig. 5.

Accuracy = ((TP+ TN)

(TP+ TN+ FP+ FN)
(4)

Figure 5 shows the machine model’s predicted class and real class where TP
stands for “true positive,” which denotes that cancer has been correctly categorized.
FN stands for “false negative,” which denotes that the prediction of not having breast
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Fig. 4 Proposed system

Fig. 5 Structure of the
confusion matrix

cancer was wrong. At the same time, FP stands for “false positive,” meaning breast
cancer was misclassified. TN stands for “true negative,” which shows the right way
to classify cancer that does not exist. Recall (Sensitivity): Recall tells us how many
true positives are correctly described. We can explain what recall is by using Eq. (5).

Recall(Sensitivity) = TP

TP+ FN
(5)

Precision (Specificity): Precision tells us how many of the correctly predicted
identifications there are. We can explain what precision is by using Eq. (6).

Precision (Specificity) = TP

TP+ FP
(6)
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O measure how accurate a model is based on a particular dataset the F-score, or
F1-score, is used. A binary classification strategy that divides cases into positive and
negative categories has been evaluated[25]. It is said to be the "harmonic mean" of
the model’s precision and recall, which is a way to mix the two Eq. (7).

F - score = 2PR

P + R
(7)

5 Result and Discussion

The comparison results of the two groups are shown in Tables 2 and 3 which show
an obvious variation in the accuracy between these algorithms and the two groups.

All of the algorithms have been evaluated and compared based on how well they
work. We used common metrics like the confusion matrix, precision, and recall to
measure accuracy and f-score. Accuracy, kappa, precision, and recall are terms used
to describe the results of the three algorithms; the bold ones in these tables is the
best accuracy. From the Tables, we can observe that Group 2 has the best result.
This result means that the tissue properties of the second group were better because
they were taken from frequencies commensurate with the frequencies used by the
antenna, which made the antenna able to detect the tumor in a tissue in which it
was previously implanted. For the Group 1, data signals were overlapped, and the
KNN had the best result with an accuracy of 78% and an F-score of 0.867 when
k = 15 because KNN works well in overlapping data but is still not very good.
For Group 2, SVM has performed better than all the other algorithms in terms of
accuracy, F-score, and other evaluations. So, according to the results obtained, we
have concluded that the SVM algorithm with the three kernels (sigmoid, radial, and
linear) predicts the best result. Accuracy is coming out to be 93%, F-score is 95%,
and kappa is 85% for sigmoid, radial, and linear SVM, which is the best algorithm
available in this research. It is known that the larger the kappa (precision), recall,
and F-scores are, the better the outcome. These algorithms have the largest kappa,
precision and recall, F-score, and accuracy. SVM’s highest result may have been its

Table 3 Result information for the second group

Group 2 SVM KNN DT

Linear Radial Polynomial Sigmoid

Accuracy (%) 93 93 70 93 63 73

Kappa 0.85 0.8421 0.129 0.85 0.046 0.4872

Precision 0.95 1 1 0.95 0.947 0.611

Recall 0.95 0.909 0.689 0.95 0.642 0.916

F-score 0.95 0.952 0.815 0.95 0.765 0.733
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ability to handle high-dimensional data. The polynomial SVM classifier is less than
in other cases. It can be seen that the accuracy outcome is 70%, and F-score is 81%,
which means it is not very suitable for separating the data.

6 Conclusion

This research proposes an effective early breast cancer detection method. The non-
ionizing implemented antennas that successfully detected the tumorworked under the
frequency range ofWi-Fi and IOB,whichmeans the device can be used at home. This
method is based on a unique feature extraction technique under UWBmicrowave and
two distinct breast model types and patient datasets. This study created acceptable
data for themachine intelligence systemusing theUWB-implemented antenna.Many
applicable supervised machine learning techniques, such as closest neighbor and
support vector machines, decision trees, are trained and investigated using this data.
Although the ML algorithms performed poorly in terms of accuracy for the first
group (a maximum of 78 per cent), for the second group, the accuracy of the machine
learning method (SVM) was as high as 93%. The second group was better because
they were taken from frequencies commensurate with the antenna. SVM performing
well in high-dimensionality data may have been the reason for its best performance.
That implies that the antenna used to detect the tumor worked efficiently.
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A Review of Mathematical Methods
for Flexible Robot Dynamics Modeling
and Simulation

Chu A. My, Duong X. Bien, Trinh Xuan Hiep, Nguyen Cong Dinh,
Vu Minh Duc, Nguyen The Nguyen, Chi Hieu Le, and Esmail Ali Alandoli

Abstract In recent decades, lots of robots are designed and produced all over the
world because of their important applications. Nowadays, using the robot is more and
more popular in many different fields. In practice, the modeling and control of most
of the robots are performed with an important assumption that all links of a robot are
rigid bodies. This is to simplify the modeling, analysis, and control for a robot. The
elastic deformation of a link always exists during a robot’s operation. This elastic
deformation of a flexible robot has significant effects on several characterizations and
specifications of the robot such as the robot strength, the accuracy of the robotmotion,
the robot control, etc. In the literature, there have been many studies addressing the
dynamics modeling and control of flexible robots. This paper presents an overview
of the mathematical methods which have been used for the kinematic and dynamic
modeling of the flexible manipulators.

Keywords Flexible robot · Dynamic modeling · FEM

1 Introduction

Modern design always aims at reducing the mass, simplifying the structure, and
reducing the energy consumption of systems, especially in robotics. A priority direc-
tion in robot design is to optimize structurewith longer and thinner links.However, for
these structures such as flexible robots, the rigidity and motion accuracy are usually
reduced because of the elastic deformation of the links. Therefore, taking into account
the effects of elastic factors is necessary when investigating the dynamics and control
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Fig. 1 Two-link
manipulator with revolute
joints

of flexible robots. In comparison with the traditional rigid robots, the flexible ones
have potential advantages such as lower overall mass or energy consumption, small
actuator, and greater payload-weight ratio. However, owing to the complex nature of
such flexible systems, mathematical modeling has involved complex processes.

Since the modeling and control of the flexible robots are so complex, a simple
robot structure with one or two-flexible links, connected by only rotational joints is
mainly studied by most researchers. A few works consider the translational joints.
Note that the use of different joint types when designing a flexible robot improves the
flexibility for the robot. However, a robot model consisting of rotary and translation
joints make the kinematic, dynamic modeling, and control become more complex
than models which have only rotational joints. In the literature, there have been
several studies focusing on the model of two-link flexible robots with all revolute
joints [1–15] (Fig. 1).

Although there have been some researches considering the presence of the pris-
matic joint, they mainly focused on architectures of one or two links [16–20]. A
few works consider the prismatic joints for multi-link manipulators [1, 13]. As for
different configurations of the flexible manipulators, different modeling methods
have been used. Two mainly modeling approaches, including the assumed modes
method (AM method) [4, 7, 9, 20–27] and the finite elements method (FE method)
[5, 6, 8, 17, 19, 28–34] have been applied to describe the motion of flexible manip-
ulators. The governing equations for the flexible robots can be derived by using the
Newton–Euler equation [3, 5, 16, 20, 35], the Lagrange-Euler equation [4, 6, 8, 9, 11,
12, 14, 17, 19, 21, 22, 30, 36–38], or the Gibbs-Appel equation [1, 13, 15, 39]. This
paper presents an overview of the mathematical methods that have been exploited to
model the kinematics and dynamics of flexible robots.
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2 A Literature Review of Flexible Robot Modeling
and Control

Due to the complexity of the formulation of the flexible robot dynamics, most of the
works focus on a simplified robot mechanism consisting of one or two planar flexible
links.

In recent decades, a number of researchers havemade their great contributions and
several approaches are now available to solve the mathematical modeling problem
for the flexible robot. The surveys of the state of the art can be found out in [40–47].
The previous works in the literature, which have been focused on the modeling and
analysis for different flexible robot’s types, can be categorized as the follow.

One-link flexible robot [16, 17, 22, 27, 30, 36, 40, 48–51];
Two-link flexible robot [2, 5, 17, 19–21, 37, 41, 52–58], and
Multi-link flexible robot [4–9, 11–13, 59, 60].

In particular, for the multi-link flexible robot, most of the researches emphasized
the robot architectureswith all revolute joints. As discussed earlier in the Introduction
section, some of the works [1, 13] proposed the methods to model the dynamics
of the robot with the multi-flexible links, of which the links are connected one
another by prismatic joints. However, the work in [1] just considered the rotating
and reciprocating motion of the flexible links with the predetermined length and
revolute—prismatic joints, and the authors in [13] studied the dynamics of the robot
structure with multi-flexible links connected by the sliding prismatic joints, but in
this research, the effects of link’s time-variable length have not considered yet.

Note that there also exist some researches concerning with the flexible robot
having prismatic joints. Wang and Wei [16] investigate the dynamics of a one-link
flexible armmodeled by amoving slender prismatic beam. Al-Bedoor [17] addresses
the dynamic modeling of one sliding link with a fixed prismatic joint. This joint
in the two-link flexible robots was modeled by Ju [18] and Pan [19]. Wang [34]
considers parallel robots having flexible links and sliding prismatic joints. Themulti-
link flexible robots with prismatic joints are considered in [1, 13]. For the kinematic
and dynamicmodeling, both thementioned researches employed the assumedmodes
method which has proven the effectiveness to numerically simulate the single-link
flexible arm [42].

Though the prismatic joint has been taken into account for the mathematical
modeling, there was a little work, devoted to the flexible robot having two specific
kinds of prismatic joint as shown in Fig. 2a and b.

The fixed prismatic joint can be characterized by the fixed and sliding motions
between the joint and two consecutive links (i − 1) and link (i), respectively. The
length of the link (i) varies in time (Fig. 2a), whereas when two links connecting
by a sliding prismatic joint, the link (i − 1) is a variable length. Due to these char-
acterizations, for a structure with the first case (Fig. 2a), the relative motion of the
current link i depends on the joint’s motion and the elastic deformation at the distal
end of the previous link (i − 1). Nonetheless, this deformation does not affect the
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Fig. 2 Two kinds of prismatic joint

link i motion in the configuration with the sliding prismatic joint. In this case, the
effect of link (i − 1) deformation is considered through the elastic deformation at
the coincide sliding element in the connection of the link (i − 1) and the joint. This
element moves along the link (i − 1), , depending on the state of the flexible robot
(Fig. 2b). The dynamic model of the flexible robot with those mentioned kinds of
prismatic joint is built based on the basic assumption of the element having zero
elastic deformation. It is noticeable that the elasticity effects involves the variable
length of such links should be taken into account to propose a model for flexible
robots consisting of all the joint types as discussed.

In theory, formulating the dynamics of the multi-link flexible robot with various
joint types is a difficult task.A fewworks have been considered this issue to generalize
the dynamic modeling and control for this robot’s kind [61, 62].

To formulate the flexible robot dynamics model, several analytical approaches
and computational methods have been investigated. Generally, the flexible robot is
investigated as continuous systems that are not confined by the number of freedom
degrees, and described by nonlinear differential equations that cannot be solved
exactly. To describe the dynamic motion of flexible robots, two discretized methods
of the assume mode method (AM) and the finite element method (FE) are often
used. Comparing the effectiveness of these methods, in [42, 43], the authors pointed
out that the main disadvantage of the AM method is difficult to find the modes for
non-regular cross-sections links and multi-link manipulators. Moreover, the authors
in [42] also proved that the FE method is simple for the computations, resulting
in suitable applications to model the multi-links flexible arms and the real-time
control law computation. In practice, the FE method has been widely utilized to
model the flexible robot’s dynamics [5, 6, 8, 17, 19, 28–34]. In the FM method-
approach, the flexible links are discretized by finite elements with the same length.
The dynamic model is built based on the global mass matrixes, stiffness matrixes
of the entire system. These matrixes are constructed by the assembly of the mass
and stiffness matrix of each element, which is formulated through the calculation of
the kinetic and potential energy in the nodal coordinates. The assembled procedure
is complicated, requires expensive computational time. Especially, with the flexible
robots that consist of prismatic joints, this process is even more complicated due to
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the time-varying boundary conditions. Besides, there are many studies that has been
focused on proposing the dynamic modeling for the flexible robots, combining the
analytical approaches with the FE method or the AM method, such the approaches
are:

Newton–Euler approach [3, 5, 6, 16, 20, 35, 63–65],
Approach based on Lagrange’s equations [4, 6, 8, 9, 11, 12, 14, 17, 19, 21, 22,
30, 36–38],
Approach based on Hamilton’s equations [18, 66],
Approach based on Gibbs–Appell equations [1, 13, 15, 39], and
Approach based on Kane’s equations [10, 53].

Note that the FE method has been widely used as an efficient approach to model
complex structures. In [3], Augustynek proposed the dynamic modeling for flexible
robot links—like beam with rotary joint, considering the assembly errors. Based on
the FM method, Naganathan [5] presented the nonlinear model to investigate the
effect of elastic deformations of the flexible links, coupling with the kinematics of
joints. In [6], the authors incorporated a Newton–Euler analytical model with the
FMmethod to model the flexible robot with all revolving joins. It was shown that, in
the FE method, the elastic manner of a flexible robot is assessed through the overlay
of elastic deformation of a rigid body. In [8], based on the Lagrangian approach
and FMmethod, Usoro proposed the formulations of the mathematical equations for
the dynamic of lightweight flexible links. In another approach, the authors in [10]
developed a recursive formulation in the matrix form for flexible multi-link systems
by combining the FM method with Kane’s equations. The modeling and controlling
of the flexible manipulators with a prismatic joint were also developed in [17, 19].
The consideration of nonlinear behavior in the dynamic of the flexible was presented
in [28] by Du. In this study, the dynamic was modeled in three-dimension by using
the FM method, and the inertial of the link is consolidated at the element’s nodes.
Tokhi [30] developed the experiments to validate the dynamic model of the flexible
system. In [34], the dynamic of flexible link in the parallel foundation was described
by the finite element coupling with Lagrangian equations. By using the FE method
and Kane’s equations, comparing with other methods, Lochan [46] discussed the
advantages of the FE method in the modeling of the flexible robot’s dynamic. In
this research, the main benefits of the FE method were pointed out, including the
ease to handle the nonlinear conditions and complicated boundary conditions and
the independence of the dynamic modeling on the link’s shape.

In [61], the kinematics response of the joints and flexible links were described
with a proposed transformation matrix. Also, the dynamic model was implemented
by introducing a new recursive formulation. In the next developed step, the authors
in [67] attempted to propose the dynamic model and its inverse analysis for a class
of flexible robots, consisting of two-flexible links by using the FM-Lagrangian
approach. The inverse dynamic analysis was then solved by the bisection method.
Another attempt to propose new mathematical equations for flexible robot dynamics
analysis, aiming at simplifying the computation process was presented in [62].
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Based on the Lagrangian formulation, Tokhi [30], Al-Bedoor [31], Mahto [32]
focused on one link—one rotary joint flexible robot, Karagulle [33] considered the
manipulators, configured by two-links and two rotary joints, Al-Bedoor [17] and Pan
[19] emphasized on the robot with one flexible link and one fixed prismatic joint.
Wang [34] accounted for sliding prismatic joints in the architecture of a parallel robot,
and Usoro [8] studied multi-link robot structure. In these researches, the matrix
of each element was calculated based on the elastic deformation at its nodes and
considering the previous joint variables and the elastic deformation of the nominal
articulation. In [5, 6], the calculation of each element’smatrixwas derived concerning
the freedom degree of nodes. Global matrices were assembled from the elemental
matrices. In particular, Karagulle [33] assembled directly the global mass matrix,
entry by entry. In the study by My et al. [61, 62], a recursive kinematic and dynamic
formulation has been developed for the multi-link flexible robot with respect to
different joint types.

It is seen that the FEMLagrangian approach has beenmostly employed in themost
recent works, such as Mahto [32], Karagulle et al. [33], and My et al. [61, 62, 67],
in which the modeling and controlling of the flexible robots have been investigated.
In these recent FEM formulations, a flexible robot consisting of n links is usually
considered.

In Fig. 3, two links of a flexible manipulator are shown. The two links are
connected by a joint i which is representative of different joint types.

For every element i j , the elemental mass matrix was usually written as follows.

M i j = [
msp

]
i j = lie∫

0
mi JT

i j J i j dx (1)

Fig. 3 General schematic of a flexible link’s pair
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where mi is the mass of the element i j , and the Jacobian J i j is calculated as follows

J i j = ∂ r0i j
∂q

(2)

In Eq. (2), r0i j is a point on the beam element i j , and q is the vector of the
generalized coordinates. As a consequence, the mass matrix can be cumulatively
calculated as follow.

M =
n∑

i=1

ni∑

j=1

M i j (3)

In the same approach, the global stiffness matrix for the governing equation can
be calculated as follow.

K =
n∑

i=1

ni∑

j=1

K i j (4)

When the matrices M and K are determined in a symbolic form, the governing
equation for a flexible robot is expressed as follows.

M(q)q̈ + C(q, q̇)q̇ + Kq + G(q) = F (5)

Note that G represents the gravity effects, the Coriolis and centrifugal matrix C
can be determined by using Christoffel method and F is the forces/torques’ vector.

Besides the FM method, to model the flexible robot arms, the AM method also
has been widely exploited. In this method, the link’s elasticity is modeled by a series
of finite modes, in which spatial model eigenfunctions and time-varying amplitudes
were truncated. Based on Lagrange’s equations, several investigations were carried
out for the formulation of the dynamic equations in [4, 6, 8, 9, 11, 12, 14, 17, 19,
21, 22, 30, 36–38, 68–73]. Also, with the same purpose of dynamic formulation,
Gibbs–Appell’s formulation was applied in the works by Korayem [1] and Khadem
[13] derived, Hamilton’s principle was used in [18, 66], and Newton–Euler equations
were adopted in [3, 5, 6, 16, 20, 35, 63–65].

Note that the modeling of the flexible robots has been also mentioned in some
investigations on control law design [74–77]. Matsuno [78] designed the laws to
control the one-link flexible robot based on analyzing the AM—Lagrangian dynamic
model. Bolandi [79] proposed the nonlinear controlling law for tracking the exact tip
of the flexible arm. Based on Hamilton’s equations, Zhang [80] formulated dynamic
equations with the purpose of vibration control for one-link flexible robot. Apart
from the aforementioned works, there have been many studies related to different
aspects of modeling and analyzing flexible robotic systems. The inverse dynamics
of the flexible arm were presented in [37, 48, 65, 81–83], the stiffness modeling
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and characteristics of robot were considered in [84–86], and the experiments were
implemented in [61, 87–89].

3 Conclusion

Though flexible robots have many outstanding advantages in comparison with tradi-
tional rigid robots such as energy-saving, able to operate with a small actuator, and
highly efficient load carrying. The stiffness of flexible robots is a critical issue for
their design and control. The flexibility of the flexible robots increases the computa-
tional complexity of the kinematic and dynamic modeling for the robots, especially
when considering a multi-link flexible robot with different joint types. There has
been a massive amount of research work concerning flexible robots. Various config-
urations of flexible robots are taken into account but mainly focus on robots with a
single-flexible link or two-flexible link. A few attempts consider the multi-link flex-
ible robots. The rotational joint is a basic joint type that is considered in most studies.
A few works are interested in prismatic joints. The combination of the revolute joint
and translational joint in an elastic robot configuration is still problematic to deal
with. The AMmethod and the FE method are mainly used for the formulation of the
dynamic equation. However, the AM method is suitable for configurations with less
elastic stitches. The FE method has many advantages to formulate the mathematical
equations of the flexible multi-link robot even with different joint types. Besides,
there have been several mathematical approaches for the derivation of the flexible
robot’s dynamic equations. Nevertheless, the Newton–Euler method, Lagrangian
formulation, Hamilton principle, and Kane equations are widely used for flexible
robot modeling.
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Increasing Capability for Industrial
Applications

Tran Tuan Anh, Nguyen Thanh Tan, Dinh Than Le, Le Chi Hieu,
Jamaluddin Mahmud, M. J. A. Latif, and Nguyen Ho Quang

Abstract Digital twin is one of the emerging areas of research and technology
development and the enabling technologies of Smart Manufacturing and Industry
4.0. This study aims to develop and demonstrate a proof-of-concept prototype with a
case study of the digital twin of a robotic system. The system has twomain elements:
the virtual element and the physical or the real element. The virtual element of system
has been built based on the Unity platform, which is a cross-platform game engine
developed by Unity Software Inc., and the physical element was built with the use of
two servomotors and the NVIDIA® Jetson Nano™ Developer Kit. The virtual and
the physical elements are connected and communicated via using the TCP socket
protocol suite. A digital twin model of the ABB IRB 120 robot was successfully
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developed and demonstrated. The collected data include the joint angle position
values of the physical and virtual models, and they are stored both locally and in the
cloud for the future system development, which can be used as for minimizing the
errors between the physical and virtual models of digital twins of robotic systems.
The successfully developed digital twinmodel can be considered as the cost-effective
solutions for demonstrating and evaluating potential applications of digital twins in
industrial practices as well as in higher educations and research.

Keywords IoT · Coffee disease · Coffee farm · Environmental factor

1 Introduction

A digital twin [1, 2] is a digital duplicate of a physical entity whose base is infras-
tructure and data and at its core are algorithms and models and applications software
and services. This technology along with robotics has been growing rapidly in recent
years and is considered by research and industry to be the main driving factors for
Industry 4.0. Under the development of artificial intelligence (AI) [3–7], robotics
[8–11] has made breakthrough developments in the capabilities of robots such as
performing complex jobs with high danger, taking care of health, cooperation with
people, and more. The combination of digital twin and robot applying new tech-
nologies and algorithms will be the foundation for building and developing smart
manufacturing. The trends of using AI to analyze data and make prediction are being
special care.

The Robot Operating System (ROS) platform is a collection of tool software
libraries that help build robotic applications with source code [12]. The control
algorithms tend to apply ML to increase performance and optimization process. In
this study, ROS is used as middleware to connect the virtual and real parts and makes
it possible to apply platforms like motion planning [13–16], autonomous mobile
robotics [17, 18].

A digital twin provides various features such as visualization, simulation with
real data, and performance monitoring. To do that, the amount of data collected must
be stored. Firebase is a cloud-based database service, accompanied by an extremely
powerful server system of Google. Firebase provides capabilities such as analytics,
databases, activity reports, and error reporting for easy development. It has versatile
services and trusted security. Therefore, the data in this project, namely the joint
values and the execution time, are all stored using Firebase.

Themain contribution of this paper includes data storage cloudwhich are the limi-
tations of the recent research papers [19–22]. In addition, we build virtual environ-
ment, calculated the kinematics, assure real time two-way data transmission between
virtual and analyze and evaluate the obtained data.

In this paper, we divide into five main sections. We first build a virtual model and
a virtual environment for the robot. Second, we build the real part system for the
robot. Third, we connect and transfer data between the real and the virtual models.
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Fourth, we calculate the kinematics for the robot. Finally, the data will be transmitted
in both directions to control, evaluate errors, and store the data on both local storage
and the cloud.

2 Related Works

2.1 Proposed Framework

We have built a digital duplicate for a robot architecture. It is divided into two
components: virtual and real parts. The virtual element is a software built on the
Unity platform. For the real part, we use two servomotors with built-in encoder to
represent the two joints of the robot. These two motors are controlled via a PID
controller. In addition, we also use Jetson Nano with integrated ROS as a central
processor. The virtual element and the real part are connected to each other through
the TCP socket protocol suite.

Jetson Nano is a small but very powerful computer that allows to run multiple
neural networks in parallel for applications such as image classification, object detec-
tion, segmentation, and speech processing. Being in one platform, it is easy to use and
consumes less than 5 W. The Jetson Nano also delivers 472 GFLOPS to run modern
AI algorithms quickly, with a 64-bit ARM quad-core CPU, an onboard 128-core
NVIDIA GPU, as well as 4 GB of LPDDR4 memory. It is possible to run multiple
neural networks in parallel and handle several high-resolution sensors simultane-
ously. Here, users can control from the virtual model to real model and vice versa.
First, we will present the control process from virtual to real model. When the user
changes the robot’s joint position via the Unity controller, the matching angle data
will be sent through the central processor. The central processor will calculate the
forward kinematics to give the position of the end of the manipulator. Next, the
matching angles will be controlled by the Virtual robot model, and the data is also
given to the user interface to display the joint angle values and the coordinates of the
robot’s manipulator end point. After that, the data will be sent to the Physical robot
to control the real model through the TCP socket protocol suite.

In this study, we take two servomotors representing two joints of the robot. The
data will be sent to the central processor and then sent to the controller to control the
servomotor. Then the controller will take the position value of the servomotor and
send it to the central processor. The central processor will process the data through
the aforementioned formula and calculate the error between the matching angles of
the real and imaginary model. The data will then be stored on Cloud and sent back
to Unity which calculates the delay and then saves the data including the error, the
position of the real and virtual model’s joints, and the delay to local storage. For the
control process from real to virtual object, it will reverse the above process and start
from the controller at ROS. In this process, the Unity side controller will be ignored
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Fig. 1 System overview. The system consists of two parts: real and virtual models. On the left is
a virtual element system built on the Unity platform. On the right is the real part system

and the robot’s matching angle values will be fed directly into the Virtual robot model
through Unity’s central processor. Figure 1 is the architecture of the system.

2.2 Virtual Environment

We use the Unity platform to build and develop virtual environments. Unity is soft-
ware that specializes in games, so building a virtual environment is almost easy. In
addition, Unity also supports virtual reality and augmented reality for future devel-
opment of the system. To build a virtual environment on Unity, we used available
tools and some other graphics software like Blender. After building the objects of
the virtual environment, we started to set up features such as data communication,
kinematics, and rotation controller for the robot. In order to build a robot model
and put it into a virtual environment, we first downloaded the details of the ABB
IRB 120 robot model from the ABB homepage. Second, we edit and stitch the parts
together into a robot ABB IRB 120. Third, we set the coordinate axes for each joint
of the robot model. Fourth, we set the parameters of the model. Fifth, we exported
the model as a URDF file and stored it in the directory where the project is located.
Finally, we bring that model into the Unity virtual environment.

In the virtual environment with the Virtual robot model, the central processor will
process the data, store the data in local memory, and transmit the data to the real
model, meanwhile the controller helps the user to change the angles. This virtual
environment allows the data visualization, monitoring, and control. Figure 2 shows
the virtual environment built.
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Fig. 2 Virtual environment in Unity includes robot model, robot status panel, and control panel

3 Approach: Digital Twin of Joint Angle of Robot Arm

3.1 Compare Inverse Kinematics Between the Construction
Algorithm and Robot Studio

After building the inverse kinematics algorithm, we compare the inverse kinematics
with Unity, MATLAB, and Robot Studio. We found that the coordinates of Unity,
the algorithm we built, and Robot Studio were interchanged. The joints values have
very low errors. These errors are due to the rounding process in the algorithm’s
calculation. The results showed that our inverse kinematic calculation is valid within
very acceptable limits of error. Table 1 is the test value obtained after testing.

3.2 Build a PID Controller

A PID controller is built for the purpose of controlling the motor rotation angle.
Planetary GP36 Planetary Reducer DC Servomotor with 1:27 deceleration ratio with
145 rpm integrated Optical Encoder 500 CPR (count per round) and two channels
A–B has been used. From here, we get the formula to convert between pulse count
to angle with angle being the current angle and p being the count of pulses, c is the
number of pulses of the rising or falling edge when the motor is turn 1 revolution,
and r is rate of motor reducer:

α(x) = p

c× r
× 360 (1)

= p

500× 27
× 360 = p

37.5
(2)

The PID controller for the motor includes three parameters: Kp; Ki; and Kd .
The above parameters are determined by the method of manual adjustment through
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experiment, respectively, Kp = 0.01; Ki = 0.002; and Kd = 0.001. The built-in PID
controller is used to control the rotation position of the motor with the feedback
signal being the number of pulses of the encoder. Through the PID algorithm, it will
determine the voltage to be supplied to the motor (the desired voltage value). U(V)
is the value of voltage to be supplied to the motor is shown by the formula:

U = Kp × e + Ki ×
(
epre + e × (

t − tpre
)) + Kd ×

(
e − epre

)

t − tpre
(3)

In which, Kp, Ki, Kd , respectively, are the PID coefficients declared above. t is
the current sampling time, and tpre is the immediate previous sampling time. t and
tpre have units of seconds (s). e is the error between the desired motor angle (p) and
the current motor angle (pcur). epre is the number of times before.

e = p − pcur (4)

Since the power supply for the motor driver (UPow) is 12 V source and the
microcontroller is 8-bit, the formula for converting voltage to control pulse (Pwm)
is

Pwm = U × 255

UPow
= U × 255

12
= U × 21.25 (5)

3.3 Two-Way Data Transfer Between Real and Virtual Models

Here, we install ROS on a Jetson Nano and set up nodes and topics to transmit and
receive data between Arduino and ROS and between ROS and Unity. ROS is an
intermediary that supports sending and receiving data between Arduino and Unity.
We use TCP socket protocol for two-way data transmission between ROS and Unity
and UART for two-way data transmission between ROS and Arduino.

A TCP end point running as a ROS node facilitates message passing to and from
Unity and ROS. The message being passed between Unity and ROS is expected to
be serialized as ROS would internally serialize them.
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4 Experiences and Results

4.1 Compare the Forward Kinematics Between
the Construction Algorithm and Robot Studio

After building the forward kinematics algorithm,we compare the forward kinematics
with Unity and Robot Studio. We found that the coordinates of Unity, the algorithm
we built, and Robot Studio were interchanged. Here, Unity’s X-axis is the Y-axis of
our algorithm andRobot Studio’sX-axis. Unity’sY-axis is the Z-axis of the algorithm
we built and Robot Studio’s Z-axis. Unity’s Z-axis is the X-axis of the algorithm we
built and the Y-axis of Robot Studio. The obtained values have very low errors. These
errors are due to the rounding process in the algorithm’s calculation. That proved our
algorithm can accept. Table 2 is the test value obtained after testing.

4.2 Error and Latency

The error between the virtual model and the real model is calculated by the central
processing unit of Physical robot. We take the value of the virtual model matching
angles minus the value of the real model matching angles. Here, Em is the value of
the joint virtual model and En is the value of the joint physical model with m and n
are from 1 to the last retrieved data stored at the system. From there, we calculate
the �E(t) of the system using the formula:

�E(t) = Em − En (6)

To calculate the delay, we took the time of data sent fromVirtual robot to Physical
robot set as t1 and time of data sent from Physical robot to Virtual robot set as t2.
From there, we calculate the �t(s) (latency) of the system using the formula:

�t(s) = t2 − t1 (7)

4.3 Data Storage

The data is stored locally, in the Firebase Cloud and Google sheet. Cloud Firestore’s
data transmission and reception rate is 10 Hz, and a limit of 50,000 data updates and
edits in one day for the free version. We also tried storing data on Google Sheets,
and it also receives and sends data at 10 Hz and is limited to 100 fetches and updates
per minute. The data is divided into three parts including the collection, the directory
and the file. The collection we named data contains folders inside. The name of each
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Table 2 Evaluation of forward kinematics

No Joint 1–3 Joint 4–6 PX PY PZ Software

1 Joint1: 0 Joint4: 0 374 374 374 Robot Studio

Joint2: 0 Joint5: 0 0 630 0 Unity

Joint3: 0 Joint6: 0 630 0 630 MATLAB

2 Joint1: 10 Joint4: 100 413.94 135.34 414 Robot Studio

Joint2: 30 Joint5: 60 135.37 413.94 135 Unity

Joint3: 15 Joint6: 0 341.91 341.98 341 MATLAB

3 Joint1: 10.46 Joint4: 5.59 257.61 50.61 258 Robot Studio

Joint2: −18.76 Joint5: 25.7 135.37 257.64 51 Unity

Joint3: 6.02 Joint6: 2.86 341.91 665.05 665 MATLAB

4 Joint1: 20 Joint4: 35 315.36 143.03 315 Robot Studio

Joint2: 25 Joint5: 40 143.01 315.35 143 Unity

Joint3: 30 Joint6: 45 260.52 260.54 260 MATLAB

5 Joint1: 21 Joint4: 15 373.27 146.74 373 Robot Studio

Joint2: 30 Joint5: 10 146.74 373.25 147 Unity

Joint3: 24 Joint6: 18 256.2 256.19 255 MATLAB

6 Joint1: 26 Joint4: 18 321.37 177.03 321 Robot Studio

Joint2: 24 Joint5: 55 176.99 321.39 177 Unity

Joint3: 20 Joint6: 60 308.18 307.44 307 MATLAB

7 Joint1: 71 Joint4: 30 5.24 124.13 5 Robot Studio

Joint2: 58 Joint5: 100 124.12 525 124 Unity

Joint3: 56 Joint6: 90 165.12 165.11 165 MATLAB

8 Joint1: −131.53 Joint4: −63.18 −270.96 −255.33 −271 Robot Studio

Joint2: 5.04 Joint5: 31.64 −255.13 −271.17 −255 Unity

Joint3: 22.36 Joint6: −70.25 438.77 438.036 438 MATLAB

9 Joint1: −29.44 Joint4: −90.96 −130.88 21.15 −131 Robot Studio

Joint2: −47.9 Joint5: 39.75 21.01 −131.12 21 Unity

Joint3: −18.86 Joint6: 76.07 827.31 827.25 827 MATLAB

10 Joint1: 92.25 Joint4: −37.11 −13.8 −136.52 −14 Robot Studio

Joint2: −3.69 Joint5: −26.07 −134.91 −13.74 −136 Unity

Joint3: −89.73 Joint6: 70.26 919.8 919.44 919 MATLAB

folder is the time that the data inside that folder is stored in the Cloud. And the
file is inside the directory. The data including the time, the matching position of the
virtual model, the rotational position of the servomotor and the error between the
matching position of the virtual model and the position of the virtual model, and
rotation position of the servomotor at that time was collected.

We also used one more local data storage. With this local data storage, the
frequency is around 165 Hz and is limited to memory on local storage only. This
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is not a concern because local storage can expand memory and it also takes a long
time to fill this local storage. Where the STT column is the ordinal number of the
data sorted in ascending order based on the time that the data was stored, the Time
column is the column that stores the data about the time that the data was stored.
The Error column is the column used to represent the error between the matching
position of the virtual model and the real one. The Joints Unity column is the column
representing the joint position of the virtual model, and the last column is the Joints
Servo column, which represents the rotation position of the servomotor.

4.4 Results

The analyzed data showed that the system takes about 2 s for the system to stabilize
after booting. Here, the sampling frequency is about 165 Hz. They are shown in
Fig. 3. Here, the vertical axis is the value of the number of samples taken in one
second and the horizontal axis is the time the sample is taken. The system latency is
about 30 ms with an error of ± 2 degrees. They are shown in Fig. 4. Figure 4 has
the vertical axis being the error between the matching angle of the virtual and real
model (degrees) and the horizontal axis being the time (ms).

Here, we have simulated servomotor power failure. Figure 5 shows the difference
of the data when the fault occurs and when the failure occurs. When there are 3000
data stored, we have disconnected the servomotor and powered up again when 3150
data is stored, and we have also disconnected the servomotor when there is 4665 data
until it stops completely system. Error is error of joint between real and virtual when
the system is operating normally.

Fig. 3 Number of samples received in 1 s
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Fig. 4 Error between real and virtual model

Fig. 5 Error between real and virtual model when there is a problem

5 Conclusion

In this paper, we have successfully built a digital twin model of ABB IRB 120
robot. The digital twin model has developed communication between real and virtual
through the TCP socket protocol suite. We also calculated the forward kinematics of
the robot and compared it with the forward kinematics of Robot Studio. In addition,
we also build a PID controller for the engine and store the data on Cloud and local
storage for later machine learning development.

The systemoperates stablywith amaximum frequency of 165Hzwhen not storing
data and 10Hzwhen putting data in the cloud. Calculation of kinematics gives results
with very small error due to rounding of values in the calculation. The PID controller
is stable and has been able to control the position of the motor as desired. Data is



252 T. T. Anh et al.

transmitted bidirectionally with very small errors due to rounding during conversion
in calculations.

In the future, we will increase the frequency of sending data to the cloud and
use machine learning to analyze the collected data to help monitor and evaluate the
system. We will then make digital copies of typical mobile robots like manipulator
platform and rehabilitation robots that we plan to do in the near future.

Appendix

Kinematics DH

We use ABB IRB 120 robot model as a model to calculate forward and experimental
kinematics. We have set representation of the coordinate positions and orientation
based on the joints of the robot model as shown in Fig. 6. Figure 6 is a coordinate
axis location diagram with the red axis being the X-axis, the orange axis being the
Y-axis, and the blue axis is the Z-axis.

The DH parameters of the ABB IRB 120 for the specified joint frames in Fig. 6
are presented in Table 3. Here, θi is the relative rotation of the stitches, ai is the
length, αi is the twist angle of the stitch, and di is the distance between the stitches.

According to the manufacturer’s specifications, the limits of joints are shown in
Table 4.

Each link can bethink as a coordinate transformation from the previous coordinate
system to the next coordinate system. That transformation is described as a product of
translations along and rotations about X- and Z-axes. They are expressed in formula
33:

n−1Tn =

⎡

⎢
⎢
⎣

cos θn − sin θn cosαn sin θn sin αn an cos θn

sin θn cos θn cosαn − cos θn sin αn an sin θn

0 sin αn cosαn dn
0 0 0 1

⎤

⎥
⎥
⎦ (8)

Table 3 DH parameters of robot ABB IRB 120

Joints θi (°) ai (mm) αi (°) di (mm)

1 θ1(+90) 0 −90 290

2 θ2(−90) 270 0 0

3 θ3 70 −90 302

4 θ4 0 90 0

5 θ5 0 −90 0

6 θ6 0 0 72
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Fig. 6 Schematic and
frames assignment of ABB
IRB 120. 0P =
[0R1.1R2.2R3.3R4.4R5.5R6].6P
= 0R6.6P is the direction and
coordinate location

Table 4 Table ranges of
motion in every axes

Joints Lower limit [deg] Upper limit [deg]

1 −165 165

2 −110 110

3 −110 70

4 −160 160

5 −120 120

6 −400 400

Forward Kinematics

The purpose of this part is to find the absolute position and orientation of each frame
(which is attached to each joint/servo) in reference to the global coordinate system,
which is the very first frame attached to the shoulder. Apply Table 1 attributes to
Eq. 33, we get transformation for each link.

Now that we have each transformation, we can calculate the position and
orientation of each frame in reference to the “global coordinate system.”

0T6 =0 T 1
1 T

2
2 T

3
3 T

4
4 T

5
5 T6 (9)

=

⎡

⎢⎢
⎣

r11 r12 r13 px
r21 r22 r23 py
r31 r32 r33 pz
0 0 0 1

⎤

⎥⎥
⎦ (10)

In matrix 35, the parameters r form the rotation matrix of the robot and the
parameter P is the coordinate position of the end point of the manipulator. From
that, we can derive the formula for determining the position of the manipulator’s end
point coordinates as follows:
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px = d5c1s234 + d4s1 − d6c1c234 + a2c1c2 + d6c5s1 + a3c1c2c3 − a3c1s2s3

py = d5s1s234 − d4c1 − d6s1c234 + a2c2s1 − d6c5c1 + a3c2c3s1 − a3s1s2s3

pz = d1 − d6s234s5 + a3s23 + a2s2 − d5c234

Inverse Kinematics

A very large number of joints make it difficult to solve the trigonometric equation,
we can divide 6 joints into two groups of joints: Group one is from joint 1 to joint 3,
and group two is from joint 4 to joint 6. For joint 1 to joint 3: Pc point coordinates
are shown in Fig. 7. Parameters d1, a2, a3, and d4 are taken in Table 3. Change to
new end point Pc =

[
Pcx ; Pcy; Pcz

]
with the matrix a being the cosine of the three

Euler angles:

Pc = P[x; y; z]− d6a
[
ax ; ay; az

]
(11)

Perform inverse matrix multiplication:

(0T1)
−1 ×

⎡

⎢⎢
⎣

r11 r12 r13 px
r21 r22 r23 py
r31 r32 r33 pz
0 0 0 1

⎤

⎥⎥
⎦ = (1T2)(

2T3)(
3T4) (12)

From 2, we have the formula

Fig. 7 Point coordinates Pc
(Pcx ; Pcy ; Pcz)
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Pcy cos(θ1) − Pcx sin(θ1) = 0 (13)

=> θ1 = a tan 2
(
Pcy, Pcx

)
(14)

2a2a3 cos(θ3) − 2a2d4 sin(θ3) = n2x + n2y −
(
a22 + a23 + d2

4

)
(15)

After simplifying, we get

θ3 = a tan 2

(

±
√

1− (
D

ρ
)2,

D

ρ

)

− a tan 2(d4, a3) (16)

with

D = n2x + n2y −
(
a22 + a23 + d2

4

)
(17)

ρ = 2
√

(a2a3)2(a2d4)2 (18)

nx = Pcx
cos(θ1)

(19)

ny = Pcz − d1 (20)

Continuing to multiply the inverse matrix, we have

(1T2)
−1(0T1)

−1 ×

⎡

⎢⎢
⎣

r11 r12 r13 px
r21 r22 r23 py
r31 r32 r33 pz
0 0 0 1

⎤

⎥⎥
⎦ = (2T3)(

3T4) (21)

We have the equation

d4 cos(θ3) + a3 sin(θ3) = cos(θ2)(d1 − Pcz) + Pcy sin(θ1) + sin(θ2)Pcx cos(θ1)

After simplifying, we get

θ2 = ϕ − a tan 2

(

±
√

1− (
M

σ
)2,

M

σ

)

(22)

with

M = d4 cos(θ3) + a3 sin(θ3) (23)
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σ =
√
p2x + p2y (24)

ϕ = a tan 2
(
py, px

)
(25)

px = Pcx cos(θ1) + Pcy sin(θ1) (26)

py = d1 − Pcz (27)

For joint 4 to joint 6: We can calculate the transformation matrix from joint 4 to joint
6

3T6 =3 T 4
4 T

5
5 T6 =

⎡

⎢⎢
⎣

c4c5c6 − s4s6 −c4c5c6 − s4c6 c4s5 c4s5d6
s4s5c6 + c4s6 −s4s5s6 + c4c6 s4s5 s4s5d6
−s5c6 s5s6 c5 c5d6
0 0 0 1

⎤

⎥⎥
⎦

We get rotated matrix

3R6 =
⎡

⎣
c4c5c6 − s4s6 −c4c5c6 − s4c6 c4s5
s4s5c6 + c4s6 −s4s5s6 + c4c6 s4s5
−s5c6 s5s6 c5

⎤

⎦ (28)

but

0R6 =0 R3
3R6 (29)

or

3R6 = (0R3)
T (0R6) =

⎡

⎣
r11 r12 r13
r21 r22 r23
r31 r32 r33

⎤

⎦ (30)

From matrixes 18 and 20, we have:

cos(θ5) = r33 (31)

sin(θ5) = ±
√
1− r233 (32)

=> θ5 = a tan 2

(
±

√
1− r233, r33

)
(33)
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sin(θ5) sin(θ6)

− sin(θ5) cos(θ6)
= r32

r31
=> θ6 = a tan

(−r32
r31

)
(34)

sin(θ5) sin(θ4)

sin(θ5) cos(θ4)
= r23

r13
=> θ4 = a tan

(
r23
r13

)
(35)

From Eqs. (14), (16), (22), (33), (34), (35), we have obtained the formula to
calculate the joint angle values to complete the inverse kinematics problem for the
ABB IRB 120 robot. From here, we will build a robot controller based on this
algorithm.
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Optimal Motion for Humanoid Robotic
Arms Using Kinect Camera

Saif F. Abulhail and Mohammed Z. Al-Faiz

Abstract An optimal motion tracking for humanoid robotic arms (HRAs) is
proposed based onKinect sensor. HRAmodels are designed using inverse kinematics
(IK) with aid of Denavit–Hartenberg (D-H) method for both arms. Kinect camera is
used to transfer the desired position and feed the point to HRAs simulation. Next, IK
is implemented to obtain the required angles for HRAs. Then, apply two optimization
methods: black hole (BH) and most valuable player algorithm (MVPA) in order to
minimize the computation time (CT) and root mean square error (RMSE) between
the desired and actual position. After that, forward kinematics (FK) is applied to
find the actual position of the obtained angles of HRAs. Finally, the simulation of
graphical user interface (GUI) is designed to show the optimal motion character-
istic of HRA models. Calculation and simulation results show the efficiency of the
optimization methods implementation after they are compared with each other. The
simulation results showed that the MVPAmethod is more accurate than BHmethod.
The RMSE and CT calculated by MVPA are less than those calculated using BH.

Keywords Humanoid robotic arms · Black hole ·Most valuable player algorithm ·
Kinetic camera · Forward kinematics · Inverse kinematics

1 Introduction

For decades, huge endeavors were spent to design and analyze HRAs that mimic the
human arms [1]. HRAs are very cooperative and replace a real humanworker inmany
places such as industry, medical and reactors [2]. The advantages of HRAs over other
machines are that they are more accurate, flexible, efficient and used for multi-jobs
[3, 4]. Consequently, HRAs were transplanted in a real human environment where
it was expected to perform at high level [5, 6]. Therefore, an optimization methods
were harnessed to make the HRAs perform accurately at high level of efficiency with
optimal performance [7].
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Many researches were viewed the influence of using optimization methods for
HRAs such as using MVPA in optimal control of single link manipulator [8]. Evolu-
tionary algorithm (EA) was applied to HRAs in order to provide optimal motion with
aid of neural controller [9]. 2-norm-based optimal algorithm was implemented for
HRAs mobile robot to solve multi-solution for high-redundancy IK problem [10]. A
redundancy resolution algorithm was proposed to optimize the parameters of virtual
joints by minimizing the cost function [11]. Particle swarm optimization (PSO) was
applied to optimize the design parameters and joint velocity [12]. Topology opti-
mization was proposed to reduce weights of the arms [13]. A nonlinear constrained
optimization was implemented to encode the required motion for robotic arm [14].
Optimal numerical algorithms were presented to obtain optimal design solution for
HRAs [15]. Social spider optimization was implemented to optimize the rotation
matrix of IK for HRAs [16]. Generally, the mentioned researches are using optimiza-
tion methods to accomplish an optimal motion by set a desired point to MATLAB
GUI manually and then calculate the IK. In this paper, MVPA and BH methods are
proposed to optimize the parameters of IK in order to minimize RMSE and CT. Also,
the desired points are passed using Kinect sensor to the MATLAB and then take IK
for HRAs with the aid of optimization methods to find the optimal rotation matrix.
Consequently, the FK is implemented to obtain the actual position. Finally, the actual
position is comparedwith the desired position to obtain the RMSE, and this operation
is repeated till the optimal values are founded. The rest organization of the paper is
prepared as follows. In Sect. 2, HRAs model, Kinect camera, BH and MVPA are
explained. The GUI simulation results of the optimization method are presented in
Sect. 3. In Sect. 4, discussion and conclusion are made on the results which are made
to explain in detail the implementation of the Kinect-based optimization methods for
HRAs.

2 Materials and Methods

In this section, the methodology of the paper is proposed and represented by
the Kinect camera, BH optimization method and MVPA method. In addition, the
procedure of the paper is explained in detail at the end of the section.

2.1 Kinetic Sensor (Camera)

Kinect camera device is one of the Microsoft product for Xbox-360 which is used
for face and voice recognition as well as identify players by giving 3-D coordinate
of the player (object). In this paper, the 3-D depth sensors of the device are used to
assign the coordinates for the desired points. Consequently, the 3-D coordinates of
the desired points are passed to the MATLAB GUI in order to be tracked by HRAs
[17] (Fig. 1).
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Fig. 1 Kinetic camera [17]

2.2 HRAs Derived Model

In this subsection, the FK and IK of the 5DoF HRAs are explained as in [16]. The
IK is derived after Kinect sensor passed the desired points to the MATLAB file to
find the joint angles. Consequently, the FK is derived to obtain the actual position
of the HRAs to compare it with the desired one using RMSE cost function for the
optimization methods. Figure 2 shows the 5DoF HRAs.

2.3 Black Hole Method

The BH is an optimization method that used in data clustering at first. Consequently,
the BH is extended to be used for control purposes to optimize the controller and
model reference parameters [18]. BH is one of the population which inspired by
the black hole phenomenon of an object that has concentrated gravity in space [19].
This gravity swallows the neighborhood objects by pulling them to the center of the
black hole and make them disappear from galaxy [20]. BH initials the number of
population and assign a cost function that calculates the minimum error for them. A
selected star represents the candidate black hole so for each iteration, the best black
hole is chosen among the other stars. After the initialization method, the BH begins
to absorb the close stars and new stars generated randomly and located in the search.
There are some terms that should be explained before going to the next step such as
event horizon and Schwarzschild radius which are the limit of the black hole in the
search space and radius of the event horizon respectively. The following equation
shows the Schwarzschild radius calculation [19]:

R = 2× GM/c2 (1)
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Fig. 2 5-D humanoid robotic arm [16]

where M is the representation of mass of the BH, the speed of light is represented
by c, and G is the gravitational constant. The BH method starts by the BH and starts
initialization. The BH absorption of stars represented as follows [21]:

Xi (t + 1) = Xi (t)+ rand× (XBH − Xi (t)), i = 1, · · · , N (2)

where Xi (t + 1) and Xi (t) are the locations of the i th star at iterations t + 1 and t,
respectively and rand is a random number in the interval [0, 1], N is the number of
stars, and XBH is the location of the black hole in the search space. The vent horizon’s
radius of the BH method is obtained using the following equation [21]:

R = fBH
∑N

i=1 fi
(3)

where fi and fBH are the cost values of the BH, N is the number of stars and the ith
star. The main benefits of BH method are that it has simple structure; it is easy to
implement; and it does not have the tuning issues.
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2.4 Most Valuable Player Algorithm

MVPA is another optimization method inspired from sports by play multiple teams
together and select the most valuable player from each team. After that, the method
sure themost valuable players in an array to select theMVPof these elite players [22].
The principle of the MVPA operation is that the optimization settings are initialized
such as the number of population, dimension of the problem, lower bound, upper
bound and number of iterations [22]. In this method, the players and teams are
presented using the following equations:

Teami =

⎡

⎢
⎢
⎢
⎣

S1.1 S1.2 ·S1,ProblemSize

S2.1 S2.2 ·S1,ProblemSize
...

...
...

SPlayerSize,1 SPlayerSize,2 ·SPlayerSize,ProblemSize

⎤

⎥
⎥
⎥
⎦

(4)

Playerk =
[
Sk,1 Sk,2 . . Sk,ProblemSize

]
(5)

Problem Size is the dimension of the problem, and S refers to the skills.
Players Size is the playerswhoare played in the tournament. The following represents
the stages of this optimization algorithm [23]:

(a) Initialization; a population number of the player dimension; players are
initialized in the search space.

(b) Team formation; the teams are titled as‘nT1’ and ‘nT2’ are first and second
teams, respectively. Moreover, the ‘nP1’ and ‘nP2’ are the players of the first
and second teams, respectively. These variables are calculated as follows [23]:

nP1 = ceil×
(
Players Size

Teams Size

)

(6)

nP2 = nP1 + 1 (7)

nT 1 = Players Size− nP2 × Teams Size (8)

nT 2 = Teams Size− nT 1 (9)

(c) Team competition; the player is competing each other individually to obtain
which one is the optimal player with the optimal skills. This competition is
computed by the following equation [23]:

TEAMi = TEAMi + rand
(−TEAMi + FranchisePlayeri

)

+ 2rand(−TEAMi +MVP) (10)
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If TEAMi is selected to play versus TEAMj and TEAMi wins, the player’s
performance is denoted as [23]:

TEAMi = TEAMi + rand
(
TEAMi − FranchisePlayerj

)
(11)

Otherwise, the player’s performance is denoted as [18]:

TEAMi = TEAMi + rand
(
FranchisePlayerj − TEAMi

)
(12)

(a) Application of greediness; a new solution is selected after the comparison of the
population is done. Each selection is made based on a better objective function
value.

(b) Application of elitism; the best (elite) players are selected, and the other players
are replaced with the best ones.

(c) Remove duplicates; if the best players have been selecting twice, then one of
them is dropped.

(d) Termination condition; in this condition, the selection is done by the user
himself.

The abovementioned optimization methods are applied with their phases respec-
tively. After the desired positions have been assigned, the points are fed to the IK
MATLAB file to obtain the joint angles. Next, the output of the IK MATLAB file
becomes as input to MATLAB files for both optimization methods, respectively.
Then, the optimal rotation matrix is obtained after certain number of iterations. After
that, the parameters are passed to the FK MATLAB file to find the actual points and
the RMSE that has used as a cost function. Eventually, the optimal CT, RMSE and
the actual point have been found and recorded in tables in the result section. Figure 3
shows the flowchart for BH and MVPA implementation.

For the above flowchart, rx , ry and rz are 3-D coordinates which represent the
desired position for the right arm, and the desired position for the left arm is repre-
sented by lx, ly and lz. While Rxa, Rya and Rza represent the actual position for
the right arm, and the actual position for the left arm is represented by Lxa, Lya and
Lza. The error between the actual and desired positions for the right and left arms is
denoted as RRMSE and LRMSE, respectively.

3 Results

The simulation result has shown the desired points that passed by Kinect camera
in order to feed them to the GUI. In addition, it shows the effects of using the
optimization methods of the HRAs after these points have been passed to MATLAB
simulation. Figure 4 shows the desired points after projected on the grid paper used
by author with their numbers and 3-D coordinates.



Optimal Motion for Humanoid Robotic Arms Using Kinect Camera 265

Fig. 3 BH and MVPA implementation

3.1 Right Arm Results

In this subsection, the implementation process is executed on the right arm of HRAs
using both BH and MVPAmethods. Table 1 shows the calculation result the BH and
MVPA method on the right arm with RMSE values and CT for each point.
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Fig. 4 Grid area with 3-D
coordinates of the desired
points

3.2 Left Arm Results

After implementing BH andMVPAmethod on the right arm of HRAs, in this subsec-
tion, the process is repeated to executed them on the left arm of HRAs. Table 2
explains results of BH and MVPA methods containing the desired points, RMSE
values and CT.

3.3 GUI Results

The following sample figures of the GUI simulation results have shown the effec-
tiveness of BH and MVPA methods, respectively. Figure 5 shows the right and left
arms fetching the first point P1(30, 40,−15) after using BH method.

Figure 6 has shown the effectiveness of the MVPA after it has been applied for
the sixth point P6(−20, 35,−15), and both arms are achieving the point.

4 Discussion and Conclusion

The optimalmotion ofHRAs has been achieved effectively by using two optimization
methods BH and MVPA. Consequently, the desired positions have been transferred
by using Kinect sensor instead of manual selection. In addition, the sample figures
of MATLAB GUI show the effectiveness of both optimization methods. However,
by comparing BH and MVPA numerically from Tables 1 and 2 for the both arms
and both optimization methods, it can be seen that the CT value for each point is
above 2.1e − 04s. for BH and below 0.7031e − 04s. for MVPA. Also, for the both
arms RMSE values are between (2.001e − 07 to 0.8699) for BH and between (0
to 0.3677) for MVPA method. Moreover, the sample figures taken from different
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Table 1 Results of BH and MVPA method on right arm

Point Desired position (cm) BHO MVPA

RMSE CT (s) RMSE CT (s)

1

⎡

⎢
⎢
⎣

30

40

−15

⎤

⎥
⎥
⎦ 5.7735e−06 2.7330e−04 0 0.7031e−05

2

⎡

⎢
⎢
⎣

30

20

−15

⎤

⎥
⎥
⎦ 5.7735e−05 2.2150e−04 0 0.7001e−05

3

⎡

⎢
⎢
⎣

0

20

−15

⎤

⎥
⎥
⎦ 5.7735e−06 2.0781e−03 5.0243× 10−15 0.4219e−05

4

⎡

⎢
⎢
⎣

0

40

−15

⎤

⎥
⎥
⎦ 2.001e−07 2.0156e−03 3.5597e−09 0.6219e−05

5

⎡

⎢
⎢
⎣

20

35

−15

⎤

⎥
⎥
⎦ 5.7735e−06 2.4156e−03 0 0.5219e−05

6

⎡

⎢
⎢
⎣

−20

35

−15

⎤

⎥
⎥
⎦ 5.7735e−04 2.4557e−03 5.7735e−11 0.5219e−05

7

⎡

⎢
⎢
⎣

−30

40

−15

⎤

⎥
⎥
⎦ 0.8699 2.1000e−03 0.3677 0.6677e−04

8

⎡

⎢
⎢
⎣

−30

20

−15

⎤

⎥
⎥
⎦ 0.5620 2.215e−03 0.1040 0.7001e−04
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Table 2 Results of BH and MVPA methods on left arm

Point Desired position (cm) BHO MVPA

RMSE CT (sec) RMSE CT (sec)

1

⎡

⎢
⎢
⎣

30

40

−15

⎤

⎥
⎥
⎦ 0.7265 2.1000e−03 0.3506 0.7031e−04

2

⎡

⎢
⎢
⎣

30

20

−15

⎤

⎥
⎥
⎦ 0.5848 2.2150e−03 0.1451 0.7001e−04

3

⎡

⎢
⎢
⎣

0

20

−15

⎤

⎥
⎥
⎦ 5.7735e−06 2.0781e−03 5.0243× 10−15 0.4219e−05

4

⎡

⎢
⎢
⎣

0

40

−15

⎤

⎥
⎥
⎦ 2× 10−7 2.0156e−03 3.5597e−09 0.6219e−05

5

⎡

⎢
⎢
⎣

20

35

−15

⎤

⎥
⎥
⎦ 5.7735e−04 2.4456e−03 5.7735e−11 0.5219e−05

6

⎡

⎢
⎢
⎣

−20

35

−15

⎤

⎥
⎥
⎦ 5.7735e−06 2.2557e−03 0 0.5219e−05

7

⎡

⎢
⎢
⎣

−30

40

−15

⎤

⎥
⎥
⎦ 5.7735e−06 2.1000e−04 0 0.7031e−05

8

⎡

⎢
⎢
⎣

−30

20

−15

⎤

⎥
⎥
⎦ 5.7735e−05 2.215e−03 0 0.7001e−05
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Fig. 5 HRAs at the reaching
P1 after using BH method

Fig. 6 HRAs at P6 after
using MVPA method

views in GUI show the ability of the HRAs to achieve the desired positions either
by using BH or MVPA method which gives the HRAs the optimal performance to
accomplish these motions. It can be concluded that the optimal motion of HRAs has
been accomplished successively using BH andMVPA. The desired points have been
transmitted usingKinect camerawith the aid ofMATLABfile. The simulation results
show the HRAs achieving the points with high accuracy. In addition, table results
show that MVPA method has the edge over BH method and proved numerically
by the criteria of RMSE, CT and the actual points for both arms of the humanoid
robot. Finally, this work can be extended by using a controller design to take over
the motion of the HRAs.
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6G Wireless Communication Systems
and Its Applications

M. S. Swetha, M. S. Muneshwara, A. S. Murali Manohara Hegde,
and Zonghyu Lu

Abstract In the coming years, additional iterations of the 5th generation (5G) of
wireless communication will be introduced. However, due to the inherent constraints
of 5G and the development of new applications and services with demanding
specifications like latency, energy/bit, traffic capacity, and peak data rate, telecom
researchers are now concentrating on conceptualizing the following generation of
wireless communications, known as sixth-generationwireless communications (6G).
The Internet of Things (IoT) is anticipated to transform consumer applications and
services, ushering in a future of fully intelligent and autonomous systems leveraging
sixth-generation networks. A collaborative effort between industry and academia
has started to conceptualize the sixth generation of wireless communication systems
with the aim of laying the groundwork for stratification of communication needs
in the 2030s in order to meet these demanding requirements and maintain wire-
less networks’ competitive edge. This work also goes deeply into the challenges,
demands, and trends related to 6G while also providing a future vision for 6G wire-
less communication and its network architecture. This work includes some fresh,
intriguing 6G services and use cases based on the requirements and solutions, which
cannot be adequately supported by 5G. Furthermore, this study provides informa-
tion on key research directions that contribute to successful 6G conceptualization
and implementation.
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1 Introduction

Wireless communication has grown ingrained in society and people’s daily routines.
Artificial intelligence (AI), robots, and automation are all rising in popularity around
the world today. In the coming years, mobile phones, augmented reality glasses,
virtual reality headgears, and equipment such as automobiles, robotics, home appli-
ances, and heavy machinery will become more prevalent in our life. The need of
robust networks and dependable connections is being highlighted as a result of these
trends toward smarter technology and more connected devices [1]. This will usher
in unparalleled wireless communication paradigm upheavals.

6G guarantees hyper-availability and a definitive encounter for both consumers
and businesses. By consolidating AI applications, 6G will actually want to gather
and use an immense measure of information related to many billions of associated
machines and human necessities. 6G will extend and empower admittance to data,
assets, and social administrations paying little heed to time or area. New high-level
services in the 6G period will require a huge measure of continuous information
handling, a hyper-quick information throughput, and very low idleness [2].

6G is supposed to offer an altogether newservice quality andupgrade client experi-
ence in current IoT frameworks because of its better elements over past network ages,
for example, ultra-low idleness communications, very high throughput, satellite-
based client administrations, gigantic and independent networks. These capacities
will be unmatched, supporting 6G-based IoT network applications and deploy-
ments in regions, for example, IoT information sensing, device connectivity, remote
communication, and 6G network management [3].

The dependability of society’s frameworks, supportability through mobile tech-
nology effectiveness, sped up automatization and digitalization reliability of society’s
systems, sustainability through mobile technology efficiency, accelerated automati-
zation and digitalization to simplify and improve people’s lives, and limitless connec-
tivity to meet the demands for intensifying communication anywhere, anytime, and
for anythingwill define the 6G era [4]. To tackle these future difficulties, 6Gwill need
to go above the technical limitations of 5G, focusing on crucial services, immersive
communication, and ubiquitous IoT. Furthermore, whole new capacity levels should
be investigated by integrating compute services and providing capabilities other than
communication, such as spatial and time data (Fig. 1).

5G services such as enhanced mobile broadband (eMBB), ultra-reliable and
low latency communications (URLLC), and massive machine-type communications
(mMTC) will continue to improve as we move closer to 6G [5]. The focus is on 6G
services, which will emerge as a result of advances in communications. The solutions
are offered through the hyper-connection of everyone and everything, culminating
in the ideal multimedia experience [6].
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Fig. 1 Features of different cellular generations

There are five key categories of usage scenarios described, with eMBB+,
URLLC+, and mMTC+ being extensions and combinations of the 5G usage
scenarios, while sensing and AI being two new usage scenarios that will thrive in the
6G era.

6G is additionally connected with new business and functional models, green ICT
contemplations, more agile network deployments [7] and run-time enhancements in
light of ML and AI, closer RAN-Core assimilation due to start to finish virtualization
and terahertz communication, paving the way for new sensing and data capacities as
the new 6G era begins.

The digital, physical, and human worlds will fluidly merge in the 6G future to
trigger extrasensory experiences [8]. Intelligent information systems will be inte-
grated with powerful processing capabilities to make humans infinitely more effi-
cient while also redefining howwe live, work, and care for the environment. The role
of next-generation networks is to bring our physical, digital, and human experiences
together (Fig. 2).

2 Related Work

Started with the research works of:
M. Alsabah et al., The future vision for 6G networks is presented together with the

key enabling technologies that will make that vision a reality. The objective of this
paper is to give a complete survey of the core technologies for 6G networks, including
a discussion of each technology’s fundamental operating principles, potential appli-
cations, current state-of-the-art research, and associated technical challenges. This
article explains how switching to higher frequency bands for 6G requires fewer scat-
tering objects, more signal attenuation that affects transmission, and an expanded
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Fig. 2 Block diagram of 6G core

coverage area because of shorter-range communications. It is accomplished by the
use of a reconfigurable intelligent reflecting surface (RIRS). The signal-to-noise ratio
(SNR) of RIRS is lower than that of massive MIMO. Because RIRS elements are
constructed around the concept of analogue beamforming, they do not support digital
processing [9] (Fig. 3).

S. Elmeadawy et al., The most recent research on 6G technology and applica-
tions, as well as the related research issues, is covered in this article. According to
the report, the RF band is virtually filled up completely and cannot support the rising
demand for wireless communications technology. In order to achieve higher band-
width, capacity, very high info rates, and secure transmission in 6G, the terahertz
(THz) band, varies from 0.1 to 10 THz, will be essential. The main issue with the 6G
wireless communication infrastructure, according to the research, is the THz band.
Despite the high information rates, the high frequencies make it difficult to reduce
the high path loss. Long-distance communications suffer from extremely high air

Fig. 3 RIRS-aided mobile
communication
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absorption and propagation loss. The result is an extremely strong attenuation of the
signal [10].

E. C. Strinati et al., Beginning with gap analysis of 5G and foreseeing another
combination of not so distant future tech like holographic teleportations, high-level
accuracy fabricating, an unavoidable introduction of AI and mix of new advance-
ments, for example, subterahertz or visible light correspondence, in a truly 3D
inclusion situation, the paper talks about moving to a sixth generation of versa-
tile networks. The following movement in sight and sound experience is holographic
showcases, which transport three-dimensional pictures from one or various sources
to one or numerous destinations, offering a vivid three-dimensional experience for
the end client. The network’s intuitive holographic capacity will require a blend
of high information rates and extremely low inertness. At each step of multidimen-
sional image amalgamation and gathering, the creator underlines significant constant
computational issues [11].

Md. J. Piran et al., outlines some of the research avenues that helped create and
successfully implement sixth generation. Satellite communication technologywill be
used in future sixth-generation communications to provideworldwide coverage. This
paper discusses how 6Gwill merge satellites which are specifically used for telecom-
munication, earth imaging, and navigation to give cellular customers throughout the
world with localization services, broadcast and Internet connectivity, and weather-
related information. Eachwireless communication technologyhas its own transceiver
and antenna designs that support the technology’s criteria. The development of
millimeter-component devices in 5G was a problem. According to the author, 6G
will be considerably more difficult because it requires mega high frequency bands
in THz and spectrum and resource sharing [12].

H. Chen et al., talks about the integrated security architecture of the space–air–
ground-submerged network and keeps up with the place that the 6G network is a
successful reconciliation of the 5G network, satellite network, and deep ocean sea
network, and that 6G will give worldwide consistent inclusion. The 6G space–air–
ground–undersea network would work on submerged (seaward, subsea, and island
communication gear), ground (cell mobile networks and different networks), air (a
wide range of airplane), and space connects (a wide range of satellites and space-
craft). The report likewise contends that to give safe communication in a worldwide
consistent network, a coordinated security architecture is constantly based on right
security advancements and the executives systems to acknowledge service and infor-
mation security. The heterogeneity highlight adds a lot of intricacy to the network,
particularly with regards to security [13].

D. C. Nguyen et al., by leading an exhaustive evaluation on the combination of 6th
generation and Internet of Things, this article examines the rising potential presented
by 6th generation innovations in Internet of Things networks and applications [14].

This study additionally examines how 6G will change the Healthcare Internet
of Things (HIoT) by using its supporting advancements. 6G innovations, like THz
communications, are being utilized to work with very low-dormancy medical care
information transmission and to accelerate clinical network associations amongwear-
ables and distant clinicians. As a matter of fact, medical services spaces like distant
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wellbeing checking require low-idleness communications (under 1ms)with anunwa-
vering quality necessity of above 99.999% to achieve close ongoingmedical services
and quick and reliable remote diagnosis. The author additionally makes reference
to incorporating 6G into IoT networks might open IoT to dangers like unapproved
admittance to information at figuring units/servers, threats to network integrity, and
denial of service (DoS) to programming and data centers, which are all connected
with remote point of interface attacks.

R. S. R. Bajracharya et al., 6G communications integrate land-based, air-based,
and non-terrestrial networks to deliver 3D-based connectivity and applications in
three-dimensional space. Communication, computation, and caching are provided by
the implementation of an aerial access network (AAN) for the UAV traffic manage-
ment (UTM) ecosystem using non-terrestrial networks (NTN) like satellites, low-
and high-altitude platform stations (i.e., LAPS and HAPS), in addition to heteroge-
neous terrestrial networking. The management of unmanned aerial vehicle (UAV)
traffic and its integration with commercial aviation is one of themost urgent concerns
in the UTM ecosystem in the future, according to this research. UAVs also struggle
with wide-aerial network coverage, connection, and interference that extends beyond
the line of sight (BVLoS) [15].

H. Tataria et al., discuss the technology requirements for enabling 6G appli-
cations and examines key problems and opportunities based on realizable system
solutions across all OSI stack levels. Next-generation core network architecture,
ground-breakingmultiple access strategies, antenna beams, wave transmission, radio
frequency, transceiver design, and signal synthesis are all addressed from a unique
standpoint in this study. An extensive overview of 6G deployment is given in the
article. A common application in which extremely high data rate equipment are put
both inside and outside is hot spot deployment. MmWave and THz systems are best
in these situations [16].

3 Proposed Work

The convergence of all previous aspects, including as network densification, greater
dependability, high throughput, low latency, and huge connection, will be the major
drivers of 6G. While 6G has many applications, there are some issues in the mass
deployment of this technology. These problems are as follows:

1. Autonomous wireless systems

The 6G network will fully enable automation technologies such as driverless
vehicles, unmanned aerial vehicles and AI-based Industry 4.0. We need to
have the convergence of many heterogeneous subsystems, such as autonomous
computing, interoperable processes, machine learning and heterogeneous wire-
less systems, to develop autonomous wireless systems.
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2. Frequency (THz) bands

The terahertz (THz) band is the difficult part of the 6G technology. Significant
frequencies enable overcoming of high route loss which is a major challenge
due to the atmospheric absorption and propagation loss. To tackle the problem
of frequency dispersion, new multipath channel models are required due to wide
bandwidth.

3. Device capability

Companies have just begun developing 5G devices, which should be able to
support 6G as well as all other wireless communication generations. The 1Tbps
information rate and high operational frequencies should be tolerated by devices
supporting 6G wireless network [17]. These gadget features are both expensive
and difficult to implement.

4. Spectrum and interference management

Due to spectrum scarcity and interference concerns, it is critical to efficiently
manage the 6G spectra, which includes spectrum-sharing strategies and unique
spectrum management techniques. For maximum resource utilization and QoS
enhancement, effective spectrum management is required.

5. Network Security

The security approaches employed in 5G will not suffice in 6G, so new secu-
rity based on creative cryptographic methods, such as physical layer security
techniques and integrated network security mechanisms with low cost, low
complexity, and very high security.

3.1 Objectives

The primary goals of 6G-based systems are based on past trends and forecast of
future demands:

• To achieve high data rates per device

One of the main objectives of 6th generation is to provide high data transmission
rate, bit rate when compared to 5th generation.

• To attain very low latency

6th generationwill offer very low latency as the amount of time required to transfer
data packages will be less than 1 ms.

• To establish global connectivity

Unlike 5th generation, 6G will focus on global connectivity rather than local
connectivity by providing a huge global coverage.
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• To increase the number of connected devices

6th generation main goal will be to incorporate and connect huge number of
devices in a given area.

• To emphasize on energy efficiency

6th generation devices will need strong batteries which are energy efficient when
compared to 5th generation devices.

• To establish ultra-high reliable connectivity

To support latency sensitive services, 6th-generation networks will need to be
extremely reliable.

• To bring connected intelligence with AI capability

AI plays a key role in enabling automation, managing complexity and scalability,
and leveraging on data from distributed systems. The true potential of technolo-
gies like AI can be unleashed to its fullest effect with the help of 6th-generation
networks.

4 Methodology

4.1 Holographic Communications

To convey continuous far off physical communication, 6G organizations are expected
to help another kind of human remote interaction that utilizes every human sense,
including hearing, vision, taste, smelling, and contact. Holographic teleportation [18]
is regarded as a type of real-time virtual teleportation that is possible using mixed
reality technology and a three-dimensional video (Fig. 4).

Holographic teleportation uses numerous cameras with diverse views and
numerous sensing devices to enable far off communication live and produce a holo-
gram of the actual person. This is an archetype shift from conventional video confer-
encing to virtual instantaneous face-to-face meetings, increasing communication
experience and enabling virtual sports, concerts, and education. However, higher
data rates with an order of terabytes/sec are needed for such connectivity, powered
engagement, and communications, aswell as a significant amount of image and video
information.

The research shows that a raw hologramneeds a 4.32 Tb/s data throughput in order
to exhibit three-dimensional holographic teleportation. A submillisecond end-to-end
latency is needed for holographic teleportation. Therefore, new semantic inference
techniques are needed to enable holographic teleportation. The use of knowledge
representation in communications would be made possible by such algorithms.
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Fig. 4 3D hologram display

Holographic information must also be transmitted using ultra-reliable connec-
tion with extraordinarily huge bandwidth [19]. Furthermore, holographic communi-
cations may be made possible in the future by artificial intelligence and machine
learning techniques. Therefore, more research into using machine learning and
artificial intelligence techniques for holographic communications is needed.

The key system prerequisites for this kind of communication are as per the
following:

(1) Data rates

The necessary data rates vary depending on the hologram’s construction, the
display type, and the number of synchronized images. Holograms will need
enormous bandwidths evenwith data compression techniques, whichmay lower
the data rates needed for transmission. When creating holograms using image-
based techniques, these range from 10’s of Mb/s to 4.3 Tb/s for a human-size
hologram.

(2) Latency

Ultra-low latency is necessary for really immersive settings; otherwise, the user
experiences simulator sickness. However, submillisecond latency is necessary
if haptic capabilities are also provided.
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(3) Synchronization

Holographic communications require strict synchronization in a variety of situ-
ations. The multiple sensor feeds may be supplied via various channels or flows
as distinct senses may be merged, necessitating synchronization, and coordi-
nated delivery. Precise/strict interstream synchronization is necessary to ensure
the packets arrive on time when streams contain data from many sources, such
as video, audio, and haptic data.

(4) Security

The application will determine the requirements. The integrity and security of
that program are vitally crucial if remote surgery is to be performed because
any flaw could endanger lives. A further difficulty is coordinating the security
of numerous coflows because an assault on one flow could jeopardize all the
others.

(5) Resilience

Resilience at the system level involves reducing packet loss, jitter, and latency.
Reliability and availability are important quality-of-experience measures at the
service level. An unrecovered failure occurrence could result in a severe loss of
value for operators of holographic communication services. To sustain the high
QoS requirements for these services, system (network) resilience is crucial.

(6) Computation

At every stage of hologram synthesis and reception, there are major real-time
computing problems. Although compression might lower bandwidth require-
ments, it has a significant impact on latency. In order to do this, a trade-off
between increased compression, processing bandwidth, and latency exists and
needs to be optimized.

4.2 6G for Vehicular Internet of Things (VIoT)
and Autonomous Driving

Intelligent transportation systems have undergone a transformation as a result of the
advancements in 6G technology, which have significantly changed vehicle Internet
of Things (VIoT) networks (ITSs). In VIoT networks based on 6G, the study allows
vehicle-to-everything (V2X) communication for transfer of short vehicular info
payloads by a large number of cars without human contact (Massive Machine-Type
Communications).

ML can be a valuable method to show the reasonable way of behaving of network-
assisted throughput expectation in future 6G vehicle networks by learning the past
network load information in view of control channel examination. To completely
understand the commitment of vehicular knowledge in VIoT, edge insight capabili-
ties utilizingMLare associatedwith side of the road units (RUSs),which are liable for
leading the evaluation of traffic volume and weather conditions gauge in light of the
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accumulation of nearby information from vehicles. By empowering neighborhood
assessment at scattered vehicles through remote information trade with nearby vehi-
cles inside the communication range, a disseminated assessing method is proposed
to additional improve the versatility of vehicular systems with regard to 6G.

The job ofDL in giving knowledge to 6G-basedVIoT is additionally researched by
utilizing deep learning’s high-layered generalization [19] abilities to display vehic-
ular communication channels and backing network management, for example, ideal
asset allotment utilizing deep reinforcement learning (DRL) algorithms, as displayed
in Fig. 5.

Another area of interest is vehicular intelligence, where DL algorithms are used
to automatically plan data transfer. This is enabled by using three approaches:

• supervised learning for data rate estimation
• unsupervised learning for recognizing geospatially dependent uncertainties of

the estimation model
• reinforcement learning (RL) for autonomously coordinating data transmissions

based on anticipated resource efficiency.

This linked approach shows potential for addressing multiobjective optimization
in VIoT, from allocation of resources to data transmission maximization. The best
classification hyperplane is built using a support vector machine, which is then used
to transfer data to a high-dimensional space using a kernel function and extract the
sample classes. The categories of the retrieved samples are then determined using
K-neighborhood, and a decision tree is used to classify them.

5 Performance Analysis

Performance analysis of 6G can be done by comparing the existing 5G wireless
communication technology with 6G technology by using some parameters listed
below:

1. Data rate
2. Latency
3. Network coverage
4. Energy efficiency
5. Mobility
6. Area traffic capacity (Mbps/m2).

The improvement of major criteria from 5 to 6G is shown in Fig. 6.

(1) Data Rate

6G has to offer a significantly greater data rate than 5G in order to achieve sophisti-
catedmultimedia services like totally immersive XR,mobile holographic, and digital
replica. While the peak data rate for 5G was intended to be 20 Gbps, our goal for
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Fig. 6 Key performance
requirements between 5 and
6G

6G is to deliver a peak data rate of 1000 Gbps (1 Tbps) and a user-experienced data
rate of 1 Gbps. The total network performance must be enhanced in order to offer
sophisticated multimedia services to a big audience, for example, by aiming for a 2
times greater spectral efficiency than 5G.

Enhanced mobile broadband (eMBB), which simply denotes high data speeds,
is the reason we can quickly download HD videos in 6G [20]. Since the advent of
wireless communications, customer demands for data rate have grown. The data
speeds of 1G were a few kbps, and they climbed to a few Gbps in 5G as shown
in Fig. 7. For certain applications, these data rates are still insufficient. As a result,
we need to create certain standards and communication protocols with data speeds
between 10 and 100 Gbps.

About 20 Gbps peak data rate and 100 Mbps user-experienced data rate are antic-
ipated from 5G. However, 6G will offer a 1000 Gbps peak data rate. Additionally, it
will raise the bandwidth rate that users experience to 1 Gbps.

(2) Latency

Low latency translates to lightning-fast communication. The packets need to be
transmitted in a very swift amount of time, with minimal processing delays. In 6th
generation, the maximum allowable delay is 10 µs. In the network of automation
and smart handheld platforms of the future, extremely low latency will be necessary.
Health care, military, monitoring, and reconnaissance are only a couple of the crucial
applications which will require extreme dependability and truncated inertness.

Performance linked to latency has to be greatly enhanced in order to provide
the finest constant experience for delay delicate applications like interactive
tactile internet. Performance goals compromise extremely low delay jitter in the
microsecond range, end-to-end (E2E) latency of less than 1 ms, and air latency of
less than 100 s (Fig. 8).
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Fig. 7 Peak data rate in 4G, 5G, and 6G

Fig. 8 Quantitative comparison between the 5G and future 6G in terms of requirements
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The user-experienced latency requirement encompasses all delay components in
wireless and wireline networks, as well as processing on both the client and server
sides. Latencywill be reduced to 1ms thanks to 5G technology.Many real-time appli-
cationswill be boosted by the ultra-low latency. However, the user experience latency
will be reduced to less than 0.1 ms with 6th-generation wireless communication
technology.

Many real-time applications that are delay-sensitive will benefit from the signifi-
cant reduction in latency. Reduced latency will make crisis response, distant medical
procedures/surgeries, and automatedmanufacturing easier. 6th-gen networks are 100
times more dependable than 5G networks, and delay-sensitive real-time apps will
run flawlessly.

(3) Network Coverage

In earlier generations, network coverage was always important, and it will be impor-
tant in 6G. More coverage than 5G is what 6G aims to deliver. The maximum speed
that the mobile device could support rose from 350 km/h in 4G to 500 km/h in 5G.
It might need to get even better in 6G, depending on how far transportation systems
have come. Due to the exponential growth of connected devices, 6G will need to
support 107 devices per square kilometer. In terms of connection density, this is ten
times beyond what 5G calls for.

Although the infrastructure of mobile communications systems prefers lower
frequency spectrum for omnipresent coverage, the increase of wireless traffic needs
a broader spectrum with a higher frequency. 6G will use not just the millimeter wave
(mmWave) spectrum but also the THz or perhaps visible light spectrum, possibly
utilizing the entire spectrum for the first time, in order to attain the highest level of
extreme connection.

(4) Energy efficiency

Users would anticipate seamless high-end services in their daily lives in the 6G era,
hopefully with longer battery life. Given the growing concern about environmental
sustainability, 6G networks’ energy usage should be kept to a minimum. We want to
double the energy efficiency of both devices and networks.

End-users will be able to smoothly and rapidly access a variety of high-end
services through 6G. End-users, on the other hand, will require devices with powerful
batteries in order to access high-end services without delay or disruption. The goal
of 6G is to double the battery life of gadgets. Simultaneously, the technology will
contribute to environmental sustainability by allowing the network to operate at peak
efficiency without requiring more energy. In comparison to 5G, 6G intends to double
the energy efficiency of the telecom network.

(5) Mobility

In next-generation communication systems, more mobility robustness is also neces-
sary. In highly mobile devices, high data rates ought to be kept up. When travel-
ling by plane or high-speed bullet train, for example, communication should not be
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Fig. 9 Evolution of wireless communication, with timeline, from 1 to 6G based on KPIs

disrupted, and data speeds should be maintained. According to the ITU, the mobility
requirements for 6G are >1000 km/h (Fig. 9).

(6) Area traffic capacity (Mbps/m2)

Demand for greater capacity channels and backhauling increased expanded as the
number of associated gadgets per unit region expanded. Consistently, a thickly popu-
lated network consisting of sensors makes more than terabytes worth of information.
This information yield needs a high-limit backhauling line to handle the traffic.

Massive IoT connection leads to the development known as V2X (vehicle-to-
infrastructure). The car must interact with other vehicles, people, and a variety of
different sensors throughout the vehicle. All of this communication must be exceed-
ingly dependable, have low latency, and be secure. 6G has a minimum area traffic
throughput restriction of 1000 Mbps/m2.

6 Conclusion

On the 2030 horizon, there will be a significant need for communication and beyond
technology, with 5G setting in motion transformations and increasing societal expec-
tations, the development of new services and use cases that will enhance people’s
lives is being hastened by developments in the supporting technologies.

Even though there is no 6G network yet and it is only in the research stage,
businesses have begun to imagine cutting-edge use cases with 6G after a fruitful
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examination of 5G and 6G network. The significant objective is to enter another time
of remote innovation and present new developments that will impact the world later
on years.When themost recent remote organization age, or 6Gversatile organization,
strikes the telecom area in a more extensive zone, profoundly thrilling possibilities
concerning velocity and trustworthiness are projected to turn into a reality soon. The
way we live or conduct business electronically today and in the post-Covid era will
undoubtedly take on new dimensions as a result of this cutting-edge technology,
making it as a hyper-connected world.

The development of capability targets for the 6G era is speeding up, as is the
investigation of a variety of intriguing technology components that could become
part of a 2030 network platform. Extreme radio access performance, network adapt-
ability, and global as well as pervasive reach will be crucial aspects in this revolution.
Beyond connectivity, 6G ought to develop into a dependable platform for reasoning,
computing, and spatial data, encouraging innovation and acting as the skeleton of
information for the community.

7 Future Enhancement

As per the 6G organization’s vision and the requirements for the cutting-edge orga-
nization, the 6G organization will perform obviously better than the 5G organization
because of its capacity to fulfill the high needs of next gen use cases like independent
vehicles, medical services, industry computerization, and the development of a few
verticals. The expected utilizations of 6th-gen networks innovations incorporate AI,
intelligent surfaces, cell-free architecture, digital twins, and quantum computing.
In any case, these advances are not yet ready for the market. Global business and
scholastic joint efforts for research,mechanical turn of events, and commercialization
are vital for the genesis of the 6th gen networks.

End-clients will actually want to without a hitch and quickly access an assort-
ment of very good quality administrations through 6G. However, in order for end
consumers to enjoy premium services without delay or interruption, they will need
devices with strong batteries. The 6G network is designed to double-device battery
life.
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Compensation Techniques for Nonlinear
Effects Using NG-RoF-DSP: A Review

Ahmed Jasim Obaid, Hassan K. Al-Musawi,
and Mohammed Ahmed Abdl-Nibe

Abstract In a radio over fiber (RoF) transmission, the lightwave transmitted through
an optical fiber is modulated by the radio signal. This technique provides a better
path for the transmission of wireless signals over optical media in broadbandwireless
networks. RoF has developed over the past three decades along with a plethora of
studies in the field. However, RoF still encounters several challenges, many of which
have already been overcome, yet many still need to be addressed. In newly evolving
networks such as 5G andwhat follows, bandwidth demands, response time, jitter, and
fidelity on front-endnetworks cause significant challenges toRoF systems.Moreover,
the movement from the lower microwave scope to the microwave scope was of direct
advantage to wireless operations in terms of bandwidth. However, this movement
poses more challenges to RoF expansion because combining wired and a wireless
(fiber) network into one basic structure is a task of considerable challenge. Therefore,
this paper provides an overview of RoF technology with a specific focus on linear
and nonlinear effects, mitigation methods, and a discussion of future challenges.

Keywords Radio over fiber · Linear and nonlinear effects · Networks 5G

1 Introduction

Over the last decades, the Internet traffic has been growing rapidly. Researchers have
been endeavoring to service providers such asHDvideodownloading, online gaming,
cloud computing, and Internet of Things (IOT) [1–3]. Radio over fiber (RoF) plays an
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Fig. 1 NG-RoF from central station [11]

essential role in addressing such issues related to wireless devices and applications
that are rich in content.Moreover, single-band Internet of Things (IoT) access ismore
effective when it is implemented with radio [4]. Radio over fiber (RoF) technology is
promising to move to the next generation networks, and it is a potential solution for
providing high bit rates. It also reduces power consumption, especially in the base
station, where the radio signal depends on optical fibers, which have an impact on
the optical system performance leading to linear and nonlinear distortions [5].

It has a very high capacity to be compatiblewith large data rates over very over long
transmission distances [6]. The combination of Wi-Fi, wireless, optical fibers, and
wires, resulted in radio over fiber technology. It is considered an innovative solution
to provide maintenance-effective as well as cost-effective bandwidth [7]. Multi-
density DWDM technology is implemented for short vertical distances between
channels. Typically, its bandwidth ranges from 0.1 to 0.8 nm; hence, DWDM has
the possibility of connecting dozens of optical channels using a single fiber. This
possibility increases the delivery of optical fibers [8], which increases the number
of stations in telecommunication networks [9]. Base station (BS) can be retrieved
and used mainly as transmission [10, 11]. In many cases, disconnections during
signal transmission could occur mainly because of nonlinear effects and note that
the refractive index changes when the optical power density also changes [12]. The
generated optical pulse suffers from nonlinear effects [13, 14] (Fig. 1).

2 Radio over Fiber Transmission

The main idea in radio optical fiber transmission systems is to use the numerous
advantages of optical fibers as transmission lines compared to other cables or trans-
mission through space in order to transmit a high number of bits, taking into account
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Fig. 2 Basic concept of a RoF system

the low cost. The information is transmitted by the following mechanism [15, 16].
The information is modified in the proper modulation pattern to be loaded onto an
optical frequency (or transmission wavelength) from a laser source, i.e., modulating
the optical intensity of the laser source with the information signal. This is accom-
plished by injecting the semi-carrier laser feed input directly with the electrical
signal carrying the information (direct modulation usually used for relatively low
transmission rates of less than 2.5 Gbps) or by using a continuous laser source with
an external photoelectric rate fed by an information signal so that it gives an output
optical power proportional to the electrical input signal (up-conversion). This signal
is injected into the optical fiber, which will deliver it to the receiver side. There, the
signal is detected using a down-conversion photodetector, and then the information
sent by the demodulator is extracted [17–19] (Fig. 2).

2.1 Light Source

Since the beginning of optical fiber communication, semiconductors have been
selected to be light sources because of their small dimensions and the relative
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simplicity of modulating the emitted light directly. Moreover, the optical spectrum
is relatively narrow and the power consumption is low. The laser diode (LD) source
is the most convenient transmitter for optical communications because it is highly
effective in terms of optical coherence in the propagation of light through optical
fibers. Below are the most important sources of light used in optical communica-
tions [20]. Laser diode (LD) is an acronym for Light Amplification by Stimulated
Emission of Radiation, which means light amplification by emitting stimulated radi-
ation compared to other light sources. This allows the laser to emit a high-power
beam of monochromatic light, (spatial) coherent and collimated, with a very limited
expansion or diffraction rate. This allows the laser light beam to travel a longer
distances and focused within a very small spot parallel to the laser with high level.
[21]. Light-emitting diode (LED), in its simplest form, consists of a junction between
two different semiconductors, one is called (n-type) and the other is (p-type).When a
voltage is applied to their ends, an electric current will travel through them, releasing
quanta of electromagnetic energy as light photons. The light-emitting semiconductor
chip is placed in a frame structure to protect it from direct exposure to the surrounding
environmental factors and to secure the wires conducting to the chip practically.
This frame structure should be designed to increase the efficiency of the light energy
emitted by the diode [22].

2.2 Amplification

The data transmitted over long distances, starting from the source to the furthest point
in the network, are exposed to many undesirable effects, causing weakness in the
transmitted signal. In any optical communication system, it is necessary to provide
repeater points to expand the optical packet to ensure accuracy and of data delivery.
These points are known as amplifiers. There are types of amplifiers [23] which are
semiconductor optical amplifiers (SOAS) and erbium-doped fiber amplifier (EDFA).
According to the current study, there are significant differences between EDFA and
SOA. In EDFA, the gain is twice as high as double SOA gain, allowing for great
signal amplification. Also, EDFA transmits signal with less noise [24].

2.3 Light Detectors

Light detectors convert an optical signal to an electrical signal, where the current is
proportional to the intensity of the incident light. Many light detectors are used in
optical communication, the most famous of which is the photodiode [25–27].
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3 Nonlinear Effects

The fact that optical communication systems operate in a linear manner (i.e., the
mean refraction index, dielectric constant, and propagation are unchanging factors)
is appropriate to understand how these systems work at average values of transmis-
sion power (multiplemillwatts).When the transmission rate does not exceed 2.5Gb/s
but with high transmission power or transmission rate to 10 Gb/s or more, then these
systems become nonlinear [28, 29]. The nonlinear effects are classified into two parts.
The first occurs due to the interaction between light and photons (molecule vibration)
within the silica material resulting in multiple types of scattering, including Raman
scattering and Brillion scattering. The second type of nonlinear effects depends on
the applied electric field, which is proportional to the square of the field amplitude,
the most important of which are self-phase modulations (SPM), cross-phase modu-
lation (CPM), and four-wave mixing (FWM), which is the most important in optical
communication systems. The nonlinear effects are [26, 28–32] Stimulated Bril-
lion Scattering (SBS), Stimulated Raman Scattering (SRS), Self-phase Modulation
(SPM), Cross-phase Modulation (CPM), and Four-Wave Mixing (FWM).

3.1 Stimulated Brillion Scattering (SBS)

The stimulated Brillion scattering (SBS) results in weakening the energy of the
transmitted wave within a single channel. It occurs due to the interaction between the
incoming signal and photons in the propagation medium for a specific wavelength
of 1.55 μm and within a narrow range of frequencies (�fB) ranging from 20 to
100MHz only. SBS does not lead to an interaction between the different waves when
the channel space is greater than 100 MHz. SBS generates an opposite gain to the
direction of propagation, i.e., opposite to the source. The increase of this interaction
significantly weakens the signal strength with time and exhausts its energy. As a
result of the interaction between the incoming waves and the propagation medium,
two waves are produced. The first is called the pump wave and the second is called
stokes. The pumpwave loses part of its energywhich the stokeswave gains, produced
by SBS scattering [33] (Fig. 3).

3.2 Stimulated Raman Scattering (SRS)

Stimulated Raman scattering is the transference of power from a short-wavelength
signal to a long-wavelength signal. The interaction between the light-wave signal and
the molecule vibrations (optical photons) in the silica fiber causes the SRS-catalyzed
Raman scattering which in turn scatters the light in all directions. The maximum
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Fig. 3 Stimulated Brillion scattering

effect of SRS occurs at the difference in wavelengths between two signals about
100 nm (132.2 THz) for example 1550–1650 nm [34] (Fig. 4).

3.3 Self-Phase Modulation (SPM)

It is the effect of a signal with the same phase as the propagation signal, which leads to
high-intensity signal. Also, the light itself leads to changes in the refractive index in
the fibers. This phenomenon is known as Kerr effect. They are produced in different
time phases in the same channel. In time, the varying refractive index regulates the
transmitted wavelength phase and increases the wavelength range of the transmitted
light pulse [35].

where L is the path length, S is the fiber part, and P is the optical power.
This results in a shift toward shorter wavelengths at the trailing edge of the signal

(blue shift) as well as a shift toward longer wavelengths at the leading edge of the
signal (red shift). Self-phase modulation (SPM) causes wavelength shifts opposite to
that caused by positive chromatic dispersion. SPM can be used in advanced designs
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Fig. 4 Stimulated Raman scattering

of networks to partially compensate for the excitation of chromatic dispersion [36]
(Fig. 5).

3.4 Cross-Phase Modulation (CPM)

Cross-phase modulation is the effect of signal on the same phase with another signal
in the same channel as in SPM. Cross-phase modulation, XPM, occurs as a result
of Kerr effect, although the effects of XPM only appear when multiple channels are
sent to the same fiber. XPM makes shifts in frequency at the signal edges in the
modulation channel, as in SPM, causing spectral expansion of the signal pulse [37]
(Fig. 6).

3.5 Four-Wave Mixing (FWM)

This is the phenomenonof unwantedoverlapwhichproduces three signals of frequen-
cies (λ123 = λ1 + λ2_3λ) known as ghosting channels where three different chan-
nels produce a fourth channel. A number of ways lead to different group speeds on
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Fig. 5 Self-phase modulation

some waves and mitigate the effect of FWM. Using channels at irregular distances
reduces the effects of FWM [38] (Fig. 7).

4 Data Modulation in Optical Communication Systems

In modern communication system, data are stored and transmitted digitally, repre-
sented by selected symbols of a limited alphabet. The digital data are modulated
by linking each value to a specific reference signal. In this modulation, the data are
stored in the transmitted signal phase. The most significant advantages of this mode
are the high tolerance of noise at the receiver and greater tolerance of scattering
compared to the on–off keying. However, this tolerance decreases with increasing
modulation levels. When using more than one bit of the input signal a multi-level
phase shift modulation M-PSK is obtained, where M is the number of levels M =
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Fig. 6 Cross-phase modulation

2m and m is the number of bits used to encode each sample of the input signal [39].
In this modulation, the amplitude and phase can take more than one value, allowing
for the largest possible number of levels or values. Given that the number of possible
amplitudes is KA and the number of possible phases is KP, the number of possible
levels: M = KA × KP. N which requires a number of bits [40].

N = Log2M = Log2(KA× KP)

5 DSP (Digital Signal Processing)

DSP is applied by using ADC with DSP circuits to eliminate noise. The transmitted
data are recovered by DSP, and security links of signals and optical communications
are enhanced by organizing the channels in terms of spacing and equal data distri-
bution. Hence, DSP eliminates the effects of CD, BMD, and noise when the DSP is
coupled with coherent detection. Then, the entire data of the incoming signal will be
stored. Therefore, the receptor sensitivity will increase [41].

The Viterbi–Viterbi (VV) is implemented in the DSP circuit, which regulates
the threshold level responsible for decoding the signals and converting them into
sequence of bit streams at the output. Hence, the researcher in the current study
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Fig. 7 Four-wave mixing (FWM)

applies DSP for optical modulation of radio frequency (RF) signal producing electro-
optic modulation. This electro-optic modulation is responsible for phase distortions
and nonlinear effects. The DSP is the most effective method to boost the signals
and control the polarization status. Therefore, when controlling the polarization of
the transmitted data, the DSP facilitates the process of maintaining polarization.
It is worth mentioning that the DSP has different phases to recover the polarized
optical signal. After processing, the signals are passed through filters. Then, the
filtered signals are reconstructed by interpolation. In turn, the signals are passed
through compensation of quadratic imbalance (QI), causing the amplitude and phase
imbalances in the phase as well as the quadratic signals (Q) to diminish [42, 43].
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6 Architecture of the DSP Optical System

In general, the structure of the DSP optical system is responsible for retrieving
signals when they are weak. DSP systems provide significant enhancements for
signal processing especially regarding the transceivers performance. To cope with
high data rates, these enhancements of SDP systems provide new solutions for many
technological problems as shown in Figs. 8 and 9.

After processing, the input bits in the transmitter are converted into four wave-
forms compatible with the components of phase (I), quadratic (Q), and X and Y
polarizations. Branches I and Q belong to the components of orthogonal polarization
which in turn belong to a quadratic-channel optical modulator. At this point, they
create multi-level modulations, (I) and (Q), are [44]: TX DSP ADCMOD ADCRX
DSP ADCSSMF EDFE. The PN was structured by electrical signals, which should
bemulti-level generated in the DACs. After this optical modulation, twomodulations
are passed to the polarizing beam combiner (PBC) to combine the orthogonal polar-
izations. Then, the optical signal will be launched through the channel and amplifiers.
Channels consist of various distances of standard single-mode fiber (SSMF). DSP
power can be applied in a transmitter, receiver, or both.

In the transmitter, DSPs and DACs are combined to achieve extra flexibility, to
compensate for the optical signal that was previously modulated. In this process, the
bone mineral density (BMD), compact disk (CD), inelastic scattering, and nonlinear
disabilities will be compensated. In addition, DCPs and DACs can perform efficient

Fig. 8 DSP block diagram

Fig. 9 System architecture Tx and Rx DSP
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spectral transmission by tuning a multi-level electrical signal and by modulating a
fitting signal pulse at the output of the DACs [45].

7 Types of Filters

A Bessel filter provides the maximum flat transmission delay or group delay across
the frequency spectrum. However, the rolling rate from pass band to stop band is
slow compared to other filters of the same order. It is the most commonly used
filter due to its linear phase properties. For the square wave input, this filter does
not produce any bypass because all frequencies are delayed by the same value [46].
These are considered ideal filters. They have a smooth transfer function with no
scattering. Moreover, it has a landing time and an attenuated rise time. The rectangle
filter has no pass band attenuation. Also, it has a random attenuation that exceeds the
bandwidth. It is an ideal filter with phase response and flat volume [47]. Rectangle
optical filter is an ideal optical filter for time domain. It is considered the least delayed
filter. Rectangle optical filters reduce noise in signals with minimal time spent falling
and rising without any gaps. These filters offer to adjust the frequency domain from
50MHz to 4 GHz with an accuracy of less than 15MHz. The completely rectangular
shape of this filter is realized by using digital control in spectral line feedback of the
comb-like pump. The pass band of the filter is suppressed to ~1 dB by reducing the
nonlinear effects of the spectral lines in the comb-like pump. These spectrum lines
are created in electrical expansions and optical fibers [48].

8 Performance Evaluation Parameters

Theseparameters are thebasis of evaluating theperformanceof system.Threeof them
were used in the current study. Q-factor is the parameter which defines the minimum
signal-to-noise ratio determining the bit error rate of a given any given [49]. Bit error
rate (BER) determines the amount of bit errors of the total bits transmitted. The bit
error rate defines the relationship between bit errors and the total of bits transmitted
in terms of rate. Hence, a low bit error means that the system is functioning well.

There are various factors that could influence the bit error rate (BER) such as
noise, attenuation, scattering, nonlinearity, neighboring channel interference, jitter
as well as bit synchronization problems. The (BER) performance can be promoted
when a strong signal is released into the transmission system. But, if the release of
a strong signal causes problems such as crosstalk, then alternative methods should
be used. These methods could be channel coding or strong modulation scheme. The
bit error rate is calculated according to the following equation [50]: BER= NE/NT.
Eye diagram is a graphical representation that shows the quality of the signal in
a visual method. It shows the signals as overlapping circles. According to the eye
diagram, the inter-symbol interference (ISI), noise ratio, and signal periodicity can
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be evaluated. Power budget is used to measure the power that determines the total
values of allowable attenuation between transmitting power and sensitivity power.
Basically, the power budget evaluates the losses of the system at each stage such as
distance attenuation, total losses of conductors, fusion splice losses, and losses of
coexistence element (CE). The power budget is determined by the optical path losses
(OPL). On the other hand, OPL is specified by the standards ITU-T for XG-PON
and NG-PON2 systems. Error vector magnitude (EVM) or error vector size shows
the inconsistency between the perfectly modulated reference signals. The EVM also
measures the ratio of the size change to phase errors, which correspond directly to
the volume and phase change between the measured and reference signals.

9 Results

Most researchers of RoF nonlinear effects used various compensation techniques,
including the digital signal processing technology. They used nonlinear filters
and improved them by MATLAB software, in particular, Yu-Han Hun who used
MATLAB, resulting in a well operating proposed system at (BER = 1.9 * 10^-6
and 7.8 EVM). However, the researcher of the current study establishes that most of
these studies in the last five years (2017–2021) had experienced problemswith optical
fibers, especially the nonlinear effects due to the development of future generations
such as the third generation, which was established in 2015, and the fifth genera-
tion, which handles data rate of greater than 80 Gb/s. Most researchers studied the
flexible effects (XPM SPM FWM) within different transmission distances from 100
to 300 km, except for the Mohamed Ahmed (2020), who studied all the elastic and
inelastic effects. However, he studied them within very short distances (100 km) at
a transmission data rate of (40 Gb/s). Therefore, more research is required to study
all the elastic and inelastic effects at long transmission distances for users of the next
generation of optical communications, in addition to fulfilling the requirements of
the current era, which is the Internet of Things, by finding and improving new filters.
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An IoT Solution Designed for Remote
Automatic Control and Supervisor
Systems to Key Environmental Factors
and Diseases in Coffee Farms in Vietnam

Thang Long Vu and Van Duy Nguyen

Abstract Growth and development of the coffee plant depend on many environ-
mental andmanagement factors that must be continuously supervised and controlled.
However, most of the coffee farms in Vietnam do not have any remote automatic
control and supervisor systems for them. The care of coffee plants fully depends
on weather and farmer experience, which have caused many issues and challenges
such as low quantity, poor quality, and common pests. The present study describes
the design of local network architecture of data acquisition controllers from the
environmental sensors and cameras used for measuring, monitoring, and recording
environmental parameters such as temperature and humidity as well as image of
coffee leaves damaged due to disease. The slave controllers collect data and transfer
them to a master controller through the Lora network, so that the master can send
data to server using Internet. The slave controller also controls the actuator such as
water pump and electrical fan to keep the environmental parameters within a suitable
range. This design is the base to fabricate the real systems and experiments in coffee
farms in Western Highlands of Vietnam later.

Keywords IoT · Coffee disease · Coffee farm · Environmental factor

1 Introduction

The coffee plays an important role in the agriculture economy in Vietnam. Currently,
Vietnam is the world’s second-largest coffee exporter, behind only Brazil. In 2021,
the export value for Vietnam’s coffee reached US$3.1 billion. However, Vietnam has
been facingmany challenges in thewhole coffee supply chain such as climate change,
low productivity, and quality, as well as the excessive use of fertilizing products and
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irrigations. Especially, most of the farmers in coffee farms have not been supported
by automatic control technology.

The coffee yield, supply chain traceability, and quality control can be increased by
using IoT systems to make the agriculture more intelligent. Until now, many authors
focus on low range-based IoT devices such as Bluetooth [1], IEEE 802.11 and IEEE
802.15.4 [2, 3], and long range-based IoT devices such as LTE [4, 5], narrowband
(NB) [6–9], and Sigfox [6–8]. Some others [10–12] use a small number of industrial
or laboratory sensors to measure environmental parameters such as temperature,
humidity, and pH level, and these systems cannot satisfy the real requirements or
cannot deploy in the field [13, 14].

However, in recent years, the researchers have applied Lora devices into IoT
[15–17]. The important advantage of LoRa in comparison with NB IoT or Sigfox
is the cost, NB IoT, and Sigfox require a monthly fee, but a LoRaWAN is free
if it is set up at the unlicensed band. So, LoRa is an excellent selection for the
wireless interface to the Internet for remote automatic agriculture supervisor and
control system. Besides, most areas of Western Highlands of Vietnam do not have
reasonable speed in Internet connectivity and low Internet coverage, so the low-
range communication modules are not suitable. Therefore, the present study focuses
on the design of local network architecture of data acquisition controllers from the
environmental sensors and cameras used for measuring, monitoring, and recording
environmental parameters by usingLoRa communicationmodule that assists in long-
range free-of-cost communication.

2 Design Methodology

To set up the digital transformation platform for coffee supply chain, two main
components were designed: IoT devices using LoRa waves [18] and AI. In partic-
ular, the LoRa plays the role of continuously collecting data such as potential of
hydrogen (pH), oxidation–reduction potential (ORP), electrical conductivity (EC),
water temperature, air temperature, humidity, light intensity, andNPK.AI recognizes
the images via camera in order to output advice about cultivation, harvest, pest and
disease prevention, etc. The data collected are sent back to the computer database
for processing. This platform provides real-time information about the cultivating
regions.

In the present research, IoT devices using LoRa waves were designed based on
the step-by-step approach with key steps as follows:

Step 1: Purpose and Requirements Specification

The system purpose, behavior, and requirements were captured.
Step 2: Process Specification

The use cases of the IoT system were formally described based on and derived
from the purpose and requirement specifications.
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Step 3: Domain Model Specification

The domainmodel was defined to describe themain concepts, entities, and objects
in the domain of IoT system to be designed.
Step 4: Information Model Specification

Information Model Specification was described with the structure of all the
information in the IoT system.
Step 5: Service Specifications

Service specificationswere defined as the services in the IoT system, service types,
service inputs/output, service endpoints, service schedules, service preconditions,
and service effects.
Step 6: IoT Level Specification

IoT Level Specification was defined as the IoT level for the system.
Step 7: Functional View Specification

The Functional Viewwas described with the functions of the IoT systems grouped
into various Functional Groups. Each Functional Group either provides function-
alities for interacting with instances of concepts defined in the Domain Model or
provides information related to these concepts.
Step 8: Operational View Specification

Many options pertaining to the IoT system deployment and operation were
defined, including service hosting options, storage options, device options, and
application hosting options.
Step 9: Device and Component Integration

The devices and components were integrated in this step.
Step 10: Application Development in a coffee farm

The final step in the IoT designmethodology is to develop the IoT application.We
deployed 5 LoRa mesh networking devices over a 70 m × 70 m area of a coffee
farm in Western Highlands, Vietnam, and installed a gateway that collected data
at 15-min intervals through LoRa waves.

3 Results and Discussion

The present study focuses on the design of IoT modules deployed in the coffee farm
using LoRa devices in Western Highlands of Vietnam. In order to satisfy many
different requirements, the IoT systems include three kinds of modules such as
Water Quality Monitoring Module, Environmental Parameter Monitoring Module,
and Water Flow Monitoring and Pump Control Module.
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3.1 Water Quality Monitoring Module

This module is equipped a potential of hydrogen (pH) sensor, an oxidation–reduction
potential (ORP) sensor, an electrical conductivity (EC) sensor, and a water tempera-
ture sensor. The industrial sensors are chosen based on the real conditions inVietnam.
Their specifications are shown in Table 1.

This module is powered by a solar energy electricity and a battery shown in
Fig. 2. On the sunny day, the solar energy will supply for the module and charge
to the battery, and in the evening and on the rainy day, the battery will provide the
current for it.

Based on the specifications of all devices in Table 1, the interface between these
devices and MCU (ESP32) is described in Fig. 3.

3.2 Environmental Parameter Monitoring Module

This module is used to monitor environmental parameters including water tempera-
ture, air temperature, air and soil humidity, light intensity, and NPK. Similarly, the
industrial sensors are also chosen based on the real conditions in Vietnam. Their
specifications are shown in Table 2.

Based on the specifications of all devices in Table 2, the interface between these
devices and MCU (ESP32) is described in Fig. 4.

3.3 Water Flow Monitoring and Pump Control Module

This module controls two pump motors and three magnetic valves and measures
water flow and the level of water in the water reservoir. The pumpmotor is controlled
by a magnetic contactor through a relay module. The first motor is used to extract
underground water from the reservoir, and the second is used to deliver water to the
coffee tree. The flow sensor is used to measure water flow. The ultra-sonic sensor
is used to measure the water level in the reservoir. The specifications of devices are
shown in Table 3.

Based on the specifications of all devices in Table 3, the interface between these
devices and MCU (ESP32) is described in Figs. 5 and 6.
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Table 1 Water quality monitoring module devices

Name Function Specifications

SX 1278 Ultra-Low Power Long-Range
Transceiver

168 dB maximum link budget
+ 20 dBm - 100 mW constant RF output
vs. V supply
Programmable bit rate up to 300 kbps
High sensitivity: down to -146.5 dBm
Low RX current of 10 mA, 200 nA
register retention
FSK, GFSK, MSK, GMSK, LORA, and
OOK modulations

SEN0169-V2 Measuring potential of hydrogen Signal conversion board
Supply voltage: 3.3–5.5 V
Output voltage: 0–3.0 V
Signal connector: PH2.0-3P
Measurement accuracy: ±0.1@25 °C
Dimension:
42 mm * 32 mm/1.66 * 1.26 in
Analog signal
pH probe
Probe type: Industrial Grade
Detection range: 0–14
Temperature range: 0–60 °C
Accuracy: ±0.1pH (25 °C)
Response time: <1 min

SEN0464 Measuring oxidation–reduction
potential

ORP signal converter
Input voltage: 5 V
Input signal: 0.5 V–4.5 V
Measuring range: −2000 mV to +
2000 mV
Output interface: PH2.0–3Pin
Industrial ORP probe
Indicator electrode: Platinum
Reference electrode: silver-silver chloride
Suitable temperature: 5–70 °C
Electrode potential: 245–270 mV
Reference electrode internal resistance: ≤
10K�

Electrode stability: ±8 mV/24 h

DFR0300 Measuring electrical conductivity Signal conversion board (transmitter)
V2
Supply voltage: 3.0–5.0 V
Output voltage: 0–3.4 V
Signal connector: PH2.0–3Pin
Measurement accuracy: ±5% F.S
Electrical conductivity probe
Probe type: Laboratory Grade
Cell constant: 1.0
Support detection range: 0–20 ms/cm
Recommended detection range:
1–15 ms/cm
Temperature range: 0–40 °C

(continued)
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Table 1 (continued)

Name Function Specifications

DS18B20 Measuring water temperature Working voltage: 3–5.5 V
Measuring temperature range: −10 to +
85 °C
Operating temperature range: −55 to +
125 °C (−67 to 257 °F)
Wire temperature resistance: −55 to +
125 °C
Resolution: 9–12 bits
Single-wire Interface: only one digital
interface is needed for communication
A 64-bit ID embedded in the chip
Query time: ≤ 750 ms
Wiring Instructions: red—VCC,
black—GND, blue—DATA

Fig. 2 The power supply

3.4 The Gateway (Central Module)

The gateway includes a LattePanda single board computer connected with Lora
SX1278 in order to enable LoRaWAN communications. The gateway is also
connected to Internet through Wi-Fi.

In order to collect images of coffee leaf, an industrial camera is mounted near a
coffee tree and connected to the LattePanda to send image to cloud servers. An AI
program is installed in cloud servers to analyze the image to predict coffee disease.
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Fig. 3 The schematic of water quality monitoring module

3.5 The Complete Local Network Architecture Deployed
in a Coffee Farm

By combining sensor nodes (Water quality monitoring module and Environmental
parameter monitoring module), actuator nodes (Pump control module), and the
gateway, the complete local network architecture is shown in Fig. 7.

3.6 Deployment Configuration in a Coffee Farm in Vietnam

To evaluate the results, an experimental area of 70 m × 70 m in a coffee farm in
Western Highlands, Vietnam, was divided into 3 regions to test with 3 different
farming care conditions. The deployment configuration of IoT system is shown in
Fig. 8.

The yellow circle is the well, and the white polygon is the reservoir. Water is
pumped by a Submersible Pump to the reservoir. At the reservoir, manure will be
mixed in a certain ratio. The water level at the reservoir is determined through the
level sensor SEN0246 to calculate the current volume of water in the reservoir as a
basis for mixing manure.

After mixing, the water continues to be pumped by the 2nd Pump to the crop
areas. On 3 water pipes, there are 3 solenoid valves to open and close water to the
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Table 2 Environmental parameter monitoring module devices

Name Function Specifications

SHT35 Measuring air temperature and
humidity

Wide supply voltage range, from 2.4
to 5.5 V
10–90% ratiometric analog voltage
output
Typical accuracy of ±2%RH and
±0.3 °C

Soil moisture sensor Measuring soil moisture Operating Voltage: 3.3V to 5V DC
Operating Current: 15mA
Output Digital - 0V to 5V,
Adjustable trigger level from preset
Output Analog - 0V to 5V based on
infrared radiation from fire flame
falling on the sensor

S-Light-02 Measuring light intensity RS485 Modbus-RTU and analog
voltage 0–2 V output interface
3.9–30 V DC power supply
7 mA@ 24VDC power consumption
−40 to 85 °C operating temperature
range
Operating Temperature: −40 to
85 °C

DS18B20 Measuring water temperature Shown in Table 1

Soil NPK Sensor Measuring nitrogen, phosphorus,
potassium

Model: RS-NPK-*-TR
Power supply: 5-30VDC
Maximum power consumption: ≤
0.15 W
Operating temperature: −40 to 80 °C
Range: 0–1999 mg/kg(mg/L)
Resolution: 1 mg/kg(mg/L)
Precision: ±2%FS
Response time: ≤1S
Output signal:
RS485/4-20ma/0-5v/0-10v

corresponding area. The volume of irrigation water is measured by the G5/4 inch
Water Flow sensor located right behind the 2nd Pump.

System operation: The signals from the water quality sensor are sent to the Water
QualityMonitoringModule (ESP32) at each region, and the environmental parameter
sensors are sent to the Environmental Parameter MonitoringModule (ESP32). These
two sets will be sent to the Central Module (Gateway) through Lora. Gateways
perform 2 tasks:

• Transfer the received value to Cloud Servers to display on user system via Web
Server or App on smart device (Smartphone).
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Fig. 4 The schematic of environmental parameter monitoring module

Table 3 Water flow monitoring and pump control module devices

Name Function Specifications

SEN0246 Measuring water level in the
tank

Power supply: 9–24VDC
Rated power: 4.8 W
Operating temperature range: −
10 to +70 °C
Effective detection range: 70 to
1500 cm
Resolution: 1 cm
Accuracy: 1%
Communication interface:
RS485

G5/4 inch water flow sensor Measuring water flow Mini. working voltage: DC 4.5 V
Max. working current: 15 mA
(DC 5 V)
Working voltage: 5–24 V
Flow rate range: 1–120 L/min
Load capacity: ≤10 mA (DC
5 V)
Operating temperature: ≤80 °C
Operating humidity: 35–90%RH
Water pressure: ≤ 2.0 MPa
Storage temperature: −25 to +
80 °C
Storage humidity: 25–95%RH

• Calculate, process signals, and determine the irrigation area and the amount of
water, and then send control commands to the Water Flow Monitoring and Pump
Control Module through Lora waves.

After receiving commands from Central Module (Gateway), Water Flow Moni-
toring and Pump Control Module will check the amount of water in the reservoir. If
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Fig. 5 The complete schematic of water flow monitoring and pump control module

Fig. 6 The sensor node schematic of water flow monitoring and pump control module
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LattePanda

Fig. 7 The complete local network architecture

Fig. 8 Deployment configuration in a coffee farm in Western Highlands of Vietnam

the amount of water is still within the allowable range, it will open the 2nd Pump
and the corresponding solenoid valves to the areas to be irrigated according to the
Gateway’s command. The G5/4 inch Water Flow sensor will measure the amount of
water that has actually been irrigated, when there is enough water, the Water Flow
Monitoring and Pump Control Module will disconnect the solenoid valve in that area
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and continue to open the irrigation valve to the next zone. This process continues
until all zones are irrigated according to the command from Gateway.

4 Conclusions and Future Work

The present research has shown a full IoT solution designed for remote automatic
control and supervisor systems to key environmental factors and diseases in coffee
farms in Vietnam. By using LoRa devices, the sensor nodes and actuator nodes can
transfer and receive data to the gateway/master from very far distance in compar-
ison with low range-based IoT system. In addition, it saves electric energy powered
by solar energy electricity. This is very suitable for the real conditions in Western
Highlands of Vietnam. This design has integrated the most numbers of sensors and
used industrial sensors in comparison with other researches [10–12, 14]; thus, most
of necessary parameters of water and environment are monitored. Because it can be
deployed in the real coffee farm conditions, it can help the farmers give the right
decisions for their farms. The irrigation and nutrient are controlled automatically to
save water and make growing conditions suitable for the coffee plant.

Acknowledgements The present research is funded by Vingroup Innovation Foundation (VINIF)
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Artificial Intelligence as a Strategic
Partner to HRM 4.0

Shivani Agarwal, Thi Dieu Linh Nguyen, and Gloria Jeanette Rincón Aponte

Abstract New age automation technologies that are digital and disruptive in nature
are penetrating all spheres and processes of themodern economy and corporateworld
with a profound impact and at a global level. The function of human resources too has
definitely undergone a paradigm shift in tune with the pace of technologies changes,
in contrast to what it was several years ago. In this context, a set of challenges and
opportunities await the profession.Artificial intelligence stimulated and transforming
job roles, in terms of redefined work roles and enacting newer skills and tools and
preparing the workforce for newer challenges. Artificial intelligence will make our
employees work easier; monotonous task can be further automated, and relevant
information froma huge volumeof datawill bemore identifiable. TheHRdepartment
must take proactive steps to adopt these technologies and update itself in terms
of necessary skill. The chapter shows the strategic partner role of human resource
management and artificial intelligence. The chapter shows how AI impacts the role
of HRM practices in changing economy.

Keywords Industry 4.0 · Artificial intelligence · Disruptive economy · Smart HR
4.0

1 Introduction

The first predominant variable which is responsible for modifying the working of
service and manufacturing processes is “globalization.” It refers to the boundaryless
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organization which makes organizations interdependent and helps in increasingly
integrated worldwide. With globalization, the other variable comes into the picture
is artificial intelligence which is in its developing stage and helps the economy
across globe to change the scenario of working in all the departments (produc-
tion, marketing, finance, IT, quality, and HR).The seven ways of reinventing human
resource management via artificial intelligence are HRReporting Confidence in AI
Integration, Candidate Resumes on Smart Digital Forms, Understanding Employee
Referrals, Data-Backed Resources and Insights, AI-Backed Chatbots Keep Engage-
ment Conversation Going, Boosting Learning and Development Programs, Lever-
aging Transactional Workforce Data, and Powering Workforce Analytics (Dom
Nicastro, 2020).

2 AI as the Future of HR

• AI is considered as the future of HR as it is working as a backbone for the
HR functions by using several tools like turbohire especially for recruitment on
different connected platforms such as LinkedIn, Naukri.com, Career builder, etc.

• AI helps in clustering of data via different links across different job titles, skills,
knowledge, etc.

• AI helps in proving orientation via video calls, different software, etc [1, 2].
• AI helps in selecting the employees from a pool of candidates [3].
• AI helps in providing digital training to the employees.
• AI helps in creating and handing different compensation packages for the

employees.
• AI helps in reducing the brain load to utilize in different directions for the benefits

of the organization [4].
• AI can also help in finding the employees referral.
• AI also helps in shift swap data at run time.
• AI helps in handling the changing environment and adapting new techniques

easily.

The chapter discusses three major domains which are shown in Fig. 1. Figure 1
depicts the interrelationship between artificial intelligence, Smart HR, and the
strategic partner role between both the variables.

• Artificial Intelligence

AI is one of the oldest fields of study in technical domain, and it has started
evolving since the mid-1950s. The term artificial intelligence evolves in the
year 1956 at the Dartmouth Summer Research Project on Artificial Intelligence
conducted in a workshop by John McCarthy. It would not be prudent enough
to frame any absolute definition of AI. AI generally correlated as “thinking
machines.” The concept of artificial intelligence is defined as “machines that
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Fig. 1 Relationship between HRM and AI. Source Author’s Own Work

simulate the thinking capabilities of human being” [5]. Nowadays, AI is
omnipresent in almost all the areas.

• Smart HRM

The first variable is the HRM professional’s primary role as indicated by the
HRM professionals themselves. This variable is measured on a nominal scale:
(1) directing/supervising (i.e., HRM director, HRM manager, HRM supervisor),
(2) HRM policy-making (i.e., HRM policy advisor, HRD specialist, or compen-
sation and benefits specialist), (3) general HRM advising roles (i.e., HR advisor),
(4) specialist (i.e., career advisor, recruitment, or outplacement advisor), and (5)
administrative or operational (i.e., HR assistant, HR administrator). The focus
is on the “administrative/operational” role as the development of this role may
reflect the shift from “administrative” to “strategic.”

• Strategic Partner

The term strategic partner means mutual relationship between two entities,
commodity, variables, and organizations. Nowadays, organizations are creating
partners to implement their budding strategies for the successful outcome.
Strategic partners generally help each other to create a niche for themselves.
It helps in developing the employees to take strategic decision and develop their
entity as successful bonding between the two.

• Role of Strategic Partner in AI and HRM

Human resource is responsible for enlargement. It has the capacity to enhance
synergy and convert the lifeless products into useful products. HRM is defined
as “the art of procuring, developing and maintaining competent workforce to
achieve the goals of an organization in an effective and efficient manner.” The



322 S. Agarwal et al.

evolution of HR starts with the commodity concept and now till the time it is
considered as strategic partner for the organizations.

Majorly HR functions were divided into two parts

a. Managerial functions
b. Operative functions
c. Managerial Functions: Themanagerial functions consist of PODCmodelwhich

means planning, organizing, directing, and controlling.
d. Operative Functions: The operative functions consist of procurement, devel-

opment, motivation and compensation, maintenance, integration, and emerging
issues.

To discuss in detail the strategic role of HRM at managerial level and AI, author
describes all the subsets one by one mentioned below (Fig. 2):

AI Planning: The term planning means choking out the whole idea in black
and white to describe the tasks. It includes 5W + 1H which indicates the What,
Why, Where, When and by Whom+ 1 How. So, in traditional method planning was
executed by the humans as per their decision-making capabilities which sometimes
results in human error and human biasing.

With the introduction of artificial intelligence into planning process, the data was
imported into abundance and helps in identifying the trends and patterns which create
different models for decision making. Further, applying the optimization techniques,
AI helps in conducting proper planning, for example, Deloitte.

AI-Organizing: AI creates and helps in changing organizing structures of the
organizations. With the help of AI, organizations can easily find out the reporting

CONTROLLING

DIRECTING

ORGANIZING

PLANNING

ARTIFICIAL 

INTELLIGENCE

Fig. 2 Relationship between AI and managerial functions of HRM. Source Author’s Own Work
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and subordinating authority. In case there is flat structure, AI will help in utilizing
the employees in an optimized manner. Where the structure is hybrid, AI helps in
finding the duplicate resources and helps in reducing the headcount by automating
various functions and processes, for example, IBM.

AI-Directing: The process of directing and guiding the employees to achieve their
assigned tasks and duties is known as directing. The implementation of AI helps in
giving proper guidance and direction to the employees to complete their tasks. AI
helps in performing administrative duties which engage the managers most in the
organizations. Further, with the help of AI, manager’s time will be saved, efficiency
will be enhanced, and helps in minimizing the cost as well, for example, Layne
Thompson.

AI-Controlling: The process of checking the actual performancewith the planned
performance is known as controlling. With the involvement of AI, the gap between
the actual performance and the planned performance is reduced to minimum. So,
with the inclusion of AI, the controlling needs minimum investigation which again
helps in saving time and money of the organization. Further, it helps in avoiding the
doing and redoing approach within the organization, for example, Infosys.

Table 1 shows the variables utility with respect to traditional method and
contemporary method.

b. Operative Functions: The operative functions consist of procurement, devel-
opment, motivation and compensation, maintenance, integration, and emerging
issues.

• AIProcurementFunction: The termprocurement is predominantly capturing the
whole functions of human resource management. It consists of various subfunc-
tions, namely job analysis, human resource planning, recruitment, selection,
placement, induction and orientation, internal mobility.

The foundation of human resource management is job analysis. Job analysis is a
combination of job description and job specification. AI-powered job analysis helps
employers to identify the useful skill set and competencies for the prementioned job
description. AI completes the task of analyzing the job in couple of seconds, whereas
traditional method took months to match the required skill set.

The second part of human resource management is human resource planning
which consists of demand and supply of human beings. To reduce the gap between
demand and supply, AI plays the major role. With the help of AI, the gap between

Table 1 Traditional method versus AI method in terms of Management Functions

S. No. Variables Traditional method AI-enabled method

1 Planning More chances of error Less chances of error

2 Controlling In bigger organization, controlling is difficult Streamline controlling

3 Directing Chances of human error are more Less chances of error

4 Controlling Biased controlling Rational controlling
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the two is minimized and the cost in terms of monetary and non-monetary will be
earned for the organization.

The third part of human resource management is recruitment. There are lot of
software available in the market for the purpose of hiring the right candidate for
the organization, namely Turbohire (applicant tracking system). With the help of
these software, you can shortlist the CVs, select the relevant ones, and schedule the
interview automatically.

The fourth part of human resource management is selection. To select the best
candidate from the pool of recruited individuals, AI software automatically gives you
the best candidature on the basis of summation of all the steps of selection within no
time.

The fifth part of human resource management is placement. AI helps in placing
the right person at the right place within no time. It gives a complete information and
the best suitability of candidature within the organization.

The sixth part of human resource management is induction and orientation.
Nowadays, organization is doing orientation in an online mode with the help of chat-
bots. Chatbot helps in reducing monotonous human efforts. In human, monotonous
behavior creates lethargy in the behavior of the person responsible for orientation,
but this is not the case of chatbots.

The seventh part of human resource management is internal mobility. Internal
mobility is basically movement of human being within the organization be it hori-
zontal movement and vertical movement. AI helps in finding the right candidate for
the internal movement after analyzing the job, skillset of individual.

• AI Development Function: After procuring the employees, it is the moral duty
for the employer to train and develop their employees. The development function
consists of training,executive development, career planning and development, and
human resource development.

The training function is defined as to increase the knowledge, skill, and abilities
of employees. AI helps in identifying the training needs and the individuals for the
organization who required the training.

Secondly, AI-powered executive development also helps at the senior level to
find them and create value for the organization.

Thirdly, there are software which helps in developing the career path and devel-
opment for the employees so that they feel secured within the organization and
believe that they have a long way to go.

Lastly, human resource development can take place with the help of AI as they
provide precise information about the individuals.

• AI Motivation and Compensation: When the employee feels that they have
the opportunity to develop within the premises and their urge of motivation and
perception about compensation becomes prominent. It consists of job design,work
scheduling, motivation, job evaluation, performance appraisal, compensation
administration, and incentives and benefits [6].
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The first way is work scheduling which can be easily done with the help of AI.
Employees can easily schedule their work, tasks, duties with the help of software’s
like email, Excel, data analytics tool. It helps in prioritizing the job and earned the
time and cost for the organization.

There are chatbots which talk with human being and as per their coding helps in
answering the questions of human being. Motivation chatbots are available in the
market which helps in counselling and guidance for the employees. The information
sharedwith chatbots is kept securedwithin the privacy guidelines of the organization.

Third and the most important shift in handling the concept is performance
appraisal, compensation administration, and incentives and benefits. Tradition-
ally, all the above-mentioned parameters were suffered from the human bias. With
the introduction of AI in appraisals, all the tasks are rationalized and equal remu-
neration for equal performance without any judgment biasness will be given to the
employees.

• AI Maintenance Function: The booming area of human resource management
is maintenance function which consists of health and safety, employee welfare
(housing, transportation, recreation), social security. AI enabled all the functions
online and easy identification of health insurance, medical benefits, terms and
conditions for welfare and security of employees [7].

• AI Integration Function: The major role of human resource management is
to integrate all the ends to create an intact and strong system of organiza-
tions. The integration function consists of grievance redressal, discipline, teams
and teamwork, collective bargaining, employee participation and empowerment,
trade unions and employers’ associations, industrial relations.AI-enabled system
provides helps in maintaining the discipline, resolving grievances timely, making
the teams and handling diverse teams, virtual teams [8].

• AI Emerging Issues: To create a strategic role in HRM, there are emerging
issues which are namely mentioned as personnel records, human resource audit,
human resources research, human resource accounting, human resource informa-
tion system, stress and counselling, international human resource management.
To maintain the personnel records, access them, and take decisions, AI helps in
getting and providing information to take relevant decisions.

Table 2 shows the variables utility with respect to traditional method and
contemporary method.

3 Benefits of AI in HRM

• AI improves various internal processes of the organization [9].
• AI reduces the human errors.
• AI helps in taking decision with time effective method.
• AI saves cost of finding a best suitable person of the organization.
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Table 2 Traditional method versus AI method in terms of HRM functions

S. No. Variables Traditional method AI-enabled method

1 Procurement Human supply is limited Human supply is huge

2 Development Development requirements
are limited

Abrupt technological change

3 Motivation and
compensation

People were self-motivated People required motivation

4 Maintenance Health and safety
requirements were not
required much

Health and safety were
required as there are
environmental changes

5 Integration People were integrated
strongly

People were not integrated
with the organization

6 Emerging issues Personnel records were
easily maintained

Personnel records were hard
to maintain

4 Conclusion

With the invent of artificial intelligence, it helps to the core of the organization. Steve
Meier (2019) Artificial intelligence shows a lot of benefits to the organization in
terms of enhancing the features, functions, performance of the products and services,
to make and take better decisions, create new products, optimize internal business
operations, help in automation of tasks, and process which ultimately free up the
employees. Those employees can further utilize their time and brain in more creative
and innovative learnings. Further, AI also helps in pursue new markets, capture and
apply scarce knowledge wherever needed, reduce headcount through automation,
etc.

To conclude, AI is the boon for businesses. AI is considered as the backbone for
the organizations in the current scenario. Usage of AI especially in the domain of
HRM is a ray of hope for the HRmanagers [10]. The subdomains of HRM are HRIS,
HRP, and HR analytics coming up in big way as a way of growth for businesses.
Artificial intelligence is supporting in making the processes easy (Shurlly Tiwari).
AI in business is not to replace human being but considered as a spouse to human
beings [11].
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