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Preface 

The scope of this book includes a significantly long portion of the electromagnetic 
spectrum, starting from the mm-waves (i.e., 30 GHz) and extended up to the end of the 
near-IR spectrum (i.e., 450 THz). Most significant aspect of this portion of the electro-
magnetic spectrum is that it includes a frequency regime where the gradual technolog-
ical transition from electronics to photonics can be observed; this frequency regime is 
nothing but the THz frequency spectrum (0.3–10 THz). This book provides detailed 
analysis, description, and discussion of some recently developed technologies under 
this extended frequency spectrum. Especially, the emphasis is given to the state-of-the-
art and upcoming research going on at various parts of the globe on THz science and 
technology. Some significant contents of this book are Ku-band substrate integrated 
waveguide,galliumnitrideterahertz integratedpowermodule,heterostructureelectro-
optic modulator, graphene nanoribbon field effect transistors, birhythmic behavior 
in dual loop optielectronic oscillators, infrared sensor-based object detection circuit 
for computer vision applications, bandwidth management techniques in 6th genera-
tion mobile communication, noise performance of millimeter-wave impact avalanche 
transit time (IMPATT) oscillators, high frequency passive circuits, asymmetric junc-
tionless dual material double gate MOSFETs, gate all round tunneling field-effect 
transistor (GAA-TFET) based on graphene nanoribbon (GNR), generalized distribu-
tion functions in heavily doped nanomaterials at terahertz frequencies, influence of 
THz frequency on the gate capacitance in two-dimensional quantum-well field effect 
transistors, alternative scheme of quantum optical superfast tri-state controlled-NOT 
gate using frequency encoding principle of light with semiconductor optical amplifier, 
use of frequency encoding principle for implementing nano-photonic ultrafast tri-state

v



vi Preface

Pauli X gate, etc. This book covers a very vast audience from basic science to engi-
neering and technology experts as well as learners. This could eventually work as a 
textbook for engineering students or science masters programs and for researchers. 

Cooch Behar, India 
Asansol, India 
Shizuoka, Japan 

Aritra Acharyya 
Arindam Biswas 
Hiroshi Inokawa
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Introduction to Millimeter-Wave, 
Infrared and Terahertz Technologies 

Aritra Acharyya, Arindam Biswas, and Hiroshi Inokawa 

Abstract In this preparatory chapter, brief introductions to the state-of-the-art 
millimeter-wave (mm-wave), infrared (IR) and terahertz (THz) technologies are 
given. Short descriptions of prospective applications of mm-wave, IR and THz signals 
have also been included in this chapter. A chapter-wise overview of the entire book 
has been incorporated at the end of this introductory chapter. 

1 Introduction 

The subject matter of this book covers three major frequency bands of the electro-
magnetic spectrum, such as millimeter-wave (mm-wave), infrared (IR) and terahertz 
(THz) spectrums. The mm-wave spectrum begins at 30 GHz and it is extended up to 
300 GHz; the wavelength range of 1–10 mm falls within this spectrum. On the other 
hand, the IR spectrum starts from 0.3 THz and ends roughly at 430 THz. As a whole, 
the IR spectrum is a very wide frequency regime (wavelength range is 0.7–1000 µm). 
The IR spectrum is conventionally divided into three separate sub-spectrums, such 
as (i) near-IR spectrum having the wavelength range of 2.5–25 µm (i.e. frequency 
range of 120–428.57 THz), (ii) mid-IR spectrum having the wavelength range of 
0.7–2.5 µm (i.e. frequency range of 12–120 THz), and (iii) far-IR spectrum having 
the wavelength range of 25–1000 µm (i.e. frequency range of 0.3–12 THz). These 
sub-spectrums like near-, mid- and far-IR regions are named with respect to their
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2 A. Acharyya et al.

Fig. 1 Electromagnetic spectrum showing the position of the THz band [1] 

close proximity to the visible spectrum of light (i.e. 0.39–0.7 µm). Now, the THz 
region is the portion of the electromagnetic spectrum (0.3–10 THz), which begins at 
the end of the mm-wave spectrum and extends up to far-IR regime. The left side of 
the THz spectrum belongs to the world of ‘Electronics’ and the world of ‘Photonics’ 
starts from the right edge of this spectrum. Figure 1 depicts an elaborate illustration 
of the electromagnetic spectrum [1]. In Fig. 1, the entire broad frequency band 1– 
300 GHz is denoted as microwaves; however, the spectrum 1–30 GHz is specifically 
known as microwaves and the spectrum 30–300 GHz is known as mm-waves. 

The mm-wave spectrum is highly demanding for future wireless communica-
tion technologies [2]. Presence of three low absorption window frequencies, such as 
94, 140 and 220 GHz (Fig. 2) makes it a highly attractive spectrum for wideband, 
long-haul wireless communication applications. In order to support ultra-high data 
rates, 5th generation (5G) technology is currently utilizing the mm-wave band of 
24–86 GHz. Less costly mm-wave links may also replace comparatively costlier 
fibre optic links between mobile base stations. In future, mm-wave spectrum will be 
utilized in ultra high definition (UHD) video transmission, IEEE 802.11ad WiGig 
technology, next generation satellite communication links, wideband and high defi-
nition and high fidelity video and audio transmission in virtual reality devices, etc. 
However, despite having several advantages of this spectrum, one major hurdle is 
still obstructing the rapid progress of this technology. Considerable amount of atmo-
spheric absorption of the mm-wave frequencies, especially in fog, dust particles, 
clouds, etc. is limiting the mm-wave communication range.

The IR spectrum is already in use in several existing technologies. Infrared heating 
technologies are used in safe heat therapy methods of natural health care and phys-
iotherapy, cooking, industrial manufacturing processes, etc. Infrared imaging tech-
nology is very popular in military applications like passive night vision goggles, 
astronomy, etc. Most popular application of this spectrum is the use of it in high 
speed, wideband, short or medium or long range fibre optic communication tech-
nology. This technology utilizes three low absorption window wavelengths, such as 
(i) 1st window centred at 0.85 µm, (ii) 2nd window centred at 1.35 µm and (iii) 3rd 
window centred at 1.55 µm; Fig. 3 shows the positions of those windows [3].
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Fig. 2 Atmospheric absorption versus frequency/wavelength plot at sea level and at 4000 m altitude 
[2]

Fig. 3 Attenuation versus optical wavelength plot in glass; three optical transmission windows are 
shown in this plot [3] 

The THz spectrum or THz band is also known as ‘THz-gap’, since it is the most 
technologically unexplored portion of the electromagnetic spectrum. As mentioned 
earlier, the ‘THz-gap is an almost untouched frequency band (0.3–10 THz) lying 
between well explored mm-wave and IR spectrums. Higher data rate can be achieved 
in THz communication systems as compared to their equivalent mm-wave counter-
parts. On the other hand, better penetration capability of THz waves as compared to IR
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frequencies makes the THz band superior to the IR spectrum in some specific appli-
cations. Currently, the THz spectrum has massive requirements in various scientific, 
security, medical and astronomical sectors. Some examples are bio-sensing, bio-
imaging, remote sensing, spectroscopy, industrial quality inspection, medical and 
pharmaceutical sectors, food diagnostics, astronomy, etc. [4–24]. Significantly, the 
lower energy of THz photons makes those more convenient as compared to the high 
energy X-ray photons for remote inspection of some highly delicate substances like 
historical artefacts, historical structures, historical paintings, etc. [25]. 

2 Brief Overview of the Book 

The scope of this book includes a significantly long portion of the electromagnetic 
spectrum, starting from the mm-waves (i.e. 30 GHz) and extended up to the end of 
the near-IR spectrum (i.e. 450 THz). Most significant aspect of this portion of the 
electromagnetic spectrum is that it includes a frequency regime where the gradual 
transition from electronics to photonics occurs; this frequency regime is nothing but 
the THz frequency spectrum. This book provides a detailed analysis, description and 
discussion of some recently developed technologies under this extended frequency 
spectrum. Especially, the emphasis is given on the state-of-the-art and upcoming 
research going on at various parts of the globe on THz science and technology [26– 
36]. This book can be considered as a textbook for undergraduate, post graduate, 
doctoral students and also for scientists due to the ultra-broad coverage of it. 

Chapter-wise organization of the entire book is provided in this section. Sensi-
tivity analysis of Ku-band substrate integrated waveguide has been presented in 
Chap. 2 for photonic circuit integration. The possibilities of realizing Gallium Nitride 
integrated power module for terahertz wave generation are discussed in Chap. 3. 
Design methodologies of SiSnC/Si heterostructure electro-optic modulator (EOM) 
for optical signal processing applications have been included in Chap. 4. Design  
and optimization techniques of graphene nanoribbon tunnel field effect transistors 
(TFETs) for low power digital applications are described in Chap. 5. Chapter 6 
describes a very interesting topic of optoelectronics, i.e. birhythmic behaviour in dual 
loop optielectronic oscillators. Performance analysis of optical arithmetic circuits 
using artificial neural networks has been presented in Chap. 7. Chapter 8 demon-
strates the design and modelling of an infrared sensor-based object detection circuit 
for computer vision applications. A comparative analysis on bandwidth management 
techniques in 6th generation mobile communication has been presented in Chap. 9. 
Noise performance of millimeter-wave impact avalanche transist time (IMPATT) 
oscillators has been summarized in Chap. 10. Chapter 11 deals with a brief introduc-
tion of high frequency passive circuits. Impact of negative bottom gate voltage for 
improvement of RF/analog performance in asymmetric junctionless dual material 
double gate MOSFET has been discussed in detail in Chap. 12. Chapter 13 presents 
a DC and RF analysis of gate all round tunneling field-effect transistor (GAA-TFET) 
based on graphene nanoribbon (GNR). Generalized distribution functions in heavily 
doped nano materials have been studied at terahertz frequency and the results are
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summarized in Chap. 14. Chapter 15 deals with the influence of THz frequency 
on the gate capacitance in two-dimensional quantum-well field effect transistors 
(QWFETs). Chapter 16 reveals an alternative scheme of quantum optical superfast 
tristate controlled-NOT gate using frequency encoding principle of light with semi-
conductor optical amplifier. Finally, the Chap. 16 deals with the detailed discussion 
regarding the use of frequency encoding principle for implementing nano-photonic 
ultrafast tristate Pauli X gate. 
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Sensitivity Analysis of Substrate 
Integrated Waveguide at Ku Band 
for Photonic Circuit Integration 

Pampa Debnath, Arpan Deyasi, and Ujjwal Mondal 

Abstract Electromagnetic bandgap structure has remained the backbone of 
photonic circuit design and fabrication, precisely after the invention of photonic 
crystal structure. However, another interesting field has also progressed in parallel 
with EBG is transmission line design, both in unbounded and bounded forms. There-
fore, it becomes compatible to invoke waveguide and 2D planar antenna in the 
photonic circuit, as far as from a material science point of view, and here lies the 
need for research in estimating the performance parameters of those structures for 
successful integration. The two fundamental parameters, that need to be evaluated 
in this context, are cut-off frequency and impedance sensitivity for any bounded 
transmission line; which shapes the propagation of electromagnetic field inside the 
guided medium. In this present chapter, analysis has been carried out for substrate 
integrated waveguide at microwave frequency spectrum for performance evaluation, 
which speaks about its candidature for photonic circuit integration. 

1 Introduction 

Modern communication systems have the operating spectrum in microwave and 
millimeter wave spectra, and therefore, all the corresponding trans-receiver sections 
including antennas and channel needs to be designed considering the region of opera-
tion. Though conventional optical communication systems have exhibited improved 
characteristics in the last two decades in terms of lower loss and reduced cost, but 
the requirement has shifted in a new paradigm since the development of all-optical 
integrated circuit. More precisely, research on photonic crystal (PhC) structure has 
ushered an emerging communication system which requires the invention of secured
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channel transmission having compatible electromagnetic characteristics. Substrate 
integrated waveguide (SIW) is probably the promising candidate in this regard till 
date where electromagnetic waves can be transmitted in those desired narrow EBG 
regions as offered by PhC based filters and isolators. 

Conventional transmission lines such as coaxial cables or two wire transmission 
lines are generally used for the propagation of electromagnetic energy, as evident 
from day-to-day utilization. However, for application point-of-view, these non-planar 
structures are difficult to integrate with planar structures. Conventional waveguides 
are improved versions of the traditional transmission line. But they are bulky and 
non-planar also. A well-accepted recent technological solution to this long-standing 
problem comes with the invention of the Substrate Integrated waveguide, which 
is an advanced module of conventional metallic counterpart. In this modern high-
frequency device, two rows of metallic vias have been embedded in a dielectric 
substrate between two conductors. It can alternatively be looked at as a rectangular 
waveguide filled with dielectric substrate. Similar configurations were developed 
previously under several terminologies such as post wall [1–3] and laminated [4–7] 
waveguide. 

Rapid improvement of high frequency communication systems has forced an 
ever-rising demand for low cost, high power, high efficiency and easy to integrate 
compact devices. Microstrip line and conventional hollow waveguide have been used 
extensively for the recognition of high frequency devices [8–10]. These conventional 
technologies reveal certain disadvantages. Rectangular waveguide suffers from high 
cost, massive in size and complex developing process, whereas dielectric loss is the 
main drawback of microstrip technology at high frequency. A new technology known 
as gap waveguide [11] has been recently developed that overcomes the disadvantages 
of traditional technologies like a rectangular waveguide. Several transitions have 
been found in different literature. A simple transition of coaxial port to Ridge Gap 
waveguide (RGW) has been made by feeding the port in the top plate of RGW [12]. 
A bandwidth of 4 GHz with 10 dB return loss has been found in this transition. Ina 
waveguide [13] to RGW transition using excitation of the coaxial port has been done 
where a bandwidth of 20% at −15 dB matching level has been observed. A transition 
of microstrip to RGW has been designed in [14] with 25.4% bandwidth at better than 
15 dB return loss and 0.85 dB insertion loss. A transition of inverted microstrip gap 
waveguide to rectangular waveguide using a planar probe to feed a horn antenna 
array has been presented in [15]. This transition has been done in two configurations 
in which a bandwidth of 45% at −15 dB return loss and 0.5 dB insertion loss has 
been found. 

Most of the benefits like high quality factor and electrical–mechanical shielding 
are preserved by these SIW structures. Press worthy characteristic is that by using 
the same technology complete balance integration can be accomplished concerning 
active–passive circuits [16–20] and antenna [21] on the same substrate. For mm 
wave applications, circuits and antennas cannot be independently manufactured at 
very high frequency bands. Different processing technique such as LTCC and PCB 
has been used for the integration of several circuits and antenna using single or 
multi-layered SIW.
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Role of material parameters in this system design plays a pivotal role as the 
compatibility of channel and circuit components augments the integration process. 
Henceforth, circuit components should be made by the materials of the channel. This 
is possible for SIW as channel and PhC based devices as transmitter and receiver 
circuits. The next section of the chapter depicts the pioneering works carried out in 
these fields individually without visualizing the system integration perspective. 

2 Literature Review 

An increased demand has been observed in wireless communication systems as 
several applications have been developed in micro and millimeter wave range of 
frequencies. Diverse applications [22–25] in the area of automotive RADARs, 
Biomedical devices and wireless sensors in millimeter wave frequency range have 
been anticipated in millimeter frequency range. The success of any system depends 
on cost effective equipments, appropriate for the mass production of systems. The 
heart of any system depends on the active components such as filters, mixers, local 
oscillators and low noise amplifiers (LNA). The most talented technology to build 
this stage is Substrate Integrated waveguide (SIW) [16–18, 26, 27]. It is similar 
to the structure of a conventional waveguide fabricated by two rows of metallic 
vias in a dielectric substrate. Its propagation characteristics, field configuration and 
dispersion characteristics are similar to the conventional waveguide. Most reliable 
and interesting features of SIW are high power handling capability in addition 
to high quality factors. Also, all active and passive components and antennas are 
implemented on the same substrate. SIW was initially invented as a post wall or 
laminated waveguide [6, 7] in an array of antennae. SIW technology has been 
employed in different applications [16–20, 28, 29] like filters, couplers, circulators, 
slot and leaky wave antennas. Several waveguide components have already been 
employed using SIW. For analysis of dispersion characteristics of SIW, either 
commercial software or electromagnetic simulators based on finite difference time 
domain or frequency domain technique [30], transverse resonance method [27], 
boundary integral-resonant mode expansion technique [31] have been used. Critical 
issue in the design of SIW when operated in mm wave frequency range is the 
minimization of loss. Conductor loss, dielectric loss and radiation losses are the 
major three losses [32, 33] that have to be taken into account in the design of SIW. 

For practical application, electromagnetic wave transmitted inside SIW has to be 
transferred inside the confined channel, and for secure transmission with minimum 
data loss, photonic crystal based fibre has paved the way for replacing the age-old Cu 
cable. Ever since the conceptual formation of all-optical integrated circuit [18, 19], 
the requirement of photonic components [34–37] is emerging day-by-day in order 
to replace the existing electronic counterparts for better SNR, reliability, efficiency 
or compatible integration. This eventually leads to search of novel materials [38–40] 
from a performance improvement point-of-view. Here comes the importance of
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photonic crystal, which makes a major breakthrough for the design of photonic inte-
grated circuits by enabling the possible realization of different optical components 
[41, 42] considering the inherent feature of restricting electromagnetic waves of a 
few selected wavelengths and allowing others in the direction of propagation; and 
negative refractive index-based materials are the new class added to enhance the 
selective feature for ultra-narrowband spectrum [43]. However, low-K dielectrics 
are also investigated in the recent past for PhC based filter design, which also helps 
to integrate with SIW structure. In this context, design frequency and sensitivity 
become two extremely critical parameters for future circuit design. 

In the present chapter, both cut-off frequency and sensitivity of SIW structure 
are analytically computed as a function of dimensions and operating spectrum (Ku 
band). The total manuscript is subdivided in the following sections: Sect. 3 exhibits 
design rule, Sects. 4 and 5 respectively describe cut-off frequency and sensitivity 
respectively, and chapter is ended with conclusion. 

3 Design Rule 

The main parameters of SIW are the thickness of substrate ‘h’, relative permittivity 
‘εr’, ‘a’ (width of SIW), ‘d’ (diameter of vias) and ‘s’ (separation between adja-
cent viases). The cut off frequency has been determined by taking into consideration 
the separation between the rows of metalized vias and the permittivity of dielec-
tric material. As the current flow does not present through the two side walls of 
SIW, therefore transverse magnetic mode has not been supported by SIW instead 
propagation of transverse electric mode is only possible in this waveguide (Fig. 1).

Dispersion characteristics of [44] an SIW were meticulously examined and 
acknowledged with the combined method of BI-RME and Floquet theorem. The 
study of this characteristic reveals that both SIW and conventional rectangular waveg-
uide has similar transmission characteristic provided both waveguides are filled with 
the same type of dielectric material using the equivalent width ‘w’ of SIW. It can be 
obtained by 

w = a − 
d2 

0.95s 
(1) 

Diameter to width ratio has not been included in the above Eq. (1) and error comes 
into view when diameter ‘d’ increases. 

To defeat this flaw, a numerical formulation was suggested in [26] based on the 
finite element method for finding the propagation constant of SIW in complex form. 
A precise empirical equation can be presented as:
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Fig. 1 Substrate Integrated Waveguide a side view; b top view

w|T E10 
= a − 

1.08d2 

s 
+ 

0.1d2 

a 
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w|T E20 
= a − 

d2 

1.1s 
+ 

d3 

6.6s2 
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An additional accurate full-wave approach based on the method of lines (MoL) 
is mentioned in [44] where an eigenvalue equation has been formulated to enhance 
the computational efficiency to represent the transmission characteristics of SIW. 
The proposed method helped to formulate valuable empirical equations to construct 
different components of SIW. 

A high frequency software simulator has been chosen for analysis of SIW modes 
because the S matrix formed by this software is appropriate for integration with 
mathematical calibration technique. Both SIW and conventional rectangular waveg-
uides have identical properties but few differences still exist. Periodic structure exists 
in the configuration of SIW which may produce electromagnetic band-stop circum-
stances. SIW structure suffers a leakage difficulty owing to periodic gaps. Therefore, 
a leakage wave has been found in the analysis of SIW.
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3.1 SIW Modes 

Only TEx0 modes exist in SIW configurations. This is a very significant characteristic 
of SIW. In a guided structure, the establishment of mode refers that there should be 
the existence of surface currents. SIW can be considered as a rectangular waveguide 
with periodic holes on side walls. A huge radiation may exist if the currents cross 
the holes. There will be a very negligible radiation if the holes are aligned along the 
direction of movement of current. 

The surface current has not been disturbed by periodic holes; therefore, the mode 
can be conserved in SIW. Identical surface currents have been found on the side 
walls in all TEx0 modes which is the reason for existing modes in SIW. Consider 
TM mode is propagating with holes of the side walls of SIW; a surface current 
with longitudinal feature has been generated by a transverse magnetic field. A high 
radiation occurred as transverse holes cut the surface current. These holes will also 
generate high radiation if TExy modes propagate in SIW with holes on side walls. So 
only TEx0 modes should be endorsed in SIW as suggested by holes radiation. The 
basic mode of SIW is TE10 mode as shown in Fig. 2. Similar field configuration has 
been observed in SIW as well as rectangular waveguide. 

4 Cut-Off Frequency of SIW 

Figure 1 demonstrates a distinctive SIW structure that is amalgamated with metallic 
holes. A substrate with low loss has been used here. Dimensions of SIW structure 
are optimized as mentioned in the figures, where ranges are considered within a 
practical framework. The dispersion features of SIW are equivalent to a conventional 
rectangular waveguide with equal width. As we assumed that the distance between 
two rows of metallic holes of SIW is ‘a’, diameter of hole is ‘d’, distance between 
adjacent hole ‘s’, therefore the effective width can be given as mentioned by Eq. 2.

The propagation constant of SIW may be written as 

β(w) =
/

ω2με −
(

π 
wef  f

)2 

(4) 

From Eqs. 2 and 4, propagation constant ‘ß’ is calculated by the distance between 
two rows of metallic holes of SIW entirely for known values of dimensional as well 
as material parameters. 

From Fig. 3, it has been observed that cut-off frequency varies monotonically 
with all the dimensional variations. However, it decreases with increasing both ‘a/h’ 
and ‘a/d’, whereas slowly increases with ‘d/s’.
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Fig. 2 Field & current distribution of Substrate Integrated Waveguide: a TE10 Electric field vector 
distribution; b Magnitude of Electric field distribution; c Surface current distribution
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SIW has cutoff frequency for basic mode TE10 alike rectangular waveguide. The 
cutoff frequency for TE10 mode and TE20 mode [22] are given by Eqs. 5, 6 and 7, 
8 respectively. Frequency of operation of SIW should satisfy the criteria fcTE10 < f  
< fcTE20 

fc|T E10 
= c 

2
√

εr

(
a − 

d2 

0.95s

)−1 

(5) 

fc|T E10 
= c 

2wef  f
√

εr 
(6) 

fc|T E20 
= c √

εr

(
a − 

d2 

1.1s 
+ 

d3 

6.6s2

)−1 

(7) 

fc|T E20 
= c 

wef  f
√

εr 
(8)

It has been observed that with increasing ‘a/h’ and ‘a/d’ ratio cut-off frequen-
cies for TE10 and TE20 mode are exponentially decreasing whereas cut-off frequen-
cies increase with increasing d/s ratio. Using the combined method of BI-RME and 
Floquet’s theorem, cut-off frequencies of TE10 and TE20 for SIW as shown in Eqs. 5 
and 7 respectively, have been found out. 

5 Sensitivity 

Good performance SIW can be designed and its achievability can be obtained by using 
a commercial software HFSS. But surplus alternation in measurement can cause a 
change in electrical properties. Due to a small change in the electrical dimension of 
SIW, change in relative permittivity of substrate material, or inaccuracy of substrate 
thickness, this type of divergence may occur. 

Reduction of tolerance can be possible by using more accurate fabrication as well 
as using a very good dielectric substrate. Other way to design a tolerance insensible 
SIW, is depending on the tolerance effect of the structure. 

Sensitivity can be defined as 

SX 
Y = ΔX

ΔY 
(9) 

The above equation can be employed to establish the divergence in circuit features 
for a particular tolerance. Sensitivity investigation for Z0 is presented here. 

The impedance of SIW can be calculated using the given formula
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Fig. 3 a: Cut off frequencies for TE10 and TE20 modes for varying ‘a/h’. b: Cut-off frequencies 
for TE10 and TE20 modes for varying ‘a/d’. c: Cut-off frequencies for TE10 and TE20 modes for 
varying ‘d/s’
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Fig. 3 (continued)

Sensitivity tolerance with respect to ‘a/h’, ‘a/d’, ‘d/s’, and λ are presented in 
Fig. 4. It has been observed that all sensitivity curves are monotonically changing 
without any abrupt fluctuation. The tolerance consequence of each parameter is 
approximately identical but the changing limit is dissimilar. It has been also observed 
that SIW impedance decreases with increase of ‘a/h’ and ‘a/d’ whereas sensitivity 
increases with increase of ‘d/s’ and λ.

6 Summary 

The present analysis deals with the impedance sensitivity of high-frequency commu-
nication channel at Ku band when integrated in an optical integrated circuit. Results 
exhibit variation of sensitivity with structural parameters which helps the design 
engineer to set the operating point as per the practical limit. For integrated design, 
the range of channel dimension becomes extremely important as far as wired commu-
nication is concerned, and the present work throws light on that factor. This work 
may further be extended when a proper EBG structure with pre-defined bandgap can 
be designed, and then only the composite system may function successfully.
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Fig. 4 a: Impedance sensitivity w.r.t ‘a/h’ at 15 GHz. b: Impedance sensitivity w.r.t ‘a/d’ at 15 GHz. 
c: Impedance sensitivity w.r.t ‘d/s’ at 15 GHz. d: Impedance sensitivity w.r.t wavelength. The char-
acteristic impedance, phase constant of SIW is the function of width, substrate dielectric constant, 
height, the distance between metallized holes and diameter of holes. There are some significant 
factors that consist in fabrication for example location and dimension of via holes. Most of these 
parameters affect the variations of characteristic impedance and phase constant
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Fig. 4 (continued)
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Generation 
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Abstract Gallium nitride (GaN) has been emerged as a potential semiconductor 
material for realizing terahertz (THz) solid-state sources. In this chapter, possibilities 
of realizing two GaN avalanche transit time (ATT) diode based integrated THz power 
module structures have been discussed. Design and simulation of the GaN ATT diode 
have been carried out by using an indigenously developed large-signal simulation 
tool; diode structure and its detailed simulation results are already reported elsewhere. 
In this work, two integrated power module structures consisting of (i) a disk-cap 
circular microstrip patch antenna for narrowband operation and (ii) a slotted-disk 
circular microstrip antenna for the broadband operation to be fabricated on the diode-
head are proposed and analyzed. High Frequency Structure Simulator (HFSS) is used 
to simulate the frequency response of the proposed structures.
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1 Introduction 

It is already well known fact that gallium nitride (GaN) is a potential material 
for realizing micro- and nano-scale devices which are capable of radiating high 
power terahertz (THz) waves [1–10]. Out of various solid-state THz radiators like 
resonant tunneling diodes, heterojunction bipolar transistors (HBTs), high electron 
mobility field effect transistors (HEMTs), quantum cascade lasers (QCLs), etc. [11– 
37] avalanche transit time (ATT) devices, more specifically impact avalanche transit 
time sources (IMPATT) diodes have more capabilities of generating high-power, 
high-efficient THz waves [38, 39]. Theoretical studies predict that the GaN based 
IMPATT oscillators are capable of THz power of the order of milli-watt (mW) up to 
5 THz. In this chapter, the authors have presented an elaborated discussion on the 
possibilities of realizing a novel integrated power module by integrating the passive 
radiating element (i.e. the antenna) with the active source (i.e. the IMPATT structure). 

Initially, the chapter can be organized into six sections which provided brief 
discussions on the primary developmental steps of the proposed integrated power 
module. Those are given by. 

(i) Design and Fabrication of the Seed IMPATT diode Structure, 
(ii) Bonding and Packaging, 
(iii) Resonant-Cap Cavity for THz IMPATT Source, 
(iv) Broadband Oscillator Realization, 
(v) Source-Antenna Integration, and 
(vi) Power Combining. 

Finally, in the final section device structure, material properties, simulation technique 
and simulation results are presented. 

2 Design and Fabrication of the Seed IMPATT Diode 
Structure 

Design and simulation of GaN based DDR IMPATT seed structure shown in Fig. 1 for 
1.0 THz frequency generation has already been carried out [39]. Doping and thickness 
of different layers of the DDR structure are already chosen subject to obtain maximum 
DC to RF conversion efficiency [39]. The metal contacts for both anode and cathode 
have been confirmed by acquiring knowledge from the published literature. All details 
regarding the proposed DDR structure and its large-signal performance have been 
already published elsewhere [39]. However, after several close investigations, some 
issues have been raised regarding the proposed structure; those are point-wise briefed 
below.

1. Instead of using Sapphire [c(1000)-Al2O3] as the substrate for growing the entire 
DDR structure, it can be grown on GaN substrate. Primary advantage of homo-
epitaxial growth over hetero-epitaxial growth is the reduction of dislocation at the
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Fig. 1 Schematic diagram showing the vertical section of the 1.0-THz GaN DDR IMPATT structure 
grown on sapphire substrate [39] 

interface of the substrate and grown layer. Moreover, better thermal conductivity 
of GaN than Sapphire enables the GaN substrate to act as an internal heat sink.

2. Since the efficiency of the THz diode is expected to be smaller than 10%; therefore 
a large amount of heat energy is supposed to be dissipated within the diode during 
its continuous wave steady-state operation. This will lead to a thermal runway 
of the diode. In order to avoid this thermal issue, an external heat sink (having 
cylindrical shape) preferably made of type-IIa diamond (thermal conductivity 
~ 1200 W m−1 K−1) has to be attached below the substrate layer (Fig. 2a) of 
the diode chip by using an appropriate adhesive substance (having high thermal 
conductivity) [40–42]. The temperature distribution inside the type-IIa diamond 
heat sink is shown in Fig. 2b.

3. Proposed structure may face an electric field crowding effect which may lead 
to the edge (local) a breakdown or premature breakdown. Necessary structural 
modification has to be incorporated into the device structure in order to avoid 
such premature breakdown. 

After finding the appropriate solutions for the abovementioned three issues, the 
bonding and packaging issues will have to be taken into consideration.
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Fig. 2 a Diode chip attached on a cylindrical shaped type-IIa diamond heat sink, and b temperature 
distribution inside the heat sink for steady-state thermal operation at 500 K [40]

3 Bonding and Packaging 

Wire bonding of anode and cathode terminals of the diode has to be done with the 
S4 package. Wire bonding of the anode can be done by following the conventional 
wire edge boding technique. Middle portion of a 5–10 μm diameter gold wire can 
be bonded on the top of the diode chip (anode) by the thermal sonic compressor 
and both ends of the gold wire can be connected with gold coated ring-cap (package 
anode) of the S4 package by using silver epoxy baked at 150 °C for half an hour. 
The diode chip attached with the external type-IIa diamond heat sink has to be die-
bonded to gold coated copper cylinder at the lower surface of the S4 package; it will 
act as an integral heat sink along with the diamond heat sink. However, the bonding 
of the cathode with the gold coated copper cylinder (package cathode) is a tricky job. 
Figure 3 shows the bonding and packaging of the diode chip in an S4 package. Both 
anode and cathode of the diode chip have to be bonded with gold coated cap and gold 
plated copper cylinder respectively by using multiple numbers of gold wires in order 
to reduce effective parasitic series resistance; however, only single wire bonding is 
shown in Fig. 3. After packaging, the overall equivalent circuit of the packaged diode 
is shown in Fig. 4. Here, Lp and Cp are the package inductance and capacitance, -
RD, CD and RS are the diodes negative resistance, capacitance and parasitic series 
resistance (all are functions of frequency). At THz regime, stud-type package may 
be the better option as compared to the S4 package [43].

4 Resonant-Cap Cavity for THz IMPATT Source 

The packaged diode has to be embedded in an appropriately designed rectangular 
waveguide cavity resonator as shown in Fig. 5. The diode has to be reverse-biased 
and may be embedded inside the cavity via a bias post as shown in Fig. 5. The
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Fig. 3 Schematic illustrating the bonding and S4 packaging of the diode chip 

Fig. 4 Equivalent circuit of 
the S4 packaged IMPATT 
chip

packaged diode mounted inside the suitable cavity resonator (circuit) leads to device-
circuit interaction which results in oscillation. The magnitude of the overall negative 
resistance of the packaged diode designed to operate at 1.0 THz is very small, in the 
orders of 0.1–1.0 Ω [39]. On the other hand, the real part of the circuit impedance of 
the cavity resonator (resonant frequency f r = 1.0 THz) remains in the order of 100Ω. 
Therefore, a huge impedance mismatch is expected at this point and very inefficient 
power transfer can occur from the diode to the resonator. The impedance matching 
between the device and circuit can be achieved by using two possible methods. Those 
are.

(i) By using reduced height waveguide cavity, and. 
(ii) By using resonant-cap cavity. 

First method may be suitable for microwave/millimetre frequency range up to even 
94 GHz. However, to match impedance from the reduced height waveguide in which
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Fig. 5 Schematic of the packaged diode embedded inside a rectangular waveguide cavity resonator 
via a bias post

the diode is mounted needs to be matched with the full-height waveguide system 
either with stub matching or stepped impedance/exponential taper transformer. But 
for higher millimetre-wave frequencies and THz (0.3–10 THz) range it is impractical 
to use the post-mounting technique. Thus at the THz frequency range, resonant-cap 
cavity using a disk-cap resonator circuit is the best choice for impedance matching 
at  THz regime [44, 45]. 

In a resonant-cap cavity type source, the packaged diode is embedded in a high-
Q resonant-cap cavity and two together are mounted in a rectangular waveguide 
through which the source is connected to the load as shown in Fig. 6 [44]. The disk 
of the resonant-cap and the bottom broad-wall of the rectangular waveguide form the 
cap cavity, which is equivalent to a radial transmission line causing efficient power 
transfer from the device to the load [46]. The diameter of the disk must have the 
dimension D = (λr /4 + m λr /2), where λr is the resonant wavelength and m = 0, 
1, 2, 3, …… [46]. By choosing the suitable value of m, an appropriate cap-cavity 
structure can be designed.

5 Broadband Oscillation 

The disk can be made slotted (Fig. 7) in order to increase the bandwidth of the 
cap-cavity oscillator [47–50].
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Fig. 6 Schematic of a resonant-cap based source with the devices embedded in the resonant-cap 
cavity [6]

Fig. 7 a Side and top views of slotted disk structure, and b frequency response of slotted and 
un-slotted disk structure together with the bottom broad-wall of the waveguide
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Fig. 8 Radial transmission line structure for source-antenna integration 

6 Source-Antenna Integration 

The radial transmission line structure itself can behave like an integral antenna for 
the THz IMPATT source. Its principle of working may be understood in terms of 
modelling it like a microstrip antenna. Its major radiation lobe will be along the 
direction of z-axis as shown in Fig. 8. However, the bias feeding point to the packaged 
IMPATT will have to be decided (bias post should not interfere with the major lobe) 
in order to obtain the best radiation efficiency. 

7 Power Combining 

THz power output from a single source may be very small (practically < 10 mW). 
Therefore, suitable power combining multiple sources must be implemented in order 
to enhance the radiated THz power. Twin-cap IMPATT power combining technique



Possibilities of Realizing an Integrated Power Module for Terahertz … 29

Fig. 9 Twin-cap IMPATT power combiner [50] 

[50], vide Fig. 9, may be used that may be optimized for phase coherence using some 
form of Meta-surface too. 

8 Proposed Device Structures and Simulation Results 

Design and simulation of the GaN ATT diode have been carried out by using an 
indigenously developed large-signal simulation tool [39]; diode structure and its 
detailed simulation results are already reported elsewhere [39]. The important mate-
rial parameters used in the simulation are tabulated in Table 1 [51–54]. In this 
work, two integrated power module structures consisting of (i) a disk-cap circular 
microstrip patch antenna for narrowband operation and (ii) a slotted-disk circular 
microstrip antenna for the broadband operation to be fabricated on the diode-head 
are proposed and analyzed. High Frequency Structure Simulator (HFSS) is used to 
simulate the frequency response of the proposed structures. Figures 10 and 11 show 
the device structures and Figs. 12 and 13 show corresponding HFSS layouts. The 
two-dimensional (2D) electric field and carrier concentrations plot for the centre 
voltage 30 V are shown in Figs. 16 and 17 respectively. Maximum electric field at 
the metallurgical junction is found to be ξ max = 22.5476 × 107 V m−1. The electric 
field crowding effect was not considered for our simulation; however, it is better 
to study its impact while simulation its actual structure. The real and imaginary 
parts of the device (Zd(f ) = Rd(f ) + jXd(f )) and antenna (Zc(f ) = Rc(f ) + jXc(f )) 
impedances are plotted against frequency in Fig. 18. Antenna part is designed such 
a way that perfect impedance match between the device and circuit is achieved (i.e. 
|Rd(f )|f = 1 THz = |Rc(f )|f = 1 THz and |Xd(f )|f = 1 THz = |Xc(f )|f = 1 THz) at  f = 1 THz  
(Figs. 14 and 15).
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Table 1 Important material parameters of GaN at room temperature 

Material parameter Value Electric Field range, ξ 
(×107 V m−1) 

Corresponding 
equation 

Citation 

Bandgap, Eg (eV) 3.4691 – [51, 52] 

Density of state 
effective mass, md 

* (× 
m0) 

1.5000 – [51, 52] 

Effective mass of 
electrons, mn 

* (×m0) 
0.2000 [51, 52] 

Effective mass of holes, 
mp 

* (×m0) 
0.8000 [51, 52] 

Permittivity, εr 10.4000 – [51, 52] 

Electron mobility, μn 
(m2 V−1 s−1) 

0.1000 – [51, 52] 

Hole mobility, μp (m2 

V−1 s−1) 
0.0034 – [51, 52] 

Electron diffusivity, Dn 
(×10–4 m2 s−1) 

2.6000 – [51, 52] 

Hole diffusivity, Dp (× 
10–4 m2 s−1) 

0.8798 – [51, 52] 

Electron diffusion 
length, Ln (×10–6 m) 

6.5000 – [51, 52] 

Hole diffusion length, 
Lp (×10–6 m) 

2.1000 – [51, 52] 

Critical field, ξ c (× 
105 V m−1) 

0.5000 – [51, 52] 

Saturation drift velocity 
of electrons, vsn (× 
105 m s−1) 

3.0000 – vn(ξ ) = 
μn ξ+vsn (ξ / ξc)4 

1+(ξ / ξc)4 

[53] 

Saturation drift velocity 
of holes, vsp (× 
105 m s−1) 

0.7500 – vp(ξ ) = 
vsp

[
1 − exp

(−μp ξ 
vsp

)]
[53] 

First ionization 
coefficient of electrons, 
An (×109 m−1) 

13.8000 4.00–10.00 αn(ξ ) = 
An exp

[−Bn 
ξ

]
[54] 

12.2700 >10.00 

Second ionization 
coefficient of electrons, 
Bn (×109 V m−1) 

1.4280 4.00–10.00 

1.3630 >10.00

(continued)
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Table 1 (continued)

Material parameter Value Electric Field range, ξ
(×107 V m−1)

Corresponding
equation

Citation

First ionization 
coefficient of holes, Ap 
(×109 m−1) 

0.6867 4.00–10.00 αp(ξ ) = 
Ap exp

[−Bp 
ξ

]
[54] 

0.3840 >10.00 

Second ionization 
coefficient of holes, Bp 
(×109 V m−1) 

0.8720 4.00–10.00 

0.7950 >10.00 

m0 = 9.1 × 10–31 kg is the rest mass of an electron 
εs = εr ε0 is the permittivity of the semiconductor material; where ε0 = 8.85 × 10–12 F m−1 is the 
permittivity of vacuum 

Fig. 10 Schematic diagrams of the a front-view and b top-view of the GaN integrated power 
module
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Fig. 11 Schematic diagrams of the a front-view and b top-view of the slotted-disk GaN integrated 
power module

Figures 17 and 18 show the variations of S11 parameter and VSWR of the disk-cap 
and slotted-disk GaN integrated power modules respectively. Narrowband operation 
of the disk-cap structure and broadband operation of the slotted-disk structure can be 
confirmed from Figs. 17 and 18. Two-dimensional field plots, 3D Gain and directivity 
plots of those structures shown in Figs. 19 and 20 depict the antenna performance at 
1.0 THz (Table 2).

Fig. 17.Variation of S11 parameter of the disk-cap and slotted-disk GaN integrated 
power modules with frequency

9 Summary 

In this chapter, possibilities of realizing two GaN ATT diode based integrated THz 
power module structures have been discussed. Design and simulation of the GaN 
ATT diode have been carried out by using an indigenously developed large-signal
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Fig. 12 HFSS layout of the GaN integrated power module 

Fig. 13 HFSS layout of the slotted-disk GaN integrated power module

simulation tool; diode structure and its detailed simulation results are already reported 
elsewhere. In this work, two integrated power module structures consisting of a 
disk-cap circular microstrip patch antenna for narrowband operation and a slotted-
disk circular microstrip antenna for the broadband operation to be fabricated on 
the diode-head are proposed and analyzed. High Frequency Structure Simulator
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Fig. 14 2-D Electric field profile 

Fig. 15 2-D carrier density profiles
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Fig. 16 Variations of real (Rd ) and imaginary (Xd ) parts of the large-signal diode impedance as 
well as real (Rc) and imaginary (Xc) parts of the cap-circuit impedance at the diode plane (i.e. at r 
= Dj/2)

Fig. 17 Variation of S11 
parameter of the disk-cap 
and slotted-disk GaN 
integrated power modules 
with frequency
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Fig. 18 Variation of VSWR of the disk-cap and slotted-disk GaN integrated power modules with 
frequency 

Fig. 19 2-D field patterns of a disk-cap and b slotted-disk GaN integrated power module for φ 
values of 00, 900 and 1800 at 1.0 THz
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Fig. 20 3-D a gain and b directivity plots (3-D radiation patterns) of disk-cap GaN integrated 
power module at 1.0 THz; 3-D c gain and d directivity plots (3-D radiation patterns) of slotted-disk 
GaN integrated power module at 1.0 THz

(HFSS) is used to simulate the frequency response of the proposed structures. The 
proposed integrated power module structures have immense potentialities to be used 
as powerful and efficient THz source in various THz biomedical applications.
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Table 2 Design parameters of the 1.0 THz GaN integrated power module considering the effect 
of fringing field 

Length/breadth/thickness Value (μm) Doping concentration Value (m−3) 

Wn 0.185 NA+ 2.0 × 1024 
Wp 0.185 ND+ 2.0 × 1024 
Wn+ 0.300 NA 7.0 × 1023 
Wp+ 0.200 ND 6.8 × 1023 
hAu 2.410 Nbuff 1.0 × 1024 
hNi 0.020 

hC 0.300 

tc 0.100 

h = (hAu + hNi + Wp+ + Wp + Wn 
– hc) 

3.000 

Dc 174.000 

Dj 11.900 

Dm 20.000 

Ds 30.000 

Dpo = (Dj + 2hAu cotθ – 2tc) 16.720 – 20.250 
(for θ = 30°–45°) 

Dpi = (Dj – 2tc) 11.700 

bS 500.000 

lS 600.000 

LDC 180.000 

WDC 10.000 

bp 30.000 

lp 20.000 

r 24.990 

c 12.490 

ri = (Dc/2 – r) 74.510 

rc = Dc/2 87.000
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Design of Si(1–x–y) Sn(x) C(y)/Si 
Hetrostructure EOM for Optical Signal 
Processing Applications 

Jayabrata Goswami, Rupanjana Chattaopadhyay, and Tanushree Saha 

Abstract Design and Simulation are carried out to achieve Si (1-x–y) Sn(x) C(y) 

/Si hetrostructure Electro-Optic Modulator (EOM) for optimum performance. The 
absorption coefficient, current and turn on time are calculated by solving the equations 
by utilizing an indigenously created program for simulation of the device properties. 
Therefore the come about shows that the on-current and switching speed of opera-
tion of the modulator is found better at 20 μm design length. Thus Si(1–x–y) Sn(x) C(y) 

/Si hetrostructure broadband Electro-Optic Modulator (EOM) are promising next 
generation devices for optical signal processing applications. 

1 Introduction 

Si is the material that has overwhelmed the semiconductor business for over the 
previous couple of decades as a result Si is the least expensive electronics innovation 
for integrated circuits. The foremost necessary reason for the dominance of Si is that 
the accessibility of its 2 insulators, silicon oxide and chemical element compound. 
The chemistry of Si and Si insulators enables statement on any particular etching 
forms to be created with outstandingly high consistency. The chemical element mate-
rial system has a beautiful target for photonic system applications currently on a daily 
basis. In recent years, work on Si primarily based hetrostructure and quantum wells 
have been extended to hide different opto-electronic devices, still as Si primarily 
based opto-physics has been gaining additional and additional importance day by day. 
Each all-silicon and silicon–germanium electro-optic modulators are incontestable 
[1]. Most of the arranged electro-optic devices misuse the free carrier dispersion result 
to differ each real index of refraction and optical coefficient of absorption. Typically
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regularly as a result of the unstrained unadulterated crystalline Si doesn’t show direct 
electro-optic (Pockels) result, and thus the refractive-index changes much appreciated 
to the Franz-Keldysh result and Kerr result is fantastically powerless PM in a really 
specific region of optical devices, like Mach–Zehnder modulators, total-internal-
reflection (TIR)-based structures, cross switches, Y switches, and Fabry–Pérot (F-P) 
resonators, to boot usual tweak the yield concentrated. So, the modulators essentially 
based upon the plasma scattering result require a conventional cover of the optical 
mode with the locale wherever there’ll be larger than usual concentrations square 
measure injected [2–5]. 

In SiGe/Si heterostructures, there’ll be an oversized lattice match between Ge 
and chemical element ends up in terribly little values for the vital thickness of 
epitaxial layers [6–8]. Recently, it had been shown that Si1-yCy & Si1-x-yGexCy 
layers will be adult pseudomorphically on Si (001) victimization MBE or completely 
different chemical vapour deposition technique [9]. This new material would possibly 
overcome a number of the constraints of SiGe on Si (001). Inquire about greatly 
super saturated, carbon containing combinations on Si substrate begun exclusively 
numerous years past. In the interim, information has been collected on growth, strain, 
control, thermal stability, carbon effects on band structure and charge transport. Low 
carbon concentrations will indeed be accustomed smother diffusion of dopants. Thus 
SiGeC/Si Electro-Optic Modulator has been reported [10] at 30  μm length. 

In this analysis work, the authors will examine that silicon-tin-carbon (SiSnC) 
alloy heterostructures will be accustomed style optical wave guides which will 
confine each of the injected carriers and therefore the optical mode to the waveguide 
core, in this manner giving openings for realizing predominant compact broadband 
electro-optic phase/intensity modulators on the chemical component. SiSnC alloys 
are around for over ten a long time and are accustomed create numerous electronic 
devices like hetrojunction bipolar transistors and thermo-electrical coolers, though 
SiSnC/Si hetrostructures have additionally been utilized in wave guide picture detec-
tors. Throughout this analysis work, authors will examine SiSnC because of the active 
region material p-i-n hetrostructure electro-optic modulator. In this way, it’ll appear 
that the modulators with lengths around 20 μm and turn on times underneath 0.1 ns 
are feasible with optimized styles. 

2 Device Band Diagram and Analysis 

In SiSnC/Si electro-optic modulator wave guide, there’ll be 2 bands offset shown 
in Fig. 1 during this 2 band profile i.e. the physical phenomenon and valence band 
profile, the physical phenomenon band offset between Si and Si 1-x–y Snx Cy for tiny 
carbon fraction and therefore the serious hole valence band offset is shown within 
the figure.

The physical phenomenon band offset is going to increase between Si and SiSnC 
compared thereto between Si and SiGe for the addition of carbon. Thus for big band 
offset values square measure decent to restrict the injected electrons and holes within 
the wave guide active region.
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Fig. 1 Band diagram for a SiSnC p-i-n hetrostructure device

3 Device Absorption Coefficient Model and Refractive 
Index Model 

In SiSnC alloys, the refractive model depends solely on the band gap of the alloy 
and therefore the indexes of bulk chemical elements and tin. Therefore during this 
work, the author’s square measure studied the index of refraction of a SiSnC layer 
is assumed to be a twin of that of a SiGe layer with an identical band gap [11]. 

nSi1−x−ySnxCy  = nSi + (nSn − nSi )(x − 
2.1 

0.9 
y) (1) 

It is attention-grabbing to match a straightforward free-carrier or Drude model of 
c-SiΔn results and to experimentalΔα information [12]. The well-known equations 
refraction and absorption are much appreciated to free electrons and free holes unit 
of measurement as takes after:

Δn = −
(

e2λ2 

8π 2c2ε0n

)[
ΔNe 

m∗
ce 

+ ΔNh 

m∗ 
ch

]
(2) 

And Δα =
(

e2λ2 

4π 2c3ε0n

)[
ΔNe 

m∗2 
ce μe 

+ ΔNh 

m∗2 
chμh

]
, (3) 

where ε0 is the permittivity of free house, e is the electronic charge, n is the index of 
refraction of unflurried c-Si, m* 

ce is the conduction effective mass of electrons, m* 
ch 

is the conduction effective mass of holes, μe is that the lepton quality and μh is that 
the hole quality. 

The external potency is powerfully enthusiastic about the fabric coefficient of 
absorption, A, associate degree estimate of A as an operation of gauge boson energy 
(or wavelength) and tin content of the alloy is critical. During this work, material 
absorption was calculated employing a show for phonon-assisted indirect optical 
moves. Therefore the absorption coefficient is given by 

A = 0hω ≤ Eg − K θ (4)
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= Ba 
[hω − Eg + K θ ]2 

exp
(

θ 
T

) − 1 
Eg − K θ < hω <  Eg + K θ (5) 

= Ba 
[hω − Eg + K θ ]2 

exp
(

θ 
T

) − 1 
+ Be 

[hω − Eg − K θ ]2 
1 − exp(− θ 

T )
hω ≥ Eg + K θ, (6) 

where Eg is the indirect-bandgap, T is the temperature, and K is the Boltzman 
constant, and θ is the phonon equivalent temperature. The parameters Ba and Be 
square measure quotient factors for the method of phonon absorption and phonon 
emission, severally. From the higher than expression, the primary term, èω ≥ Eg + 
Kθ, whereas within the second, èω ≤ Eg–Kθ. This expression depicts the absorption 
of indirect electronic moves including the creation additionally the destruction of 
phonons of given energy (Kθ). 

On the off chance that the phonons handiest in supporting the indirect transitions 
truly have a place to one branch of the undulation range, the higher than expression 
suffices to give up their vitality appropriately. That the result of carbon and strain is 
ignored with the special case of the adjustment to the band gap. 

4 Modulator Design Model 

In Fig. 2 a pair shows the actual cross-sectional read of the p-i-n diode a broad-
band electro-optic modulator with SiSnC /Si Hetero Structure materials. The most 
attention of the Mach–Zehnder measuring instrument style is to convert modulation 
in one arm of the measuring instrument to amplitude/intensity modulation at the 
output [10]. The section shift is sort of near to require in one arm of the measuring 
instrument with relevance to the opposite arm. The dynamic region of the SiSnC is 
sandwiched between n- and p-doped Si protection layers that’s why the core layer 
makes a difference to restrict each of the injected carriers moreover since the optical 
mode. That the execution of the modulator is characterized by the length additionally 
the altered current required to achieve to accomplish segment move. The modulator 
current (Im) can be calculated as

∂l 

∂t 
= 

Im  

qV  
− 

l 

τSRH  
− RAuger (l) − l 

τon(l) 
(7) 

where V is the overall core region volume, τSRH is the Schockley-Read-Hall carrier 
recombination time period, RAuger is the Auger recombination rate that is given by 

RAuger = Cnn
2 p + Cpnp

2 (8)
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Fig. 2 Particular cross-sectional read of the p-i-n diode electro-optic modulator 
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Fig. 3 Absorption coefficient of Si1-x-ySnxCy as a function of Sn content for the carbon fraction 
0.01, 0.02, and 0.03

From that by the higher than Eq. 8 the common relationship for the Auger time 
period in n-type and p-type material beneath low injection(τli) and high injection 
conditions(τhi) will be determined. 

For n − type τli  = 1 

Cn N 2 D 
and τhi = 1 

(Cn + Cp)Δp2 
(9)



46 J. Goswami et al.

and for p − type τli  = 1 

Cn N 2 A 
and τhi = 1 

(Cn + Cp)Δn2 
(10) 

where ND and metallic element square measure the density of donor and acceptor 
atoms,Δn andΔp square measure the surplus carrier densities and Ca = Cn + Cp is 
ambipolar constant from Eqs. (9) and (10). Therefore it will be seen that the Auger 
time period ideally depends on the inverse of the carrier density square. Therefore 
the calculation of turn on time of the modulator is written as 

τon(l) = 
qhl  

Pleak  
(11) 

Subsequently, the total minority carrier current thickness is a pleasant estimate of 
this that leaks out of the dynamic region Pleak. The lepton and hole density going 
absent the dynamic locale unit of measurement each given by P leak/qh, wherever h 
is the height of the designed modulator. 

5 Simulations Results 

The material interband absorption coefficient is calculated from the Eqs. (4)–(6), 
and once the calculation the corresponding simulation results are shown in Fig. 3. 
The plotting curve provides a concept of absorption coefficient results for SiSnC 
alloys. The character of the curve is precisely the same as the SiGeC alloys [10]. 
Because of the result of carbon fraction are the values of (0, 0.01, 0.02, 0.03,) and 
strain is neglected within the SiSnC, and with the exception of the modification to the 
bandgap. Therefore in application, it’s found that the range for each test considered 
may perhaps be fitted very pleasantly by these equations. 

The turn on time will be calculated just by the condition (7). This turn on time 
is expected to be the constraining portion of choosing the altered speed of SiSnC 
modulators. Figure 4 appears to turn on time as a work of the current infusion level.

Figure 5 appears that the altered time for modulators with a total injected current is 
a work of the modulator length for the optimized modulators, once carbon divisions 
are bigger than zero.02, sub-100 μm modulator gadget lengths unit of measurement 
doable with alter times around 1 ns. Therefore for bigger carbon fractions, lengths 
unit drawing nearer 20 μm unit pertinent. So the small device lengths unit suitable 
for each optical mode confinement conjointly with the charge confinement given by 
the SiSnC/Si heterostructures,
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6 Summary 

Design and Simulation square measure dole out to attain Si(1-x–y)Sn(x)C(y)/Si 
hetrostructure Electro-Optic Modulator (EOM) for optimum performance. The 
absorption coefficient, on current and turn on time are calculated by finding the 
equations by device property analysis. So the authors indigenously created a soft-
ware system for simulation of the device properties. In this manner to boot, since 
the band counterbalanced between Si and SiSnC capably limits carriers to the wave 
direct center, in this manner as a result which supplies in durable cover between 
massive infused carrier concentration conjointly the optical mode, and authors can 
indeed think about that SiSnC/Si modulators with lengths around 20 μm and turn 
on time are found 0.1 ns. Therefore this new style model is beneficial for coming 
optical signal process applications. 
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Design and Optimization of Graphene 
Nanoribbon TFETs for Low Power 
Digital Applications 

Jayabrata Goswami, Anuva Ganguly, Anirudhha Ghosal, and J. P. Banerjee 

Abstract Plan and optimization of a P-channel Tunnel Field Effect Transistor 
(TFET) with Graphene Nanoribbon (GNR) as channel material are carried out in this 
paper to attain high performance in low power advanced circuits. A self-consistent 
iterative strategy is utilized to illuminate numerically 1-D Poisson’s condition subject 
to suitable boundary conditions at the source and drain closes of the device. The 
energy band diagram is gotten from which surface potential and boundary heights 
are extracted. The structural parameters are appropriately designed to optimize the 
performance of the device for future application in low power digital circuits. 

1 Introduction 

The sub-threshold slope of Silicon Metal Oxide Semiconductor Field Effect Transis-
tors (MOSFETs) cannot be diminished underneath 60 mV/decade at room tempera-
ture due to thermionic limitation. This is a fundamental limitation of Si MOSFETs in 
ULSI (Ultra Large Scale Integration) chips. However, this limitation does not arise if 
Si MOSFETs are replaced by Tunnel Field Effect Transistors (TFETs). Theoretical 
and experimental studies reported so far [1, 2] show that the subthreshold slope of 
TFETs can be decreased below 60 mV/decade at room temperature. It is also reported 
[3, 4] that TFETs provide a higher on–off current ratio than MOSFETs. 

Heterojunction TFETs based on Si/SixGe1–x and III–V semiconductors as 
channel material are reported [5, 6] to have a steep sub-threshold swing of about 
15 mV/decade, suitable for application in low power, energy efficient digital circuits. 
Double gate TFETs based on strained Ge heterostructure as channel material with
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a high current density of 300μA/μm are also reported in the literature [7]. In these 
devices, the on-current is high while off-current remains almost constant leading to 
a significant increase in on–off current ratio. 

Tunnel field effect transistors (TFETs) using Graphene Nanoribbon (GNR) as 
channel material are attracting considerable attention due to the favourable electronic 
properties of Graphene which lead to high performance from the device in low power 
digital circuits. GNR FETs with channel lengths less than 10 nm are reported to 
provide a high On–Off current ratio (∼106) [8]. 

The room temperature mobility of Graphene is significantly higher than the 
conventional semiconductors [9, 10]. GNR possesses the unique property of tunable 
band gap with respect to its ribbon width. Graphene possesses robust mechanical 
strength and high thermal conductivity. The scattering relations for electrons and 
holes in Graphene are symmetric which is insensitive to doping fluctuation. Further 
TFETs based on GNR as channel material have distinct advantages so far as planar 
processing in ULSI is concerned. 

Zhang et al. [11] used a semi classical analytical model with a triangular good 
approximation at the source-channel interface to evaluate various key performance 
parameters of GNR TFET. They observed a high On–Off current ratio of the order 
of 107 and a very low subthreshold slope below 3 mV/decade from a GNR TFET 
whose channel length is 20 nm and ribbon width is 5 nm. These results were however 
not verified from experiments or numerical simulations. Zhao et al. [12] reported a 
much higher On–Off current ratio of the order of 1011 from a p-i-n type GNR TFET. 

The main objective of the present work is to design the structural parameters of a 
GNR PTFET inconsistent with the current ITRS requirement [13] and optimize the 
On–Off current ratio and subthreshold swing of the device. The intrinsic gate delay 
(τint ), gate capacitance (CG) and quantum capacitance (CQ) of the device are also 
studied to test the suitability of the optimized device in low power digital circuits. 

2 Device Structure and Analysis 

The quasi 1-D geometry of GNR PTFET structure is appeared in Fig. 1. The  
n+source and p+drain regions are intensely doped with doping concentrations of 
3.4 × 1020 cm−3 and 1.1 × 1020 cm−3 respectively. The channel is formed with a 
1-D channel layer of GNR, uniformly deposited over Si substrate. The thickness of 
monolayer graphene (tGNR) is in the range of 0.3–0.4 nm [14]. GNR is intensely 
doped to make a p + n + tunnel junction and the gate is put over the channel which 
is totally depleted at zero gate bias. Chemical and electrostatic doping are reported 
[15, 16] to form good p+ n+ tunnel junction in Carbon Nanotube (CNT) FET and 
this type of doping can also be used in GNR. A high-k dielectric material like Y2O3 

(εOX  = 10ε0) is used as gate oxide having a thickness (tox) of 2 nm.
In the on state the applied gate-source and drain-source voltages are Vgs and 

Vds respectively. The length of the channel is LCH as shown in Fig. 1.
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Fig. 1 The quasi 1-D structure of a p-channel GNR TFET

The surface potential method in the channel region is calculated from the 
numerical solution of the following 1-D Poisson’s equation 

d2ϕs(x) 
dx2 

− 
ϕs(x) − Vgs − VBI  

λ2
= −  

ρ(x) 
εGN  R  

(1) 

In Eq. (1), ϕs(x) is the surface potential at the interface of gate oxide and channel 
material, Vgs is the gate to source voltage, VBI  is the built-in potential, ρ(x) is 
the total charge density, λ is the screening length [17] for the particular device 
structure and VGNR is the permittivity of GNR. Assuming the channel region to be 
completely drained within the off state as well as in the on state with low Vgs, the total 
charge density is taken to be approximately equal to the impurity charge density. The 
bandgap of GNR arises from lateral confinement of charge carriers and is dependent 
on the ribbon width. The dispersion relation of a mobile electron in graphene is given 
by [18] 

E(k) = sηVF |k| (2) 

In Eq. (2), VF is the Fermi velocity of the carrier in graphene, taken to be 106 m/s, 

the wave vector is |k| =
/
k2 x + k2 y , è is the reduced Planck’s constant and the value 

of s is +1 for the conduction band and –1 for the valence band. 
The electron wave vector ky in y direction can be expressed as 

ky = 
mπ 

WGN  R  
(3) 

In Eq. (3), m is an integer both positive and negative and WGNR is the ribbon 
width. 

Using Eq. (3) in Eq.  (2), the energy dispersion relation can be communicated as 

E(m, kx ) = sηVF 

/
k2 x +

(
mπ 

WGN  R

)2 

(4) 

The band gap energy of GNR is obtained as
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EG = EC − EV = E(1, 0)S=+1 − E(1, 0)S=−1 = 
2πηVF 

WGN  R  
(5) 

Therefore the bandgap of GNR depends inversely on the ribbon width WGNR and 
directly on Fermi velocity (VF). The screening length λ is written as [17] 

λ =
/

εGN  R  

εOX  
tGN  RtOX  = 

√
tGN  RtOX (6) 

In Eq. (6), tox and tGNR are the gate oxide and GNR thicknesses respectively. 
High–k dielectric material Y2O3 is chosen as gate oxide so that the gate leakage is 
minimised. The screening length expressed in Eq. (6) depends only on the thicknesses 
of the gate oxide and GNR since εGN  R  = εOX  . 

The drain current arises from the tunnelling of charge carriers from source to drain 
which can be found by using Landauer’s expression. 

The energy dependent tunnelling probability TS(E) is written as 

TS(E) = exp
(

−2
{

|kx |dx
)

(7) 

In a highly-doped GNR p + n + structure, the primary sub-band is only considered 
for tunnelling and the wave vector in x-direction is expressed as 

kx 
1 

ηVF

/[
EC (x) − E − 

EG 

2

]2 

−
(
EG 

2

)2 

(8) 

The wave vector, kx in Eq. (8) is necessarily an imaginary quantity for the exponential 
decay of tunnelling current to take place in the channel region. 

Using Eq. (8) in Eq.  (7), we obtain 

TS(E) = exp 

⎛ 

⎝− 
2 

ηVF

{ x f 

xi

[II/
(
EG 

2

)2 

−
[
EC (x) −

(
E + 

EG 

2

)2
]
dx  

⎞ 

⎠ (9) 

In Eq. (9), EC(x) is the energy at the bottom of the conduction band and xi and xf are 
the initial and final positions of tunnelling respectively. The tunnel injected charges 
from source to channel (QCS) and drain to channel (QCD) are expressed as 

QCS  = q
{

ρGN  R(E)(1 − fS(E))TS(E)dE (10) 

QCD  = q
{

ρGN  R(E)[( fD(E) − 1)TS(E) + 2(1 − fD(E))]dE (11)
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In Eqs. (10) and (11), f S(E) and f D(E) denote the Fermi–Dirac distribution func-
tion at the source and drain regions individually. The density of states function of 
1-D GNR for mth subband is expressed as 

ρGN  R(m, E) = 4 

πηVF 

E /
E2 − E2 

m

Θ(E − Em) (12) 

In Eq. (12), VF is the Fermi velocity (106 m/s), Θ is the Heaviside unit step 
function, Em = mπηVF /WGN  R  = mEG /2. 

The total density of state function is 

ρGN  R(E) =
{
m 

ρGN  R(m, E) (13) 

Now substituting the expressions for ρGN  R(E) and TS(E) from Eqs. (13) and (9) 
respectively into Eqs. (10) and (11), numerical integration is carried out to find out 
QCS and QCD. 

The overall channel charge of the device (QC = QCS + QCD) is included and 
the surface potential is evaluated from Eq. (1). The drain current is calculated from 
Landauer’s expression 

ID =
{

( fS(E) − fD(E))P(E)dE (14) 

where P(E) = (
2q2/η

)
H(E)TS(E), and H(E) = WGN  R(2|ξ |/π ηVF ), WGNR is the 

ribbon width, is η the reduce Plank’s constant, |ξ | is the transverse mode energy and 
the expression of H(E) is specific to graphene [19]. 

The following boundary conditions are used to solve Eq. (1) numerically. 

(i) Electric fields at the heavily doped source and drain terminals of the channel 
are taken to be zero. 

(ii) Both the electric field and potential functions at the source-channel and drain– 
channel interfaces are continuous. 

(iii) The Fermi level at the source terminal is aligned with that at the channel region 
for VGS = 0 and 

(iv) EF – Ec = Ev – EF = kT at the source and drain ends, kT is the thermal energy. 

A MATLAB based program is developed to obtain the energy band profile. The 
surface potential and barrier height can be extracted from the simulated band diagram. 

With expanding current thickness, increasingly carriers will be infused into the 
channel and accordingly the energy band profile in the channel region is adjusted 
with new surface potential. The self-consistent iterative method is used for the said 
adjustment. The steps to achieve self-consistency are. 

Step1: The energy band is computed first from the solution of Poisson’s equation by 
the solution of boundary conditions as described earlier.
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Step2: The energy-dependent tunneling probability, TS(E) is at that point calculated 
from the band diagram. The charges infused from the source and the deplete (QS and 
QD) are at that point calculated. 

Step3: The total injected charge Q = QS + QD in the channel is obtained and 
substituted in Poisson’s equation to adjust the band diagram. 

The aforementioned steps are repeated till the condition, φn+1 
S − φn 

S < 0.0001 eV is 
fulfilled where φn 

S is the surface potential of the channel at nth iteration. The energy 
band diagram is then obtained as appeared in Fig. 5. 

3 Simulation Results 

Figure 2a shows on-current with gate-source voltage for ribbon widths of 2, 3, 4 and 
5 nm with a fixed channel length of 20 nm and oxide thickness of 2 nm while Fig. 2b 
shows on-current versus gate-source voltage for channel lengths of 20, 25, 28 and 
30 nm with a settled ribbon width of 4 nm and oxide thickness of 2 nm at a fixed 
drain to source bias, Vds of –0.1 V. 

It is observed from Fig. 2a that the drain current is higher for larger ribbon width 
at a particular Vgs. As ribbon width increases, the band gap (EG) decreases and 
therefore tunnelling current or on-current increases. Figure 2b shows that on current 
diminishes with the increment of channel length at a particular Vgs. The on-current 
is therefore optimized for a channel length of 20 nm. 

Neglecting gate leakage and considering thermionic emission across the potential 
barrier, the off state current is obtained from the following equation [20]

Fig. 2 a On-current versus Vgs for different ribbon widths b On-current versus Vgs for different 
channel lengths 
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IOFF  =
(
q2vT 

ηπ

)
exp

(−ϕB 

qvT

)
(15) 

In Eq. (15), qvT is the thermal energy and ϕB is the barrier height. 
Figure 3 shows the plot of Off-state current versus ribbon width for LCH = 20 nm 

and tox = 2 nm. The Off-state current is 0.15pA for ribbon width of 4 nm and channel 
length of GNR 20 nm which is lower than that reported in [8]. The increase of Off-state 
current with the increase of ribbon width is inconsistent with that reported in [21]. 

Figure 4 shows the On–Off current ratio versus gate-source voltage (Vgs) for  three  
different gate oxide thicknesses (tox). It is watched that On–Off current proportion 
is higher for more slender gate oxide at a specific value of Vgs. Further On-current 
increases more rapidly than Off-current leading to an increase of On–Off current 
ratio with the decrease of gate oxide thickness. Figure 4 shows that On–Off current 
ratio attains a value of 2.71 × 103at Vgs = –0.1 V and tox = 2 nm and LCH = 20 nm.

With the application of Vgs = –0.1 V and Vds = –0.1 V, the drain current starts 
to flow and the device goes to On-state. Figure 5a shows the On-state energy band 
profile of the designed device structure at Vgs = –0.1 V and Vds = –0.1 V while 
Fig. 5b shows the Off-state band profile at Vgs = 0 V, Vds = –0.1 V. 

The aforementioned studies indicate that the optimum performance is obtained 
from appropriately designed GNR TFET. The design values of ribbon width is 
WGNR = 4 nm and channel length is LCH = 20 nm. 

Figure 6a shows the On-state current density versus gate-source voltage, Vgs of 
the device at channel length (LCH) = 20 nm, ribbon width (W) = 4 nm and tox = 
2 nm. The On-state current density of the device is 406 μA/μm at Vgs = –0.1 V. The 
sub-threshold swing (SS) of a TFET [22] is calculated from

SS  = ln10
(
ID 
gm

)
(16)

Fig. 3 Off state current 
versus ribbon width of GNR 
PTFET 
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Fig. 4 On–Off current ratio versus Vgs of GNR PTFET 

Fig. 5 Energy band diagrams for a GNR PTFET in the a ON-state and b OFF-state

In Eq. (16), gm is the transconductance of the device. The sub-threshold swing 
(SS) of the device is found to be 8 mV/decade at Vgs = –0.1 V. The variation of 
drain current density with temperature is shown in Fig. 6b. It is observed that the 
drain current density decreases sharply when the temperature is increased from 200 
to 400 K. The sharp decrease of drain current density in the temperature range of 
200 to 400 K agrees with that reported in [9]. This is due to a sharp increase of 
the resistivity of GNR above 200 K caused by the scattering of intra-ripple flexural 
phonons. The increase of channel resistance leads to a decrease of drain current at 
temperatures exceeding 200 K. The intrinsic gate delay (τint), characterized as the 
proportion of the gate initiated channel charge to the limit current to make the device 
on is an important parameter which controls the performance of the device in digital 
circuits. The gate delay is given by
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Fig. 6 a On current density versus Vgs, b On current density versus temperature

τint  = 
QC(ON ) − QC(OFF) 

ID 
(17) 

In Eq. (17), ID is the threshold or on-state drain current, QC(ON  ) and QC(OFF) 
are the channel charges in the off and on-states respectively. In the present work, the 
supply voltages are taken to be Vgs = –0.1 V and Vds = –0.1 V. The intrinsic gate 
delay of the optimized GNR PTFET is found to be 2f S which satisfies the current 
ITRS requirement. The gate capacitance (CG) is the rate of alter of add up to channel 
charge (QC) with gate to source voltage (Vgs) given by 

CG = 
dQC 

dVgs 
(18) 

The sizes of CG for different values of the gate-source voltages (Vgs) are gotten from 
the entirety of gate to source and gate to drain capacitances i.e., 

CG = CGS  + CGD (19) 

Figure 7a shows the plots of CGS, CGD and CG versus Vgs of the optimized device 
whose channel length, ribbon width and oxide thickness are 20 nm, 4 nm and 2 nm 
respectively. The values of CGS, CGD and CG at VGS = –0.1 V and VDS = –0.1 V 
are found to be 27.66 aF/μm, 23.06 aF/ μm and 50.72 aF/μm respectively. In the 
ON-state the gate capacitance CG is usually equal to the gate oxide capacitance COX. 

In the OFF state i.e., at zero gate to source voltage, the surface potential is zero. In 
the ON-state, the surface potential, ϕS is less than gate to source voltage by QC /COX , 
i.e.,



58 J. Goswami et al.

Fig. 7 a Gate capacitance versus Vgs of GNR PTFET and b Quantum capacitance versus Vgs of 
GNR PTFET 

ϕS = Vgs − 
QC 

QOX  
(20) 

The rate of alter of channel charge with gate to source voltage is written as 

dQC 

dVgs 
= 

dQC 

dϕS 

dϕS 

dVgs 
(21) 

Now substituting Eq. (20) into Eq. (21) we obtain 

dQC 

dVgs 
= 

COX

[
dQC 

dϕS

]

COX  +
[
dQC 

dϕS

] (22) 

In Eq. (22), dQC /dVgs has the unit of capacitance known as quantum capacitance, 
CQ which is the characteristic property of a 1-D wire structure like GNR [23]. The 
quantum capacitance of GNR is proportional to the density of states function of 
one-dimensional wire. In terms of quantum capacitance, Eq. (22) can be rewritten as 

dQC 

dVgs 
= COX  CQ 

COX  + CQ 
(23) 

Figure 7b shows the variation of quantum capacitance of the optimized GNR 
PTFET as a function of gate to source voltage. It is watched that the values of CG 

and CQ are 50.72 and 51.72 aF/μm respectively at Vgs = –0.1 V and Vds = –0.1 V. 
The ratio of CG /CQ is 0.98, close to the quantum limit of unity. This study reveals that 
both gate capacitance and quantum capacitance play a significant role to determine 
the high performance of the device in low power digital circuits. 

From Table 1, it appears that both on–off current ratio and subthreshold swing 
(SS) are better for the proposed GNR PTFET structure as compared to those reported
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Table 1 Comparison of the 
performance parameters of 
the proposed GNR TFET 
with those of GNR FET 
reported in [8] 

Performance 
parameters 

Proposed GNR 
TFET 

Reported GNR FET 

On –state current 
density 

406 (μA/μm) 2000 (μA/μm) 

Off-state current 0.15 (pA) 1 pA  

On–Off current 
ratio 

2.71 × 103 106 

SS 8 (mV/decade) Not available 

in [8]. Thus the proposed GNR PTFET device can be used in future low power digital 
ULSI chips. 

4 Summary 

The design and analysis of a GNR PTFET are carried out to achieve various perfor-
mance parameters such as on–off current ratio, subthreshold swing, intrinsic gate 
delay, gate capacitance and quantum capacitance. Different structural parameters of 
the device such as the ribbon width, channel length and gate oxide thickness are 
suitable designed for high performance in low power digital circuits. Simulation is 
based on a self-consistent iterative strategy to carry out numerical arrangement of 
1-D Poisson’s condition subject to suitable boundary conditions at the source and 
drain ends. The energy band diagram of the device is also simulated to obtain the 
surface potential and barrier height. The source and drain currents of the device 
are found from the tunneling probability and Fermi functions. The study provides 
the key performance parameters of the optimized device such as on–off current 
ratio, sub-threshold swing, intrinsic gate delay, gate capacitance and quantum capac-
itance which show that the optimized device is highly suitable for low power digital 
applications. 
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Birhythmic Behavior in a New Dual Loop 
Optoelectronic Oscillator 

Srishti Pal, Kankana Choudhury, Shayantan Kr Roy, Arindum Mukherjee, 
and Dia Ghosh 

Abstract In the present paper, we report the birhythmic behavior of a time delayed 
Optoelectronic Oscillator (OEO) with two delays, popularly known as the Dual Loop 
Optoelectronic Oscillator (DLOEO). The present DLOEO contains a van der Pol 
Oscillator (VDPO) in its feedback loop, in place of the RF Band Pass Filter (BPF). 
We derive the system equation of the oscillator using weak nonlinear analysis. Coex-
istence of the two limit cycle oscillation is known as birhythmicity. Birhythmicity 
in an oscillator is an intriguing phenomenon. Often, birhythmicity is desirable as 
it presents us with two possible coexisting stable oscillatory states for common 
values of system parameters. It can also be a nuisance because a random perturba-
tion may make the system settle onto an unwanted stable state. Therefore, identifying 
birhythmic behavior in an oscillator is an important task. Through detail analytical 
and numerical bifurcation analysis, for the first time, our study reveals birhythmic 
behavior in a DLOEO. 

1 Introduction 

Nonlinear dynamics of time delayed systems has been a fascinating area of research 
during the last few decades. A delay appears in any physical or engineering system 
because time is needed to sense information and react to it. This time lag may often 
introduce oscillatory instabilities in the system. These instabilities, generated by the 
delay, arise in all areas of science and engineering such as mechanical, chemical, elec-
trical, optical etc. In optical and photonic nonlinear time delayed systems, different
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stability problems have been extensively studied both analytically and experimen-
tally [1]. These regular or irregular behaviors are either desirable or undesirable. They 
are desirable because they can be used to design a high frequency broadband chaotic 
photonic oscillator. However, they can limit the performance of the system, which 
makes them undesirable. The Optoelectronic Oscillators (OEOs) are classical exam-
ples of the time delayed photonic system. A lot of theoretical as well as experimental 
studies have been devoted to unveil the collective dynamical behavior of OEOs. For 
instance, ultrapure microwave signal generation [2–4], injection synchronization [5– 
8], chaotic dynamics [9–15], Chimera death state [16, 17], and amplitude death [18] 
both in single and dual loop OEO have been studied. While there is a substantial 
amount of work devoted to explore the single delayed feedback problems, little 
effort is made for the two delay problems. In the present work, we investigate the 
birhythmic behavior in a modified Dual Loop Optoelectronic Oscillator (DLOEO). 
Birhythmicity is a phenomena where two stable periodic oscillations of different 
amplitudes and frequencies coexist, with different initial conditions. Birhythmicity 
may produce major nuisance in engineering systems, because in a noisy environment 
the system may portray irregular dynamics. On the other hand, it may proffer good 
flexibility in the system performance, without altering major parameters. Lately, the 
multirhythmic behavior of a single loop OEO has been revealed by Weicker et al. 
[19]. They have demonstrated the emergence of coexisting multiple square-wave 
oscillations from successive Hopf bifurcation. In [20], the birhythmic behavior of a 
single loop OEO and its control has been recently reported by the present author. 
It is worthwhile to point out that bifurcation analysis of time delayed systems is a 
difficult task. The presence of delay in the feedback loop makes the system infinitly 
dimensional. Moreover, a DLOEO holds two sets of delay lines in its feedback loop 
[21, 22]. Due to the presence of two feedback delay lines, bifurcation analysis of the 
system becomes more complicated. So far our knowledge is concerned, bifurcation 
analysis to unveil the birhythmic behavior of a DLOEO has never been approached 
previously. The DLOEO contains two feedback delays of different lengths. Each 
loop contains its own individual sets of cavity modes. However, the closest oscil-
lation modes from both loops will synchronize and eradicate the extra modes. In 
DLOEO, the phase noise is an average of noise in the two individual loops instead 
of the phase noise of the longer loop. Moreover, side modes from individual loops 
are not completely removed, but merely suppressed. 

Here, we consider a new architecture of DLOEO [23]. The oscillator holds a 
VDPO in its feedback loop instead of the band pass filter. The photodetector output 
drives the VDPO. The VDPO output must be well-matched with one of the desir-
able oscillation modes, coming out from the photodetector. Consequently, these two 
signals are injection locked and a single mode of oscillation can be achieved at the 
output of the oscillator [24]. The driven VDPO serves the purpose of the RF BPF. 
Several studies report different architectures of OEO using VDPO in the feedback 
loop [13, 14], nevertheless, in these reports the VDPO is not used to replace the RF 
filter. Replacement of the RF filter using the injection synchronized VDPO is advan-
tageous since in high frequency region designing of an RF filter is a quite difficult
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task. In the present study, we aim to explore the birhythmic behavior of the modified 
DLOEO with the help of numerical and analytical bifurcation analysis, considering 
delay as a control parameter. 

The chapter is organized in the following sequence: Sect. 2 reports the basic 
architecture of the proposed oscillator along with the derivation of nonlinear delay 
dynamical system equation of the oscillator. In Sect. 3, we produce the linear stability 
analysis. The bifurcation analysis of periodic motion using the Multiple Time Scale 
Method is described in Sect. 4. Finally, Sect. 5 summarizes the chapter. 

2 The Dynamical Model 

The basic architecture of the proposed DLOEO is depicted in Fig. 1. The oscillator 
includes a continuous wave (CW) laser source, where the output optical signal from 
the CW laser is applied to a Mach–Zehnder modulator (MZM). The MZM works 
as an intensity modulator. The oscillator consists of two delay lines in its feedback 
loop. The shorter loop delay is τ f 1, and the longer loop delay is τ f 2. The  MZM  
produces an intensity modulated output signal which traverses through the delay 
lines. The combined feedback loop gain must be greater than unity in order to sustain 
oscillation. The cavity modes emerging out from each loop should add up in the 
same phase and finally be converted to the RF signal by the photodetectors. The 
RF combiner combines the output of the photodetectors. However, it is important 
to mention here that since both the loops carry side modes, they are not entirely 
removed, but only suppressed. To eliminate these side modes a VDPO is used in 
place of the BPF following the RF combiner. Consequently the two signals i.e., 
output of the VDPO and the oscillatory signal, sustained in the feedback loop, will 
be injected in a synchronized manner and the OEO generates a single RF oscillation 
mode. The usefulness of the injection locked VDPO as an RF BPF is reported in 
the appendix of [20]. Since injection synchronization improves spectral purity and 
reduces phase noise, it is expected that the spectral purity of the RF output signal 
will be improved compared to the conventional OEO. The optical output power of 
the MZM and the input voltage of the oscillator are related by Mukherjee et al. [5]. 

PM (t) = 
1 

2 
σ P0

[
1 − ηeSin π

(
Vi (t) + VB 

Vπ

)]
, (1)

where Vi (t) is the input RF voltage and represented as Vi (t) = V (t)e j (ω0t+θ(t)). The  
applied optical power is P0, σ stands for the insertion loss of the MZM, the extinction 
ratio of the MZM is ηe, VB and Vπ correspond to the bias voltage and the half wave 
voltage of the MZM, respectively. For DLOEO, let us consider the output of the 
photodetector which after passing through the VDPO becomes [20, 21].
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Fig. 1 Basic configuration 
of DLOEO
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(2) 

Now this output signal V0(t) falls on the VDPO. The oscillation frequency of 
the VDPO is kept same as the highest spectrum component of V0(t). As the oscil-
lation amplitude increases, the bandwidth of the tuned circuit becomes narrower; 
as a result, small components of the spectrum would be attenuated, whereas 
the highest component of the spectrum would prevail. After passing through the 
VDPO, the photodetector output will be reduced to the following form V0(t) =[
N [V (t−τ f 1)] 

V (t) esτ f 1 + N [V (t−τ f 2)] 
V (t) esτ f 2

]
Vi (t). 

Where N [V (t − τ f )] = −2ηeVph cos
(

π VB 
Vπ

)
J1

(
π V (t−τ f ) 

Vπ

)
and Vph = σ Rpρp P0 

2 . 

Now for the ease of derivation, let us consider ηe = 1; VB = Vπ ;π Vph = Vπ ; Vπ = 
π and N [V (t − τ f )] =  2J1[V (t − τ f )]; here J1 represents the Bessel function 
of the first kind of order one. We consider the cubic nonlinearity of the VDPO as 
N1(V ) = α V (t) −γ V 3(t). Consequently the overall output voltage of the oscillator 
can be expressed as [20, 21]. 

V 

Z (s) 
= gm

[
2J1[V (t − τ f 1)] e−sτ f 1 + 2J1[V (t − τ f 2)] e−sτ f 2 +

(
α V (t) − 

3 

4 
γ V 3(t)

) ]

(3) 

After some algebraic manipulation one can obtain the system equation of the 
oscillator as [20, 21].
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d2 v 

dt2 n 
= μ 

d 

dtn

(
[v (tn − τn1)] + [v (tn − τn2)] +

(
α v(tn) − 

3 

4 
γ v3(tn)

))
− η 

dv  

dtn 
− v 

(4) 

3 Linear Stability Analysis 

Equation (4) has a single steady state at v = 0. When all the characteristic roots lie 
on the left half of the complex plane, the steady state remains stable. As soon as a 
pair of complex conjugate roots lie on the imaginary axis, i.e., λ = ±i ω, the system 
will be at the boundary of the stability; this is known as Hopf bifurcation [28]. To 
obtain the Hopf bifurcation points, we write Eq. (4) in the following linearized form 

d2v 

dt2 n 
− μ 

d 

dtn 
{v (tn − τn1) + v (tn − τn2) + α v(tn)} + η 

dv  

dtn 
+ v = 0 (5)  

Now let us consider v = eλtn and the characteristic equation becomes 

λ2 − μ
(
λ e−λτn1 + λ e−λτn2 + αλ

) + ηλ + 1 = 0 (6)  

Further from (6) one can obtain the following equations 

τn1 = 
1 

ω

)
± Cos−1

[
− p2 + q2 

2μω 
/
p2 + q2

]
− tan−1

(
q 

p

)
+ 2mπ

)
(7) 

In a similar way one can get 

τn2 = 
1 

ω

)
± Cos−1

[
− p2 + q2 

2μω 
/
p2 + q2

]
− tan−1

(
q 

p

)
+ 2nπ

)
(8) 

where m and n are integers. Figure 2 depicts the Hopf bifurcation curve in μ and 
τn1 parameter space. Birhythmic oscillation is expected at those values of μ and τn1, 
wherein, two Hopf bifurcation lines coexist. This is being further confirmed from 
the bifurcation of periodic solution in the next section.

4 Periodic Motion Using Multiple Time Scale Method 

Here, using the weak nonlinear analysis, we derive the periodic solution of the system 
[25–28]. The solution of (4) can be achieved in the following form
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Fig. 2 Hopf bifurcation 
curves. The parameter values 
are η = 0.04,α = 0.5, γ  = 
0.5, τn2 = 9.2.

v(tn) = v0(T0, T1) + ε v1(T0, T1) + O(ε2 ) (9) 

where ε is a small parameter (0 < ε  <<  1), T0 = tn is the fast time scale and 
T1 = ε tn , is the slow time scale. We take μ = ε μ0 and η = ε η0.Using the chain 
rule, one can write the following differential operator 

d 

dtn 
= ∂ 

∂T0 
+ ε 

∂ 
∂T1 

+ O(ε2 ) = D0 + ε D1 + O(ε2 ) 

d2 

dt2 n 
= D2 

0 + 2 ε D0 D1 + O(ε2 ) (10) 

Substituting (9), and (10) in (4) and equating the same power of ε, the following 
equations can be achieved 

D2 
0v0 (T0, T1) + v0 (T0, T1) = 0 (11) 

D2 
0v1(T0, T1) + v(T0, T1) = −2 D0 D1 v0(T0, T1) + μ0 D0v0(T0 − τn1, T1) 

+ μ0 D0v0(T0 − τn2, T1) 

+ μ0α D0v0(T0, T1) − 
3 

4 
μ0γ D0v0(T0, T1)3 − η0 D0v0(T0, T1) 

The solution of (11) can be considered as 

v0(T0, T1) = A(T1) eiT0 + c.c (12) 

A represents the amplitude of periodic oscillation. Substituting (12) into (11), 
eliminating the secular terms and introducing A = R eiφ one can get the periodic 
motion of the oscillator as
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2ω = −μ0[ Sin (τn1 + ω ε  τn1) + Sin (τn2 + ω ε  τn2)] (13) 

9 

4 
γ μ0 R

2 = μ0 α + μ0[ Cos (τn1 + ω ε  τn1) + Cos (τn2 + ω ε  τn2)] −  η0 (14) 

The bifurcation diagram of the periodic solution is shown in Fig. 3. Figure 3a 
shows the analytical bifurcation diagram of the periodic motion, achieved using (13) 
and (14). Figure 3b is achieved by solving (4) using MATLAB continuation package 
DDEBIFTOOL [29, 30]. It is evident from the numerical diagram that in Fig. 3b, 
the periodic motions emerge from the supercritical Hopf bifurcation, since the stable 
periodic solution (blue dots) coexists with an unstable steady state (red line). It is 
apparent from Fig. 3 that two different branches of periodic oscillations are coexisting 
at different values of τn1. The hysteresis curve as a function of τn1, is shown in Fig. 4. 
With progressive increment of the delay τn1 birhythmicity emerges through saddle 
node bifurcation. The critical value of τ ∗n1 and τ ∗n2 at which birhythmicity appears 
can be computed by differentiating (13) with respect to ω. Once differentiated, we 
obtain 

2 = −{μ0ετn1 Cos(τn1 + ωετn1) + μ0ετn2 Cos(τn2 + ωετn2)} (15) 

Differentiating again

Fig. 3 Bifurcation diagram of periodic motion considering τn1 as a control parameter: a Analytical 
bifurcation diagram (obtained using (13) and  (14)) b Numerical bifurcation diagram. The parameter 
values are ε = 0.1, μ0 = 3.56, μ = 0.356, η0 = 0.4, η = 0.04, τn2 = 9.2, α = 0.5, γ  = 0.5
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Fig. 4 Hysteresis curve: 
time period T = 2π 

ω as a 
function of τn1, the  
parameter values are 
ε = 0.1,μ0 = 3.5,μ = 0.35, 
τn2 = 9.2.

Sin (τn2 + ωετn2) = −
(

τn1 

τn2

)2 

Sin (τn1 + ωετn1) (16) 

Using (13) and (16) we achieve the solution for ω as a function of τn1 considering 
a fixed value of τn2 . Using  (15) one can obtain the critical value of delay at which 
birhythmicity appears, as given below 

τn1 = 
2nπ 
1 + ωε 

(17) 

and 

τn2 = 
2mπ 
1 + ωε 

(18) 

here, m and n are integers. It is evident from Fig. (4) that for the parameters ε = 
0.1, μ  = 0.35,τn2 = 9.2, birhythmicity appears close to τ ∗n1 = 3. 

Next in Fig. 5, we demonstrate the birhythmic behavior of the system through the 
phase plane and time series plot obtained numerically using (4). Figure 5a reveals the 
coexistence of the two periodic oscillations with different amplitudes and frequencies 
defined using different initial conditions. The blue (small) limit cycle is obtained 

using the initial condition v0 = 7, · 
v0 = 0 and the red (large) limit cycle is achieved 

for the initial condition v0 = 1 · 
v0 = 0. The parameter values are μ = 0.35, 

γ = 0.5 ; α = 0.5, τn1 = 3, τn2 = 9.2, η = 0.04 .
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Fig. 5 Phase plane trajectories and Time series Plot: a Birhythmicity in the absence of the self 

feedback control. The red limit cycle is obtained using initial condition v0 = 1, ·
v0 = 0 and the 

blue limit cycle is obtained using initial condition v0 = 7, ·
v0 = 0. The parameter values are 

μ = 0.35 τn1 = 3, τn2 = 9.2, η = 0.04, α = 0.5, γ  = 0.5 

Figure 6 shows the numerically obtained RF output spectrum of the oscillator. The 

spectrum of f1 = 0.125 is shown in Fig. 6a, the initial condition is v0 = 1, · 
v0 = 0, 

and the other signal f2 is also visible in the figure at f2 = 0.198. Similarly the 
spectrum of the limit cycle oscillation at f2 = 0.198 is obtained with initial condition 
v0 = 7 · 

v0 = 0, (Fig. 6b), where the presence of f1 = 0.125 can be previewed in 
this figure along with f2. 

Fig. 6 RF output spectrum: a RF spectrum of f1 = 0.125 when the initial condition is v0 = 
1,

·
v0 = 0. b RF spectrum of f2 = 0.198 when the initial condition is v0 = 7, ·

v0 = 0. The  
parameter values are μ = 0.35,τn1 = 3, τn2 = 9.2,η = 0.04,α = 0.5, γ  = 0.5
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5 Summary 

In the present work, for the first time we have investigated the birhythmic behavior of 
a modified DLOEO. The basic configuration of the oscillator under study is different 
from the original DLOEO. Compared to the fundamental DLOEO, in the proposed 
model, we replace the RF BPF by a VDPO with cubic nonlinearity. The VDPO 
output signal is injection synchronized with the RF output from the photodetector. 
The injection locked VDPO is more helpful to reject unwanted signals compared 
to an RF BPF. We explore through a detail analytical and numerical study, how 
the interplay between feedback delay, feedback gain and overall nonlinearity of the 
oscillator generates bihythmicity in the system through the saddle node bifurcation. 
We obtain the periodic solution of the oscillator through perturbative calculations, 
using the multiple time scale method. The analytical findings are supplemented 
through numerical solutions using DDEBIFTOOL. We believe that this study is 
important in identifying the birhythmic behavior of the oscillator before using it 
in different applications, for instance, as a stable local oscillator in RADAR, and 
PLL for acquiring signals from a spacecraft in deep space missions and in optical 
communication. Also, an interesting future direction of this study is to investigate 
how to control the birhythmic oscillation and induce the monorhythmicity in the 
oscillator. 

Acknowledgements The authors express their sincere thanks to the management of Siliguri Insti-
tute of Technology, Siliguri, West Bengal, India, for their help and support in facilitating the 
work. 
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Performance Analysis of Optical 
Arithmetic Circuit Using Artificial 
Neural Network 

Dilip Kumar Gayen 

Abstract Modern communication technologies need huge operational speed. This 
will be achieved if a standard data service, i.e. electron, is substituted by photon for 
the devices which are mainly focused on switching and logic. Gates are the basic 
building blocks of any complex circuit. Different logic and arithmetic operations 
can be carried out using these. In high-speed communication networks, all-optical 
arithmetic and logic operations are highly anticipated. In this chapter, the author 
has designed a parallel model to perform addition of two binary digits based on 
terahertz optical asymetric demultiplexer (TOAD)/semiconductor optical amplifier 
(SOA)-assisted Sagnac gates. By using only two parallely operating TOADs-based 
switches, a half adder has been designed. An equivalent model of this circuit has also 
been designed using artificial neural networks (ANN). This circuit design has been 
verified by using ANN. This optical circuit not only increases the speed of operation 
but also produces the desired output in the optical domain. The most significant 
advantage of this parallel circuit is that no synchronization is required for the inputs. 
Details of the performance analysis of this circuit, using the ANN model, have been 
presented. 

1 Introduction 

Today’s optical networks depend heavily on high-speed all-optical logic gates 
because they perform critical signal processing functions like switching regenera-
tion and identification processing on photonic switching nodes [1–3]. The system for 
optically processing data has undergone a revolution. The Sagnac Gate with a Tere-
hartz Optical Asymmetric Demaltiplexer (TOAD)/Semiconductor Optical Amplifier 
(SOA) is one of the optical switches that successfully combines low power consump-
tion, high repetition rate, and quick switching time [4–6]. The SOA-assisted Sagnac
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interferometer has been used to implement the half-adder, as proposed and shown by 
various research teams [7–11]. Using the Mach–Zehnder interferometer, Ghosh et al. 
have developed a contemporary method of expanding SOA to use optical frequency 
encoded operations [12]. Recently, neural networks have evolved into incredibly 
encouraging elective computing stages. Neural networks are developing theories to 
remove barriers to increase computational efficiency. A potentially effective way to 
address the energy-cost issue raised by deep learning is provided by optical neural 
networks [13]. Optics, which are caused by the local impedance characteristics of 
light, have been applied to neural network applications or free-space optical circuits 
to understand an optical lattice duplication unit that is completely inactive [14]. With 
the assistance of Machine Learning (ML), all scientists working on light–matter 
collaboration have turned onto another level, helped by material science, physical 
science, and photonic innovations. The first is the rise of wise photonic frameworks, 
another is the reconciliation of ML into physical and substance sciences for top to 
bottom information securing and inventive principal experiences [15]. Wu et al. have 
presented a method for optical performance monitoring of quadrature phase-shift-
keying (QPSK) data signals by training the artificial neural networks and the param-
eters extracted from asynchronous diagrams. They demonstrated that in a 100 Gb/s 
QPSK system, balanced detection produces asynchronous diagrams that perform 
better than single-ended detection. Also, the usefulness of the proposed technique 
has been experimentally demonstrated [16]. The author has proved that an atomic 
vapor cell can conduct a local, consequently, a nonlinear activation in two dimen-
sions. It is possible to use fully optical ANN for picture recognition written in digits. 
A network of this kind may manage a huge number of concurrent data streams 
[17]. Large-area optical switches, which have the important advantages of short idle 
time and low power consumption, are essential for facilitating the ever-increasing 
information exchange between servers in both intra- and inter-datacenter environ-
ments. Because of the advantages of low imprint and quick reaction time, coordinated 
silicon photonics has recently shown remarkable potential for developing large-scale 
optical switch textures for applications in the cutting-edge all-optical network [18]. 
Authors propose a binaries lucid optical beneficiary. This optical neural network 
uses opto-electronics components. This network comprises of a number of layers. 
Here, it uses three layers. The first layer is the transmission layer, second layer is 
the optical neuron layer, and the third layer is the electronic neuron layer. The trans-
mission layer, which is based on the Mach–Zehnder interferometer (MZI), copies 
and selects the information optical sign for transmission into the opto-electronic 
network. The optical layer, which can be implemented on silicon alongside the trans-
mission layer, consists of specially developed designs for planning binarized loads 
into optical space [19]. In this chapter, the author has provided a parallel model that 
uses Sagnac gates supported by semiconductor optical amplifiers (SOA)/terahertz 
optical asymetric demultiplexers (TOAD) to add two binary digits. Only two paral-
lelly running TOADs-based switches have been used to design a half-adder. The 
author has also designed a comparable model of this circuit by utilizing the ANN.
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This circuit configuration has been verified by using the said ANN model. The advan-
tage of this parallel circuit is that no synchronization is needed for the inputs. An 
ANN model was used to analyze this circuit’s performance in detail. 

2 Architecture of Switch 

Figure 1 depicts the fundamental design of a TOAD-based switch [20–25]. An ampli-
fier component is arranged unevenly in a circle in this illustration. The semicon-
ductor optical amplifier is used for the optical amplifier. The output from both the 
transmitting and reflecting modes of this switch have to be used. 

The power of the transmitting (POWUp) and reflecting (POWLow) ports might be 
expressed as [20–25] 

POWUp(t) = 
POWin(t) 

4
· {GAINcw(t) + GAINccw(t) 

− 2 
/
GAINcw(t) · GAINccw(t) · cos(Δ∅)

}
(1) 

POWLow(t) = 
POWin(t) 

4
· {GAINcw(t) + GAINccw(t) 

+ 2 
/
GAINcw(t) · GAINccw(t) · cos(Δ∅)

}
(2) 

Here, gain in clockwise direction is GAINcw(t) and gain in counter clockwise direc-
tion is GAINccw(t). Phase difference between these two gains is Δ∅ =−β/2 loge 
(GAINcw(t)/GAINccw(t)). The line-width enhancement factor is β. 

Incoming signal enters the circular system via the optical circulator in the absence 
of a control (CP). This signal is split into two halves and sent through the loop. One 
portion moves in a clockwise manner, while the other moves in the opposite way. 
Both signals have the same amount of unsaturated gain. When the two signals meet 
again at the input, they achieve the same gain, i.e. GAINccw ≈ GAINcw. The phase

Fig. 1 Basic structure of 
TOAD 
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Fig. 2 The block diagram of 
TOAD 

difference between them is nearly equal to zero at that point, i.e. Δ∅ ≈  0. Then 
the gain in the upper port is nearly equivalent to zero, i.e. POWUp(t) ≈ 0. The 
gain in the lower port is hence POWLow(t) = POWin(t) · GAINss , where GAINss 

is the small signal gain. Information appears to be reflected back to the source. 
After applying a CP, when it is fed into the system, it changes the properties of the 
SOA. SOA’s popularity is rapidly dwindling. Both signals have different amounts of 
unsaturated gain. When the two signals meet again at the input, they achieve different 
gains, i.e. GAINccw /= GAINcw. At that time, the phase difference between them is 
roughly equivalent to − 1, i.e. Δ∅ ≈ −1. The upper port gain is then almost equal 
to POWUp(t), which is not zero. However, the power in the lower port is almost nil, 
i.e. POWLow(t) ≈ 0. So the information appears only in the upper port at this point. 
Equation (1) can be used to calculate the power at the upper port. Similarly, Eq. (2) 
can be used to calculate the value of power at the lower port. At the output ports, a 
band pass filter can be employed. The incoming signal will pass through this filter, 
but the control signal will be blocked. The block diagram of a TOAD is shown in 
Fig. 2. 

3 Parallel Half Adder 

Half-adder accepts two binary values as inputs, A and B, and provides a sum (S) and 
a carry as outputs (Cout). The sum (S) and the carry (Cout) are each one bit. Figure 3 
shows a circuit diagram for an optical parallel half adder. Only two TOAD-based 
switches, TOAD1 and TOAD2, are used in this circuit. 

By suitably adjusting the wavelength of the input signal through the wavelength 
converter, the same input can be used both as a control and an incoming signal in

Fig. 3 Diagram of parallel 
half adder, where A and B: 
Inputs, BC: Beam combiner, 
/: Beam splitter and Sum and 
Cout: Final outputs 
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this circuit. By combining the lower channels of TOAD1 and TOAD2, the Sum (S) 
output is obtained, and similarly by combining the upper channels of TOAD1 and 
TOAD2, the Carry (Cout) output is obtained. These are depicted in Fig. 3. 

4 Optical Neural Network 

When necessary, optical neural networks (ONN) are developed. They have the qual-
ities of high transmission capacity, high interconnection and interior equal handling, 
which can speed up the halfway activity of programming and electronic equipment, 
even up to the “light speed”, is a promising strategy to supplant counterfeit neural 
network. Lattice increase can be done at the speed of light in the photonic structure, 
which can really settle the thick grid augmentation in the artificial neural network, 
to lessen the utilization of energy and time. In addition, the nonlinearity in ANN can 
likewise be acknowledged by nonlinear optical components. When the preparation of 
the optical brain network is finished, the whole construction can play out the optical 
sign computation without any additional energy input, at the speed of light. 

Today, ANN vanquishes the requirements of ordinary techniques. A specific 
condition structure isn’t used for setting up an ANN, but satisfactory input and 
output data are fundamental. After being trained, an ANN estimates output to new 
input data. When configured correctly, an ANN can examine the known data to learn 
any straight or nonlinear link. The fundamental step is to set up an ANN calculation 
with the aid of input and output data. As shown in Fig. 4, this neural network has 
three levels: the first level is the input level, the last level is the output level, and the 
intermediate level is the hidden level. This figure is represented by a single TOAD. In 
this plan, the input layer comprises of seven neurons, in particular, incoming pulse 
(Pin(t)), width of the incoming pulse (τ0), recovery of gain time of the SOA (τe), 
Tasym, the loop eccentricity, CP as (Pcp(t)), control pulse energy (Ecp), and width of 
control pulse (σ ) as indicated by the contributions of the framework. The resulting 
layer comprises of two neurons in particular, the upper channel (PUpper) and the lower 
channel (PLower). Our dataset has been divided into three parts: the test dataset, the 
training dataset, and the validation dataset. For diverse objectives, multiple datasets 
are used. The arrangement of the neurons has been contrilled by using the training 
dataset.

To minimise error, the network adjusts its own weight capacity. Preparation is 
finished while network hypotheses are not outperforming, which is decided by the 
validation dataset. With the use of the testing dataset, the network performance both 
during and after training is evaluated. In this strategy, the training data use 85% of 
the total data collection, testing makes use of 10% of the data collection, and network 
validation is assessed using the remaining dataset. 

For this method, 18 neurons are used in the hidden layer. Mean Square Error 
(MSE) is the common squared deviation between the results and targets. It is better 
to make it small. This value is closer to zero. Figure 5 displays the variation of MSE 
for training, validation, and testing datasets with many epochs. This figure shows
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Fig. 4 An artificial neural network with a single TOAD has an input level with seven neurons and 
an output level with two neurons as its structural components

that the best result occurs at epoch number 22. The valuse of error is 0.099065. The 
training must be stoped after the epoch number 22. 

The correlation between the results and goals determines the significance of a 
direct relapse. Close relationships always have a value between 1 and 0. Figure 6 
displays the informative collection’s relapse. As can be observed from the figure, the 
error factor is closer to 1, emphasising the close relationship between the input data 
and output data.

Connection among information sources and result focuses can be obtained by 
ANN in a direct or nonlinear relapse approach. Here, a straight relapse approach is 
applied for deciding the connection among the information sources and results. This 
ANN configuration acknowledges seven contributions as the incoming pulse (Pin(t)) 
[x1], width of the incoming pulse (τ0) [x2], recovery time of gain of SOA (τe) [x3], 
Tasym is the loop eccentricity as [x4],control pulse (Pcp(t)) [x5], control pulse energy 
(Ecp) [x6], and width of the control pulse (σ ) [x7] and produce two outputs as the

Fig. 5 Change of MSE in 
respect to the number of 
epochs for the validation, 
training, and testing data sets 
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Fig. 6 Modeled data, training datasets, validation datasets, testing datasets, and the input dataset 
itself were used to fit regression to the input dataset

upper channel (PUpper) [y1] and lower channel (PLower) [y2]. This capacity is for the 
most part eluded as actuation work. The author has endeavored to tackle a straight 
relapse issue with an essential direct condition as our enactment work. As far as a 
direct capacity, the straight relapse is characterized as 

y1̂ =  b1 + p'
1x1 + p'

2x2 + p'
3x3 + p'

4x4 + p'
5x5 + p'

6x6 + p'
7x7 (3) 

y2̂ =  b2 + p''
1 x1 + p''

2 x2 + p''
3 x3 + p''

4 x4 + p''
5 x5 + p''

6 x6 + p''
7 x7 (4) 

where y1  ̂ and y2  ̂ are the forecast for the result variables y1 and y2 and x1, x2,…, 
x7 are the sources of info, p1, p2,…, p7 are the loads and b1 and b2 indicate the 
predisposition terms. With this direct initiation work, the author has accomplished in 
general 99.74% precision of this ANN plan. Figure 6 shows the correlation between 
unique information with anticipated information and the relapse coefficient. From 
the figures (Figs. 5 and 6) it is seen that relapse factor is more like 1 depicting 
the power full relationship among the input informational index and demonstrated 
informational index in this neural network.
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5 Results and Analysis 

The writing guidelines for many research publications were used as the basis for 
the parameters used in this paper [5, 6, 15]. The values of several parameters are as 
follows: The SOA’s unsaturated enhancer pickup (Gss) is 20 dB and 100 ps as τe 
is the pickup recuperation time of SOA. The others parameters are the Ecp as the 
exchanging beat vitality of 100 fJ, Esat as the immersion vitality of the SOA of 1000 
fJ, Tc as the bit period of 50 ps, σ as the full width at half greatest of the control 
beat of 12 ps, and Tasym as the unpredictability of the circle of 30 ps. These criteria 
were selected such that they must satisfy the operational requirement. Figures 7 and 
8, respectively, show the adder circuit’s corresponding input and output waveforms. 

To concentrate on the capacity of the circuit, increase in the proper width of the 
SOA short sign is observed for which the exchanging power is decreased. Therefore, 
the reliance of the turning power on the little sign increase is plotted in Fig. 9. From  
this figure it is seen that the power diminishes essentially with the increment of the 
little sign addition and arrives at least 100 fJ at 20 dB.

ER is the extinction ratio. To evaluate our plan, considering the ER as [22], 

E .R. = 10 × log
(
PO1 

min 

PO0 
max

)
(5) 

In this Eq. (5), PO1 
min stands for the minimum power of the 1-state. Similarly 

PO0 
max stands for the maximum power of the 0-state. For better output, ER should 

ideally be more than 8.50 dB. 1- and 0-states can be distinguished from one another

Fig. 7 Input waveforms of the Input A and Input B 

Fig. 8 Output waveforms of 
the Carry (Cout) and Sum (S) 
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Fig. 9 Switching energy 
variation with respect to 
small signal gain
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quite clearly based on the extinction ratio. Functionality of this design is dependent 
on CP energy and SOA recovery. 

Figure 10 shows how the expansion, recovery, and energy of CP affect the ER. 
It is shown that ER grows with increasing CP energy and that ER decreases after a 
certain value (100 fJ and 100 ps). High expansion recovery times and CP energy also 
reduce ER, as can be observed in Fig. 10. This was protected by obtaining a dynamic 
SOA answer. Beat requires more opportunity to recover its fundamental increment 
for high expansion recovery times, which reduces ER. With a fixed inundation power, 
the submersion energy decreases as the gain recovery time increases. Less energy is 
anticipated to flood the SOA as a result, which is the rationale. 

The optical bit rate component is a key restriction that affects the circuit display. 
Figure 11 shows how gain recovery time and information estimation affect the ER. It 
states that a lower ER results from a lower bit estimation and a longer recovery period. 
This happens as a result of an improper method; altogether, the SOA needs more in 
order to reclaim its advantage and supplies the required fragment adjustment. The ER 
demonstrates consistency once a bit and the recovery time cost of gain calculation 
has been completed. A specified ER will be reached with less energy and a more 
limited bit estimation.

Fig. 10 A variety of ER 
with increased CP recovery 
time  and energy at the  
results, while maintaining 
fixed other boundaries 
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Fig. 11 Shows several ER 
types with pulse width and 
recovery duration at the 
outcomes 

Fig. 12 Pseudo eye chart 

When information sources are used multiple times, such as when the inputs range 
from zero to one or one to one, etc., the results are superimposed to make an eye-
chart [26]. Figure 12 is clearly not a typical eye-outline because the locator and 
optical strands provide connection links, such as clamor source, which are not as 
enlightening as in the deteriorating effects, which are often observed in the highlight 
point. This figure is known as a pseudo-eye-diagram[27]. 

The general eye opening (O) is characterized O = (P1 
min − P0 

max)
/
P1 
min, as P0 

max 
and P1 

min are the maximum and minimum powers at the outputs at 0-state and 1-state, 
respectively. Huge eyes on an eye-graph indicate a transmission that is unambiguous 
and has a low piece rate [28]. The value of eye opening (O) is found to be 87.5%. 
This value displays a fairly respectable response from the circuit’s output terminals. 

6 Summary 

The author has designed an optical parallel half adder utilizing only two TOAD-based 
switches. The circuit has designed theoretically and verified through numerical simu-
lations. Both the ports, reflected and transmitted, are used to perform the simulation 
of the circuit. This circuit gives the desired result at the outputs. The author has also
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designed a comparable model of this circuit by utilizing ANN. This circuit configu-
ration has been confirmed by utilizing ANN. This optical circuit not only increases 
the speed of the operation but also produces the desired output in the optical domain. 
The most notable advantage of this parallel circuit is that no synchronization is 
required for the inputs. This circuit can serve as a fundamental building block for 
more complicated circuit designs. 

References 

1. Suzuki M, Uenohara H (2009) Invesigation of all-optical error detection circuitusing SOA-MZI 
based XOR gates at 10 Gbit/s. Electron Lett 45(4):224–225 

2. Gayen DK, Roy JN, Taraphdar C, Pal RK (2011) All-optical reconfigurable logic opera-
tions with the help of terahertz optical asymmetric demultiplexer. Int J Light Electron Opt 
122(8):711–718 

3. Minh HL, Ghassemlooy Z, Ng WP (2008) Characterization and performance analysis of a 
TOAD switch employing a dual control pulse scheme in high speed OTDM demultiplexer. 
IEEE Commun Lett 12(4):316–318 

4. Bhattacharyya A, Gayen DK, Chattopadhyay T (2013) Alternative all-optical circuit of binary 
to BCD converter using terahertz asymmetric demultiplexer based interferometric switch. In: 
Proceedings of 1st international conference on computation and communication advancement 
(IC3A–2013) 

5. Zoiros KE, Vardakas J, Houbavlis T, Moyssidis M (2005) Investigation of SOA-assisted Sagnac 
recirculating shift register switching characteristics. Int J Light Electron Opt 116(11):527–541 

6. Zoiros KE, Avramidis P, Koukourlis CS (2008) Performance investigation of semiconductor 
optical amplifier based ultra-fast nonlinear interferometer in nontrivial switching mode. Opt 
Eng 47(11):115006–115011 

7. Li P, Huang D, Zhang X, Zhu G (2006) Ultra-high speed all-optical half-adder based on four 
wave mixing in semiconductor optical amplifier. Opt Exp 14(24):11839–11847 

8. Kim JH, Kim SH, Son CW, Ok SH, Kim SJ, Choi JW, Byun YT, Jhon YM, Lee S, Woo DH, 
Kim SH (2005) Realization of all-optical full-adder using cross-gain modulation. Proc Conf 
Semicond Lasers Appl, SPIE 5628:333–340 

9. Poustie A, Blow KJ, Kelly AE, Manning RJ (1999) All-optical full-adder with bit differential 
delay. Opt Commun 168(1–4):89–93 

10. Mukhopadhyay S, Chakraborty B (2009) A method of developing optical half- and full-adders 
using optical phase encoding technique. In: Proceedings of the conference on communications, 
photonics, and exhibition (ACP), TuX6, pp 1–2 

11. Mukherjee K (2011) Method of implementation of frequency encoded all-optical half-adder, 
half-subtractor, and full-adder based on semiconductor optical amplifiers and add drop 
multiplexers. Int J Light Electron Opt 122(13):1188–1194 

12. Ghosh P, Kumbhakar D, Mukherjee AK, Mukherjee K (2011) An all-optical method of imple-
menting a wavelength encoded simultaneous binary full-adder-full-subtractor unit exploiting 
nonlinear polarization rotation in semiconductor optical amplifier. Int J Light Electron Opt 
122(19):1757–1763 

13. Wang T, Ma S-Y, Wright LG, Onodera T, Richard BC, McMahon PL (2022) An optical neural 
network using less than 1 photon per multiplication. Nat Commun 13(123):1–8 

14. Lin X, Rivenson Y, Yardimci NT, Veli M, Luo Y, Jarrahi M, Ozcan A (2018) All-optical machine 
learning using diffractive deep neural networks. Science 361(6406):1004–1008 

15. Zhou J, Huang B, Yan Z, Bünzli J-CG (2019) Emerging role of machine learning in light-matter 
interaction. Light Sci Appl 8:84. https://doi.org/10.1038/s41377-019-0192-4

https://doi.org/10.1038/s41377-019-0192-4


84 D. K. Gayen

16. Wu X, Jargon JA, Paraschis L, Willner AE (2011) ANN-based optical performance monitoring 
of QPSK signals using parameters derived from balanced-detected asynchronous diagrams. 
IEEE Photon Technol Lett 23(4):248–250 

17. Ryou A, Whitehead J, Zhelyeznyakov M, Anderson P, Keskin C, Bajcsy M, Majumdar A 
(2021) Free-space optical neural network based on thermal atomic nonlinearity. Photon Res 
9(4):B128–B134 

18. Gao W, Lu L, Zhou L, Chen J (2020) Automatic calibration of silicon ring-based optical switch 
powered by machine learning. Opt Exp 28:10438–10455 

19. Yu Z, Zhao X, Yang S, Chen H, Chen M (2020) Binarized coherent optical receiver based on 
opto-electronic neural network. IEEE J Sel Top Quantum Electron 26(1):1–9 

20. Sokoloff JP, Prucnal PR, Glesk I, Kane M (1993) A terahertz optical asymmetric demultiplexer 
(TOAD). IEEE Photon Technol Lett 5(7):787–790 

21. Wang B, Baby V, Tong W, Xu L, Friedman M, Runser R, Glesk I, Prucnal P (2002) A novel fast 
optical switch based on two cascaded terahertz optical asymmetric demultiplexers (TOAD). 
Opt Exp 10(1):15–23 

22. Gayen DK, Chattopadhyay T, Das MK, Roy JN, Pal RK (2011) All-optical binary to gray code 
and gray to binary code conversion scheme with the help of semiconductor optical amplifier
-assisted sagnac switch. IET Circ Dev Syst 5(2):123–131 

23. Gayen DK (2016) Optical arithmetic operation using optical demultiplexer. Circ Syst 
7(11):3485–3493 

24. Gayen DK (2016) All-optical 3:8 decoder with the help of terahertz optical asymmetric 
demultiplexer. Opt Photon J 6(7):184–192 

25. Gayen DK (2022) Optical parallel half adder using semiconductor optical amplifier-assisted 
Sagnac gates. J Mech Continua Math Sci 17(4):1–7 

26. Gowar J (1993) Optical communication system, 2nd edn. Prentice Hall of International Limited, 
UK 

27. Wang Q, Zhu G, Chen H, Jaques J, Leuthold J, Piccirilli AB, Dutta NK (2004) Study of 
all-optical XOR using Mach-Zehnder interferometer and differential scheme. IEEE J Quant 
Electron 40(6):703–710 

28. Yariv A, Yeh P (2007) Photonics: optical electronics in modern communications, 6th edn. 
Oxford University Press, UK



Design and Modeling of an Infrared 
Sensor-Based Object Detection Circuit 
for Computer Vision Applications 

Pratik Acharjee, Avirup Majumder, Aritrya Chatterjee, 
and Jayabrata Goswami 

Abstract Infrared (IR) sensor utilizes the principle of selective light sensing by 
distinguishing a particular light wavelength within the entire infrared (IR) spectrum. 
Currently, the cutting-edge industries are utilizing infrared sensors in various appli-
cations. In this chapter, the authors have proposed a contemporary demonstration of 
Infrared Sensor-based object detection circuit (ODC) by using Multisim software. 
The proposed circuit will be useful for various computer vision applications. 

1 Introduction 

Theoretical analysis of object detection, by utilizing the infrared (IR) spectrum, 
has already shown various potential capabilities. The essential deep neural network 
for object detection is already over-feat. Object detection combines the tasks of 
object classification and localization. An object detector can be defined as a network 
separating the task of deciding the placement of objects and classification [1]. 

An IR device measures and recognizes infrared wavelength in its encompassing 
air medium. The infrared radiation from the semiconductor light emitting diode gets 
reflected by the object and that reflected IR’s wavelength is sensed by the IR sensor 
[2]. Object detection is a crucial task that deals with various kinds of investigation 
on the instances of visual objects (such as humans, animals, or cars) in one or more 
digital pictures. The target of object detection is to develop procedural models and 
techniques. The IR sensing component may be a simple device that transmits IR 
radiation, senses the reflected wave and identifies the object from the reflected IR 
radiation in order to detect the bound obstacles [3]. Object detection is the process 
of finding and classifying a variety of objects on an image. The output of an object 
detector may be very complex in nature, since the quantity of the detected objects
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might change from image to image [4]. In order to overcome those drawbacks, the 
authors have used the associate degree IR sensing element [5] in their design. 

The authors are aiming to modify and improve the model of the IR (infrared) 
sensor-based circuit of the existing object detection system for physically challenged 
persons, which is a part of computer vision application. 

2 Circuit Design and Principle 

Figure 1 shows the basic IR sensor-based circuit which was reported in Ref. [6]. The 
circuit is capable of detecting a single object at a time. But the major drawback of 
this circuit is that it cannot detect multiple-objects simultaneously, which is essential 
for the real-world scenario. 

The circuit shown in Fig. 1 is implemented and analyzed using Multisim Software. 
An infrared sensor is an electronic device which can recognize the degree of the 
transmitted infrared radiation in its surrounding environment. As a result, when any 
obstacle or a body comes close to the sensor, the infrared light emitted from the circuit 
gets reflected by the obstacle or body and that the reflected light is recognized by the 
beneficiary IR sensor. Figure 2 shows the modified circuit designed by the authors 
using IR sensor, Zener diode, P–N Junction diode. It is capable of detecting multiple 
objects simultaneously. This circuit is also simulated by the Multisim software.

Table 1 provides the list of basic components which are used for the circuit 
implementation. Therefore, the above mentioned new design model is a very 
promising circuit for multiple signal detection circuit analysis for Computer Vision 
Applications.

Fig. 1 IR sensor-based circuit for object detection [6] 
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Fig. 2 Infrared sensor-based modified object detection circuit

Table 1 List of basic 
components 

Serial number Parts list Values 

01 Resistance R1 10 k (2 W) 

02 Resistance R2, R5, 
R6, R9 

1 k (2 W)  

03 Resistance R3 33R (2 W) 

04 Resistance R4, R8 1 M (2 W)  

05 Trimmer Cermet R7 10 k 

06 Resistance R10 22 k (2 W) 

07 Capacitance C1, C4 1 uF  

08 Capacitance C2 47 pF 

09 Capacitance C3, C5, 
C6 

100 uF 

10 Diode D1 IR LED 

11 Diode D2 IR photo-diode 

12 Diode D3, D4 1N4148 
(75 W/150 mA) 

13 Diode D5 LED 

14 Diode D6, D7 1 N 4002 

15 PNP Transistor Q1 BC 558 
(45v/800 mA) 

16 Timer IC IC1 NE 555 

17 PNP transistor BC 558 

18 NPN transistor BC 548 

19 Relay SPDT (2A/220v)
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3 Circuit Operation 

The circuit uses a yield of IC1 555 IC implied for a prerequisite cycle of 0.8 ms, 
with a recurrence of 120 Hz and 300 mA top current. It is utilized to drive the ruddy 
intersection rectifier (D1) diode. From the connection, it is clear that the diodes D1 
and D2 are in a straight-line and essentially a few centimeters separated on the board. 
Hence, the diode D2 gets the infra-red yield from the diode D1. The diode flag that 
is connected to the rearranging terminal of the op-amp IC LM358 gets intensified 
IR radiation and finally it is recognized by diode D4 and capacitor C4. The forward 
voltage developed across diode D4 is compensated by diode D3 and resistances R5 
and R6. According to the separation between the infra-red transmitter and receiver, a 
relative DC voltage is applied to the modifying input of IC2. According to the yield 
of the comparator, the intersection rectifier is either turned ON or OFF. It is often 
regularly recognized by the semiconductor device Q1. Thus the hand-off is driven 
as per the output of Q1. This circuit is mainly utilized for discovering the fluid level 
location or its vicinity. A leading advantage of this circuit is that no physical contact 
is required from the distance measurement. Accurate remote distance measurement 
is possible. 

4 Summary 

In this chapter, the authors have presented a modified and improved design of 
IR sensor-based object detection circuit by using Multisim software simulation 
tools. This system can distinguish the infrared signal for detecting any object in 
its proximity and can be very useful for physically challenged people to identify 
obstacles. 
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A Comprehensive Analysis on Bandwidth 
Management in 6G: Sharing, Reuse 
or Introducing New Bandwidth? 

Babul P. Tewari and Shankar K. Ghosh 

Abstract The performance of the traditional cellular network becomes restricted 
due to significant increase in the number of mobile users with high data rate appli-
cations. Nowadays, growing number of network connectivity creates a tremendous 
spectrum crisis on the usage of cellular licensed band. In this context, the sixth 
generation (6G) network system is envisioning the promise of very high data rate 
with increased network capacity. However, limitation in the availability of cellular 
licensed spectrum limits the performance of existing cellular systems. To increase 
the system capacity, a number of attempts have been initiated in the recent past. It 
may be noted that the upgradation to a higher generation network system is mainly 
concerned about (a) increasing the spectral efficiency by intelligently sharing the 
spectrum among the users (e.g., cognitive radio, device-to-device communication) (b) 
increasing the available bandwidth by introducing new frequency bands (e.g., unli-
censed band, terahertz frequency, millimetre wave frequency etc.) and (c) increasing 
the reuse of the existing bandwidth (e.g., ultra-densification, reconfigurable intel-
ligent surface, interference cancellation etc.). In this work, first we have analysed 
different solutions for bandwidth increment comprehensively, and then pointed out 
the challenges and opportunities associated with each particular paradigm.
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1 Introduction 

Future wireless communications will be driven by technology that promises Internet 
of Everything (IoE). It will revolutionize people’s daily life by their rich technolog-
ical features. The sixth-generation cellular system (6G) is expected to be a hetero-
geneous network (HetNet) consisting of different kinds of radio access technologies 
such as new radio (NR), long term evolution advanced (LTE-A) and 802.11 wire-
less local area networks (WLAN). In addition, 6G is expected to introduce several 
service classes requiring high reliability, low latency and high throughput. Ultra-
dense connectivity, high data rate and low latency remain the basic requirements of 6G 
that are further extended to meet the demands of IoE. Such demanding requirements 
may include tera-hertz communications, large intelligent surface, orbital angular 
momentum (OAM), spectrum sharing using blockchain technology, quantum and 
molecular communications [1]. Network capacity becomes restricted due to the 
increasing load from the ongoing densification of the different networks. While 
roaming across such HetNet, the data rate received by the mobile terminals (MTs) 
may fall below the requested rate due to path loss, fading and increased interference. 
Such data rate reduction calls for frequent network switching between adjacent cells. 
Frequent network switching also has a significant influence on the interference rela-
tionship resulting in a gross degradation of network performance. Coexistence of such 
multiple networks calls for an efficient user association mechanism that would not 
only mitigates the interference but also helps to attain the desired quality of service 
(QoS) through achieving a high data rate. Hence, designing appropriate user associ-
ation remains a praising research challenge in this direction. This requires detailed 
consideration of service requirement, network characteristics and communication 
technology used. 

Since high data rate is the main concern in the forthcoming 6G systems, so far, 
there is no unified solution to provide the expected data rate and it is worthy to analyse 
the scope of bandwidth increment. We consider the well-known Shannon Capacity 
formulae as the starting point of our analysis: B = log2(1 + S/(N + I)), where 
B represents the communication bandwidth, S represents the signal strength and I 
represents the interference. It may be noted that the upgradation to a higher generation 
network system is mainly concerned about (a) increasing the bandwidth (B) by 
intelligently sharing the spectrum among the users (e.g., cognitive radio, device-to-
device communication) (b) increasing the available bandwidth (B) by introducing 
new frequency bands (e.g., unlicensed band, terahertz frequency, millimetre wave 
frequency etc.) and (c) decreasing the interference (I) by increasing the reuse of 
the existing bandwidth (e.g., ultra-densification, reconfigurable intelligent surface, 
interference cancellation etc.). 

Device-to-Device (D2D) communication helps to coordinate communication 
among two nearby devices without taking support from any existing infrastructure 
[2]. The main advantages of D2D communications are increased spectrum efficiency, 
high proximity gain and reuse gain. As D2D enables short range direct communica-
tion, it has a positive impact on energy efficiency and maintaining QoS [3]. Sharing
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the uplink spectrum resource with the existing cellular network enables the D2D 
technology to achieve a higher spectrum efficiency [3, 4]. The potential data rate 
of D2D communication can be immensely higher with the help of millimetre-wave 
(mm-wave) technology. Therefore, mm-wave enabled D2D technology is an impor-
tant technological feature for future wireless communications. Despite such advan-
tages, mm-wave suffers from the drawback of high propagation loss and path loss 
from the obstacles [5, 6]. Hence, there is a continuous need for finding a suitable 
D2D user association technique that uses such high data rate enabling technology 
while avoiding the drawback of intermediate obstacles. Sharing an uplink spectrum 
resource leads spectrum efficiency, however, significant interferences are caused 
by simultaneous communications in the same band of a heterogeneous networks. 
Therefore, along with an intelligent user association scheme there is also a need for 
a suitable interference management policy. 

Reconfigurable intelligent surface (RIS) has been introduced to eliminate the 
interference in ongoing D2D communications [3]. Using RIS, the interference can 
be cancelled with appropriate beamforming. Moreover, RIS can also help to avoid 
the loss from intermediate obstacles. To provide high throughput to the users, RIS 
has emerged as one of the promising solutions to improve the coverage and data 
rate in 6G systems. RIS is a holographic multiple input multiple output surface [3]. 
In RIS, a massive number of passive radiating elements are stacked to realize a 
continuous electromagnetically active surface. In an RIS assisted environment, data 
can be communicated to the users in two ways: firstly, through the direct channel 
from the serving base station (BS) to the user (namely channel A) and secondly, 
through the indirect channel via the RIS (namely channel B). Due to availability of 
an additional channel, throughput performance in the RIS assisted environment is 
greatly enhanced [7]. 

It may be noted that although RIS has been envisioned to reduce interference 
in D2D communication, it imposes a significant design complexity in the commu-
nication system. It has been shown that interference may become significantly 
higher depending on the beamwidth when D2D communication is integrated with 
RIS. Therefore, RIS deployment must be taken care with appropriate beamwidth 
selection [8]. 

To satisfy the requested bandwidth, appropriate associations between MTs access 
networks are very crucial. The traditional user association problem is known to 
be NP-hard [9, 10]. On top of that 6G introduces new challenges. For example, a 
user can be associated with the target network via RIS in the presence of dynamic 
obstacles even if the direct channel from the serving base station is not available. 
Since, the RIS assisted wireless environment involves a lot of stochastic components 
including intermittency of channel B, user preference, user mobility and type of 
requested service, the user association mechanisms designed so far cannot address the 
challenges associated with RIS enabled networks. Hence, designing user association 
algorithms in such context is still a challenging problem for the research community. 

In this work, our objective is to provide a comprehensive review on different 
paradigms of increasing spectral efficiency and then analyse the challenges and
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opportunities associated with each paradigm. Our contributions can be summarized 
as follows:

. First, we provide a brief discussion on the existing capacity improving paradigms 
such as D2D, millimeter wave communication, unlicensed band communication 
and RIS.

. Then we classify the existing approaches to improve spectral efficiency in the 
context of forthcoming 6G systems.

. Next, we analyse the advantages and drawbacks associated with each paradigm. 

We organize the paper as follows: Sect. 2 describes a brief overview of the existing 
paradigms followed by a comprehensive analysis on the existing approaches in 
Sect. 3. Section 4 presents the challenges and opportunities associated with each 
paradigm. Finally, we conclude the paper in Sect. 5. 

2 Brief Overview of Existing Approaches 

D2D communications has been evolved as one of the important communication 
paradigms under 5G cellular communications. This allows two nearby devices to 
communicate directly without taking infrastructure support from the existing cellular 
base station (BS) or evolved NodeB. It is a key enabling technology that provides 
high speed QoS specific communication with suitable spectrum efficiency. In licensed 
band cellular communication, D2D carries opportunistic use of the spectrum band 
with the existing cellular communication and the approach is called the underlay 
D2D mode [11]. On the other hand, when it uses its reserved band other than the 
cellular users it is supposed to operate in the overlay mode. D2D communication 
may take place in the unlicensed spectrum without affecting the performance of 
the existing Wi-Fi communications [2]. D2D communication contributes high data 
rate, feasible spectrum efficiency and low energy consumption to the 5G and B5G 
communications. 

RIS has been envisioned as a new type of relaying technology for future wireless 
communications [8]. RIS is a holographic multiple input multiple output surface 
[12]. In RIS, a massive number of passive radiating elements are stacked to realize a 
continuous electromagnetically active surface. In an RIS assisted environment, data 
can be communicated to the mobile terminal (MT) in two ways: firstly, through the 
direct channel from the serving BS to the MT (namely channel A) and secondly, 
through the indirect channel via the RIS (namely channel B). Due to the availability 
of an additional channel, throughput performance in the RIS assisted environment is 
greatly enhanced [7]. 

Millimeter wave communication has been exploited as one of the spectrum band 
solutions for 5G communications [11]. It is a promising solution for high-speed 
communications in a short range. In mm wave, a wide range of carrier frequencies 
operate over the 3–300 GHz band and include many feasible characteristics like



AComprehensive Analysis on BandwidthManagement in 6G: Sharing,… 93

higher bandwidth and directional transmissions. Using mm wave the D2D commu-
nications can take place at a very high speed and thereby can achieve a high network 
performance. 

3 Comprehensive Analysis on Existing Approaches 

The performance of the traditional cellular network is limited by the availability of 
bandwidth. To increase the system capacity, a number of attempts have been initi-
ated in the recent past. The upgradation to a higher generation network system is 
mainly concerned about (a) increasing the spectral efficiency by intelligently sharing 
the spectrum among the users (e.g., cognitive radio, D2D) (b) increasing the avail-
able bandwidth by introducing new frequency bands (e.g., unlicensed band, terahertz 
frequency, millimetre wave frequency etc.) and (c) increasing the reuse of the existing 
bandwidth (e.g., ultra-densification, RIS, interference cancellation etc.). With the 
introduction of different access technologies (e.g., OFDMA, BDMA) and various 
kinds of user demands, the future generation networks are moving towards hetero-
geneity. In this section, we will provide a brief description of the existing works in 
the aforesaid directions as long as the upgradation from 5 to 6G is concerned. The 
existing works can be summarized as follows (Table 1). 

3.1 Intelligently Sharing the Spectrum 

D2D communications is an emerging communication paradigm for B5G systems 
where closely located user equipment can directly communicate with each other 
without the involvement of any physical infrastructure support. In such communica-
tions, D2D users opportunistically use the cellular spectrum to satisfy their demands. 
D2D communication was proposed to increase the service coverage of the existing

Table 1 Summary of the existing works 

Main concern Technology used Existing works 

Intelligently sharing the spectrum D2D [4, 9, 13–17] 

Load balancing [18, 19] 

Introducing new frequency bands Unlicensed band [2, 10, 20] 

Millimetre wave frequency [21, 22] 

Reuse of existing bandwidth Ultra-densification [23, 24] 

RIS [3, 25–29] 

Interference management [4] 
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base stations by sending the data packets over multiple hops [4, 9]. In D2D commu-
nications, two closely located user equipment can directly communicate with each 
other without any infrastructure support [9]. Waqas et al have addressed the mobility 
management perspectives in D2D association mechanisms [13]. In Ref. [14], a user 
association mechanism has been proposed explicitly considering the delay and power 
constraints. In the D2D environment, user association is quite challenging because of 
the mobility of the users [9]. In Refs. [4, 15], user association mechanisms have been 
proposed to minimize interference and power allocation, respectively. Mukherjee 
and Ghosh [16] have proposed a game theoretic approach for the resource allocation 
among the 5G D2D users considering the issue of fairness between the legacy 4G 
users and 5G users. Ghosal et al. has proposed a near optimal solution for joint power 
and channel allocation problem for D2D users [17]. 

In Ref. [18], Zhou et al. have proposed a load balancing strategy with frequency 
partitioning scheme with an objective to maximize the logarithmic sum-rate. Load 
balancing in the context of D2D resource allocation from the perspective of orthog-
onal frequency division multiple access (OFDMA) has been addressed by Zhang et al 
[19]. In Ref. [13], Waqas et al have proposed a D2D association considering mobility 
perspective [13]. Here, an integrated approach of power control and user association 
has been taken with an objective to minimize the overall power consumption [14]. 
Here, the authors have framed the problem as a mixed linear integer programming 
problem. In Ref. [15], Liang et al. have proposed a D2D resource allocation mecha-
nism through spectrum sharing and power allocation for vehicular communications. 
A review on resource allocation for D2D communications has been presented by 
Jayakumar and Nandankumar [30]. 

3.2 Introducing New Frequency Bands 

The main reason of interference is that D2D users as well as the usual mobile termi-
nals are sharing the same band of frequency among them [3]. So, the D2D associa-
tion ensuring spectrum efficiency is of utmost importance. To alleviate the crisis of 
licensed spectrum, several efforts have been initiated to introduce an unlicensed band 
in D2D communication [2, 20]. The authors have analysed interference when both 
licensed and unlicensed spectrums are used for communication in D2D. Exploiting 
the frequency band having a higher frequency (e.g., millimetre wave) is also an option 
to improve data rates in the forthcoming wireless systems. In Ref. [22], Liu et al. 
have introduced the millimetre wave in D2D communications for enhanced capacity. 
However, it is important to note that due to the presence of obstacles, millimetre wave 
communication may suffer a high path loss. A detailed survey in this direction can 
be found in Ref. [31]. In Ref. [21], Basar et al. have addressed the importance of 
designing a new radio interface in order to communicate in 6G systems. User asso-
ciation in the context of 802.11 WLAN which is fully based on an unlicensed band 
has been addressed by Tewari and Ghosh [10].
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High propagation and penetration losses from the obstacles are the major perfor-
mance constraints in millimetre wave D2D communications as reported in Ref. [5]. To 
address this problem, Ganesan and Ghosh have introduced multiple hops in between 
the source and destination to avoid the obstacles [6]. Here, the authors have shown 
that introducing multiple hops is a better solution than that of the existing proba-
bilistic models. Dutta et al. have addressed the resource allocation in the context of 
a relay-based D2D association [29]. 

3.3 Reuse of Existing Bandwidth 

To improve spectral efficiency, ultra-densification has emerged as a promising solu-
tion. However, due to limited coverage regions of small cells in ultra-dense networks, 
frequent handover may occur which results in severe performance degradation [23]. 
Habbal et al. have proposed a context aware network selection mechanism for the 
ultra-dense network scenario [23]. In Ref. [24], an adaptive cell selection method-
ology has been proposed for ultra-dense heterogeneous networks considering load 
balancing. 

In Ref. [3], Chen et al. have shown how RIS deployment can help to reduce inter-
ference in the heterogeneous network scenario. In Ref. [25], it has been shown that 
the reflecting surface of the RIS helps appropriate beamforming optimization leading 
to an enhanced data rate and interference cancellation. Zhang et al. have analysed the 
impact of phase shift on the obtained data rate [27]. A hybrid beamforming scheme for 
multiple users in the RIS deployed environment has been proposed by Di et al. [28]. 
Mao et al. [32] have addressed the use of an intelligent surface for the purpose of task 
offloading and simultaneous resource management. Here, different system param-
eters such as power management, bandwidth allocation and phase beamforming of 
the surface have been considered. Cao et al. [12] have addressed the challenges 
associated with RIS functioning in the medium access control (MAC) layer. It has 
been argued that AI-assisted MAC will result in less complexity in the RIS assisted 
environment. Cai et al. [26] proposed a time scale optimization technique for RIS 
assisted D2D communications in the underlay mode. It may be noted that the existing 
works either have considered the random deployment of the RIS or have assumed 
an existing deployment of the RIS. 

Millimetre-wave can help to obtain a high data rate but they are obstacles 
prone. Dev et al. have shown that deployment of RIS can mitigate interference in 
millimetre wave D2D communications [29]. The authors have argued for deployment 
of minimum number of RISs. Dev and Ghosh have proposed a resource block alloca-
tion problem for the RIS assisted network environment considering both direct and 
indirect channels. In these works, the authors have assumed a random deployment 
of the RISs.
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4 Challenges and Opportunities 

4.1 User Association in RIS Assisted Environment 

In recent past, a number of user association mechanisms have been proposed for 5G 
cellular networks. A survey of such mechanisms can be found in Ref. [9]. In Ref. [23], 
a context aware user association algorithm has been proposed for HetNets based on 
the context-aware analytic hierarchy process. In Ref. [33], a user association mech-
anism has been proposed for 5G networks based on a metric namely the reference 
base station efficiency (RBSE). The RBSE metric explicitly considers the cumula-
tive effect of transmitted powers, traffic load and user’s spectral efficiency to select 
the target network. In Ref. [34], a user association mechanism has been proposed 
for 5G ultra dense networks which can estimate achievable throughput values from 
different candidate access networks after handoff execution. However, these existing 
user association mechanisms are inefficient in RIS assisted environment as the effect 
of indirect channels are not taken care of. 

B5G wireless systems are highly complex due to the exponential increase of traffic 
demand, service categories, end- user devices and time-sensitive applications. Hence, 
an automated network procedure is the need of the hour. Reinforcement learning 
(RL), Machine Learning (ML) and Deep Learning (DL) techniques have been proved 
to be the promising techniques in various domains such as health care, environmental 
modelling [35], automation [36] etc. In B5G also, a lot of application have been 
witnessed in the proceeding literature [37, 38]. However, training a supervised ML 
model requires labelled data to be generated using some simulated experiments. 
Features that are used to train the models are chosen based on domain knowledge. 
The DL and RL models are ahead of traditional supervised ML since they try to 
identify the high-level features from the training data [37]. It also eliminates the 
need to develop a new feature extractor for every problem. 

Developing a user association mechanism for RIS assisted B5G systems to ensure 
requested throughput and low latency to the end users is a challenging research 
concern. The point of interest is to investigate DL-based techniques. Association 
mechanisms must explicitly consider the presence of an additional channel via RIS. 
Specifically, the major concerns of the investigations are as follows:

. How to capture the effect of RIS assisted B5G network characteristics in the 
decision process for network selection?

. Given a set of conflicting objectives (e.g., throughput vs energy consumption), 
how do we evaluate the performance of user association algorithms specific to 
RIS assisted B5G?

. Can we minimize the number of networks switching? Can we reduce the control 
overhead by serving a group of users via RIS intelligently?
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4.2 Interference Management Using RIS 

It is always a challenging research issue to determine the target network for an active 
user either for a homogeneous network [10] or for a heterogeneous network [18]. User 
association problem in 5G networks has been addressed in Ref. [9]. User association 
has been designed by taking care of user mobility in a survey paper described in 
Ref. [13]. Network load, throughput and interference relationship are significantly 
influenced by the choice of a target network of a user [14, 19]. 

Spectrum efficiency is significantly influenced by appropriate interference 
management in D2D enabled network for 5G and B5G. There can be a potentially 
large number of users in future wireless communications that would necessarily 
increase the required number of spectrum resources [30]. In D2D communication, 
spectrum efficiency is achieved through a direct communication avoiding the need of 
a supporting infrastructure. However, the potential benefit of D2D communication 
can only be achieved through appropriate interference management. 

Deployment of RIS can play a pivotal role for interference management in D2D 
enabled network. RIS is a new paradigm for B5G and future wireless communications 
which not only alleviate the issue of interference but also can lead to an improved 
throughput. RIS is able to control the wireless propagation that results in a higher 
system capacity [12, 21]. The basic working principle of the RIS is shown in Fig. 1. 

Here, we demonstrate Tx and Rx as the D2D transmitter and receiver, respectively, 
and their communication is assisted by RIS (a single RIS). Considering, h as the 
channel coefficient from the transmitter to the receiver, and Ω being the phase shift, 
the received signal can be represented as (for more than one RIS deployment):

Fig. 1 RIS based 
communication 
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Y = 
n{

i=1

(
hil  + f T l Ωgi

)
Xi + wl (1) 

Note that Xi is the transmit data symbol of the user i, wl is the additive white 
Gaussian noise at the lth receiver. Considering P as the transmit power, signal to 
noise plus interference ratio is given by: 

Zl = |hll + f T l Ωgl |2 P{n 
i=1|hll + f T l Ωgl |2 P + σ 2 

(2) 

So, the achievable sum rate of the system is represented as follows: 

β = 
n{

i=1 

log2(1 + Zl ). (3) 

As noted, the obtained data rate is motivated by the phase shift. So, in this context 
the challenging concerns are as follows:

. To determine an appropriate phase shift to avoid the interference among the 
intended signal and the reflective signal.

. How to take care of power optimization in the context of RIS to mitigate the 
interference.

. How to select the deployed number of RIS to control the interference. Here, 
exhaustive search can result in a high computational cost hence, DL- and ML-
based approach may be followed. 

4.3 Millimetre Wave (mm-Wave) Communication 

In future wireless communication, mm wave has got significant attention as it is able 
to provide a very high data rate to the short-range communicating devices. It oper-
ates at a higher frequency band of up to 300 GHz [11] and thus is able to provide an 
extremely high data rate and network capacity. However, mm-wave has high propa-
gation loss which results in major technical challenges in interference management in 
mm-wave assisted D2D communication. Furthermore, the mm-wave is prone to high 
packet losses due the presence of dynamic obstacles as it has very limited penetra-
tion capability, and thereby restricting the capacity of the communication. Therefore, 
significant effort has been initiated to deal with the dynamic obstacle management 
in D2D enabled mm wave communications [11].
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5 Summary 

Starting from Shannon’s capacity formulae, in this work, an effort has been initiated 
to outline the different paradigms for capacity improvement. For each paradigm, we 
have listed the different technologies used and the works that have been done so 
far. Such a comprehensive analysis serves as a guideline towards developing new 
techniques for throughput improvement to the research community. 
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Noise Performance of IMPATT Diode 
Oscillator at Different mm-Wave 
Frequencies 

S. J. Mukhopadhyay, R. Dhar, and Aritra Acharyya 

Abstract The performance of noise of Silicon (Si) DDR (Double Drift Region) 
IMPATT (Impact Ionization Avalanche Transit Time) devices at different millimeter-
wave frequencies is studied and presented in this article. The motivation behind this 
study is to see how the device operates at high frequencies. The temperature for the 
system has been kept constant at 300 K. Double iterative method has been used for the 
simulation. The noise measure and the noise spectral density at the desired window 
frequencies has been studied, analyzed and presented in this article. The direct depen-
dence of noise on frequency has not been presented in any previous work; however, 
the dependence of ionization on frequency has been presented in some articles which 
have been described here. The authors here have tried to provide a dependence of 
noise performance on the operating frequency based on the given literature and simu-
lated results. Simulated results show that the noise measure improves significantly 
with increase in frequency and the device thus proves to be more effective in use at 
higher frequencies. Different doping and structural parameters for the Si IMPATTs 
at different operating frequencies have been reported and used in the present work.
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1 Introduction 

IMPATTs are high frequency generators and amplifier devices with frequencies 
ranging from a few gigahertz to several hundred gigahertz. IMPATTs have proven 
to be the most popular in military, defense, and radar applications, as well as non-
military ones. IMPATTs have to be mounted on resonators to be used for sustain-
able use; otherwise they cannot be used for very high power applications. In DDR 
IMPATTS both the holes and electrons have different individual drift regions which 
help in more power handling and more efficient operations. The theory and devel-
opment of SDR and DDR IMPATTs over the years presented in Refs. [1–5], have 
made it possible for the devices to be used for high power RF applications. 

Although IMPATTs are very useful devices, their main drawback is that they 
are very noisy devices with noise measures ranging between 30 and 60 dB or even 
more—a cause for decrease in their efficiency. The main source of noise in these 
devices is the avalanching process which includes the collision of electrons in a very 
thin avalanche region leading to the generation of Electron–Hole-Pairs or EHPs. 
There are a lot of other noises too like the shot noise, Johnson noise, etc., but their 
effect is suppressed by the avalanching noise. The avalanching region in IMPATT 
devices plays a very important role in determining the noise performance of the 
devices [6–8]. 

In this article, we have presented the noise performance on Si DDR IMPATTs 
over a range of different window frequencies at mm-wave. Gummel and Blue [9] 
have presented a small signal theory on the avalanche noise of these devices. They 
contemplated field-dependent charge carrier ionization rates in their model, which 
assumed that electron and hole drift velocity is saturated and independent of the 
electric field even at the depletion layer’s boundaries. In their simulation with realistic 
diodes they have shown that IMPATT devices can achieve 20–30 dB Noise Measures 
using different current densities from 100 to 1000 A/cm2, parasitic resistances of 0 
and 1 Ω and frequencies ranging from 7 to 40 GHz. Hines [10] has on the other 
hand presented the large signal noise properties along with the frequency conversion 
effects in IMPATT devices for the X-band frequencies. The same motivation has 
been used in this article with much higher frequency ranges starting from 94 GHz 
to nearly 400 GHz, with a constant parasitic capacitance of 1.5 Ω. Frequency up-
conversion at the test frequencies can affect the noise performance of these devices. 
Moreover the temperature is kept fixed at 300 K which is one of the idealities that we 
have considered here. Moreover, the high noise measures in the devices can affect 
the sustainability of the frequency output with considerable amount of power. Thus, 
noise performance of these devices at these frequencies is very necessary to study. 

Since the noise depends on the ionization of the device at the junction, the way 
by which ionizations depend on the frequency of operation is an important aspect to 
study. Earlier [11, 12] the authors verified the following relation,
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W = 
0.37vsn 

fd 
, (1) 

where W is the width of depletion layer, vsn is the saturation drift velocity of the 
electrons and f d is the design frequency. 

2 Simulation Methods 

In Ref. [13] the computer simulation of noise characteristics of the IMPATT diodes 
has been reported. Along with it in Refs. [14, 15] the small signal noise analysis 
and intrinsic noise theories have been reported for IMPATT devices. In Ref. [14] the  
IMPATT device used is a SDR or Single Drift Region type while the one that we have 
used in our study is a DDR or Double Drift Region type whose structure is shown in 
Fig. 1. In this figure, W = Wn + Wp represents the total active region of the diode. 
The region denoted by xA represents the avalanching region of the diode. The J0is 
the total current density of the diode and it flows from the N-side to the P-side. Vp 
and Vn represent the drift velocities of the holes and electrons, respectively. x0 is the 
center of the diode and it is considered that that the avalanching process starts at that 
point. Table 1 depicts the parameters used for the simulation purpose. 

In a DDR diode, the regions are structured as p+p-nn+; there are two separate drift 
regions for the holes and electrons. An elemental current dic in the avalanche region 
over a small region dx is given by, 

dic = (αp I p + αn In)dx (2) 

where αp,n are the hole and electron ionization coefficients and I i,n are the average 
hole and electron currents. Thus the mean-square of this current can be written as,

Fig. 1 1-D diagram of a Si DDR IMPATT
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Table 1 Structural and doping parameters for Si for different operating frequencies 

Operating 
frequency 
(GHz) 

Wn (um) Wp (um) ND (× 
1023/m3) 

NA (× 
1023/m3) 

Nn+ (× 
1026/m3) 

Np+ (× 
1026/m3) 

94 0.32 0.30 1.50 1.55 5.0 2.7 

140 0.28 0.245 1.80 2.10 6.2 3.5 

220 0.18 0.16 3.95 4.59 7.5 4.7 

300 0.132 0.112 6.00 7.32 9.0 5.9

< di2 c >= 2qdicd f  = 2q(αp I p + αn In)dxd  f (3) 

The open-circuit mean-square noise voltage <v2> can be computed by integrating 
the mean square current given in (3) against the absolute square of the transfer 
impedance, as given by the following relation, 

< v2 > /d f  = 2q
(

|Zt (x, ω)|2 (αp I p + αn In)dx (4) 

The terminal noise voltage at a particular frequency ω is obtained by integrating 
the noise electric field over the whole space charge region, 

vt (x, ω)  = 
x=W(

x=0 

en(x, ω)dx (5) 

The transfer impedance is measured by dividing the noise voltage by the noise 
current generated due to the noise source, 

Zt (x, ω)  = 
vt (x, ω)  
in(x, ω)  

(6) 

Thus by substituting Eq. (6) in Eq.  (4), we can finally get the value of <v2>. 
The noise measure (MN) is given by the following expression, 

MN = <v2 n>/d f  
4kB Tj (−Z R − RS) 

, (7) 

3 Results and Discussion 

The entire simulation has been done in MATLAB environment at different window or 
operating frequencies of 94 GHz, 140 GHz, 220 GHz and 300 GHz, respectively, and 
the following results have been obtained. The results show that the Noise Measure
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decreases with the frequency which is shown by the following figures. It is noted that 
in all the figures the least measure of noise is not perfectly placed at the respective 
window frequencies but with a little offset from them. The reason is justified by the 
non-ideality of the diodes. 

Figure 2 shows the noise measure at a window frequency of 94 GHz and the noise 
measure is around 36.36 dB at a frequency of 117 GHz. 

Figure 3 shows the noise measure at a window frequency of 140 GHz and the 
noise measure is around 19.72 dB at a frequency of 218 GHz.

Figure 4 shows the noise measure at a window frequency of 200 GHz and the 
noise measure is around 11.16 dB at a frequency of 270 GHz.

Figure 5 shows the noise measure at a window frequency of 300 GHz and the 
noise measure is around 0.64 dB at a frequency of 117 GHz. Thus it can be seen that 
with the increase of operating frequencies the noise measure reduces significantly to 
less than 1 dB at around 300 GHz, which is shown in the following Fig. 6.

The validation for decrease in noise figure with frequency can be explained by 
the works done in Refs. [11, 12]. There it has been shown that as we increase the 
operating frequency the depletion width decreases and hence the avalanching process 
confines to a very small region. As a result, the collision between the ions decreases 
and hence the noise measure reduces significantly. Thus at high frequencies, it can 
be concluded that the diode can be used much more efficiently but at even higher 
frequencies the depletion width will reduce so much that the ionization will cease to 
occur, rendering the diode to be absolutely useless as there will be no production of 
power at any frequency. 

The values of all the noise measures at different operating frequencies are given 
in Table 2.

Fig. 2 Noise measure 
versus frequency at 94 GHz 
atmospheric window 
frequency 
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Fig. 3 Noise measure 
versus frequency at 140 GHz 
atmospheric window 
frequency

Fig. 4 Noise measure 
versus frequency at 200 GHz 
atmospheric window 
frequency

Figure 7 shows the noise spectral density over the desired operating frequency 
range. The points where the NSD takes the dip in the curve, are the points of desired 
frequency. The Noise Measure is then measured taking the values of NSD at those 
points.
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Fig. 5 Noise measure versus frequency at 300 GHz 

Fig. 6 Noise measure versus frequency for progressive atmospheric window frequencies
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Table 2 Window frequencies 
and the respective noise 
measures 

Window frequency (GHz) Noise measure (dB) 

94 36.36 

140 19.72 

200 11.16 

300 0.64

Fig. 7 Noise spectral 
density versus frequency for 
the whole operating 
frequency range 

ZR is the frequency dependent thing in the relation. The negative resistance is 
obtained from the Conductance-Susceptance curve or the G-B curve. The point of 
frequency where the lowest conductance is achieved is considered the operating 
frequency. The negative resistance is obtained from the inversion of the conductance 
value. Hence, the lowest conductance turns into the highest negative resistance at 
the desired frequency. Hence the value of the noise measure decreases with increase 
in negative resistance. According to the results shown above it can be assumed that 
increase in frequency leads to the increase in negative resistance which in turn leads 
to the decrease in Noise Measure. 

Moreover at higher frequencies, according to Eq. 1, we find that as the operating 
frequency increases, the depletion width of the diode decreases, hence the space width 
for the noise to generate decreases, thus this also acts as a method of decreasing Noise 
Measure at higher frequencies.
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4 Summary 

After obtaining all the results we can conclude that operating the IMPATT Diodes 
at higher frequencies can help in reduction of the noise measures of the device, thus 
effectively improving the noise performance of the device. As discussed above, one 
of the reasons for reduction in Noise Measure at higher frequencies is the reduction 
of depletion width at high frequencies. The reduction in the depletion region also 
leads to the decrease in ionization and thus that may affect the performance of 
the device. The power handling capacity of the device reduces due to decrease in 
ionization which is not a property for IMPATT Diodes. Thus in order to achieve 
optimum performance from the device the trade-off between power and noise must 
be considered carefully. Thus to achieve a good balance between power and noise, 
the device must be carefully fabricated using proper structural and doping parameters 
required for the device to perform at that desired operating frequency. 
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Brief Introduction to High Frequency 
Passive Circuits 

Hiranmay Mistri 

Abstract Component used in any circuit, as per functionality, can be classified 
into two basic categories, passive and active components. Passive component can’t 
provide energy to the circuit in the form of voltage or current i.e. provides no power 
gain to the circuit. As well as it can’t amplify or process any signal. In low frequency 
(considerable up to 3 GHz, parasitic effect and radiation loss increases fatally beyond 
that) circuit where the component dimension is very less than operating wave-
length (λ), i.e. Lumped parameter circuit, Resistor, Capacitor, Inductor or Conven-
tional PN Junction diode can be the typical example of passive circuit components. 
Passive device or component characterized with monotonic I-V curve which must 
be within 1st or 3rd (or both) quadrant with always positive differential resistance. 
In high frequency where the dimension of λ is in order of the component dimension, 
Distributed parameter concept is applicable. Microwave device is the most suitable 
device to operate in this range. The frequency range can be from 3 to 100 GHz or 
even more. But at very high frequency dielectric and Ohmic losses became fatal 
and manufacturing devices for higher frequency became very demanding. Different 
waveguide sections like Attenuator, Terminator, Filter, Coupler and Ferrite devices 
are passive microwave components. Whereas, different types of Oscillators, Ampli-
fiers, Mixers, Multipliers and detectors used in microwave frequency are the typical 
examples of active devices. Passive device in Microwave frequency range can be 
characterized based on several aspects. Transfer characteristics of a passive device 
must be linear, continuous wave signal must not get distorted and the S- parameter 
of the device have to be independent of power. For a two-port passive device or 
component, reflection at both port are identical, i.e. |S11|2 = |S22|2. And most of the 
passive components used in microwave circuit are reciprocal except Ferrite isolators 
and circulators [1]. In this chapter, we will discuss about different types of passive 
circuit components used in microwave frequency range.
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1 Waveguide TEE Junctions 

Waveguide junction consists of three or more individual ports and is called a Tee 
junction. By connecting a section of waveguide with the main waveguide in series 
or parallel, a Tee junction can be formed. Based on structure, Tee junction can be of 
three types, such as. 

1.1 H-Plane TEE 

By connecting another rectangular waveguide section along the thinner side of the 
main waveguide, H-plane Tee is formed. The section which is connected to the main 
waveguide is called side arm and collinear arm is formed by both ends of the main 
waveguide. Here the plane containing the magnetic field of the main waveguide is 
parallel to the axis of the side arm; hence it is called H-plane Tee. Collinear arm 
contains port1 and port2 whereas side arm contains port3 (Figs. 1 and 2). 

H-plane Tee is completely symmetric and port3 is perfectly matched. If any input 
signal is given at port3, get divided between port1 and port2 with equal magnitude 
and in phase components i.e. S13 = S23, provides both collinear arms having an 
absolutely equal length.

Fig. 1 H-plane TEE 

Fig. 2 Ports of H-plane TEE 
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1.1.1 S-Matrix of H-Plane TEE 

Scattering matrix of a three port device must be a 3 × 3 matrix. 
So, scattering matrix can be the form of, 

S = 

⎡ 

⎣ 
S11 S12 S13 
S21 S22 S23 
S31 S32 S33 

⎤ 

⎦ (1) 

It is a symmetrical device i.e. 

Sij = Sji, S21 = S12, S31 = S13 and S32 = S23 (2) 

Input power from port3 gets divided into two equal, in-phase parts at port1 and 
port2. So, 

S13 = S23 (3) 

Port3 is perfectly matched S33 = 0, 
From Eq. (1), 

S = 

⎡ 

⎣ 
S11 S12 S13 
S21 S22 S23 
S31 S32 S33 

⎤ 

⎦ = 

⎡ 

⎣ 
S11 S12 S13 
S12 S22 S23 
S13 S23 0 

⎤ 

⎦ (4) 

As per unitary property, [S][S*] = [I] 

So, 

⎡ 

⎣ 
S11 S12 S13 
S12 S22 S23 
S13 S23 0 

⎤ 

⎦ 

⎡ 

⎣ 
S∗
11 S

∗
12 S

∗
13 

S∗
12 S

∗
22 S

∗
23 

S∗
13 S

∗
23 0 

⎤ 

⎦ = 

⎡ 

⎣ 
1 0 0  
0 1  0  
0 0 1  

⎤ 

⎦ (5) 

From Eq. (5), 

R1∗C1 => |S11|2 + |S12|2 + |S13|2 = 1 (6)  

R2∗C2 => |S12|2 + |S22|2 + |S23|2 = 1 (7)  

R3∗C3 => |S13|2 + |S23|2 = 1 (8)  

But from Eq. (3) S13 = S23 

So, S13 = S23 = 
1 √
2 

(9)
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From Eqs. (6), (7) and (9) we have,  

|S11|2 + |S12|2 = 
1 

2 
(10) 

|S12|2 + |S22|2 = 
1 

2 
(11) 

Again, from Eq. (5), R1*C3 => S11S∗
13 + S12S∗

23 = 0 

Or, S11S
∗ 
13 + S12S∗ 

13 = 0 [as, S13 = S23] (12) 

Or, S∗
13(S11 + S12) = 0 but S∗

13 /= 0; 
Hence, S11 = −S12. 
And from Eq. (10) we have,  S11 = 1 2 and S12 = − 1 

2 . 
Similarly, from Eq. (11) S22 = 1 2 . 
Finally, the scattering matrix for H-plane Tee can be written as, 

S = 

⎡ 

⎢⎣ 

1 
2 − 1 

2 
1 √
2 

− 1 
2 

1 
2 

1 √
2 

1 √
2 

1 √
2 

0 

⎤ 

⎥⎦ (13) 

1.1.2 Applications 

(a) As Power Divider: Incident signal at port3 get divided into two equal, in-
phase part at port1 and port2. Let’s consider the incident signal at port3 having 
amplitude A and power P, then as, S13 = S23 = 1 √

2 
, signal appears at port1 and 

port2 is A √
2 
and power is P 2 . So it can act as a power divider. It is to be noted 

here that the input signal level at port3 reduced to port1 and port2 by a factor 

of 1 √
2 
and in dB scale, it is equivalent to 20log

(
1 √
2

)
= −3 dB. For that reason, 

H-plane TEE is called a 3 dB signal splitter. 
(b) As Power Combiner: If the lengths of collinear arms are same, two in-phase 

input signals given through port1 and port2 get added and appear at port3. So, 
H-plane Tee can be used as a signal combiner. 

Except that H-plane Tee can be used as a tuner or in duplexer assemblies of radar 
installation operating. 

Illustrative Example 1: A 48 mW signal is fed into one of the collinear arm of 
a H-plane Tee. Determine the power that appears at all the ports when ports are 
terminated by a perfectly matched load.
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Solution: We know that scattering element, Si j  = vi 
v j 
analogous to voltage ratio and 

power, P ∝ v2 so P ∝ S2 so Po = [S][S∗][Pi ]. 
Let’s consider input and output power of port1, port2 and port3 are 

Pi1, Pi2, Pi3 and Po1, Po2, P03 respectively. 

We have, 

⎡ 

⎣ 
Po1 
Po2 
Po3 

⎤ 

⎦ = 

⎡ 

⎣ 
S2 11 S

2 
12 S

2 
13 

S2 21 S
2 
22 S

2 
23 

S2 31 S
2 
32 S

2 
33 

⎤ 

⎦ 

⎡ 

⎣ 
Pi1 
Pi2 
Pi3 

⎤ 

⎦. 

Given that Pi1 = 48 mW, Pi2 = 0, Pi3 = 0; and we know that s-matrix of a 
H-plane Tee is given as, 

S = 

⎡ 

⎢⎣ 

1 
2 − 1 

2 
1 √
2 

− 1 
2 

1 
2 

1 √
2 

1 √
2 

1 √
2 

0 

⎤ 

⎥⎦ Using all these values we have, 

Or, 

⎡ 

⎣ 
Po1 
Po2 
Po3 

⎤ 

⎦ = 

⎡ 

⎣ 
1 
4 

1 
4 

1 
2 

1 
4 

1 
4 

1 
2 

1 
2 

1 
2 0 

⎤ 

⎦ 

⎡ 

⎣ 
48 
0 
0 

⎤ 

⎦ 

Or, Po1 = 48 ·
(
1 

4

)
+ 0 ·

(
1 

4

)
+ 0 ·

(
1 

2

)
= 12 mW 

Po2 = 48 ·
(
1 

4

)
+ 0 ·

(
1 

4

)
+ 0 ·

(
1 

2

)
= 12 mW 

Po3 = 48 ·
(
1 

2

)
+ 0 ·

(
1 

2

)
+ 0 · (0) = 24 mW 

So, the power output at port1, port2 and port3 are 12 mW, 12 mW and 24 mW 
respectively. 

1.2 E-Plane TEE 

By connecting another rectangular waveguide along the width of the main waveguide 
E-plane TEE can be formed. As the electric field of the main waveguide is parallel 
to the axis of the side arm, it is called E-plane TEE (Fig. 3).

Input power at port3 gets divided into two parts and comes out from port1 and 
port2 with an equal magnitude but one signal is 180° out of phase with others i.e. 
S23 = −S13.
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Fig. 3 E-plane TEE a schematic, b ports

1.2.1 S-Matrix for E-Plane TEE 

Scattering matrix for E-plane Tee can be a 3 × 3 matrix. 

S = 

⎡ 

⎣ 
S11 S12 S13 
S21 S22 S23 
S31 S32 S33 

⎤ 

⎦ 

As side arm i.e. port3 is perfectly matched S33 = 0. 

So, S23 = −S13 and S33 = 0 (14)  

All the three ports are perfectly symmetric, hence Si j  = Sji  . 

So, S21 = S12, S32 = S23 and S31 = S13 (15) 

Using the values from Eqs. (14) and (15) the scattering matrix can be modified to 

S = 

⎡ 

⎣ 
S11 S12 S13 
S12 S22 −S13 
S13 −S13 0 

⎤ 

⎦ (16) 

As per unitary property, [S][S*] = [I] 

So, 

⎡ 

⎣ 
S11 S12 S13 
S12 S22 −S13 
S13 −S13 0 

⎤ 

⎦ 

⎡ 

⎣ 
S∗
11 S∗

12 S∗
13 

S∗
12 S∗

22 −S∗
13 

S∗
13 −S∗

13 0 

⎤ 

⎦ = 

⎡ 

⎣ 
1 0 0  
0 1  0  
0 0 1  

⎤ 

⎦ (17) 

From matrix multiplication, 

R1 × C1 => |S11|2 + |S12|2 + |S13|2 = 1 (18)
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R2 × C2 => |S12|2 + |S22|2 + |S13|2 = 1 (19) 

R3 × C3 => |S13|2 + |S13|2 = 1 (20)  

So, S13 = 
1 √
2 

and S23 = −  
1 √
2 

(21) 

From Eqs. (18), (19) and (21) we have,  

|S11|2 + |S12|2 = 
1 

2 
(22) 

|S12|2 + |S22|2 = 
1 

2 
(23) 

Again, from Eq. (17), R1 × C3 => S11S∗
13 −S12S∗

13 = 0 

Or, S11S
∗ 
13 − S12S∗ 

13 = 0 (24)  

Or, S∗ 
13(S11 − S12) = 0 but  S∗ 

13 /= 0; 

Hence, S11 = S12, putting this value in Eqs. (22) and (23) we have,  

S11 = S12 = S22 = 
1 

2 
(25) 

Substituting all these values in Eq. (16) we have  

S = 

⎡ 

⎢⎣ 

1 
2 

1 
2 

1 √
2 

1 
2 

1 
2 − 1 √

2 
1 √
2 

− 1 √
2 

0 

⎤ 

⎥⎦ 

1.2.2 Applications 

(a) As Power Divider: If input signal of amplitude A and power P is given through 
port3 then output at ports1 and 2 having equal amplitude A √

2 
and power P 2 but 

both outputs are 180° out of phase from one another i.e. S23 = −S23. 
(b) As Power Combiner: Conversely, when two input signals of opposite phase 

are given through ports1 and 2 it gets added and appears at port3. So, E-plane 
Tee can be used as a signal combiner.



118 H. Mistri

Illustrative Example 2: An E-plane Tee made of waveguide section of 50Ω charac-
teristics impedance. A signal power of 40 mW is applied to E-arm which is perfectly 
matched. Determine the amount of power that is delivered to the load of 75 and 100
Ω connected to port1 and port2 respectively. 

Solution: Clearly both of the collinear arms are not matched properly, so having a 
reflection from there. Ideally the 40 mW should be equally distributed to both of the 
arms having 20 mW each with opposite phase. But reflection due to load mismatch 
some of the power gets reflected. 

Reflection coefficient at portl, ρ1 = 
ZL1 − Z0 

ZL1 + Z0 
= 

75 − 50 
75 + 50 

= 0.2 

Reflection coefficient at port2, ρ2 = 
ZL2 − Z0 

ZL2 + Z0 
= 

100 − 50 
100 + 50 

= 0.33 

Here, ideally received power at port1 and port2 should be 20 mW each, but it should 
be less practical due to the reflection present there. Actual received power P1 and P2 
can be calculated as: 

P1 = 20
[
1 − ρ2 

1

] = 20
[
1 − (0.2)2

] = 19.2mW  

P2 = 20
[
1 − ρ2 

2

] = 20
[
1 − (0.33)2

] = 17.82 mW 

Hence power received at port1 and port2 is 19.2 mW and 17.82 mW respectively. 

1.3 Magic TEE or Hybrid TEE 

The structural combination of E-plane TEE and H-plane TEE is called Hybrid TEE 
or Magic TEE. It is formed by connecting two side arms along the broad and narrow 
side wall of the main waveguide. Two arms of the main waveguide i.e. port1 and 
port2 called collinear arms. Other two arms are E-arm and H-arm can be considered 
as port3 and port4 respectively or vice-versa (Figs. 4 and 5). 

Fig. 4 Magic TEE
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Fig. 5 Illustration of ports of magic TEE 

1.3.1 Characteristics of Magic TEE 

(i) If two waves with equal amplitude and phase incident on port1 and 2 respec-
tively then there will be zero output at port3 and the sum of the two waves will 
appear at port4. 

(ii) If wave incident at port3, it gets equally divided between port1 and port2 but 
in opposite phase and no power appears at port4 i.e. S43 = 0. 

(iii) If wave incident at port4 then it gets equally distributed between port1 and 2 
and both of the parts are in-phase and no power appears at port3 i.e. S34 = 0. 

(iv) If signal incident into one of the collinear arms then no output appears at other 
collinear arm as E-arm produces a phase delay and H-arm produce a phase 
advance to the wave. Hence S21 = S12 = 0. 

1.3.2 Scattering Matrix of Magic TEE 

Scattering matrix for any four port device can be given as 

S = 

⎡ 

⎢⎢⎣ 

S11 S12 S13 S14 
S21 S22 S23 S24 
S31 S32 S33 S34 
S41 S42 S43 S44 

⎤ 

⎥⎥⎦ 

For H-plane Tee section S14 = S24 and for E-plane Tee section S23 = −S13 (26) 

From characteristics, we have S43 = 0, S34 = 0 and S21 = S12 = 0. (27)
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Magic Tee is a symmetric device, hence Si j  = Sji  , 

So, S21 = S12, S31 = S13, S41 = S14, S32 = S23, S42 = S24, S43 = S34 (28) 

Port3 and port4 are perfectly matched, hence S33 = 0 and S44 = 0 (29) 

Putting the above values in scattering matrix, 

S = 

⎡ 

⎢⎢⎣ 

S11 0 S13 S14 
0 S22 −S13 S14 
S13 −S13 0 0  
S14 S14 0 0  

⎤ 

⎥⎥⎦ (30) 

As per unitary property, [S][S*] = [I] 

So, 

⎡ 

⎢⎢⎣ 

S11 0 S13 S14 
0 S22 −S13 S14 
S13 −S13 0 0  
S14 S14 0 0  

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

S∗
11 0 S∗

13 S∗
14 

0 S∗
22 −S∗

13 S
∗
14 

S∗
13 −S∗

13 0 0  
S∗
14 S∗

14 0 0  

⎤ 

⎥⎥⎦ = 

⎡ 

⎢⎢⎣ 

1 0 0 0  
0 1  0 0  
0 0 1 0  
0 0 0 1  

⎤ 

⎥⎥⎦ (31) 

From matrix multiplication, 

R1∗C1 => |S11|2 + |S13|2 + |S14|2 = 1 (32)  

R2∗C2 => |S22|2 + |S13|2 + |S14|2 = 1 (33) 

R3∗C3 => |S13|2 + |S13|2 = 1 (34)  

So, S13 = 
1 √
2 
. 

R4∗C4 => |S14|2 + |S14|2 = 1 (35) 

So, S14 = 
1 √
2 

Putting the values of S13 and S14 in Eqs. (32) and (33) we have  S11 = 0 and S22 
= 0. 

Replacing these values into Eq. (30) we have
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S = 

⎡ 

⎢⎢⎢⎢⎣ 

0 0 1 √
2 

1 √
2 

0 0  − 1 √
2 

1 √
2 

1 √
2 

− 1 √
2 

0 0  
1 √
2 

1 √
2 

0 0  

⎤ 

⎥⎥⎥⎥⎦ 
= 

1 √
2 

⎡ 

⎢⎢⎣ 

0 0 1 1  
0 0  −1 1  
1 −1 0 0  
1 1 0 0  

⎤ 

⎥⎥⎦ (36) 

It is to be noted here that port3 can also be considered at H-arm and port4 as 
E-arm. In that case, scattering matrix will be different as, S24 = −S14 and S23 = S13 
under that consideration. 

1.3.3 Applications 

(a) Impedance Measurement: Microwave source can be connected at port4, null 
detector at port3 and two collinear arms can form a bridge which can be used 
to measure the impedance. 

(b) As a Duplexer: Duplexer is a circuit where a single antenna is used as transmitter 
and receiver. As both of the collinear arms are mutually isolated, it can be used as 
transmitter and receiver. Antenna is connected to E-arm and H-arm is perfectly 
matched. 

(c) As a Signal Mixer: E-arm is to be connected to an antenna and H-arm is to be 
connected to a local oscillator. One of the collinear ports is perfectly matched 
and the other collinear port consisting the mixer circuit which gets half of the 
total signal and local oscillator power to produce the intermediate frequency 
(IF). 

Illustrative Example3: If 1 W power is applied to the perfectly matched port3 
of a magic Tee, what will be the power delivered to port1, port2 and port4 if it is 
terminated by a reflection of 0.5, 0.6 and 0.8 respectively? 

Solution: Here port3 is perfectly matched but all other ports are having reflections, 
ρ1 = 0.5, ρ2 = 0.6, and ρ4 = 0.8 

We know that if [a] and [b] are the normalized parameter for input and output 
voltage then, [b] = [S] [a] 

So, 

⎡ 

⎢⎢⎣ 

b1 
b2 
b3 
b4 

⎤ 

⎥⎥⎦ = 

⎡ 

⎢⎢⎣ 

S11 S12 S13 S14 
S21 S22 S23 S24 
S31 S32 S33 S34 
S41 S42 S43 S44 

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

a1 
a2 
a3 
a4 

⎤ 

⎥⎥⎦ 

Given that, P3 = 1 W, power delivered at port3, P3 = 1 2 |a3|2 − 1 
2 |ρ3a3|2 

P3 = 
1 

2 
|a3|2 − 

1 

2
|b3|2 and b3 = ρ3a3



122 H. Mistri

where, ρ3 = 0, so P3 = 1 2 |a3|2 = 1 W or,  a3 =
√
2 V 

Hence, a3 = 
√
2; b1 = ρ1 a1 = 0.5 a1; b2 = ρ2 a2 = 0.6 a2; b4 = ρ4 a4 = 0.8 a4 

And s-matrix for magic Tee is, [S] =  
1 √
2 

⎡ 

⎢⎢⎣ 

0 0 1 1  
0 0  −1 1  
1 −1 0  0  
1 1 0 0  

⎤ 

⎥⎥⎦ 

Using these values, we have, 

⎡ 

⎢⎢⎣ 

0.5a1 
0.6a2 √

2 
0.8a4 

⎤ 

⎥⎥⎦ = 
1 √
2 

⎡ 

⎢⎢⎣ 

0 0 1 1  
0 0  −1 1  
1 −1 0  0  
1 1 0 0  

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

a1 
a2 
a3 
a4 

⎤ 

⎥⎥⎦ 

Or, 0.5a1 = 1 √
2 

(a3 + a4); 0.6a2 = 1 √
2 

(−a3 + a4);
√
2 = 1 √

2 
(a1 − a2) 

And 0.8a4 = 1 √
2 
(a1 + a2). 

Solving the above four equations we have a1 = 0.928; a2 = −1.07; a3 = 0.781; 
a4 = −0.125 

Power delivered at Port1, P1 = 
1 

2
|a1|2

[
1 − |ρ1|2

] = 
1 

2 
|0.928|2[1 − |0.5|2]

= 0.3225 W 

Power delivered at Port2, P2 = 
1 

2 
|a2|2

[
1 − |ρ2|2

] = 
1 

2
|−1.07|2[1 − |0.6|2]

= 0.366 W 

Power delivered at Port3, P3 = 
1 

2 
|a3|2

[
1 − |ρ3|2

] = 
1 

2 
|0.781|2[1 − |0|2]

= 0.304 W 

Power delivered at Port4, P4 = 
1 

2
|a4|2

[
1 − |ρ4|2

] = 
1 

2
|−0.125|2[1 − |0.8|2]

= 0.0028 W
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2 Directional Coupler 

It is a 4-port passive waveguide device that can couple a small fraction of total 
microwave power for measurement. It can measure incident and reflected power and 
VSWR values etc. It is a 4-port device where the main waveguide contains port1 (i.e. 
input port) and port2 (i.e. output port). And secondary auxiliary waveguide contains 
port3 (i.e. isolated port) and port4 (i.e. coupled port). Power at the coupled port is 
called forward power and the power at the isolated port is called back power. For 
bi-directional device, input can be given from port2 and for that case, port3 is coupled 
port and port4 is isolated port as shown in Fig. 6. 

2.1 Properties of Directional Coupler 

(i) All ports are perfectly matched i.e. S11 = S22 = S33 = S44 = 0. 
(ii) When power travels from port1 to port2, some portion of it gets coupled to 

port4 but no power appears at port3 i.e. S31 = 0. 
(iii) For bi-directional coupler, when power travels from port2 to port1, some portion 

of it gets coupled at port3 and no power appears at port4 S42 = 0. 
(iv) Generally, same degree of coupling is used between port1 to port4 and port2 

to port3. 
(v) Output from directional couplers are always in phase quadrature. 

A directional coupler can be characterized by four parameters, 

i. Coupling Factor (C) 
ii. Directivity (D) 
iii. Isolation (I) 
iv. Insertion Loss (IL) 

Coupling Factor (C): It is the fraction of input power that is coupled at the coupling 
port. If the input power is P1 and coupled power is P4 then coupling factor is given 
by,

Fig. 6 Directional coupler 
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C = 10 log 
P1 
P4 

dB = −20 log(|S41|) dB. (37) 

Directivity (D): It is the ratio of forward power to the back power of a directional 
coupler. 

D = 10 log 
P4 
P3 

dB = 20 log 
|S41| 
|S31|dB. (38) 

Isolation (I): The ratio of incident power to the back power is called isolation. 

I = 10 log 
P1 
P3 

dB = −20 log(|S31|)dB. 

= 10 log 
P1 
P3 

= 10 log
[
P1 
P4 

· P4 
P3

]
=

[
10 log 

P1 
P4 

+ 10 log 
P4 
P3

]
dB = (C + D)dB 

(39) 

Insertion Loss (IL): It is the ratio of input power to output power. 

IL = 10 log 
P1 
P2 

= −20 log(|S21|)dB. (40) 

2.2 S-Matrix of Directional Coupler 

Scattering matrix of any 4-port device can be written as, 

S = 

⎡ 

⎢⎢⎣ 

S11 S12 S13 S14 
S21 S22 S23 S24 
S31 S32 S33 S34 
S41 S42 S43 S44 

⎤ 

⎥⎥⎦ (41) 

As it is a symmetrical device, Si j  = Sji  , 

So, S21 = S12, S31 = S13, S32 = S23, S41 = S14, S42 = S24, S43 = S34 (42) 

All ports are perfectly matched Sii  = 0. 

So, S11 = S22 = S33 = S44 = 0. (43)
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Again from property of isolation S31 = S13 = 0 and S42 = S24 = 0. (44) 

Using Eqs. (42), (43) and (44), the above s-matrix reduced to 

S = 

⎡ 

⎢⎢⎣ 

0 S12 0 S14 
S12 0 S23 0 
0 S23 0 S34 
S14 0 S34 0 

⎤ 

⎥⎥⎦ 

As per unitary property, [S][S*] = [I] 

So, 

⎡ 

⎢⎢⎣ 

0 S12 0 S14 
S12 0 S23 0 
0 S23 0 S34 
S14 0 S34 0 

⎤ 

⎥⎥⎦ 

⎡ 

⎢⎢⎣ 

0 S∗
12 0 S∗

14 

S∗
12 0 S∗

23 0 
0 S∗

23 0 S∗
34 

S∗
14 0 S∗

34 0 

⎤ 

⎥⎥⎦ = 

⎡ 

⎢⎢⎣ 

1 0 0 0  
0 1  0 0  
0 0 1 0  
0 0 0 1  

⎤ 

⎥⎥⎦ (45) 

From matrix multiplication, 

R1∗C1 => |S12|2 + |S14|2 = 1 (46) 

R2∗C2 => |S12|2 + |S23|2 = 1 (47) 

R3∗C3 => |S23|2 + |S34|2 = 1 (48) 

R4∗C4 => |S14|2 + |S34|2 = 1 (49) 

From Eqs. (46) and (47) S14 = S23 and from (47) and (48) S12 = S34 (50) 

R1 ∗ C3 => S12S
∗ 
23 + S14S∗ 

34 = 0 
or, S12S∗ 

23 + S23S∗ 
12 = 0 [from Eq. (50)] 

S12S
∗ 
23 + S23S∗ 

12 = 0 

Multiplied both sides by S12, |S12|2
[
S23 + S∗

23

] = 0, 
Or, S23 = −S∗

23 only possible when S23 is purely imaginary. Whereas S12 = S34 
used to be real. 

Let consider S14 = S23 = jq and S12 = S34 = p where p is purely real. 
The scattering matrix of directional coupler used to be, using these values,
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S = 

⎡ 

⎢⎢⎣ 

0 p 0 jq  
p 0 jq  0 
0 jq  0 p 
jq  0 p 0 

⎤ 

⎥⎥⎦ 

2.3 Applications 

(a) As Reflectometer: By connecting the power sensor at the coupled port, VSWR 
of the antenna system can be measured. Many RF devices need to have minimum 
VSWR or protection from excessive VSWR from the circuit. 

(b) As Signal Sampler: Coupled port provides a fraction of the power of the 
main waveguide. This fraction is called coupling factor. By using this spectrum 
analysis, waveform monitoring etc. of any RF system can be done. 

(c) As Reference Signal Generator: Signal of the coupled port can be used as a 
reference signal to control feedback circuitry. 

Illustrative Example 4: Two identical couplers are used in a waveguide to sample 
the incident power of 5 mW and reflected power as 0.16 mW. What will be the value 
of VSWR? 

Solution: Here reflection coefficient, ρ = 
/

Pr 
Pi 

= 
/

0.16 
5 = 0.179. 

Now, Voltage Standing Wave Ratio (VSWR) = 1+ρ 
1−ρ = 1+0.179 

1−0.179 ≈ 1.44. 
So, VSWR = 1.44. 

Illustrative Example 5: Two identical 40 dB directional couplers are used to sample 
incident and reflected power in a waveguide. Voltage standing wave ratio is 1.5 and 
the output of the coupler sampling incident power is 6 mW. Calculate the value of 
the reflected power. 

Solution: Here VSWR = 1+ρ 
1−ρ = 1.5 

Or, 1 + ρ = 1.5– 1.5ρ. 
Or, 2.5ρ = 0.5 
Or, ρ = 0.5 2.5 = 0.2 

Now, we know that ρ = 
/

Pr 
Pi 

= ρ = 
/

Pr 
6 . 

Or, ρ2 = Pr 6 or, Pr 6 = 0.04 or, Pr = 0.24 mW. 
So, the reflected power is 0.24 mW. 

Illustrative Example 6: Scattering matrix of a directional is given by 

[S] =  

⎡ 

⎢⎢⎣ 

0.03 0.85 0.10 0.03 
0.85 0.03 0.03 0.10 
0.10 0.03 0.06 0.85 
0.03 0.10 0.85 0.03 

⎤ 

⎥⎥⎦
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Calculate Directivity, Coupling factor, Isolation and Insertion loss. 

Solution: The port orientation of directional coupler is given by, 

[S] =  

⎡ 

⎢⎢⎣ 

0.03 0.85 0.10 0.03 
0.85 0.03 0.03 0.10 
0.10 0.03 0.06 0.85 
0.03 0.10 0.85 0.03 

⎤ 

⎥⎥⎦ = 

⎡ 

⎢⎢⎣ 

S11 S12 S13 S14 
S21 S22 S23 S24 
S31 S32 S33 S34 
S41 S42 S43 S44 

⎤ 

⎥⎥⎦ 

Directivity is given by, D = 10 log P4 P3 
dB = 10 log

(
P4 
P1 

. P1 P3

)
dB = 20 log |S41| |S31| dB. 

D = 20 log
(
0.03 
0.10

) = –10.46 dB. 
Coupling, C = 10 log P1 P4 

dB =–20 log (|S41|) dB. = –20 log(0.03) = 30.46 dB. 
Isolation, I = 10 log P1 P3 

dB = –20 log (|S31|) = –20 log(0.10) = 20 dB. 
Here Isolation, I = 30 dB = 30.46 + (–10.46) = C + D =Coupling + Directivity. 
Insertion Loss, IL = 10 log P1 P2 

= –20 log (|S21|) dB. = –20 log(0.85) = 1.41 dB. 

3 Isolator 

It is a passive, non-reciprocal two-port waveguide section that passes signals coming 
from one direction but blocks signals coming from other direction or any reflected 
signal (Fig. 7). Usually, an isolator is placed after the microwave source to pass the 
signal transmitted from the source but blocks any reflected wave to go to the source. 
That’s how it isolates the source from other parts of the circuit. 

Fig. 7 Isolator
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Fig. 8 Illustration of the working of an Isolator 

Usually, an isolator consists of a waveguide section containing two slots of resis-
tive card at both ends of it. A 45o anti-clockwise twist is used in between and after 
the twist a slot of ferrite rod so chosen that it can provide a 45o clockwise turn to the 
wave passing through it as illustrated in Fig. 8. 

When wave travels from input to output port, resistive card at the input end blocks 
horizontally polarized wave and passes vertically polarized wave through it. Then 
this vertically polarized wave gets rotated by 45o anti-clockwise by the twist in the 
waveguide. Ferrite rod provides 45° further rotation to the wave so that it became 
vertically polarized again and gets easily passed through the resistive card at the 
output end. 

But when wave travels from output side, resistive card at the output end passes 
vertically polarized wave but blocks horizontally polarized wave. Ferrite rod which 
provides rotation in the same direction to the wave coming from both directions 
provides 45° clockwise rotation to it. The twist in the waveguide provides further 45° 
clockwise (opposite due to wave coming from reverse side) rotation and ultimately 
it became horizontally polarized due to two consecutive turns of 45° each. This 
horizontally polarized wave gets blocked by a resistive card at the input side. Hence 
no power from output can appear at input side [2].
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3.1 S-Matrix of Isolator 

It is a two-port device. S-matrix of a two-port device can be written as, 

S =
[
S11 S12 
S21 S22

]
(51) 

As both of the ports are perfectly matched, S11 = 0 and S22 = 0. 
If signal is applied from port2 no power appears at port1, hence S12 = 0. 
When signal is applied from port1, total output appears at port2 i.e. S21 = 1. 

So, s-matrix of isolator can be written as, S =
[
0 0  
1 0

]
(52) 

3.2 Applications 

(a) As Protecting Device: In the process of testing and measurement (T&M) it is 
very possible that any undesired reflection from device under test (DUT) can 
damage the original circuit. So, the Isolator is employed in between to suppress 
that undesired reflection. 

Illustrative Example 7: Determine the scattering matrix of an isolator having inser-
tion loss of 0.5 dB and that provides an isolation of 40 dB. Consider all the ports are 
perfectly matched. 

Solution: As we know that isolator is a two-port device, the generic form of scattering 

matrix will be, [S] =
[
S11 S12 
S21 S22

]
. 

Here, it is given that all the ports are perfectly matched, hence S11 = S22 = 0; 
Insertion loss is given as 0.5 dB, hence −20 log|S21| = 0.5 
Or, S21 = 0.994. 
Again isolation is 40 dB so, −20log|S12| = 40. 
Or, S12 = 0.01. 

So, the s-matrix will be, [S] =
[

0 0.01 
0.994 0

]
.
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4 Circulator 

Circulator is a 3-port or 4-port device which can circulate RF signal in a partic-
ular direction (mainly clockwise but can be anti-clockwise as well). The structure 
is a combination of rectangular and circular waveguide and ferrite rod inserted in 
between, so that if input is given from port1 output can be obtained from port2 only, 
similarly if input is given from port2, output is available only at port3 and so on 
(Figs. 9 and 10). 

Let’s Consider RF signal of the dominant TE10 mode inserted from port1 of the 
rectangular waveguide section and get converted to TM11 dominant mode when it 
approaches circular waveguide section. But the orientation of port3 is completely 
out of phase with port1 so no output appears at port3. The ferrite rod between port3 
and port4 provides 45° clockwise rotations to the signal and so that port4 became 
completely out of phase hence no output appears at port4. The RF signal then enters to 
rectangular waveguide section at port2 as the dominant TE10 mode. So the complete 
output appears at port2 [3]. 

Similarly, any input applied through port3 does appear at port1 as it is completely 
out of phase. But after 45° clockwise rotations through the ferrite rod, it appears 
at port4 and as port2 is again completely out of phase, no output appears at port2. 
Likewise, any input applied through port2 can appear at port3 only (Fig. 11).

Fig. 9 Circulator 

Fig. 10 Four-port circulator 
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Fig. 11 Internal structure of a circulator 

4.1 S-Matrix 

For any 4-port device S-matrix can be the form of, 

S = 

⎡ 

⎢⎢⎣ 

S11 S12 S13 S14 
S21 S22 S23 S24 
S31 S32 S33 S34 
S41 S42 S43 S44 

⎤ 

⎥⎥⎦ (53) 

As all the four ports are perfectly matched, Sii  = 0. 

So, S11 = S22 = S33 = S44 = 0. (54) 

Again from the property of isolation, S14 = S12 = S32 = S43 = 1 and all other 
elements are zero. So S-matrix reduce to the form of 

S = 

⎡ 

⎢⎢⎣ 

0 0 0 1  
1 0 0 0  
0 1  0 0  
0 0 1 0  

⎤ 

⎥⎥⎦ (55) 

For exactly similar reason S-matrix of a 3-port circulator will be 

S = 

⎡ 

⎣ 
0 0 1  
1 0 0  
0 1  0  

⎤ 

⎦ (56) 

Here, S13 = S21 = S32 = 1 and all other elements are zero.
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4.2 Applications 

Due to its unique isolation property, circulator can be employed for several important 
applications like, 

• As Duplexer 
• As Reflection amplifier 
• In Radar systems 
• In Amplifier systems 
• In Antenna transmitting or receiving Systems 

Illustrative Example 8: Determine the scattering matrix of a 3-port circulator 
having an insertion loss of 0.5 dB, isolation of 40 dB and VSWR 0f 3. 

Solution: The generic form of s-matrix of a 3-port device can be written as, 

[S] =  

⎡ 

⎣ 
S11 S12 S13 
S21 S22 S23 
S31 S32 S33 

⎤ 

⎦ 

For circulator, insertion loss is given by S21 = S32 = S13 

And isolation is given by, S12 = S31 = S23. 
And reflection coefficient which is related to VSWR is represented by S11 = 

S22 = S33. In this case, all ports are not matched perfectly. 
Here, −20log|S21| = 0.5, or S21 = 0.994; So, S21 = S32 = S13 = 0.994. 
Again, −20log|S12| = 40, or, S12 = 0.01. 
So, S12 = S31 = S23 = 0.01. 
Now reflection coefficient, ρ = S11 = S22 = S33 = V SW  R−1 

V SW  R+1 = 3−1 
3+1 = 0.5 

So, S11 = S22 = S33 = 0.5 
Putting all these values we have, 

[S] =  

⎡ 

⎣ 
0.5 0.01 0.994 

0.994 0.5 0.01 
0.01 0.994 0.5 

⎤ 

⎦
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5 Gyrator 

Gyrator is a passive, 2-port, non-reciprocal, ferrite device which can provide a phase 
shift of 180° for RF signal transmission in the forward direction and 0° phase shift 
in the reverse direction [4]. It is a linear and lossless device which is very similar 
like a transformer but the fundamental difference is, a transformer does not provide 
any phase shift i.e. if voltage is at the primary end, induced secondary signal will be 
in the form of voltage only. But in the case of gyrator due to 180° phase reversal it 
will be in current form. Reverse transmission is very similar for both (Fig. 12). 

Gyrator consists of two rectangular waveguide sections in both ends of port1 and 
port2, circular waveguide in between which contains ferrite rod to provide 90° F 
rotation in counter clockwise direction. There is a twist of 90° between rectangular 
waveguide and circular waveguide at port1. 

Consider the figure shown below, for wave that propagates from left to right; it 
passes the twist and gets rotated by 90° in a counter clockwise direction. Again the 
ferrite rod provides another 90° rotation; the total rotation will be 180° at port2. 
The wave that propagates from right to left, experiences Faraday rotation of 90° in a 
similar manner. But while passing through the twist, it gets another 90° of rotation 
in a direction that cancels the Faraday rotation. For that reason, in transmission from 
port2 to port1, there is no phase shift (Fig. 13). 

Fig. 12 Gyrator 

Fig. 13 Internal structure 
Gyrator
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5.1 S-Matrix 

S-matrix of a 2-port device having generic form of, 

S =
[
S11 S12 
S21 S22

]
(57) 

As it is a symmetrical device, Sii  = 0; 

So, S11 = S22 = 0 (58) 

And from property of transmission S21 = −1 and S12 = 0; (59) 

So, S-matrix for Gyrator is 

S =
[

0 1  
−1 0

]
(60) 

5.2 Applications 

Gyrator can be employed for several applications like, 

• As an Inductor 
• As BPF 
• In Telephony device that is connected to POTS 
• As parametric equalizer. 

6 Rat Race Coupler 

Rat race or hybrid ring is a 4-port passive device that is used to combine two in-phase 
signals or nullify the signals having path differences. Total circumference of the ring 
is 1.5λ, where port1, port2 and port3 are 0.5λ apart and the distance between port1 
to port4 is 0.75λ (Fig. 14).

When input is applied through port1, it appears as two equal parts one at port2 
in clockwise direction and other at port4 in counter clockwise direction. As λ/4 
path difference corresponds to 90° phase shift, port2 and port4 became in-phase and 
output appears there. And no output appears at port3 as it is out of phase. 

Similarly, when input signal is applied to port3 it gets equally divided between 
port2 and port4 and no output appears at port1. Again if two different signals are 
applied to port1 half of the sum appears at port2 and another half appears at port4 
and the difference appears at port3.
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Fig. 14 Rat race coupler

6.1 S-Matrix 

S-matrix of a 4-port device can be written as, 

S = 

⎡ 

⎢⎢⎣ 

S11 S12 S13 S14 
S21 S22 S23 S24 
S31 S32 S33 S34 
S41 S42 S43 S44 

⎤ 

⎥⎥⎦ (61) 

As it is a symmetrical device, Si j  = Sji  , 

So, S21 = S12, S31 = S13, S32 = S23, S41 = S14, S42 = S24, S43 = S34 (62) 

All ports are perfectly matched Sii  = 0. 

So, S11 = S22 = S33 = S44 = 0. (63) 

Using Eqs. (62) and (63) above s-matrix reduced to 

S = 

⎡ 

⎢⎢⎣ 

0 S12 0 S14 
S12 0 S23 0 
0 S23 0 S34 
S14 0 S34 0 

⎤ 

⎥⎥⎦ (64) 

Considering input from port1, S21 = −S41 and S31 = 0; 
For input from port2, S12 = S32 and S42 = 0; 
For input from port3, S23 = S43 and S13 = 0;
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For input from port4, S34 = −S14 and S24 = 0; 
For perfect matching from the feed line to the ring, impedance at the port should 

be 1 √
2 
times of the impedance of the ring. For example, it can be 75 Ω for ring and 

50 Ω for ports and it is imaginary by nature. Combining all these, Eq. (64) can be 
reduced as 

S = 
− j √
2 

⎡ 

⎢⎢⎣ 

0 1  0  −1 
1 0  1 0  
0 1  0 1  

−1 0  1  0  

⎤ 

⎥⎥⎦ (65) 

6.2 Application 

• Combiner of signal 
• Splitter of signal. 

7 Matched Termination 

It is a two-port passive waveguide section which used to absorb all the incident power 
without any reflection or radiation from it. Though it is a two-port waveguide section 
port2 is perfectly matched and terminated by characteristics impedance (Fig. 15). 

Practical circuit includes a tapered section of waveguide with one end terminated 
and a lossy dielectric inside it. Any input from port1 is absorbed at port2 due to the 
presence of lossy dielectric which formed matched termination (Fig. 16).

Fig. 15 Matched terminator 
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Fig. 16 Internal structure of 
matched terminator 

7.1 S-Matrix 

As port2 is terminated by characteristics impedance, Zin = Zout and there is no 
reflection from port2 as it is perfectly matched. Thus the reflection coefficient is G 
= S11 = 0. 

7.2 Application 

The Matched Termination is used to terminate the waveguide transmission line with 
no reflection at all. 

8 Attenuator 

It is a passive waveguide device that is used to diminish the strength of the signal 
without affecting the characteristics impedance (Z0) of the waveguide. If character-
istics impedance is not maintain fixed, there caused impedance discontinuity and 
hence undesired reflection. Generally, a resistive material is placed in parallel to the 
electric field line, current induce in the resistive material which introduced I2R loss  
that introduces attenuation (Fig. 17).

Basically, attenuator is of three types, 

• Fixed type attenuator 
• Electronically or Mechanically variable type 
• Series of fixed step type 

A fixed slab of dielectric is placed inside the waveguide to provide a fixed amount 
of attenuation, in fixed type attenuator. 

Variable attenuator is used to provide fixed or variable attenuation. The depth of 
attenuation depends on the insertion depth of the plate containing absorbing material 
into the waveguide. The attenuation is maximum when the dielectric slab is inserted 
totally into the waveguide. Variable attenuator can be of different types, like.
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Fig. 17 Variable attenuator

• Resistive card type (flap type) attenuator 
• Slide vane attenuator 
• Rotary vane attenuator 

Among these, rotary vane attenuator is the most widely employed attenuator. It 
is having two tapered sections of rectangular to circular waveguide along with an 
intermediate circular waveguide section which is free to rotate. All the three waveg-
uide section contains thin resistive cards [5]. When dominant TE10 mode enters 
from rectangular to circular waveguide, input resistive card allows only perpen-
dicular components to pass. Resistive card inside the circular waveguide is avail-
able to rotate and adjust its orientation as per attenuation required. Inside circular 
waveguide TE11 mode have parallel and perpendicular components. Parallel compo-
nent absorbed through resistive card and perpendicular component passes through 
it. Output resistive card further attenuates parallel components and perpendicular 
components appear at the output. The output power can be controlled by rotating 
circular waveguide to change the orientation of the resistive card inside it which can 
change the attenuation (Fig. 18). 

Fig. 18 Rotary vane 
attenuator
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As the basic property of the attenuator is to maintain characteristics impedance 
(Z0) fixed, it does not introduce any reflection to the waveguide, hence no additional 
scattering property for it. 

8.1 Applications 

It provides attenuation to the waveguide where a signal with lower strength is 
required. 

9 Phase-Shifter 

Microwave phase-shifter is a passive device which can alter the phase of oscillation 
of electromagnetic wave at the output of the transmission line with respect to the 
phase at the input. Microwave phase-shifter can be used as power divider, beam 
forming network, phase discriminator and in phase-array antenna. The main differ-
ence between phase-shifter and attenuator is, the phase-shifter alters the phase of 
RF signal in a desired manner without doing any change in signal strength, whereas 
attenuator changes signal strength without altering the phase of the signal. There are 
different types of phase-shifter available in the industry, among them the two most 
widely employed phase-shifter are, 

• Dielectric Phase-Shifter 
• Precision Rotary Phase-Shifter 

The working principle of all the phase-shifter is fundamentally similar. If we 
consider two arbitrary points having phases ϕ1 and ϕ2 and distance L among them. 
The phase difference,Δϕ = (ϕ2 – ϕ1) = βL = (

2π 
λ

)
L. Where β is phase constant. This 

means, by changing the distance between two points, phase alteration is possible. 
Alternatively, if the velocity of RF signal can get changed, that is equivalent to the 
change in distance travel considering the time as constant. This implies that any 
retardation in velocity can have a net effect on the phase of the signal. Applying this 
principle different phase-shifter is developed. 

9.1 Dielectric Phase-Shifter 

Inside a rectangular waveguide a slab of dielectric of thickness ‘t’ and height ‘h’ is 
inserted so that ‘h’ is in parallel orientation to the electric field. When the dominant 
TE10 mode is propagated through the waveguide, due to the presence of dielectric 
constant ε, the effective path length increased and hence velocity of propagation is 
reduced. Due to that, ultimately phase of the signal gets delayed [6].
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Fig. 19 Precision Rotary Phase-Shifter 

9.2 Precision Rotary Phase-Shifter 

This is one of the most widely employed phase-shifter, where a particular waveguide 
structure, one half-wave plate and two quarter-wave plate are used. Two rectangular to 
circular tapered section contains a quarter-wave plate inside it, mounted at 45° angles 
with the broad wall of the rectangular waveguide. The rotating circular waveguide 
contains half-wave plate at 0° default angle and precision over there (Fig. 19). 

Both of the quarter-wave plates provides a phase shift of 90° each and a 180° 
phase shift for the half-wave plate. So when the signal of the dominant TE10 mode is 
applied to the input end it gets converted to TE11 mode inside the circular waveguide 
section and reaches the half-wave plate as a parallel and perpendicular component. 
Perpendicular component passes it with a net phase delay of (90° + 180°) = 270° 
for quarter-wave and half-wave plate respectively when half-wave plate is in 0th or 
default position. Ultimately it passes the quarter-wave with an accumulated phase of 
(270° + 90°) = 360°. So there is no phase alteration of the signal. But when the half-
wave plate rotates from 0th position to an angle of θ, the output signal experienced a 
total phase delay of 2θ. So, by rotating the circular waveguide section, i.e. changing 
the orientation of half-wave plate, the output phase of the signal can be regulated in 
the desired manner. 

9.3 Applications 

Microwave phase-shifter can be employed in different types of communication 
systems, radar systems, microwave measurement systems and in different industrial 
operations.
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10 Waveguide Bends and Twists 

Sometimes it became necessary to have bends in the waveguide structure to direct 
the signal in the desired direction. But any abrupt variation in the size or shape of the 
waveguide can cause reflection and hence a loss in efficiency. When such a change 
is required, certain conditions must be satisfied to prevent unwanted reflection. In 
general, bends can be of four types, 

• Gradual E-Bend 
• Gradual H-Bend 
• Sharp E-Bend 
• Sharp H-Bend 

Gradual E-Bend: It is a gradual bend that distorts the E-field only. The bend grad-
ually follows a radius of curvature where radius r must satisfy the condition of r > 
2λg to avoid unwanted reflection (Fig. 20). 

Gradual H-Bend: It is a gradual bend that distorts H-field only. Radius of curvature 
of the bend is greater than twice the wavelength i.e. r > 2λg to avoid any unwanted 
reflection through it (Fig. 21). 

Sharp E-Bend: Two sharp bends of 45° on E-field waveguide placed quarter-wave(
λg 

4

)
apart so that reflection caused by one sharp bend can be canceled by another, 

leaving no net reflection at all (Fig. 22).

Fig. 20 Gradual E-Bend 

Fig. 21 Gradual H-Bend 
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Fig. 22 Sharp E-Bend 

Sharp E-Bend: Two sharp bends of 45° on H-field waveguide placed quarter-wave(
λg 

4

)
apart so that reflection caused by one sharp bend can be canceled by another, 

leaving no net reflection at all (Fig. 23). 

Twist: For some particular use, sometimes it is required to rotate the RF signal in 
such a way that it can get the desired phase for phase adjustment at load. That can 
be achieved by using a twist in the waveguide which is gradual in nature and greater 
than 2λg (Fig. 24). 

Fig. 23 Sharp H-Bend 

Fig. 24 Waveguide twist
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Some special kinds of lossy bends can also be used that consist of wound ribbons 
of conducting material like brass with chromium plated inner surface. It is used for 
a short section when no other solution is possible. 

11 Cavity Resonator 

Cavity resonator is a closed metallic structure that encloses electromagnetic energy. 
The structure can be hollow or filled with dielectric material. Cavity resonator can be 
formed by introducing metallic walls at a distance d apart both ends of a rectangular 
or circular waveguide along z direction. The microwave signal bounces back and 
forth inside the cavity to form a standing wave. Thus it can act like a Band Pass Filter 
(BPF) allowing a particular band of frequency to pass through it and blocking all 
other frequencies. Microwave cavity resonator acts as a very low loss resonant device 
at its resonance frequency and offers a quality factor as high as 106. At resonance 
stored electrical energy is equal to stored magnetic energy and impedance is purely 
real in nature. Here we will discuss about the cavity resonator made of rectangular 
i.e. rectangular cavity resonator and of circular waveguide i.e. cylindrical cavity 
resonator [7]. 

11.1 Rectangular Cavity Resonator 

Rectangular waveguide closed from both ends by a metallic wall along z direction at 
a distance of d (Fig. 15). The transverse component of electric field can be written 
as (Fig. 25), 

Et(x, y, z) = ê(x, y)
{
A+e−jβ 

mnZ + A−e+jβ 
mnZ

}
(66) 

where βmn =
/
K2 − K2 

c =
/
K2 −

(mπ 
a

)2 −
(nπ 

b

)2 
and K = ω

√
με (67)

Putting boundary condition Et = 0 for  z  = 0; 
We have, ê(x, y)

{
A+ + A−} = 0; 

Or,
{
A+ + A−} = 0; so, A+ = −A− (68) 

Second boundary condition is Et = 0 for  z  = d; 
Or, ê(x, y)

{
A+e−jβ 

mn d + A−e+jβ 
mn d

}
= 0; 

Or,
{
A+e−jβ 

mn d + A−e+jβ 
mn d

}
= 0; 

Or,
{
A+e−jβ 

mn d − A+e+jβ 
mn d

}
= 0; [using Eq. (67)].
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Fig. 25 Rectangular cavity 
resonator

Or, A+[−2j sin(βmnd)
] = 0

[
as e 

j x−e− j x  

2 j sin(x)
]
. 

That implies, βmnd = pπ where p = 0,1,2,3, ……. 

Or, βmn = 
pπ 
d 

(69) 

From Eq. (67) we have,  

βmn =
/
K2 −

(mπ 
a

)2 −
(nπ 

b

)2 
or, Kmnp

/
β2 + K2 

c = 
/

β2 +
(mπ 

a

)2 +
(nπ 

b

)2 

or, Kmnp =
/(mπ 

a

)2 +
(nπ 

b

)2 +
( pπ 

d

)2 
(70) 

Now resonance frequency for different modes can be presented as, 

fmnp = 1 

2π
√

με

/(mπ 
a

)2 +
(nπ 

b

)2 +
( pπ 

d

)2 
(71) 

For dominant mode i.e. TE101 

f101 = 
c 

2π

/(mπ 
a

)2 +
( pπ 

d

)2 
(72) 

Illustrative Example 9: Determine the lowest resonant frequency of a rectangular 
cavity resonator having dimensions 3 cm × 4 cm  × 5 cm. Also find the change in 
length required to have a resonant frequency of 1.5 times than the earlier one. 

Solution: Here given that a = 3 cm;  b  = 4 cm;  d  = 5 cm;  
Dominant mode is TE101 here. 

Resonant frequency, fr = c 2
/(

m 
a

)2 + (
n 
b

)2 + ( p 
d

)2
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For TE101 mode, fr = 
c 

2

/(
1 

3

)2 

+
(
0 

4

)2 

+
(
1 

5

)2 

= 
3 × 1010 

2 

/
1 

9 
+ 

1 

25 
= 0.583 × 1010 

= 5.83 × 109 Hz = 5.83 GHz 

Now for the second part, consider the new length of cavity is d, 
New resonant frequency to be f '

r = 1.5 × fr = 8.745 GHz. 
So, f '

r = c 2
/(

1 
3

)2 + (
0 
4

)2 + (
1 
d '

)2 
or, 8.745 × 109 = 3×1010 

2 

/
1 
9 + 1 

d ' 2 . 

Or, d ' = 2.08 cm. 
Length of the resonator must be reduced by (5.00 − 2.08) = 2.92 cm. 

Illustrative Example 10: Calculate the resonant frequency for TE111 mode of a 
rectangular cavity resonator of dimension 8 cm × 6 cm  × 4 cm. What will be the 
new resonant frequency if the cavity is filled with a dielectric of εr = 2.2? 

Solution: Here, a = 8 cm;  b  = 6 cm;  d  = 4 cm  

Resonant frequency, fr = 
c 

2

/(m 
a

)2 +
(n 
b

)2 +
( p 

d

)2 = 
3 × 1010 

2 

/
1 

64 
+ 

1 

36 
+ 

1 

16 
= 4.88 GHz 

Now, filling the cavity will reduce the resonant frequency of the cavity resonator. 
New resonant frequency, f '

r = fr √
εr 

= 4.88 √
2.2 

GHz = 3.29 GHz. 

Illustrative Example 11: A rectangular waveguide cavity resonator filled with 
dielectric εr = 2.5 and having a cross section of 5 cm × 4 cm. Find the length 
of the cavity resonator required to have the resonant frequency of 3 GHz at dominant 
TE101 mode. 

Solution: Given as a = 5 cm;  b  = 4 cm and fr = 3 GHz. 
We know that f '

r = c 
2 
√

εr

/(
m 
a

)2 + (
n 
b

)2 + ( p 
d

)2 
. 

For TE101 mode, fr = 3 GHz = 3 × 109 = 3×1010 

2 
√
2.5 

/
1 
25 + 1 

d2 . 

Or,
/

1 
25 + 1 

d2 = 
√
2.5 
5 . 

Or, 1 25 + 1 
d2 = 2.5 25 or, 1 d2 = 1.5 25 . 

Or, d2 = 25 1.5 or, d = 4.08 cm. 
So the length of the resonator should be 4.08 cm. 

11.2 Cylindrical Cavity Resonator 

It is made of a circular waveguide where both ends are shorted by a metallic wall along 
the z-axis at z = 0 and z = d (Fig. 26). At resonant frequency total electrical energy
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stored equals to the total stored magnetic energy. The transverse modes supported 
by cavity resonators are the TE and TM modes. 

The transverse component of the electric field can be written as, 

Et(x, y, z) = ê(x, y)
{
A+e−jβ 

mnZ + A−e+jβ 
mnZ

}

Putting boundary condition Et = 0 for  z  = 0; 
We have, ê(x, y)

{
A+ + A−} = 0; 

Or,
{
A+ + A−} = 0; so, A+ = −A− (73) 

Second boundary condition is Et = 0 for  z  = d; 
Or, ê(x, y)

{
A+e−jβ 

mn d + A−e+jβ 
mn d = 0

}
; 

Or,
{
A+e−jβ 

mn d + A−e+jβ 
mn d

}
= 0; 

Or,
{
A+e−jβ 

mn d − A+e+jβ 
mn d

}
= 0 [using Eq. (72)]. 

Or, A+[−2j sin(βmnd)
] = 0

[
as e 

j x−e− j x  

2 j = sin(x)
]
. 

That implies, βmnd = pπ . 
Or, βmn = pπ 

d . 
So, for TE mode βmn = pπ 

d where p = 1, 2, 3, . . .  . . .. 
And for TM mode βmn = pπ 

d where p = 0, 1, 2, . . .  .  

Now, βmn =
/
K2 −

(
Xmn 

ρ

)2 

(74) 

Dominant mode to be transmitted here is TE101 and TM010. 
The resonant frequency can be given as,

Fig. 26 Cylindrical cavity 
resonator 



Brief Introduction to High Frequency Passive Circuits 147

Table 1 Order Zero Xmn for Jn (x): (TM mode) 

n m 

0 1 2 3 4 5 

1 2.405 3.832 5.136 6.380 7.588 8.771 

2 5.520 7.016 8.417 9.761 11.065 12.339 

3 8.654 10.173 11.620 13.01 14.372 

4 11.792 13.324 14.796 

Table 2 Order Zero X '
mn for J

'
n (x): (TE mode) 

n m 

0 1 2 3 4 5 

1 3.832 1.841 3.054 4.201 5.317 6.416 

2 7.016 5.331 6.706 8.015 9.282 10.520 

3 10.173 8.536 9.969 11.346 12.682 13.987 

4 13.324 11.706 13.170 

f '
mnp =

1 

2π
√

με

/(
X '
mn 

ρ

)2 

+
( pπ 

d

)2 
for TE mode (75) 

fmnp = 1 

2π
√

με

/(
Xmn 

ρ

)2 

+
( pπ 

d

)2 
for TE mode (76) 

Here the values of Xmn can be determined from Bessel function values. The following 
two tables (Tables 1 and 2) can be used to determine the same for TM as well as TE 
mode. 

11.3 Applications 

• As microwave sensors 
• Microwave oscillator 
• Amplifier 
• Wave meter 
• Band pass filter at microwave frequency. 

Illustrative Example 12: A circular cavity resonator having a diameter of 14 cm 
and length of 6 cm. Determine the resonant frequency if the resonator is operating 
at TM012 mode. 

Solution: The resonant frequency of the circular waveguide can be given as,
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fmnp = 1 

2π
√

με

/(
Xmn 

ρ

)2 

+
( pπ 

d

)2 = fmnp = 
c 

2π

/(
Xmn 

ρ

)2 

+
( pπ 

d

)2 

For TM012 mode fr = c 
2π

/( X01 
7

)2 + (
2π 
6

)2 
D = 14 cm; ρ = 14 2 = 7 cm  

X01 = 2.405 for m = 0, n = 1; for TM mode (See table given above) 

fr = 
3x1010 

2π

/(
2.405 

7

)2 

+
(
2π 
6

)2 

= 5.26 GHz 

Illustrative Example 13: A circular waveguide cavity resonator has a radius of 
5 cm and operating at TM011 mode. Determine the length of the resonator if it has 
to resonate at 12 GHz. 

Solution: Given that ρ = 5 cm;  fr = 12 GHz. 

Resonant frequency can be calculated as, fr = c 
2π

/(
Xmn 
ρ

)2 + ( pπ 
d

)2 
. 

For TM011 mode X01 = 2.405 (See table of Bessel function above for TM mode), 
and p = 1. 
So, f011 = 3×1010 

2π

/(
2.405 
5

)2 + (
π 
d

)2 = 12 × 109 

Or,
/(

2.405 
5

)2 + (
π 
d

)2 = 2π × 12 × 109 

3×1010 = 2.51 
Or,

(
π 
d

)2 = 6.069 
Or, d = 1.275 cm 
So the length should be 1.275 cm. 

Illustrative Example 14: A cylindrical waveguide providing the same resonant 
frequency for TE as well as TM mode. Comment on the lowest possible mode of 
operation. 

Solution: We know that the resonant frequency of circular waveguide, 

f '
mnp = 

c 

2π

/(
X '
mn 

ρ

)2 

+
( pπ 

d

)2 
for TE mode 

where m = 0,1,2,3..; n = 1,2,3,..; and p = 1,2,3,…; 

fmnp = 
c 

2π

/(
Xmn 

ρ

)2 

+
( pπ 

d

)2 
for TE mode 

where m = 0,1,2,3..; n = 1,2,3,..; and p = 0,1,2,3,…; 
As per the problem statement fmnp = f '

mnp.
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So, c 
2π

/(
Xmn 
ρ

)2 + ( pπ 
d

)2 = c 
2π

/(
X '
mn 
ρ

)2 + ( pπ 
d

)2 
. 

As the resonator is same, all the parameters like radius (ρ) and length (d) are same. 
So the above condition must be satisfied if and only if Xmn = X '

mn and a suitable 
value of p is chosen. From the above table of Bessel function, it can be easily observed 
that Xmn = X '

mn satisfies under the condition given below. 
X10 = X '

01 = 3.832; X12 = X '
02 = 7.016; X13 = X '

03 = 10.173; 
and X14 = X '

04 = 13.324 (Please refer table given above). 
So the lowest ever value is X10 = X '

01 = 3.832 and if p = 1 for both of the cases. 
Hence the mode of operation is TM101 and TE011. 
Here p can never be zero for TE mode so TE010 mode is not possible. 
Very similar pattern can be observed for the higher order modes where Xmn = 

X '
mn . As per example X12 = X '

02 = 7.016, X13 = X '
03 = 10.173 and X14 = X '

04 = 
13.324 etc. 

Problems 

1. When input power is divided in the ratio of 2:1 in a T- junction coupler and the 
characteristic impedance of the two output lines is 150Ω and 75Ω, calculate the 
impedance of the input line. 

2. If a signal of power 32 mW is fed into one of the collinear arm of a H-plane Tee. 
Determine the power that appears at all the ports when ports are terminated by 
matched load. 

3. Design a lossless T-junction signal divider with a 80 Ω source impedance to 
give a 3:1 power split. Design quarter-wave matching transformers to convert 
the impedances of the output lines to 80 Ω. Determine the magnitude of the 
scattering parameters for this circuit, using a 80 Ω characteristic impedance. 

4. An E-plane Tee made of waveguide section of 50Ω characteristics impedance. A 
signal power of 20 mW is applied to E-arm which is perfectly matched. Determine 
the power delivered to the load of 60Ω and 75Ω connected to port1 and port2 
respectively. 

5. If 500 mW power is applied to the perfectly matched port3 of a magic Tee, what 
will be the power delivered to port1, port2 and port4 if it is terminated by a 
reflection of 0.4, 0.6 and 0.7 respectively? 

6. Two couplers with identical natures are used in a waveguide to sample the incident 
power of 10 mW and reflected power as 0.20 mW. What will be the value of 
VSWR? 

7. Two 20 dB identical directional couplers are used to sample incident and reflected 
power in a waveguide. Voltage standing wave ratio is 1.5 and the output of the 
coupler sampling incident power is 8 mW. Calculate the value of the reflected 
power. 

8. A directional coupler has the scattering matrix given below. Find the return 
loss, coupling factor, directivity, and insertion loss. Assume that all ports are 
terminated by matched load.



150 H. Mistri

S = 

⎡ 

⎢⎢⎣ 

0.1∠30◦ 0.9∠90◦ 0.18∠180◦ 0.005∠90◦ 

0.9∠90◦ 0.1∠30◦ 0.005∠90◦ 0.18∠180◦ 

0.18∠180◦ 0.005∠90◦ 0.1∠30◦ 0.9∠90◦ 

0.005∠90◦ 0.18∠180◦ 0.9∠90◦ 0.1∠30◦ 

⎤ 

⎥⎥⎦ 

9. A 20 dBm power source is connected to the input of a directional coupler having 
a coupling factor of 20 dB, a directivity of 35 dB, and an insertion loss of 0.5 dB. 
If all ports are matched, find the output powers (in dBm) at the through, coupled, 
and isolated ports. 

10. Two 40 dB directional couplers with identical properties are used for sampling 
incidents and reflected power in a waveguide. The value of VSWR is 7 and 
the output of the coupler sampling incident power is 5 mw. Find the reflected 
power. 

11. Design a single-section coupler with coupled line having a coupling of 19 dB, 
a system impedance of 60 Ω, and a center frequency of 8 GHz. If the coupler 
is to be made in strip line (edge-coupled), with r = 2.2 and b = 0.32 cm, find 
the necessary strip widths and separation. 

12. A four port directional coupler has a 4:1 power splitting ratio and has a dissipa-
tion loss of 3 dB. The coupler directivity is 40 dB. What fraction of input power 
P1 will go to port P2 (output port) and P3 (coupled port)? 

13. Design a field displacement isolator in an X-band waveguide to operate at 
11 GHz. The ferrite has 4π Ms = 2500 G and r = 13. Ignore ferrite losses. 

14. A thin ferrite rod with 4π Ms = 600 G is magnetically biased along its axis. Find 
the external bias field strength required to produce a gyro-magnetic resonance 
at 2.52 GHz. 

15. A lossless circulator having a return loss of 12 dB. Find the value of isolation? 
What will be the isolation if the return loss changes to 24 dB? 

16. A two-port is known to have the following scattering matrix: 

[S] =
[
0.15∠0◦ 0.85∠ − 45◦ 

0.85∠45◦ 0.2∠0◦

]

Determine if the network is reciprocal and lossless. If port2 is terminated by 
matched load, then what is the return loss seen at port1? 

17. A circular waveguide, filled with air, has a radius of 3 cm and is acting as a 
resonator for TE01 mode at 10 GHz by placing two perfectly conducting plates 
at its two ends. Determine the minimum distance between the two end plates. 

18. A rectangular cavity resonator has dimensions of a = 5 cm,  b  = 2 cm, and d = 
15 cm. Compute: 

a. The resonant frequency of the dominant mode for an air-filled cavity 
b. The resonant frequency of the dominant mode for a dielectric-filled cavity 

of εr = 2.56



Brief Introduction to High Frequency Passive Circuits 151

19. Determine the lowest resonant frequency of a rectangular cavity resonator 
having dimensions 4 cm × 5 cm  × 6 cm. Also find the change in length required 
to have a resonant frequency of 1.2 times than earlier one. 

20. Calculate the resonant frequency for TE111 mode of a rectangular cavity 
resonator of dimension 6 cm × 5 cm  × 4 cm. What will be the new resonant 
frequency if the cavity is filled with a dielectric of εr = 4? 

21. A rectangular waveguide cavity resonator filled with dielectric εr = 2.2 and 
having a cross section of 4 cm × 3 cm. Find the length of the cavity resonator 
required to have the resonant frequency of 3 GHz at dominant TE101 mode. 

22. A circular cavity resonator having diameter of 12 cm and length of 5 cm. 
Determine the resonant frequency if the resonator is operating at TM012 mode. 

23. A circular waveguide cavity resonator has a radius of 6 cm and operating at 
TM011 mode. Determine the length of the resonator if it has to resonate at 
10 GHz. 

24. A circular waveguide providing same resonant frequency for TE as well as TM 
mode. Comment on all possible modes of operation. 
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Impact of Negative Bottom Gate Voltage 
for Improvement of RF/Analog 
Performance in Asymmetric Junctionless 
Dual Material Double Gate MOSFET 

Arighna Basak, Arpan Deyasi, and Angsuman Sarkar 

Abstract Research on double-gate MOSFET has already exhibited several novel 
solutions of existing problems like reducing leakage current or short-channel effect. 
For both long-channel structure or microscopic devices, the role of the bottom-gate 
becomes more critical for making higher ON-to-OFF current ratio, and therefore, 
individual-gate architecture becomes more popular than tied-gate architecture owing 
to the possibility of individual tuning. Junctionless devices come into the limelight 
due to better mobility control than the other DG configurations, and considered 
the subject of investigation in the last few years. The current chapter investigates 
the effect of negative bottom gate voltage on the analog and RF performances of 
Asymmetric Junctionless Dual Material Double Gate (AJDMDG) MOSFET. TCAD 
device simulator was used to investigate the effect of negative bottom gate voltage 
on analog and RF parameters. The results show that utilizing a low value of the work 
function of the bottom gate terminal improved the analog and RF performance. 

1 Introduction 

Due to the growing use of lower frequency bands, higher frequency utilization has 
become mandatory as a result of new innovations in the field of communication.
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As a result of its destructive downscaling capabilities and requirement for high 
frequency management competency that spreads up to multiple Giga hertz (GHz) 
range, MOSFET devices have been popular in recent years for communication or 
wireless applications. However, MOSFET devices face the most significant hurdles 
in device manufacturing due to unwanted short channel effects (SCEs) caused by 
continual downscaling [1–3]. As a result, new device architectures such as double 
gate (DG) MOSFETs, junctionless MOSFETs [4–8], Surrounding gate MOSFETs 
[9], Dual Material Double Gate MOSFET (DMDG MOSFET), junctionless DMDG 
MOSFETs [10, 11], and asymmetric DMDG MOSFET [12] have become necessary 
for future device technology to alleviate these undesirable SCEs. AJDMDG Stack 
MOSFET device topology is one of the most successful candidates for suppressing 
SCEs among various possibilities. 

Major work on long-channel double gate structure is pioneered by Taur [13, 
14] and thereafter Ortiz-Conde [15, 16] at the beginning of this decade followed 
by several works that were reported on independent-gate structures with hetero-
interfaces [17–19] for investigating surface potential variation. A few modified 
computational models are also proposed later for incorporating quantum effect 
[20, 21] with the ultrathin structure, and the corresponding transconductance and 
differential conductance [22] provide better characteristics. 

Moreover, numerous researchers study the analog/RF performance of various 
topologies for communication and wireless applications, such as DG MOSFETs 
[23, 24], junctionless MOSFETs [25], SRG MOSFETs [26], DMDG MOSFETs 
[27–33], Ultrathin ID-DG FET [34–36], Surrounding gate MOSFETs [37, 38] and 
so on. These advanced architectures provide superior gate control as evident through 
a comparative analysis with an identical single-gate structure [39, 40]. 

An explicit analytical model of surface potential, field distribution, threshold roll-
off and drain current for AJDMDG MOSFETs was created in Ref. [28], where the 
device structure integrates the benefits of junctionless, DMDG structure, asymmetry 
condition and high dielectric material. Because of the asymmetric oxide thickness 
and work function of the gate terminal, the AJDMDG MOSFET has lower SCEs and 
better device performance. In addition, the effect of the work function of the bottom 
gate on analog and RF characteristics of the AJDMDG MOSFET, such as intrinsic 
gain, fmax and fT asymmetry was employed to lower intrinsic gain, enhance fT, fmax 

and GBW, although investigated. As a result, the influence of negative bottom gate 
voltages on analog and RF performance has been explored in this chapter, and the 
analog and RF performance of the AJDMDG MOSFET structure has been enhanced 
further. As a result, the goal of this chapter is to look at how negative bottom gate 
voltages affect the RF and analog performances of the mentioned structure. 

2 Device Structure and Simulation Setup 

The 2-D construction of the AJDMDG MOSFET is exposed in Fig. 1. For this 
structure, in region I and region II, the work functions of the material present in the
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Fig. 1 Structure of 
AJDMDG MOSFET [41] 

gate terminals are φM1f = 4.9 eV, φM2 = 4.5 eV, φM1b = 4.0 eV, respectively. The 
concentration of carriers is 3 × 1019 cm−3 Moreover, for this structure the value of tsi 
(channel thickness), toxf (effective oxide thickness of top gate), toxb (effective oxide 
thickness of bottom gate) are 10 nm, 1.1 nm and 2.1 nm, respectively. 

TCAD Device Simulator [42] was used for this project. To study carrier transport, 
the Fermi–Dirac statistic model and a Drift diffusion were employed in simulation. 
The Shockley–Read–Hall (SRH) recombination model was merged with the Auger 
recombination model for the carrier recombination model [43]. Numerical solutions 
and differential equations were solved using the Newton and Gummel techniques 
[44]. For the quantum effect, the quantum density gradient model [45] was utilized. 

3 Result and Discussion 

The influence of negative values of bottom gate voltages on drain current (ID) of  
AJDMDG MOSFET is shown in Fig. 2. It is depicted from Fig. 2 that ID increases 
significantly for more negative values of the bottom gate voltage due to rise in carrier 
transport efficacy. Furthermore, Fig. 2 distinctly shows that reducing the value of 
bottom gate voltages enhances the ON state current, with greater ON current attained 
for Vbg = −1.5 V.

Figure 3 depicts the transconductance (gm) of AJDMDG MOSFET at various 
negative Vbg. At a constant VDS, transconductance is well-defined as



156 A. Basak et al.

Fig. 2 Graphical variation 
of drain current (ID) with Vfg 
for different negative values 
of Vbg

gm = ∂ ID 
∂V f g  

(1) 

Figure 3 illustrates that a drop in Vbg results in a high value of gm. 
Figure 4 depicts the TGF of an AJDMDG MOSFET for various negative Vbg 

values. TGF drops at lower values of Vbg as seen in the graph, with a smaller value 
of TGF achieved at Vfg = 0.5 V for Vbg = −1.5 V. As a result,  TGF improves in  
terms of lowering negative Vbg values.

Figure 5 depicts the rout of an AJDMDG MOSFET for various negative values 
of Vbg. This device’s gain is evaluated using rout. According to Fig. 5, the  value  
of rout lowers with negative values of Vbg, indicating an improvement in the device 
structure’s driving capabilities. As a result, a lower rout value suggests greater analog 
performance.

Fig. 3 Plot of gm with 
respect to the value of Vfg of 
AJDMDG MOSFET for 
various negative values of 
Vbg 
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Fig. 4 Plot of TGF with 
respect to the value of Vfg of 
AJDMDG MOSFET for 
various negative values of 
Vbg

Fig. 5 Plot of rout with 
respect to the value of Vfg of 
AJDMDG MOSFET for 
various negative values of 
Vbg 

Figure 6 depicts the intrinsic gain of an AJDMDG MOSFET for various negative 
values of Vbg. The product of gm and rout is clearly characterized as an intrinsic gain. 
The value of gain decreases as the negative values Vbg grow, and a lower gain for 
Vbg = −1.5 V indicates a higher analog performance.

The cut-off frequency (fT), maximum frequency of oscillation (fmax) and gain 
bandwidth product (GBW) are significant factors for analyzing RF performance. 
The frequency at which the short circuit gain equals one is termed as the cut-off 
frequency [9, 41]. 

fT = gm 
2π(CGD  + CGS) 

(2) 

where CGD and CGS are capacitance in gate-drain and gate-source regions.
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Fig. 6 Plot of intrinsic gain 
with respect to the value of 
Vfg of AJDMDG MOSFET 
for various negative values of 
Vbg

Figure 7 represents the effect of negative Vbg values on the cut-off frequency of an 
AJDMDG MOSFET. Figure 7 shows that at Vbg = −1.5 V, a higher fT is produced. 
As a result, raising the negative values of Vbg improves fT, as seen in Fig. 7. 

fmax is characterized as [9, 41] 

fmax = gm 

2πCGS  

/
4
(
gDS  + gm CGD  

CGS

)(
Ri + RS + Rg

) (3) 

whereas gate resistance (Rg) is 2.6  kΩ for a 20 nm thick molybdenum metal gate, Ri 

equals 20Ω and RS equals 160 Ω. 
Figure 8 represents the effect of negative Vbg values on the fmax of an AJDMDG 

MOSFET. According to Fig. 8, increasing the negative values of Vbg causes a rise in 
fmax, with a larger value of fmax found for Vbg = −1.5 V.

Fig. 7 Plot of fT with 
respect to the value of Vfg of 
AJDMDG MOSFET for 
various negative values of 
Vbg 
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Fig. 8 Plot of fmax with 
respect to the value of Vfg of 
AJDMDG MOSFET for 
various negative values of 
Vbg 

GBWt is characterized as [9, 41] 

GBW = gm 
20πCGD  

(4) 

Figure 9 represents the effect of negative Vbg values on the GBW of an AJDMDG 
MOSFET. According to Fig. 9, a greater value of GBW is achieved when Vbg = −  
1.5 V. 

Lower values of Vbg are required for circuit application reasons as a consequence 
of the analog and RF analyses.

Fig. 9 Plot of GBW with 
respect to the value of Vfg of 
AJDMDG MOSFET for 
various negative values of 
Vbg 
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4 Summary 

TCAD simulator is used to conduct a simulation investigation of the influence of 
negative bottom gate voltages on the analog and RF performance of AJDMDG 
MOSFETs. The simulation findings demonstrate that raising the negative values 
of Vbg can improve gm, rout, gmrout and TGF. Furthermore, at Vbg = −1.5 V, the 
values of fT, fmax and GBW are superior. As a result, a negative bottom gate voltage 
is appropriate for improving the analog and RF performance and is employed in 
wireless or communication applications. 

References 

1. International technology roadmap for semiconductors 2009 Edition and 2010 Update. http:// 
www.itrs.net. Accessed 2018 

2. Mohsenifar S, Shahrokhabadi MH (2015) Gate stack high-κ materials for Si-based MOSFETs 
past, present, and futures. Microelectron Solid State Electron 4:12–24 

3. Datta S (2013) Recent advances in high performance CMOS transistors: from planar to non-
planar. Electrochem Soc Interfac 22:41–46. https://doi.org/10.1149/2.F04131if 

4. Chiang TK (2016) A short-channel-effect-degraded noise margin model for junctionless 
double-gate MOSFET Working on subthreshold CMOS logic gates. IEEE Trans Electron 
Devices 63 

5. Hong S (2019) Compact charge modeling of double-gate MOSFETs considering the density-
gradient equation. IEEE J Electron Devices Soc 7 

6. Xie Q, Wang Z, Taur Y (2017) Analysis of short-channel effects in junctionless DG MOSFETs. 
IEEE Trans Electron Devices 64:3511–3514 

7. Gnudi A, Reggiani S, Gnani E, Baccarani G (2013) Semianalytical model of the subthreshold 
current in short-channel junctionless symmetric double-gate field-effect transistors. IEEE Trans 
Electron Devices 60:1342–1348 

8. Bari S, De D, Sarkar A (2015) Effect of gate engineering in JLSRG MOSFET to suppress 
SCEs: an analytical study. Physica E Low-dimens Syst Nanostruct 67:143–151 

9. Biswal SM, Baral B, De D, Sarkar A (2015) Analytical subthreshold modeling of dual mate-
rial gate engineered nano-scale junctionless surrounding gate MOSFET considering ECPE. 
Superlattices Microstruct 82:103–112 

10. Reddy GV, Kumar MJ (2005) A new dual-material double-gate (DMDG) nanoscale SOI 
MOSFET-two-dimensional analytical modeling and simulation. IEEE Trans Nanotechnol 
4:260–268 

11. Singh J, Gadi V, Kumar MJ (2016) Modeling a dual-material-gate junctionless FET under 
full and partial depletion conditions using finite-differentiation method. IEEE Trans Electron 
Devices 63:2282–2287 

12. Kumari V, Modi N, Saxena M, Gupta M (2015) Theoretical investigation of dual material 
junctionless double gate transistor for analog and digital performance. IEEE Trans Electron 
Devices 62:2098–2105 

13. Taur Y (2000) An analytical solution to a double-gate MOSFET with undoped body. IEEE 
Electron Device Lett 21(5):241–247 

14. Taur Y (2001) Analytic solutions of charge and capacitance in symmetric and asymmetric 
double-gate MOSFETs. IEEE Trans Electron Devices 48(12):2861–2869 

15. Ortiz-Conde A, Garcia-Sanchez FJ, Muci J (2005) Rigorous analytic solution for the drain 
current of undoped symmetric dual-gate MOSFETs. Solid State Electron 49(4):640–647

http://www.itrs.net
http://www.itrs.net
https://doi.org/10.1149/2.F04131if


Impact ofNegativeBottomGateVoltage for Improvement ofRF/Analog… 161

16. Ortiz-Conde A, García-Sánchez FJ, Muci J, Malobabic S, Liou JJ (2007) A review of core 
compact models for undoped double-gate SOI MOSFETs. IEEE Trans Electron Devices 
54(1):131–140 

17. Roy K, Chowdhury AR, Deyasi A, Sarkar A (2019) Computing surface potential and drain 
current in nanometric double-gate MOSFET using Ortiz-Conde model. In: Advances in intel-
ligent systems and computing book serie: contemporary advances in innovative and applicable 
information technology, vol 812, pp 41–47 

18. Chakraborty D, Bhowmick S, Deyasi A (2018) Computing surface potential of double gate 
MOSFET for both free and doped carrier concentrations. In: IEEE 2nd international conference 
on electronics, materials engineering & nano-technology, Kolkata, India, pp 1–4 

19. Nath A, Khanam F, Mukhopadhyay S, Deyasi A (2021), Surface potential computation for 
asymmetric Si–Si1−xGex ID-DG MOSFET following Ortiz-Conde model. In: Lecture notes 
in electrical engineering: nanoelectronics, circuits and communication systems, vol 692, pp 
239–246 

20. Vimala P, Balamurugan NB (2012) Quantum mechanical compact modeling of symmetric 
double-gate MOSFETs using variational approach. J Semicond 33(3):034001 

21. Deyasi A, Chowdhury AR, Roy K, Sarkar A (2018) Effect of high-K dielectric on drain current 
of ID-DG MOSFET using Ortiz-Conde model. In: IEEE electron devices Kolkata conference, 
pp 176–181 

22. Chakraborty R, Mondal D, Deyasi A (2020) Investigating effect of structural parameters 
on static characteristics of ultrathin DG MOSFET using Taur’s model. In: Lecture notes in 
networks and systems: information, photonics and communication, vol 79, Chapter 2, pp 11–19 

23. Biswas K, Sarkar A, Sarkar CK (2015) Impact of barrier thickness on Analog, RF and Linearity 
performance of nanoscale DG heterostructure MOSFET. Superlattices Microstruct 86:95–104 

24. Sarkar A, Sarkar CK (2013) RF and analogue performance investigation of DG tunnel FET. 
Int J Electron Lett 1:210–217 

25. Biswas K, Sarkar A, Sarka CK (2018) Fin shape influence on analog and RF performance of 
junctionless accumulation-mode bulk FinFETs. Microsyst Technol 24:2317–2324 

26. Sarkar A, De S, Dey A, Sarkar CK (2011) A new analytical subthreshold model of SRG 
MOSFET with analogue performance investigation. Int J Electron 99:267–283 

27. Basak A, Chanda M, Sarkar A (2019) Drain current modelling of unipolar junction dual material 
double-gate MOSFET (UJDMDG) for SoC applications. Microsyst Technol 27(11):3995–4005 

28. Koley K, Syamal B, Kundu A, Mohankumar N, Sarkar CK (2012) Subthreshold analog/RF 
performance of underlap DG FETs with asymmetric source/drain extensions. Microelectron 
Reliab 52:2572–2578 

29. Koley K, Dutta A, Syamal B, Saha SK, Sarkar CK (2013) Subthreshold analog/RF performance 
enhancement of underlap DG FETs with high- K spacer for low power applications. IEEE Trans 
Electron Devices 60:63–69 

30. Chebaki E, Djeffal F, Hichem F, Bentrcia T (2016) Improved analog/RF performance of double 
gate junctionless MOSFET using both gate material engineering and drain/source extensions. 
Superlattices Microstruct 92:80–91 

31. Sharma RK, Bucher M (2012) Device design engineering for optimum analog/RF performance 
of nanoscale DG MOSFETs. IEEE Trans Nanotechnol 11:992–998 

32. Roy NC, Gupta A, Rai S (2015) Analytical surface potential modeling and simulation of junc-
tionless double gate (JLDG) MOSFET for ultra-low-power analog/RF circuits. Microelectron 
J 46:916–922 

33. Ghosh D, Pariha MS, Armstrong GA, Kranti A (2012) High-performance junctionless 
MOSFETs for ultralow-power analog/RF applications. IEEE Electron Device Lett 33:1477– 
1479 

34. Deyasi A, Sarkar A, Roy K, Chowdhury AR (2021) Effect of high-K dielectric on differ-
ential conductance and transconductance of ID-DG MOSFET following Ortiz-Conde model. 
Microsyst Technol 27(11):3967–3975



162 A. Basak et al.

35. Deyasi A, Chakraborty R, Mondal D, Pramanik N, Mukhopadhyay S (2021) Analytical inves-
tigation of transconductance and differential conductance of ultrathin ID-DG MOSFET with 
gradual channel approximation. In: Lecture notes in electrical engineering: fifth international 
conference on microelectronics, computing and communication systems, vol 748, pp 117–126 

36. Mukhopadhyay S, Ray P, Deyasi A (2020) Computing gate asymmetric effect on drain current 
of DG-MOSFET following Ortiz-Conde model. In: IEEE national conference on emerging 
trends on sustainable technology and engineering applications, pp 1–5 

37. Sarkar A, De S, Dey A et al (2012) Analog and RF performance investigation of cylindrical 
surrounding-gate MOSFET with an analytical pseudo-2D model. J Comput Electron 11:182– 
195 

38. Sarkar A (2014) Study of RF performance of surrounding gate MOSFET with gate overlap 
and underlap. Adv Natl Sci Nanosci Nanotechnol 5 

39. Bhowmick S, Chakraborty D, Deyasi A (2017) Computation of electrical parameters for single-
gate high-K nanoscale MOSFET with cylindrical geometry. In: Advances in intelligent systems 
and computing: international conference on modelling and simulation, vol 749, pp 47–53 

40. Deyasi A, Mukherjee S, Bhattacharjee AK, Sarkar A (2020) Classification of single and double-
gate nanoscale MOSFET with different dielectrics from electrical characteristics using soft 
computing techniques. Int J Inf Technol 12(1):165–174 

41. Basak A, Sarkar A (2020) Impact of back gate work function for enhancement of analog/RF 
performance of AJDMDG Stack MOSFET. Solid State Electron Lett 2:117–123 

42. Abdullah G (2015) ATLAS device simulation software, Santa Clara, CA, USA 
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Analog/RF Performance Analysis 
of GAA-GNR Tunnel Field-Effect 
Transistor (TFET) 

Anuva Ganguly, Jayabrata Goswami, Nitai Paitya, Anirudhha Ghosal, 
and J. P. Banerjee 

Abstract In this paper, we present a gate all round tunneling field-effect transistor 
(GAA TFET) with graphene nanoribbon (GNR) that improves DC and RF perfor-
mance. The GAA TFET with GNR (GAA-GNR TFET) has an ultrathin tunneling 
layer on the source side wall and a 5 nm wavelength GNR layer. The analysis of 
the GAA-GNR TFET was discussed using computer-aided design (TCAD) simula-
tion technology. Simulations show that the proposed structure provides higher drain 
currents (Id), steeper mean threshold oscillations, and also very good RF perfor-
mance. A detailed study of the analog/RF performance parameters includes gate 
capacitance, conductance (gm), gain bandwidth product (GBP), transmission time 
(τ), and cutoff frequency (fT) of the evaluated device. The TCAD simulation results 
show the improved DC and analog/RF performance of the proposed GAA-GNR 
TFET compared to the conventional GAA TFET. Single-port GAA-GNR TFET 
over 0 V with high ON current density, conductivity (gm), cut-off frequency (fT), 
gain bandwidth product (GBP), and low oscillation frequency the maximum (fmax) is  
38 μA/μm, 7.8 μs/μm, 96 GHz, 19 GHz, and 16.3 THz when Vgs is equal to 1.2 V.
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1 Introduction 

The tunnel field effect transistor (TFET) could be a semiconductor used at low power 
yet as high frequency applications largely because the typical metal–oxide–semicon-
ductor field impact transistor (MOSFET) approached the thermal limits. The opposite 
essential physical limitation of MOSFET is that the short channel effects (SCEs) [1]. 
The semiconductor nanowire TFET is additionally used as a promising device that 
has the wonderful gate controlled and extremely influenced electrical behavior to 
beat the issues caused by short channel effects [2–5] afterward device structures like 
double-gate (DG), surrounding-gate (SG), gate all around (GAA) and carbon nano 
tube (CNT) FinFETs and graphene-nano-ribbon (GNR) transistors are researched for 
breakdown the scaling matter of bulk transistors [6–11]. The key performance param-
eters of a TFET is that the drain current (Id), and quicker shift speed (ION/IOFF) that 
is expounded to the sub-threshold slope once the junction transistor operates at low 
voltage [12] alternative benefits of the TFETs are lower discharge current and better 
on-current than the MOSFET, higher electricity management, and bar of the short 
channel effects [13–17]. Thus, the TFETs are gaining quality over MOSFETs within 
the technology nodes [18] many wonderful article and summary are drained the 
previous couple of years past, that summarize the TFET [19]. Among these studies, 
several papers propose a TFET with associate ultrathin tunnel layer at supply sidewall 
that permits band-to-band tunneling (BTBT) perpendicular to the channel direction 
(vertical BTBT) [20–27]. It will improve particle yet as sub-threshold swing (SS) with 
the assistance of an outsized BTBT junction space and a brief tunnel barrier breadth. 
In this work, we have a tendency to investigate device style and analog/RF perfor-
mances of the projected transistors with relevance to many key parameters. First, the 
device constructs, yet because the principle of operation, are mentioned in Section 
a pair of. Second, simulation results and issues are delineating in Section three. 
Finally, Section four attracts conclusions by summarizing the engaging properties of 
the SCNW GNR TFET. 

2 Device Composition and Operation 

The Si GAA-GNR TFET could be a structure with lower targeted P-type channel 
between heavily doped supply (p+) and therefore the drain (n+) region. By victimiza-
tion band-to-band tunneling electronic transistor mechanism, GAA-GNR controls 
the tunneling between the channel and (source and drain) regions. To realize 
correct leads to the simulation, non-local band-to-band (BTB) tunneling model, 
current density model, Shockley–Read–Hall (SRH) recombination model, bandgap 
narrowing model, and field-dependent quality model have been enclosed for the 
projected GAA-GNR TFET model. Figure 1 presents the schematic read of GAA-
GNR TFET. In distinction to traditional GAA-GNR TFET, a layer of GNR with 
breadth of 5 nm is incorporated. The intrinsic channel, i.e., tunnel region surrounds
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the standard nanowire structure. All the materials of the supply channel and drain are 
Si. SiO2 is employed as gate chemical compound. In TCAD simulation, a channel 
length (L) is ready by 30 nm to exclude short channel impact. The vital style parame-
ters are summarized in Table 1. The simulation technique needs the supply terminals 
to be grounded (VS = 0 V) for the calculation of BTBT generation rate (G) per unit 
volume in uniform field of force, K.P. perturbation theory is employed. 

The transfer curves are simulated as shown in Fig. 2a (log scale) and Fig. 2b 
(linear scale) with 0.7V drain to source voltage for GAA TFET and GAA-GNR 
TFET. The drain current density of GAA-GNR TFET and GAA TFET at 1.2 V Vgs 

are 38 μA/μm and 30.9 μA/μm, respectively.
The drain current is extracted at 7 V Vds. The applied activate gate to supply 

voltage Vgs-ON is that the voltage at that the BTBT starts to occur, whereas lateral 
BTBT is predominant. As Vgs will increase, vertical BTBT starts to occur, at 0.4 V 
Vgs and at last surpasses the lateral BTBT at 2 V Vgs. The drain current of the 
projected structure is decoupled into two totally different BTBTs.

Fig. 1 Schematic view of 
GAA-GNR TFET with GNR 

Table 1 GAA-GNR TFET 
design parameters used for 
TCAD simulation 

Parameters Value 

Source doping concentration, p-type (Ns) 1020 cm−3 

Drain doping concentration, n-type (Nd) 1020 cm−3 

Channel doping concentration, p-type (NCH) 1014 cm−3 

Gate work function 4.05 eV 

Channel length (L) 30 nm 

Gate oxide thickness (tox) 2 nm  

Length of tunnel region (LT) Variable 

Thickness of GNR (tGNR) 5 nm  
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Fig. 2 a log(Id) versus Vgs curve b Id versus Vgs curve of GAA-GNR TFET

3 Analog/RF Performance Analysis 

In this section, we’ve targeted on the analysis of RF performance parameters during 
this discussion, that embody transconductance (gm), gate to empty capacitance 
(Cgd), gate to supply capacitance (Cgs), cut-off frequency (fT), gain information 
measure product (GBP). The entire parameters area unit is calculated at 1 MHz 
tiny signal input frequency. All told oftenest figures of deserves, metric weight unit 
plays a key role to boost the RF performance of the device. Transconductance(gm) 
is outlined as ability of the device to replicate gate voltage (Vgs) into drain current 
(Id). The primary order differentiation of drain current (Id) w.r.t. Vgs is thought as 
metric weight unit as mentioned in equation one. The worth of metric weight unit is 
set to examine the device speed. The next price of metric weight unit, quicker change 
response of device [28]. 

gm = ∂Id 
∂Vgs 

(1) 

Figure 3 shows curves for the g variation of the device with individual to Vgs with 
totally different Vds voltages as 1 V, 0.7 V, and 0.5 V. For the projected structure, 
Id changes greatly with Vgs, whereas drain current maintains a high price, leading 
to the next gram. Additionally, it is inferred that gram will increase with the rise of 
Vgs till it enters the saturation region. The rise of the BTBT generation rate directly 
ends up in a rise in gram. However, it decreases at higher Vgs because of reduced 
quality. The gate-gate capacitance is especially composed of 2 capacitances Cgd 
and metric system, The parasitic capacitances metric system and Cgd is outlined by 
mathematical expression as equations a pair of and three severally [29].
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Cgs = ∂Qs 

∂Vgs 
(2) 

Cgd = ∂Qs 

∂Vgd 
(3) 

Equations 2 and 3 play a pivotal role to extract device performance and responsible 
for parasitic oscillation at various operating frequencies. Figure 4 shows the gate to 
drain (Cgd) and gate to source (Cgs) of the device with respect to gate voltage. 

Fig. 3 Variation of 
transconductance (gm) along 
Vgs of the GAA-GNR TFET 
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Fig. 4 Analysis of Cgs and 
Cgd for different Vds values
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Fig. 5 Analysis of cut-off 
frequency (f T ) 

Another necessary device parameter is fT; it’s the utmost frequency at that a given 
device works properly with none performance debasement. fT is additionally taken 
as associate operative frequency at that contact gain becomes adequate to unity. To 
analyze, the foot parameter of the device w.r.t. parasitic capacitances, the relation 
between each is given in Eq. 4. 

fT = gm 

2π
(
Cgs + Cgd

) (4) 

Figure 5 shows the dependence of f T on Vgs. It can be inferred that significant 
improvement in f T of the proposed device is due to its larger gm. It can be clearly 
seen from the figure that this rapid increase in gm and an increase in gate capacitance 
results in an increase in f T until Vgs reaches 1.2 V. After that a sharp drop in gm and 
an increase in gate capacitance results in a decrease in the f T . The proposed device 
achieves a maximum f T of 103 GHz at 1.4v Vgs voltage. 

The mathematical expression for GBP is given by equation five. As per the equa-
tion, it’s directly in proportion to gram price and reciprocally proportional to Cgd 
price of the device [30, 31]. A high price of GBP is needed for superior high-frequency 
performance. 

GBP = gm 

2πCgd 
(5) 

Figure 6 shows the analysis of gain bandwidth product (GBP). The proposed 
device achieves a maximum GBP of 29.73 GHz at Vgs equal to 1v. The characteristics 
curve of GBP follows the same trends as f T . Additionally, f max is defined as maximum 
oscillation frequency at which power gain is unity. f max is given by the formula.
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Fig. 6 Data plot of GBP for 
proposed device 

fmax = fT /
4Rg

(
gd + 2πCgd

) (6) 

The maximum oscillation frequency variation with respective to Vgs is presented 
in Fig. 7. The value of fmax is 16THz at Vgs = 1 V. Another crucial operational issue 
for RF analysis is transit time that is outlined because the time needs to charge carriers 
to be shifted from supply to channel, given by equation half-dozen. Consistent with 
mathematical equation, transit time is reciprocally proportional to. If the worth will 
increase the transit time decreases [32]. 

τ = 1 

2π fT 
(7)

Figure 8 shows the data plots for transit time. From Fig. 6, it can be analyzed that 
transit time becomes very less for Vgs greater than 0.7 V. The simulation analysis 
shows that GAA-GNR TFET seems to be additional appropriate for RF applications.

4 Summary 

A new GAA-GNR TFET is proposed and dealing principle is investigated very well 
exploiting the second TCAD machine. The projected modification in GAA TFET 
improves ON-state current. Alongside these blessings, projected device conjointly 
consists of low Cgd and metric system that are causative for improved device control-
lability. Analog/RF parameters like metric system, Cgd, gm, fT, GBP, fmax, and transit 
time are analyzed to determine the practicableness of the GAA-GNR TFET for prime 
frequency application with low power operation. It is found that the projected device 
shows a higher performance for prime frequency parameters.
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Fig. 7 f max versus Vgs 
characteristics curve

Fig. 8 Data plot of transit 
time(τ)
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On the Generalized Distribution 
Functions in Heavily Doped Nano 
Materials at Terahertz Frequency 

P. K. Chakraborty and K. P. Ghatak 

Abstract In this chapter, we present a simplified analysis of the generalized distri-
bution function of the carriers in heavily doped materials in the form F(E) = 
[1 + A + exp(y)]−1 where A is a constant and the other variables are defined in 
the text. The substitution A = 0 and −1 lead to the well-known Fermi–Dirac statis-
tics and Maxwell–Boltzmann distribution, respectively. The substitutions A = 0 and 
y = 0 together with A = −4 and y = 0 lead to the well-known Pauli’s exclusion 
principle (±(1/2)), whereas the substitutions A = i − 1 (i = 

√−1) and y = 0 
together with A = −3− i and y = 0 lead to the complex values of the Pauli’s spin in 
the tail zone as ±(1 − i )/2, respectively. Because of the complex Pauli’s spin value, 
the electron energy component due to the spin g factor along the direction of the 
magnetic field B in heavily doped electronic materials forming band tails in the tail 
zone generates the magnitude of the electron energy as 71% g times the cyclotron 
resonance energy together with the phase value ± ( π/4) in this case. We have also 
shown the Bose Einstein statistics in this context. Besides, the cases of terahertz 
frequency, heavy doping and intense electric field can be covered by replacing the 
value of E under the mentioned conditions. 

1 Introduction 

The concept of distribution functions of the carriers in different materials and their 
nanostructures occupy a singular position in the arena of terahertz frequency, heavy 
doping forming band tails and intrinsic intense electric field in nano devices for 
not only the characterization of the low dimensional systems under the mentioned
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conditions but also for the study of the transport features in different technologically 
important materials [1, 2]. Fermi and Dirac (both independently) formulated the 
Fermi–Dirac (FD) statistics for electrons [3, 4] whereas the Bose–Einstein (BE) 
statistics appeared in the literature in 1924 for bosons [5] together with the fact that 
both of them get simplified into well-known Maxwell–Boltzmann statistics under 
certain limiting conditions. The FD statistics is generally applicable for studying the 
transport features of low dimensional nano systems of degenerate materials, because 
in this case, the band structure prevails [6] and the Fermi energy (EF) is above  the  
edge of the conduction band (CB) and within the conduction band. Also, we know by 
Pauli’s exclusion principle, the occupational probability of an electron at an energy 
state is (1/2) at EF [7]. The simple FD function cannot explain the existence of band 
tailing phenomena observed in the case of heavily doped systems at low temperatures 
where the quantum effects become prominent. Therefore, some modifications must 
be expected in the mathematical form of the well-known FD distribution function. 

It might be noted that in the case of disordered materials, the conduction band 
penetrates within the Forbidden Band (FB) and the carriers do exist in the tail region. 
We know that for a semiconductor with heavily doped conditions, the doping levels 
must satisfy the inequality (aD.Ni1/3) >  1, where aD is the Bohr radius and Ni  is 
the doping concentration of the carriers, and that for “non-degenerately doped case”, 
the doping condition should satisfy the inequality [9–11] {(0.02 ≤ [aD.Ni1/3] < 
1.0)} [8–12],. As we know the normal FD distribution function cannot explain the 
occupational probability of the carriers is the Tail-Zone (TZ), because it is valid 
for the Band gap zone (BZ) only. Also, in general, the FB zone is known as the 
imaginary band (IB). The TZ lies in the FBZ. Therefore, we might conclude that for 
the TZ region, the probability of the distribution of the carriers must be different from 
normal FD distribution function. In this chapter, an attempt is made in the theoretical 
background to derive the generalized FD and BE in a very simplified manner and we 
also note various important conclusions which emerge from it. This new probability 
of distribution in the TZ region, is termed as “Extended and Modified distribution 
functions. The sections three and four contain the result and discussions and the 
conclusion, respectively. 

2 Theoretical Background 

Let us assume that the probability of occupation of the energy level E by an electron 
is F(E). Let us also assume that there are two initial energy levels namely E1 and 
E2 together with two final energy levels E3 and E4 respectively as show in Fig. 1.

The probability of forward transmission of an electron in the initial energy level 
E1 to the final energy level E3 and an electron in the initial energy level E2 to the 
final energy level E4 is proportional to F(E1)[1 − F(E3)]F(E2)[1 − F(E4)]. 

Similarly the probability of reverse transmission is similarly proportional to 

F(E3)[1 − F(E1)]F(E4)[1 − F(E2)]
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Fig. 1 Energy levels

The application of the principle of detailed balance of Einstein leads to the result 

F(E1)
[
1 − F(E3)

][
F(E2)[1 − F(E4)

] = F(E3)
[
1 − F(E1)

]
F(E4)

[
1 − F(E2)

]

(1) 

Dividing both sides by [F(E1)F(E2)F(E3)F(E4)] and assuming 
[F(E1)F(E2)F(E3)F(E4)] �= 0 we get

[
1 

F(E1) 
− 1

][
1 

F(E2) 
− 1

]
=

[
1 

F(E3) 
− 1

][
1 

F(E4) 
− 1

]
(2) 

Energy conservation rule gives us 

E1 + E2 = E3 + E4 (3) 

Let us assume 

1 

F(E) 
− 1 = A + exp

(
E − EF 

kB T

)

(4) 

where A is a constant, kB is the Boltzmann constant and T is the temperature. Using 
(2), (3) and (4) we get

[

A + exp

(
E1 − EF 

kB T

)][

A + exp

(
E2 − EF 

kB T

)]

=
[

A + exp

(
E3 − EF 

kB T

)][

A + exp

(
E4 − EF 

kB T

)]

(5) 

From (5) we can write

[

exp

(
E1 

kB T

)

+ exp

(
E2 

kB T

)]−1 

=
[

exp

(
E3 

kB T

)

+ exp

(
E4 

kB T

)]−1 

(6)
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If (6) is satisfied by (4) then the F(E) as given by (4) is a solution. Now for heavily 
doped nano-materials which are being discussed in this chapter is a low temperature 
phenomena i.e. T → 0 and under this condition, (6) is being satisfied by (4). 

Thus the modified Fermi–Dirac function can be written from (4) as  

F(E) = [
1 + A + exp(y)

]−1 
(7) 

where, y = ((E − EF )/(kB T )) 
The conclusions from (7) are written below: 

1. When A = 0, we get the ordinary Fermi–Dirac function from (7) as  

F(E) = [
1 + exp((E − EF )/(kB T ))

]−1 
(8) 

2. When A = −1, from (7) we can write that the F(E) = C exp(−E/kB T ), where 
C = exp(EF /kB T ) which is the well-known Maxwell–Boltzmann distribution. 

3. The substitutions A = 0 and E = EF together with A = −4 and E = EF in (7) 
generate the well-known Pauli’s exclusion principle as (±1/2). 

4. For A = i − 1(i = 
√−1) and E = EF together with A = −3 + i and E = EF 

in (7) lead to a complex value of the Pauli’s spin in the tail zone as 1/2(±1 ∓ i ) 
respectively. 

5. The substitution A = 1+ B0i (where B0 is a real constant) leads to the modified 
and extended complex Fermi–Dirac function as 

Fc(E) = [
1 + B0i + exp(y)

]−1 
(9) 

From (9) we can write 

Re[F(E)] = [
1 + exp(y)

][
B2 
0 + (1 + exp y)2

]−2 
(10) 

and 

Im[F(E)] = −B0
[
B2 
0 + (1 + exp y)2

]−2 
(11) 

Few important points can also be noted in this context: 

1. We know the concept of “spin g-factor” is very important for semiconductors; 
while studying the electron energy (E5) in the presence of a magnetic field B, 
applied to a semiconductor along z axis which in this case assumes the form 

E5 = ±(g/2)[�ωB] (12)
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where �ωB is the cyclotron resonance frequency of electron in this case. 
The (12), exhibits the fact that it has only magnitude but no phase value. 
The electron energy in the presence of the complex spin value ±(1/2)(1 − i ) in 

the tail zone can be written as 

E6 = ±(g/2)(1 − i )[�ωB] (13) 

From (13), we observe that the electron energy (E6) as the presence of a magnetic 
field, has both magnitude and phase value, 

Thus the magnitude is given by

∣
∣E6

∣
∣ = 

g 

2
�ωB

(√
2
)

= 0.707
[g 
2

�ωc

]
≈ 71% of  (g�ωB) (14) 

and the phase value can be written as 

φEX  = tan−1

{

−
[± g 

2�ωB
]

{± g 
2�ωB

}

}

= ±π 
4 

(15) 

In the conventional case, Pauli’s value is 50% and the phase value φc = 0◦. When 
an electron rotates in its orbit around the nucleus, the average electron energy is 
about 71% of its maximum value. The phase value φEX  in this case is ±(π/4). 

For Boson, Pauli’s exclusion principle is not obeyed. Replacing (−1) in (2) and 
(4) by (+1) we get

[
1 

F(E1) 
+ 1

][
1 

F(E2) 
+ 1

]
=

[
1 

F(E3) 
+ 1

][
1 

F(E4) 
+ 1

]
(16) 

1 

F(E) 
+ 1 = A + exp

(
E − EF 

kB T

)

(17) 

Following the method as given above we note that the (17) is a solution of Eq. (16). 
Substituting A = 0, we note that 

F(E) =
[

exp

(
E − EF 

kB T

)

− 1

]−1 

(18) 

which is the well-known BE statistics.
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3 Result and Discussions 

The Figs. 2, 3 and 4 exhibit the ordinary Fermi–Dirac function, real and imaginary 
parts of the extended Fermi–Dirac functions as given by (8), (10) and (11), respec-
tively, where for Figs. 3 and 4 we have taken B0 = 1 for the purpose of numerical 
computations. The graphs (3) and (4) are new and should be used in dealing with all 
types of carrier properties in the tail zone of the HD quantum material. 

In this chapter, we have derived the modified and extended form of (FD) distribu-
tion function for the carriers in the Tail-zone (TZ) region, while the carriers penetrate 
with is the (FB zone) in the form of tails. 

These carriers are free carriers and posses finite effective masses. The transport 
properties of these carriers are not the same as those of the carriers in the normal semi-
conductors bands [2]. In this chapter, we have derived the modified FD distribution 
function as given by Eq. (7) which is valid for carriers in the tail-zone (TZ). 

The validity of the generalized Eq. (7) for which we have given a very simplified 
derivation can easily be assessed from five special cases as given above where the 
first three lead to the well-known results and the last two generate new concepts.

Fig. 2 Plot of the normal Fermi–Dirac probability distribution factor (Eq. 8) as a function of y
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Fig. 3 Plot of the real part of the extended and modified Fermi–Dirac probability distribution factor 
as  given by Eq.  (10) as a function of y 

Fig. 4 Plot of the imaginary part of the extended and modified Fermi–Dirac probability distribution 
factor as given by Eq. (11) as a function of y
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4 Summary 

In this chapter, we present a simplified analysis of the generalized distribution func-
tion of the carriers in nano materials in the form F(E) = [1 + A + exp(y)]−1 

The substitution A = 0 and −1 lead to the well-known FD function and Maxwell– 
Boltzmann distribution, respectively. The substitutions A = 0 and y = 0 together 
with A = −4 and y = 0 lead to the well-known Pauli’s exclusion principle 
(±(1/2)), whereas the substitutions A = i − 1 (i = 

√−1) and y = 0 together 
with A = −3 − i and y = 0 lead to the complex values of the Pauli’s spin in the 
tail zone as ±(1 − i)/2, respectively. Because of the complex Pauli’s spin value, 
the electron energy component due to the spin g factor along the direction of the 
magnetic field B in heavily doped electronic nano materials forming band tails in the 
tail zone generates the magnitude of the electron energy as 71% g times the cyclotron 
resonance energy together with the phase value ±(π/4) in this case. We have also 
shown the Bose–Einstein statistics in this context. 
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Influence of THz Frequency on the Gate 
Capacitance in 2D QWFETs 

N. Debbarma, S. Debbarma, J. Pal, and K. P. Ghatak 

Abstract Here we study Cg in the presence of THz frequency in 2D QW MOSFET’s 
of III-V and opto-electronic materials on the basis of newly formulated 2D electron 
statistics. It is found taking quantum-well field effect transistors (QWFETs) of InAs, 
InSb, Hg1−xCdxTe and Ga1−xAlx as Cg increasingly oscillates with changing Vg and 
dz.with different numerical magnitudes. 

1 Introduction 

In recent years there has been considerable interest in studying the Cg in 2D 
MOSFETs under various external constraints [1–10]. In this chapter, we study the 
same in 2D QWMOSFETs made of the compounds as stated in the abstract. Section 2 
contains the mathematical basis and the Sect. 3 explores the results and discussions 
in this context.

N. Debbarma · S. Debbarma 
Department of Computer Science and Engineering, National Institute of Technology, Agartala, 
Tripura 799055, India 

J. Pal 
Department of Physics, Meghnad Saha Institute of Technology, Nazirabad Rd, Uchhepota, 
Kolkata, West Bengal 700150, India 

K. P. Ghatak (B) 
Department of Basic Science and Humanities, Institute of Engineering and Management, Kolkata, 
West Bengal 700091, India 
e-mail: kamakhyaghatakcu@gmail.com 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 
A. Acharyya et al. (eds.), New Horizons in Millimeter-Wave, Infrared and Terahertz 
Technologies, Lecture Notes in Electrical Engineering 953, 
https://doi.org/10.1007/978-981-19-6301-8_15 

181

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6301-8_15\&domain=pdf
mailto:kamakhyaghatakcu@gmail.com
https://doi.org/10.1007/978-981-19-6301-8_15


182 N. Debbarma et al.

2 Mathematical Basis 

The 2D electron statistics assumes the form 

n2d = C1
[
β0(E0, λ)  − Hnz

]
(1) 

n2d = C1
[
ω0

(
E0, λ

) − Hnz

]
(2) 

n2d = C1
[
ρ0

(
E0, λ

) − Hnz

]
(3) 

where C1 =
( mc 

π�2

) ∑nzmax 
nz=1 , E0 is the Fermi energy, Hnz =

(
nz π 
dz

)2(
�
2 

2mc

)
and the 

other notations are defined in [6]. 
Using Eqs. (1)–(3) we can formulate and study Cg. 
. 

3 Result and Discussions 

We have plotted normalized Cg versus Vg and dz , respectively, as shown in Figs. 1, 
2, 3 and 4, 5, 6, 7, and 8 and we briefly note the following: 

Fig. 1 Cg versus Vg for the indicated compounds under the given constraints of band models
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Fig. 2 Cg versus Vg for all cases of Fig. 1 

Fig. 3 Cg versus Vg for all cases of Fig. 1

1. From Figs. 1, 2, 3 and 4 we observe that Cg increases with increasing Vg in an 
oscillatory way for all types of band models. 

2. From Figs. 4, 5, 6, 7 and 8 we note that Cg increases with increasing dz in different 
oscillatory manners.
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Fig. 4 Cg versus Vg for all cases of Fig. 1 

Fig. 5 Vg versus dz for the indicated compounds under the given constraints of band models
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Fig. 6 Cg versus Vg for all cases of Fig. 5 

Fig. 7 Cg versus Vg for all cases of Fig. 5
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Fig. 8 Cg versus Vg for all cases of Fig. 5

References 

1. Grove AS, Fitzgerald DJ (1966) Surface effects on p-n junctions: characteristics of surface 
space-charge regions under non-equilibrium conditions. Solid State Electron 9:783–806 

2. Voshchenkov AM, Zemel JN (1974) Erratum: Admittance studies of surface quantization in 
[100]-oriented Si metal-oxide-semiconductor field-effect transistors. Phys Rev B 9:4410 

3. Djuric Z, Spasojevic Z, Tjapkin D (1976) Electron ground state in the semiconductor inversion 
layer and low frequency MIS capacitance. Solid State Electron 19:931–934 

4. Antcliffe GA, Bate RT, Reynolds RA (1971) Physics of semi-metals and narrow-gap semicon-
ductors. In: Carter DL, Bate RT (eds) Proceeding of the international conference physics of 
semi-metals and narrow gap semiconductors, Pergamon Press, Oxford, pp 499 

5. Daeer A, Kotthaus JP, Koch JF (1975) Surface cyclotron resonance in InSb. Solid State Commun 
17(4):455–458 

6. Ghatak KP (2016) Dispersion relations in heavily doped nanostructures. Springer, Germany 
7. Dornhaus R, Nimtz S (1976) Springer tracts in modern physics, vol 78. Springer, Berlin, 

Heidelberg, New York, p 1 
8. Weinberg ZA (1977) Tunneling of electrons from Si into thermally grown SiO2. Solid  State  

Electron 20:11–18 
9. Dorda G (1973) Advances in solid state physics. In: Queisser HJ (ed) Festkorperprobleme, vol 

13. Vieweg, Braunschweig, p 215 
10. Lax B (1963) In: Smith RA (ed) Proceedings of the international school “Enrico Fermi” (Course 

XXII). Academic Press, New York, p 240



An Alternative Scheme of Quantum 
Optical Superfast Tristate CNOT Gate 
Using Frequency Encoding Principle 
of Light with Semiconductor Optical 
Amplifier 

Snigdha Hazra and Sourangshu Mukhopadhyay 

Abstract Photon is established as a strong and promising candidate in all-optical 
signal processing and superfast computing. Again, it is found that photon has a 
successful approach to be used as a quantum mechanical particle. For this reason, 
it is used as a carrier of information in optical systems instead of electrons in elec-
tronic systems. All-optical quantum systems can provide very high speed, secured 
and noise free communication and computation. Over the last few decades, several 
all-optical logic processors, algebraic processors, logic gates and their integrated 
systems are developed by many researchers. All-optical quantum logic gates with 
qubit data are the basic building block of an optical quantum computer. In quantum 
computation, qubits or quantum bits are the quantum analogue of classical boolean 
bits and are used to store information. Several popular encoding techniques (like 
phase encoding, frequency encoding, intensity encoding, polarization encoding etc.) 
are used to develop the qubits. Here, in this paper, the gate matrix for quantum optical 
tristate CNOT logic gate is developed for the first time with a frequency encoding 
technique. Quantum optical CNOT gate is one of the most important logic gates in 
the logic family that is extensively used for performing information processing task 
in optical systems. Tristate-based optical logic operations are proved to increase the 
data handling capacity. Also, the speed of different types of optical logic operations 
can be increased with tristate-based optical logic systems. Introduction of contradic-
tion state is another advantage of tristate logic systems. Frequency encoding principle 
is the best way to encode tristate, quaternary state and multivalued logic states. In the 
article, the authors have developed a proper truth table and gate matrix of frequency 
encoded tristate CNOT gate. The all-optical scheme for tristate CNOT gate can be 
implemented with semiconductor optical amplifier (SOA)-based optical switches. 
At the same time advantages of quantum optical operations are exploited.
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1 Introduction 

All-optical signal processing has received great attention from scientists and techni-
cians as it can overcome speed limitation problems encountered in electronic systems 
[1, 2]. Optical digital systems have several advantages over electronics and electrical 
counterparts. Here, the photon is used as the carrier of data instead of the electron 
found in electronic systems. Due to strong inherent parallelism and superfast speed of 
operation, photons can be used for very high-speed data processing, data handling, 
image processing in optical computing systems [3, 4]. Again, being a chargeless 
particle, photons cannot interact with other charged particles or even among them-
selves, so cross-talk related problems can also be avoided in optical systems [5]. 
In electrical systems, one can work with binary logic only, but in optical systems 
one can use the coding of binary, ternary, quaternary or multi-valued data with the 
optical signal [6]. Different physical properties of light like frequency, intensity, 
phase, polarization etc. are used to encode the bits of data. Some important encoding 
processes are frequency encoding, intensity encoding, phase encoding, polarization 
encoding, hybrid encoding etc. In intensity encoding, the presence of light is consid-
ered as ‘1’ state and the absence of light is considered as ‘0’ state. In the phase 
encoding technique, one specific phase of light is encoded as ‘1’ state and another 
specific phase is encoded as ‘0’ state, whereas in polarization encoding, two orthog-
onal sates of light are used to encode ‘1’ and ‘0’ states. In frequency encoding, two 
different frequencies of light are used to encode ‘1’ state and ‘0’ state, respectively. 
For long distance communication, the intensity of light may dropdown, phase may 
change and the state of polarization may alter due to reflection, refraction, scattering, 
absorption etc. so that ‘1’ state may wrongly appear as ‘0’ state which leads to the 
bit error problem [5–7]. In general, frequency is the fundamental property of a light 
signal which undergoes no change during reflection, refraction, scattering, absorp-
tion etc. in case of signal transmission. So, bit error rate can be reduced by using 
the frequency encoding technique [7, 8]. For this reason, it is the most reliable and 
useful encoding technique. Various types of all-optical logic systems were developed 
in the past few years using different encoding processes [9–12]. Again, the semicon-
ductor optical amplifier (SOA) is considered as a promising switch for all-optical 
logic operations because of its small size, high gain, large bandwidth, small power 
requirement and flexibility for integration in the optical network [13, 14]. Over the 
last few decades, several works have been done using the semiconductor optical 
amplifier-based optical switches [1, 3–8, 15–20]. Here, in this article, an all-optical 
approach for realization of frequency encoded tristate CNOT logic gate is proposed. 
To implement such systems, semiconductor optical amplifier (SOA)-based optical 
switches like add/drop multiplexers, frequency converters etc. will be used. Since the 
proposed system is all-optical in nature, factors such as superfast speed of operation 
(at least THz), high degree of parallelism, less noise, no cross-talk, high bit rate, low 
bit error rate, very high signal to noise ratio etc. can be achieved with this system.
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2 Usefulness of the Applications of Tristate Logic 

In binary logic, there are two states of information, ‘0’ and ‘1’. It restricts large data 
handling capacity and limits the speed of different optical logic operations. In tristate 
logic, there are three states of information. If ‘0’ state is considered as ‘no’ and ‘1’ 
state is considered as ‘yes’, then there must be a state that is neither ‘yes’ nor ‘no’. 
This state is known as the state of contradiction and it is denoted by ‘1’. Tristate logic 
operations can increase the data handling capacity [21]. Also, the speed of operations 
can be enhanced with tristate logic [22]. Frequency encoding principle is the best 
way to encode tristate, quaternary state, decimal, hexadecimal and multivalued logic 
state. In the proposed scheme, ‘0’ state is encoded by frequency ν1, ‘1’ state by ν2 
and ‘1’ state by ν3. 

3 Semiconductor Optical Amplifier (SOA) as an Optical 
Switch 

Semiconductor optical amplifier (SOA) is an important optoelectronic device which 
can amplify an input light signal by stimulated emission without optical pumping 
and it is massively used nowadays due to its small size, high gain, large bandwidth, 
low power consumption, high stability, fast switching speed (order of nanoseconds), 
flexibility for integration in photonic integrated circuits and ability to achieve a 
high extinction ratio [23]. The device shows different types of nonlinear effects 
such as cross gain modulation (XGM), cross phase modulation (XPM), self-phase 
modulation (SPM), four-wave mixing (FWM) etc. and for this the device is suit-
able for optical switching, all-optical signal processing, wavelength conversion and 
amplification. 

3.1 Wavelength Conversion by SOA 

Wavelength conversion refers to transfer of information at one wavelength to another 
signal at different wavelength. The basic principle of wavelength conversion is based 
on the XGM character of SOA. Cross gain modulation (XGM) is a nonlinear process 
that exploits the gain saturation property of SOA [23–25]. The schematic diagram of 
the SOA-based wavelength converter in the co-propagating scheme is shown in Fig. 1 
[4]. When a strong pump beam of wavelength λ1 (frequency ν1) and a weak probe 
beam of wavelength λ2 (frequency ν2) are injected from the same side of the SOA, 
then at the output one can obtain a converted strong probe beam of wavelength λ2 

(frequency ν2). The high intensity pump beam compresses the gain of SOA and cross 
gain modulation takes place. As a result, the pump beam transfers its total power to
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Fig. 1 Schematic diagram of SOA-based wavelength converter 

Fig. 2 Schematic diagram of Add/drop multiplexer 

the probe beam and one can get a strong probe beam converted at the output. No 
output is obtained in the absence of either the pump or the probe beam. 

3.2 SOA-Based Add/Drop Multiplexer 

Add/drop multiplexer is an extremely useful device for routing of wavelength channel 
in wavelength division multiplexing network [24]. It has the ability to add or drop a 
particular wavelength (frequency) without any interference from the adjacent wave-
length (frequency) channel. The schematic diagram of SOA-based add/drop multi-
plexer is shown in Fig. 2 [4]. The input light signal consists of the frequency channel 
ν1, ν2, ν3,…….νN. When the add/drop multiplexer is tuned at a frequency ν2, then it 
reflects this frequency and this reflected frequency is dropped by the circulator. The 
dropped frequency can be added again at the output by another circulator. 

4 Frequency Encoded Tristate CNOT Gate 

Quantum CNOT gate is a two qubit reversible logic gate which is widely used in 
quantum computation. The first qubit is called the control qubit and the second qubit 
is called as the target qubit. The truth table of frequency encoded quantum optical 
tristate CNOT gate is given in Table 1.

The gate matrix of tristate CNOT gate will be of 9 × 9 order that is it will have 
81 elements. Let the gate matrix of quantum optical tristate CNOT gate be:
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Table 1 Truth table of 
frequency encoded tristate 
CNOT gate 

Inputs Outputs 

A B O1 O2 

ν1(0) ν1(0) ν1(0) ν1(0) 

ν1(0) ν2(1) ν1(0) ν2(1) 

ν1(0) ν3(1) ν1(0) ν3(1) 

ν2(1) ν1(0) ν2(1) ν1(0) 

ν2(1) ν2(1) ν2(1) ν3(1) 

ν2(1) ν3(1) ν2(1) ν2(1) 

ν3(1) ν1(0) ν3(1) ν2(1) 

ν3(1) ν2(1) ν3(1) ν1(0) 

ν3(1) ν3(1) ν3(1) ν3(1)

Tristate  C  N  OT  = 

⎛ 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

a1 a2 a3 a4 a5 a6 a7 a8 a9 
b1 b2 b3 b4 b5 b6 b7 b8 b9 
c1 c2 c3 c4 c5 c6 c7 c8 c9 
d1 d2 d3 d4 d5 d6 d7 d8 d9 
e1 e2 e3 e4 e5 e6 e7 e8 e9 
f1 f2 f3 f4 f5 f6 f7 f8 f9 
g1 g2 g3 g4 g5 g6 g7 g8 g9 
h1 h2 h3 h4 h5 h6 h7 h8 h9 
i1 i2 i3 i4 i5 i6 i7 i8 i9 

⎞ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

9×9 

The state of light is represented by a 9 × 1 column matrix. 

State o f light = 

⎛ 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

C1 

C2 

C3 

C4 

C5 

C6 

C7 

C8 

C9 

⎞ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

9×1 

Let, |0> =  

⎛ 

⎝ 
1 
0 
0 

⎞ 

⎠ |1> =  

⎛ 

⎝ 
0 
0 
1 

⎞ 

⎠ |1> =  

⎛ 

⎝ 
0 
1 
0 

⎞ 

⎠ 

From the truth table it is clear that, when tristate CNOT gate operates on |00>, the  
state remains unchanged that is,
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Tristate  C  N  OT  |00> = |00> (1) 

or, 

⎛ 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

a1 a2 a3 a4 a5 a6 a7 a8 a9 
b1 b2 b3 b4 b5 b6 b7 b8 b9 
c1 c2 c3 c4 c5 c6 c7 c8 c9 
d1 d2 d3 d4 d5 d6 d7 d8 d9 
e1 e2 e3 e4 e5 e6 e7 e8 e9 
f1 f2 f3 f4 f5 f6 f7 f8 f9 
g1 g2 g3 g4 g5 g6 g7 g8 g9 
h1 h2 h3 h4 h5 h6 h7 h8 h9 
i1 i2 i3 i4 i5 i6 i7 i8 i9 

⎞ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

⎛ 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

1 
0 
0 
0 
0 
0 
0 
0 
0 

⎞ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

= 

⎛ 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

1 
0 
0 
0 
0 
0 
0 
0 
0 

⎞ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

Solving this matrix equation, we have, a1 = 1, b1 = 0, c1 = 0, d1 = 0, e1 = 0, 
f1 = 0, g1 = 0, h1 = 0, i1 = 0. 
Similarly, solving the following equations we have the remaining 72 elements. 

Out of these 72 elements we have, b2 = 1, c3 = 1, d6 = 1, e5 = 1, f4 = 1, g7 = 1, 
h9 = 1, i8 = 1 and all other elements are zero. 

Tristate  C  N  OT  | 01> = | 01> (2) 

Tristate  C  N  OT
II01> = II01> (3) 

Tristate  C  N  OT  | 10> = | 10> (4) 

Tristate  C  N  OT | 11> = | 11> (5) 

Tristate  C  N  OT
II11> = II11> (6) 

Tristate  C  N  OT
II10> = II11> (7) 

Tristate  C  N  OT
II11> = II10> (8) 

Tristate  C  N  OT
II11> = II11> (9) 

Therefore, the gate matrix of quantum optical tristate CNOT gate will be,
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Tristate  C  N  OT  = 

⎛ 

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ 

1 0 0 0 0 0 0 0 0  
0 1 0 0 0 0 0 0 0  
0 0 1 0 0 0 0 0 0  
0 0 0 0 0 1 0 0 0  
0 0 0 0 1 0 0 0 0  
0 0 0 1 0 0 0 0 0  
0 0 0 0 0 0 1 0 0  
0 0 0 0 0 0 0 0 1  
0 0 0 0 0 0 0 1 0  

⎞ 

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ 

9×9 

Since,(Tristate  C  N  OT  )(Tristate  C  N  OT  )† = I , tristate CNOT gate shows 
unitary property. 

5 Proposed SOA-Based Frequency Encoded Tristate 
CNOT Gate 

The block diagram of the proposed ultrafast quantum optical tristate CNOT gate with 
semiconductor optical amplifier (SOA)-based switches is shown in Fig. 3. 

A and B are input optical channels that may have either ν1 or ν2 or ν3 frequency 
of light signal. O1 and O2 are output optical channels. ν1 frequency is encoded for 
‘0’ state, ν2 for ‘1’ state and ν3 for ‘1’ state. Light from the input optical channel A 
is divided into two parts by using a beam splitter BS and one part of it is directly 
transferred to the output optical channel O1. Other part is used as a triggering signal 
which can control the SOA-based logic infrastructure. The output of the SOA-based 
logic infrastructure appears at the output optical channel O2 as per the truth table.

Fig. 3 Block diagram of proposed SOA-based frequency encoded tristate CNOT gate 
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6 Summary 

The proposed scheme is all-optical in nature. So, the system exhibits a strong inherent 
parallelism and very high speed of operation (above THz). Semiconductor optical 
amplifier (SOA)-based optical switches like wavelength converters and add/drop 
multiplexers are used to implement the tristate logic system. The fast-switching 
speed (order of nanoseconds) of the semiconductor optical amplifier also ensures the 
superfast speed of operation of the system. The advantage of using the frequency 
encoding technique is that frequency is the fundamental property of light and it 
remains unaltered under reflection, refraction, scattering, absorption etc. in a long-
haul data communication system. So, bit error rate can be removed easily and also 
signal to noise ratio remains unchanged at the same time. Again, a large number of 
data can be handled through a single optical channel. So, cross-talk related problems 
can be overcome by this encoding technique. It is also easy to represent multibit 
logic states by the frequency encoding principle. Introduction of contradiction state 
is another advantage of our proposed scheme and the scheme can be extended to 
realize multibit logic operations using the same mechanism. In our future work we 
will develop the complete circuit as stated in Fig. 3. 
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Use of Frequency Encoding Principle 
for Implementing Nano-Photonic 
Ultrafast Tristate Pauli X Gate 

Ayan Dey and Sourangshu Mukhopadhyay 

Abstract Optics has been found significant to take part in Quantum Computation as 
a carrier signal. In the last few years number of research articles were published where 
optics is used massively for implementing Quantum gates. In this chapter, an all-
optical tristate Pauli X Gate has been designed with SOA-based optical switches using 
Frequency-encoded principles. Here, this design has three input signals and three 
output channels as per the requirement of quantum gates. The three input signals have 
been encoded by a light signal of three different frequencies using the Frequency-
encoded principle. This design has been implemented by two Semiconductor optical 
Amplifier (SOA)-based optical switches to provide a high gain signal at the output 
channel. In the middle input channel, there is no requirement of SOA. The designed 
scheme can be treated as a tristate Pauli X Gate i.e., two input signals are cross 
switched to each other and one input signal is directly carried out. The authors 
developed a SOA-based tristate Pauli X gate scheme. In this paper, a high intense 
beam is produced by SOA to obtain a good communication system. The advantages 
of tristate SOA-based quantum logic gate include ultrafast speed of operation in 
the order of THz limit as optics is used. The SOA-based Tristate Pauli X gate is 
all-optical and universal in nature. The advantages of tristate operation in Quantum 
Computation and that of the frequency-encoding principle are successfully exploited 
here. 

1 Introduction 

Quantum logic gates have an important role in various fields of computation and data 
processing due to very speedy computation, very high information handling capacity, 
low loss, fast response time and intrinsic Parallelism [1–3]. Quantum computation 
stands on a natural set of reversible quantum gates. Previously many quantum gates
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are implemented using optical switches, using electro-optic materials like Kerr and 
Pockels materials [4]. All optical integrated Pauli’s X, Y and Z quantum logic gates 
are developed using optical switches by Baishali and Mukhopadhyay [5]. Quantum 
logic gates are implemented by phase, intensity, polarization and frequency-encoding 
techniques [6]. The implementation of SRCZ (square root of controlled Z) quantum 
gate by using Lithium niobate-based electro-optic Pockels materials is established 
where the SRCZ gate works on two-qubit inputs. The benefit of this scheme is such 
that one can use phase change of the light beam by the proper biasing potential 
in Pockels material to develop the SRCZ quantum logic gate for very fast opera-
tion and also the external biasing potential is adjustable by increasing or reducing 
the size of the electro-optic (Lithium niobate) Pockels materials [7–14]. Shuvra 
Dey et al. in their paper established an all-optical Pauli-Y gate by using phase and 
polarization-encoding techniques together to work on the dibit and tribit mechanism 
as a replacement of the single qubit mechanism because of high degree of accu-
racy and sensitivity [15]. All optical NAND logic gate operations are implemented 
analytically using Squeezed state of light Hence XOR and NOT quantum logic gate 
operations are proposed by Pal and Mukhopadhyay [16, 17]. All optical NOR and 
controlled NOR quantum logic gates are implemented and verified by the simulation 
experiment using Semiconductor Optical Amplifier-based optical switches which act 
like frequency transformer, add-drop multiplexer and frequency-encoding/decoding 
system where quantum logic gates can act as a universal logic gate. This was proposed 
by et al. [18]. The frequency-encoding principle is established as the popular tech-
nique which is used in all optical logic gate processers using optical switches like 
Semiconductor Optical Amplifier (SOA) [19–21]. Saha et al. in their work estab-
lished an all-optical scheme where the optical transformation from binary to decimal 
using the frequency-encoding technique is performed and the scheme is implemented 
by an all–optical non-linear optical switch like MZI-SOA to produce a rapid trans-
formation rate [22–25]. All-optical Tristate Pauli X, Y and Z quantum logic gates are 
developed using phase-encoding techniques by Electro-optic modulators by Sarfaraj 
and Mukhopadhyay [26]. 

The main objectives of this chapter are to design and develop an all-optical tristate 
Pauli X Gate by using two SOA-based optical switches to provide a high gain of the 
used signal. The frequency-encoding principle based-logic operation is used here. 
The SOA-based all–optical tristate Pauli X gate is established here in such a way that 
it can act as a universal logic gate. In the proposed tristate logic system, the speed 
of operation is extremely high (~THZ limits) and here, it is beneficial in the field of 
Quantum Computing. 

2 Tristate Logic System 

Tristate Pauli X, Y and Z quantum logic gates are advantageous in the Quantum 
computing field. Tristate Pauli X, Y and Z gates are realized in 3 × 3 matrices. 
Within the tristate logic system, the quantum state is presented by 3 × 1 column
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matrices specified by 

⎛ 

⎝ 
C0 

C1 

C2 

⎞ 

⎠ [27, 28]. Few years ago, an all-optical integrated Pauli 

X, Y and Z gate arrangements with a single bit information system was proposed. 

Pauli X matrix in Tristate (X) = 
⎛ 

⎝ 
0 0 1  
0 1  0  
1 0 0  

⎞ 

⎠ 

Pauli Y matrix in tristate (Y) = 
⎛ 

⎝ 
0 0  −i 
0 1  0  
i 0 0  

⎞ 

⎠ and 

Pauli Z matrix in tristate (Z) = 
⎛ 

⎝ 
1 0  0  
0 1  0  
0 0  −1 

⎞ 

⎠ 

In general one can describe tristate Pauli X, Y and Z gates to show the input to 
output transformation. 

For tristate Pauli X gate, matrix representation is 

⎛ 

⎝ 
0 0 1  
0 1  0  
1 0 0  

⎞ 

⎠ 

⎛ 

⎝ 
C0 

C1 

C2 

⎞ 

⎠ = 
⎛ 

⎝ 
C2 

C1 

C0 

⎞ 

⎠ 

The requirement for the unitary matrix is fulfilled here, as it is essential in quantum 
computing. 

The tristate Pauli X matrix is unitary in nature i.e., X† = 
⎛ 

⎝ 
0 0 1  
0 1  0  
1 0 0  

⎞ 

⎠ = X and 

XX† = 
⎛ 

⎝ 
0 0 1  
0 1  0  
1 0 0  

⎞ 

⎠ 

⎛ 

⎝ 
0 0 1  
0 1  0  
1 0 0  

⎞ 

⎠ = 
⎛ 

⎝ 
1 0 0  
0 1  0  
0 0 1  

⎞ 

⎠ = I 

where, “I” is represented as a 3 × 3 identity matrix. 
Tristate Pauli X gate matrix has a reversible character like other quantum logic 

gates. Due to the reversible characteristics, the Tristate Pauli X gate matrix keeps 
getting back to the initial state by two step actions as shown below. 

⎛ 

⎝ 
0 0 1  
0 1  0  
1 0 0  

⎞ 

⎠ 

⎛ 

⎝ 
C0 

C1 

C2 

⎞ 

⎠ = 
⎛ 

⎝ 
C2 

C1 

C0 

⎞ 

⎠
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⎛ 

⎝ 
0 0 1  
0 1  0  
1 0 0  

⎞ 

⎠ 

⎛ 

⎝ 
C2 

C1 

C0 

⎞ 

⎠ = 
⎛ 

⎝ 
C0 

C1 

C2 

⎞ 

⎠ 

Both the unitary and reversible characteristics are satisfied in the tristate operation. 
Similarly, the all-optical tristate Pauli Y and Z gate matrices obey the characteris-

tics of unitary matrices in nature and the reversible characteristics of quantum logic 
gates also satisfy the tristate operation [25]. 

Tristate Pauli X gate includes three input channels I1, I2 and I3 and three output 
channels O0, O1 and O2, respectively. In this scheme, the three input signals C0, C1 

and C2 are encoded by three frequencies of light signals ν1, ν2 and ν3. The scheme is 
performed in such a way that two input signals swap each other keeping the middle 
input signal intact. 

3 Semiconductor Optical Amplifier (SOA) as an Ultrafast 
Optical Switch 

The Semiconductor Optical Amplifier behaves as an optical switch which works with 
the non-linear properties of some medium. The non-linear medium works on the 
carrier generation i.e., electron–hole pair generation. The non-linearity can be seen 
in the refractive index of the GaAs material. The refractive index is changed when the 
excitation of electrons is increased by photon energy absorption. Due to the current 
injection, the optical gain modulation continuously varies with the change of refrac-
tive index of the non-linear medium [29, 30]. The characteristics of electron–hole 
pair generation and fast pulse signal count are satisfied such that the Semiconductor 
Optical Amplifier (SOA) can act as an ultrafast optical switch. Four different types of 
non-linear operation are observed in Semiconductor Optical Amplifier (SOA)-based 
optical switches which are cross gain modulation (XGM), cross phase modulation 
(XPM), self phase modulation (SPM) and four wave mixing (FWM). In the XGM 
process, two optical signals i.e., one is a pump beam of frequency ν1 and another is 
a probe beam of frequency ν2 are received. The amplitude (intensity) and power of 
the pump beam is high and the amplitude (intensity) and power of the probe beam 
is low. When the pump beam (ν1) and the probe beam (ν2) are injected jointly into 
the SOA, then the gain of the probe beam (ν2) is amplified and the gain of the pump 
beam (ν1) is reduced when passing through into the SOA. The gain of the probe 
beam (ν2) becomes greater than the pump beam (ν1). The condition of frequency 
conversion is fulfilled by shifting of information from the pump to the probe beam 
by the cross gain modulation process of SOA. In the present proposed scheme, XGM 
type non-linearity of Semiconductor Optical Amplifier (SOA) is used. The whole 
system is shown in Fig. 1.
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Fig. 1 Frequency conversion from pump to probe by XGM process of SOA 

4 SOA-Based Tristate Pauli X Gate 
with Frequency-Encoding Principle 

In this scheme of Conversion the input C0 is encoded by a light signal of frequency ν1 
(Corresponding to wavelength λ1), input C1 is encoded by a light signal frequency ν2 
(Corresponding to Wavelength λ2) and Input C2 is encoded by a light signal frequency 
ν3 (Corresponding to Wavelength λ3), which is shown in Table 1. The whole scheme 
is constructed with two SOA (Semiconductor optical amplifier) switches (shown in 
Fig. 2). Here, we have three input channels marked as I1, I2 and I3 and three output 
channels marked as O0, O1 and O2, respectively, are used (the qubit wise truth table 
is  shown in Table  2).The input C0(ν1) is divided in two parts by using a proper beam 
splitter so that, one part is applied as a pump beam (amplitude high) and the another 
part is used as a probe beam (amplitude low). Similarly, the input C2(ν3) is divided 
in two parts, one part is used as a pump beam (amplitude high) and the other part is 
applied as a probe beam (amplitude low); to do this a proper beam splitter is used. 
For the input signal C1(ν2), no SOA is needed and the input signal C1(ν2) is directly 
carried out at the output O1. As a result at output O1, one can get the same input 
signal beam C1(ν2) as the output signal. When the pump beam of the input signal 
C0(ν1) and probe beam of the input signal C2(ν3) are injected jointly into the SOA1, 
and in this situation, the pump signal C0(ν1) will force the probe signal C2(ν3) to  
be amplified at the output. So, the amplitude of the input C2(ν3) becomes greater 
than the amplitude of the pump beam C0(ν1) by the cross gain modulation(XGM) 
process. As a result, the amplitude of the input signal C0(ν1) will converted to the 
amplitude of another input signal C2(ν3) with a single frequency from the SOA1 
because of its XGM character. Here, at output O0, one can get the amplified probe 
beam C2(ν3). Similarly, when the pump beam of the input C2(ν3) and probe beam of 
the input C0(ν1) are injected jointly into the SOA2, and in this situation, the pump 
signal C2(ν3) will force the probe signal C0(ν1) to reach to the output O2 being 
amplified. So, the amplitude of the input C0(ν1) becomes greater than the amplitude 
of the pump beam C2(ν3) by the cross gain modulation(XGM) process. Here, at the 
output O2, one can get the amplified probe beam C0(ν1). Basically when the input 
pump signal is C0(ν1) then the output intense signal is C2(ν3) and when the input 
pump signal is C2(ν3) then the output intense signal is C0(ν1) due to the cross gain 
modulation(XGM) process. On the other side, the input pump signal beam of the 
upper region C0(ν1) is switched to the output channel of the lower region O2 and 
the input pump signal beam of the lower region C2(ν3) is switched to the output 
channel of the upper region O0 i.e., the input signal of the upper region C0(ν1) and
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Table 1 Truth table of tristate Pauli X gate when all input are encoded by frequency of light using 
Frequency-encoded principle 

Inputs Outputs 

I1 I2 I3 O0 O1 O2 

ν0 ν1 ν2 ν2 ν1 ν0 

ν2 ν1 ν0 ν0 ν1 ν2 

ν0 ν2 ν1 ν1 ν2 ν0 

ν1 ν2 ν0 ν0 ν2 ν1 

ν1 ν0 ν2 ν2 ν0 ν1 

ν2 ν0 ν1 ν1 ν0 ν2 

the input signal of the lower region C2(ν3) are cross swapped to each other at the 
outputs O2 and O0 respectively and the middle input signal beam C1(ν2) is directly 
carried out at the middle output channel O1 and one can get the same input signal 
C1(ν2) as the output signal. The whole scheme of Pauli X-gate described in Fig. 2 
can be implemented by a Nano-Photonic system as shown in Fig. 3. 

Fig. 2 Schematic layout of an all-optical tristate Pauli X Gate using SOA 

Table 2 Truth table of tristate Pauli X gate (Q bit wise) 

Inputs Outputs 

I1 I2 I3 O0 O1 O2 

C0 C1 C2 C2 C1 C0 

C2 C1 C0 C0 C1 C2 

C0 C2 C1 C1 C2 C0 

C1 C2 C0 C0 C2 C1 

C1 C0 C2 C2 C0 C1 

C2 C0 C1 C1 C0 C2



Use of Frequency Encoding Principle for Implementing Nano-Photonic… 203

Fig. 3 Frequency encoded 
nano-photonic system for 
implementing Quantum 
optical Pauli X gate 

5 Summary 

It is clear from the above scheme that the designed scheme can execute the tris-
tate Pauli X gate by the frequency-encoding technique using Semiconductor Optical 
Amplifier (SOA)-based optical switches. The whole scheme is all-optical in nature. 
Using the Semiconductor Optical Amplifier (SOA), we get a high gain pulse at 
the output for a very good strong communication system. The advantages of tris-
tate operation in quantum computing and the performance of the tristate device are 
superfast in order for THZ to limit. In our future work, the all-optical tristate Pauli 
X gate should be implemented and verified by a simulated experiment and analyzed 
by Finite-Difference Time-Domain (FDTD) and Plane Waves Expansion (PWE) 
methods. Simulation result is expected to be the validation of the truth tables shown 
in Tables 1 and 2. 
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