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Abstract This paper proposes a novel and robust technique for remote cough recog-
nition for COVID-19 detection. This technique is based on sound and image analysis.
The objective is to create a real-time system combining artificial intelligence (AI)
algorithms, embedded systems, and network of sensors to detect COVID-19-specific
cough and identify the person who coughed. Remote acquisition and analysis of
sounds and images allow the system to perform both detection and classification
of the detected cough using AI algorithms and image processing to identify the
coughing person. This will give the ability to distinguish between a normal person
and a person carrying the COVID-19 virus.
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1 Introduction

The world has suffered greatly from the consequences of the coronavirus on our
lives. The rapid spread of this pandemic continues to disrupt the balance of the
world, making any attempt to limit the spread of the virus one of the most important
priorities to be taken seriously.

Many research groups are trying to find a solution to this pandemic by using Al to
recognize the cases of COVID-19 quickly. The main goal is to distinguish this virus
from other similar pathologies by listening to a person’s voice when coughing.

Imran et al. [1] conducted a preliminary study to detect COVID-19-related coughs
collected with smartphone applications, where a combination of deep patterns was
trained from 48 patients who tested positive. Chloe et al. [2] used Web-based appli-
cations to download the population’s coughing sounds along with their demographic
data and medical history to develop a machine learning algorithm based on voice,
breath, and cough sounds. Gokcen et al. [3] develop an Al-based mobile application
to COVID-19 by real-time cough measurement. A public data set was used, features
(MFCC features, status, gender, respiratory condition, fever muscle pain, and status)
were selected, and they applied deep learning algorithm for classification. The model
provided an accuracy of 79%. Erdogan et al. [4] propose a study to develop a system
able to detect COVID-19(+) patients from the acoustic data of cough. Data has been
selected from free access site. The feature extraction has been done by a traditional
approach using the empirical mode decomposition and the discrete wavelet trans-
form, and the feature selection was applied with the ReliefF algorithm. An accuracy
0of 97.8% was obtained. Tena et al. [5] have developed a model based on the automatic
diagnosis of COVID-19 from automatic extraction of cough characteristics. Autoen-
coder was implemented for extraction features, and supervised machine learning
algorithm was applied. The model provided an accuracy close to 90%.

This paper presents a novel technique to detect the presence of COVID-19 cough
through smart technologies using visual and sound methods to be able to detect and
identify any person carrying this virus. The rest of the paper is organized as follows.
In Sect. 2, coughing detection audio estimation is described. Section 3 presents the
coughing detection pose estimation technique. Section 4 gives experimental results
of the proposed solution. Finally, the paper is concluded in Sect. 5.

2 Coughing Detection Audio Estimation

The proposed algorithm is illustrated in Fig. 1. The system consists of four
main components: data segmentation, features extraction, classification, and data
separation.
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Fig. 1 Cough sound detection process

2.1 Data Segmentation

The dataset is labeled as cough and no-cough with a duration of 4 s that was chosen
experimentally. The cough class contains the sound of pure cough, and the no-cough
includes any sound except cough (environment, clear noise, speech ...).
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2.2 Feature Extraction

Using the librosa python library, four features of the audio files were extracted.
These features are Mel frequency cepstral coefficients (MFCC), Short-Time Fourier
Transform (STFT), Chroma, and Contrast.

e Mel frequency cepstral coefficients (MFCC): It is a widely used feature in
automatic sound recognition. It is the result of the real short-term log-cosines
transformation of the energy spectrum, expressed by the Mel frequency scale [6].
The original sound is pre-processed by a pre-emphasis filter and a bandpass filter.
Then, the pre-processed signal is segmented into frames and a window is added.

e Short-Time Fourier Transform (STFT): It is performed on each frame, and the
spectrum is squared. Then, the result is filtered by a bank of filters Mel filters to
obtain an energy adapted to human frequencies (Mel Energy). The logarithm of
the Mel energy is used. Then, a Discrete Cosine Transform (DCT) is performed.
Finally, the MFCC are obtained.

e Chroma: Chroma or chrominance vector is a 12-element feature vector indicating
the amount of energy in each pitch class, which identifies the property that allows
the classification of the sound on a frequency-related scale, and the energy of
each frequency is represented by a color [7]. The blue color corresponds to a
low amplitude, and the more vivid colors (such as red) corresponds to amplitudes
progressively stronger.

e Contrast: The contrast characterizes the light distribution of an image [8]. Visu-
ally, it can be interpreted as a spread of the histogram of brightness of the image.
A high contrast image has a good dynamic distribution of gray values over the
entire range of possible values, with clear whites or deep blacks. On the contrary,
a low contrast image has a low dynamic range, with most pixels having very close
gray values.

2.3 Classification

Convolutional Neural Network (CNN) is a machine learning technique inspired
by the structure of the brain. It comprises a network of learning units called neurons.
These neurons learn to convert input signals (in our case the spectrogram image of
the cough) into corresponding output signals (the label “cough”), forming the basis
for automated recognition.

A CNN architecture is made of a succession of processing blocks allowing to
extract the features that discriminate the image class from the others. A treatment
block consists of [9, 10]:

e Convolution layer (CONV), which processes the data from a receiver field, it is
used to extract the different characteristics of the input images.
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e Activation layer (ReLU), it is a non-linear activation function, which replaces all
negative values received as inputs by zeros.

e Pooling layer (POOL), it allows to compress the information by reducing the size
of the intermediate image, to improve network efficiency and avoid overlearning.

e Grouping layer (Flatten), which allows the grouping of feature maps in vector
columns.

e Fully connected layer (FC), which allows to classify the input image of the
network. It returns a vector where each element indicates the probability for the
input image belongs to a class.

2.4 Data Separation

The general principle of audio classification systems includes two stages [11]:

1. A learning stage which can be seen as a development phase leading to the
implementation of a classification strategy.
2. Atesting stage by which the performance of the classification system is evaluated.

In general, a system is ready for real use only after a succession of learning and
testing steps that allow the implementation of an efficient classification strategy.

2.5 Performance Evaluation

After training the model, the results obtained are observed and the training char-
acteristics are varied in order to increase the accuracy rate and decrease the error
rate.

The model should perform as well on the training data as on the validation data.
This is the ideal case; it means that the model is efficient and recognizes the images
it knows as well as those it has never seen.

3 Coughing Detection Pose Estimation

To indicate the movements of a person with the camera, this paper proposes to use
the “multi-person pose estimation” model that detects the main points in the human
body, knowing that in general a person who coughs places his hand or his elbow
facing his mouth [12]. The developed algorithm calculates two indexes indicating
whether a person is coughing or not. All the details are given bellow.
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Fig. 2 Presentation of the
“multi-person pose
estimation” model indices
[12]

3.1 Multi-person Pose Estimation

The multi-person pose estimation model is a model that estimates the position of the
18 points (x, y) of PO—P17 in a 2D plane [13], where we can distinguish different
points in the body such as elbows, knees, neck, shoulders, hips, and chest.

A person who coughs makes specific gestures and movements and then makes a
coughing sound. The first reaction is to move the hand toward the mouth (right or
left hand) and sometimes the whole arm toward the same sound outlet (the mouth)
(Fig. 2).

We defined two main indices:

ds e+ deq

Index_R for the right side: (D
2 % d0y7
d d
Index_L for the left side: M 2)
2xdp4

Each index uses the distances between different points. These are calculated from
their coordinates (x, y), in order to propose an equation that allows us to define a
cough threshold.

3.2 Threshold Validation

The idea was taken from a project on wink detection by Soukupova and Cech [14]
who were able to validate the results by using the SVM model to have a threshold.
The latter was also based on distances between specific points in the eye.
The same steps are used to validate the final index threshold in the next section.
To find a threshold that indicates the existence of cough, we first collect data to
build a dataset, then apply a classification to obtain the threshold of detection of
cough that we will integrate in our program, and finally make tests.
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3.3 Dataset

To collect a real database, the first step was to use a video of a person coughing and
another video where the person is not coughing, and then we store the values of the
two indices (Index_R and Index_L), as shown in Figs. 3 and 4. For this purpose,
the stored videos were cut in 60 frames per second in order to process each frame
(Frame by Frame), as we aim to increase the accuracy of the results. The results are
stored in an Excel sheet (.xIsx) to facilitate classification.

From Figs. 3 and 4, we can visualize the margin or the person coughs, and for
both indices, the next step is to apply a classification algorithm to properly indicate
and validate the chosen threshold, based on the Support Vector Machine.
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3.4 Support Vector Machine

Support Vector Machines (SVM) are a class of learning algorithms initially defined
for discrimination. They have been then generalized to the prediction of a quantitative
variable. In the case of discrimination of a dichotomous variable, they are based on the
search of the optimal margin hyperplane which, when possible, correctly classifies
or separates the data while being as far as possible from all the observations. The
principle is therefore to find a classifier, or a discrimination function, with the highest
possible generalization capacity (predictive quality) [15]. The choice of this model is
motivated by non-negligible technical constraints, and SVM present in practice very
good performances, it is able to provide good classification performances from a
reduced number of learning examples while acting in very high dimensional spaces.
We apply the SVM algorithm and repeat it until the final accuracy increases to 1.0,
where the two index thresholds are: Index_L = 1.23 and Index_R = 1.23.

3.5 Performance Evaluation

To detect the person who coughs, the program must indicate the values of the two
indexes (Left, Right):

e [f Index_L > 1.23 OR Index_R > 1.23 — it’s a coughing person.
e Else if Index_L < 1.23 and Index_R < 1.23 — it’s a non-coughing person.

4 Results

4.1 Audio Detection

The proposed architecture consists of four convolution layers, followed by pooling
layers. The activation function (ReLU) [10] is performed with the convolution and
finally a fully neural network layer for classification. The accuracy of learning and
validation increases with the number of epochs, i.e., the number of times an algorithm
uses the dataset, this reflects that at each epoch the model learns more information.
Similarly, the learning and validation error decreases with the number of epochs.
There is no evidence of over-training or under-training, so the model has done the
training well and can generalize on audio files that it has never seen.
The result of our model is as follows:

e A “waiting for detection” message is displayed when the program is executed.
e A “cough detected” message is displayed when the cough is identified.
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Fig. 5 Real-time results

This model has been developed using a TOSHIBA PROTEGE laptop. It is charac-
terized by: Windows 10 Professional x64, Intel(R) Core (TM) 17 CPU 2.70-2.90 GHz,
16 GO, and 237 Go SSD.

The model achieved an accuracy of 95.90% in one hour, 31 min, 34 s, with a
learning error rate of 3.9472%.

4.2 Image Detection

To visualize the program results, the desktop camera is used. And the result is
displayed in the video in real time, either Coughing or Good State as shown in
Fig. 5.

The estimated time during the processing of a single image was between 0.3 and
0.5 s depending on the number of persons on the image. The estimated time during
processing of each frame of the video was between 0.7 and 0.85 s depending on
the condition of the person as well as the quality of PPI (Pixel Per Inch) and the
resolution of the video (most of the time the tests are done by our computer camera).

5 Conclusion

This paper proposes an intelligent system capable of identifying one of the most
common symptoms of COVID-19 (cough). The design of this system was carried
out in several stages based on 2 main components: The first one allows to detect
the sound of the cough, and the second one allows to locate the person who coughs.
During this study, significant results are obtained. These results were presented and
interpreted to show the effectiveness of the proposed methods. This progress gives the
possibility to integrate this system in another more powerful system which includes



430 B. Bouzammour et al.

the detection of other symptoms of COVID such as body temperature and respiratory
rate detection in order to give a more accurate diagnosis for carrying the COVID-19
virus.
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