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Preface

Brief Synopsis About ICEERE 22 Book

The book ICEERE 22 deals with the broad discussion regarding recent advances
and research issues related to the fields of electronic engineering, control and instru-
mentation, embedded systems, communication and renewable energy. The content
of this book is focused on the new concepts and latest results on the application of
machine learning methods and Internet of Things to address problems in renewable
energy systems. The advance of renewable energy applications would not have been
possible without the advance of electronic and information technologies.

With the successful experience of thefirst and second editions (in Saidia,Morocco,
2018–2020), we truly believe that the third edition of ICEERE 2022 will achieve
greater success and provide a better platform for all the participants to have fruitful
discussions and to share ideas of researches.

We expect that the published papers in the conference will be a trigger for further
related research and technology improvements in this importance subject.

ICEERE 22 will also include presentations of contributed papers and state-
of-the-art lectures by invited keynote speakers. The book has a special focus on
Internet of Things for smart agriculture powered by renewable power energy systems.
Special interest will also be given to the energy challenges for developing the Euro-
Mediterranean regions throughnew renewable energy technologies in the agricultural
and rural areas.

xi



xii Preface

We would like to thank the program chairs, organization staff and the members of
the program committees for their hard work. Special thanks go to Springer publisher.
We hope that ICEERE 2022 will be successful rand enjoyable to all participants. We
look forward to seeing all of you in two years at ICEERE 2024.

Oujda, Morocco
Jijel, Algeria
Catania, Italy
Amiens, France
Oujda, Morocco
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Abdelhamid Rabhi
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Invited Speakers: Biography and Abstract

Smart Renewable Energy Systems and Decarbonisation

Dr. Henrik Lund
Editor-in-Chief of Journal Energy, Denmark

Biography
Henrik Lund (born July 2, 1960) is Danish Engineer (M.Sc. Eng. 1985) and Professor
in Energy Planning at Aalborg University in Denmark. He holds a Ph.D. in Imple-
mentation of Sustainable Energy Systems (1990) andDr.Techn. in ChoiceAwareness
and Renewable Energy Systems (2009).

He is a highly ranked world-leading researcher. He is listed among ISI Highly
Cited researchers ranking him among the top 1% researchers in the world within
engineering.

He has many years of management experience as head of the department for
approximately 200 staff persons (1996–2002), head of the section for approxi-
mately 50 persons (2014–2016) and head of the research group of 20–30 persons

xiii
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(2002–present). During his time, the Sustainable Energy Planning Research Group
at Aalborg University has now grown to approximately 30 staff members including
4 professors.

He is Editor-in-Chief of Elsevier’s high-impact journal Energy with annual
10,000+ submissions.

He is Author of more than 400 books and articles including the book Renewable
Energy Systems. He is the architect behind the advanced energy system analysis
software EnergyPLAN, which is a freeware used worldwide that have form the basis
of more than 200 peer-reviewed journal papers around the world.

Abstract: Smart Renewable Energy Systems and Decarbonisation
This presentation focuses on how societies can design and implement renewable
energy and decarbonization strategies. The presentation presents and discusses a set
of methods and criteria to design smart energy systems, while taking into account
the context of 100% renewable energy on a national level. Countries should handle
locally what concerns local demands, but acknowledge the international context
when discussing resources and industrial and transport demands. To illustrate the
method, it is applied to the case of Denmark within the context of a European and a
global energy system.

Recently, the Danish Government supported by the Danish Parliament decided
for the target of a 70% decrease in greenhouse gasses by 2030. This presentation
includes a list of theoretical and methodological considerations as well as a concrete
proposal on how such targets can be implemented. It is highlighted that already now
one have to think beyond 2030 in order to prepare for the next step to achieve a
fully decarbonization by 2040 or 2050. It is also highlighted that a country such
as Denmark have to consider how to include its share of international shipping and
aviation as well as how to design a solution with Denmark’s share of sustainable
biomass resources.
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Book Publishing with Springer

Dr. Ramesh Nath Premnath
Editor Applied Sciences

Engineering, Materials Science, Energy, Water, Climate
Senior publishing editor for academic books

Springer Singapore

Biography
Ramesh Nath Premnath is Senior Publishing Editor for academic books covering
the region of South East Asia and Australasia region. His academic background
includes B.Sc., M.Sc., Ph.D. in Materials Science and Engineering with 4 years as
Postdoctoral Researcher working in the field of ferroelectric/piezoelectric materials.
During his time at Springer, he has launched/takeover several scientific journals and
has developed a substantial book program from the region has published more than
400 academic books.

Abstract: Book Publishing with Springer
In this talk, he will briefly introduce Springer Nature publishing program and high-
light the different academic bookproducts andonline learning platforms that Springer
Nature offers for our users. In turn, he will also reach out to prospective authors who
are interested to publish their next book or online resources with Springer Nature by
providing the step-by-step process in their route to publication.
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Internet of Things: Applications, Enablers, Security

Dr. Manu Malek
Editor-in-Chief of Elsevier’s

International Journal of Computers and Electrical Engineering, USA

Biography
ManuMalek is Editor-in-Chief of Elsevier’s International Journal of Computers and
Electrical Engineering. He was Distinguished Member of Technical Staff at Lucent
Bell Labs until 2001; then, he joined Stevens Institute of Technology as Professor
of Computer Science and Telecom Management, from which he retired a few years
ago.

He has held various academic positions in the USA and overseas, as well as tech-
nical leadership positions at Telcordia Technologies andAT&T/Lucent Bell Labs. He
is the author, co-author or editor of seven books and author or co-author of numerous
publications in the areas of communication networks, computer communications and
network management.

An alumnus of University of California, Berkeley, he is Life Fellow of the IEEE,
and an IEEE Third Millennium medalist for his contributions. He was Editor for
Network Management of the IEEE Transactions on Communications (1989–92) and
IEEE ComSoc Distinguished Lecturer (1999–2007). He founded and was Editor-in-
Chief of Springer’s Journal of Network and Systems Management (1993–2010).

He is a frequent invitee as keynote speaker at international conferences. His
favorite topic is information security with the subtopics IoT, security forensics and
defense and autonomous vehicles.

Abstract: Internet of Things: Applications, Enablers, Security
The Internet is used daily formany online services: for communicating, finding infor-
mation, doing transactions and for entertainment; and this is possible independent of
location due to its openness and distributed nature. However, this very openness has
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posed vulnerabilities, allowing attacks such as ID theft, denial of service, industrial
espionage and extortion. The Internet of Things (IoT) anticipates connecting billions
of objects to the Internet in the next few years, thus potentially creating additional
challenging security and privacy issues.

The objective of this talk is to describe current trends affecting Internet security,
and point out the sources of security problems, as well as provide an overview of
IoT and its related security issues. IoT enablers and typical IoT applications will be
presented. Also, some potential security solutions, safeguards and defenses will be
offered.

One-Dimensional Photonic Crystals: Fundamentals
and Applications

Dr. El Houssaine El Boudouti
Mohammed First University, Morocco

Biography
Dr. El Houssaine El Boudouti is Professor at the Department of Physics, Faculty of
Sciences, Mohammed First University, Oujda (Morocco). He is M.Sc. (1992), Ph.D.
(1994) and Habilitation (2007) from the University of Lille (France). His research
interest concerns elementary excitations (phonons, photons, electrons, plasmons
and magnons) in composite materials such as phononic, photonic, electronic and
magnonic crystals. He published 114 articles, 3 books, 1 chapter book and 2 review
papers. He presented his researchwork in 100 national and international conferences.
He is awarded the “Research Prize of excellence in Physics” from Mohammed First
University in 2018.
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Abstract: One-Dimensional Photonic Crystals: Fundamentals
and Applications
Photonics is the physical science and application of electromagnetic waves such
as generation, detection and manipulation through emission, transmission, modu-
lation, switching and sensing. This science is equivalent to what electrons do in
semi-conductors in terms of band gaps, transmission spectra, etc. In this talk, I will
present the main results of our book entitled Photonics published in Elsevier (L.
Dobrzynski et al. 2020) which describes the science of photonic transmission prop-
erties of the interfaces of composite materials systems and devices. I will review the
general analysis methods of interface transmission and givemany examples applying
these methods to one-dimensional photonic systems. Applications discussed include
photonic circuits, layered materials and devices.

Health Monitoring Systems for the Renewable Energy

Dr. Houcine Chafouk
ESIGELEC, University of Rouen Normandy, France

Biography
Houcine Chafouk, IEEE Member, is Professor at ESIGELEC and Researcher at
IRSEEM/University of RouenNormandy, France; he obtained a doctorate in automa-
tion at the University of Nancy, Lorraine, France, in 1990, and then, he joined the
same year the engineering school ESIGELEC,Rouen. From2000 to 2008, he held the
position of the director of research and head of the research team in automation and
systems. Since 2000, he has supervised around thirty doctoral, postdoctoral andHDR
students who have carried out their research within IRSEEM or with international
partners. He also participated in thesis juries as rapporteur (20 theses) and examiner
(10 theses). He is the author and co-author of more than 150 research articles (publi-
cations and communications) in the fields of advanced control systems, diagnostics
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and fault-tolerant control applied to the fields of renewable energy, automotive and
energy and aerospace.

Abstract: Health Monitoring Systems for the Renewable Energy
The latest developments about the monitoring, the diagnosis and the fault-tolerant
control of a windfarm are presented. A wireless sensor and actuator network are
issued for the supervisory control and data acquisition. As there is a large amount
of information, big data processing frameworks are needed and different computing
paradigms are investigated to store and process the information in real time, which
reduces cost and added security. The fault detection and identification must be done
with fast and precise algorithms to minimize the number of false alarms. Also, it
must consider the great multitude of defects that can appear in a wind turbine, from
internal component failures to outside influences. Fault-tolerant control needs to
consider not only the cases when a turbine fails completely, but also when some
of them are not working properly, or when the environmental conditions, e.g., the
wind, are not optimum. Perspectives on future developments, especially on how the
different components can be integrated together, in the case of a windfarm, are given.

Energy Performances of a Photovoltaic Thermal Plant Using
Different Coolant Nanofluid

Dr. Antonio Gagliano
University of Catania, Italy

Biography
He teaches at Engineering Faculty of University of Catania. He gives academic
courses on the following subjects: Environmental Applied Physics, Acoustic and
Environmental Control Techniques (since 2001). He has supervised more than 50
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thesis of master and tutor of five Ph.D. thesis. He is the scientific supervisor for
research contract, scholarship, research grant activated within research projects,
and he is Scientific Manager of the Laboratory of Applied and Building Physics
of the Department of Electric, Electronic and Computer engineering (DIEEI). He is
Member of the editorial board of the following journals: Energies; AIMS Energy;
Energy Sources; Part A: Recovery, Utilization, and Environmental Effects; The Open
Civil Engineering Journal; African Journal of Environmental Science and Tech-
nology; TECNICA ITALIANA-Italian Journal of Engineering Science; Progress in
Energy and Fuels. He is an regular reviewer for the following international journals:
African Journal of Environmental Science and Technology, Automation in Construc-
tion, Building and Environment, Buildings, Energy and Building, Energy, Energy
Conversion and Management, Energy Efficiency, Engineering Science and Tech-
nology an International Journal, Energy and Environment, Environmental Science
and Pollution Research, International Journal of Heat and Mass Transfer, Interna-
tional Journal of Thermal Science, International Journal of Geoinformation, Inter-
national Journal of Sustainable Energy, Journal of Environmental andPublicHealth,
Journal of Computational Environmental Sciences, Journal of Building Engineering
Progress in Computational Fluid Dynamics, Renewable Energy, Sustainable Cities
and Society, Sustainability, Transportation Research Part A: Policy and Practice,
Urban Forestry and Urban Greening.

Abstract: Energy Performances of a Photovoltaic Thermal Plant Using
Different Coolant Nanofluid
In the last four decades, greater attention has been paid to PV/T systems due to their
advantages compared with PV or solar thermal systems alone. Recently, nanofluids
have been implemented as heat transfer fluids in PV/T systems. The thermal prop-
erties of several investigated water nanofluids are derived from literature data. In
particular, Al2O3–water (1–4% particle volume fraction) and TiO2–water (1–6%
particle volume fraction) water nanofluids, as well as ZnO-EG at different volume
fractions are investigated in this study.

The performance of the different nanofluid PVT plant is simulated through “TRN-
SYS” software. First, several limitations and constraints are needed to be resolved
to develop a trustworthy simulation environment within the TRNSYS framework.
In particular, the great sensitivity to particle volume fraction and temperature of the
thermal conductivity of the nanofluid has to be taken into account. Thermal and
electrical efficiency as well as the energy yields by changing the heat transfer fluid,
considering variable weather conditions, are calculated. The achieved results showed
the positive contribution of the implementation of nanofluid in PVT plant.
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New Methods Developed for Precision Agriculture

Dr. Pierre Temple-Boyer
LAAS-CNRS, France

Biography
Pierre Temple-Boyer, born in 1966, received the Engineering degree in Electronics
and Microelectronics from the French “Ecole Supérieure d’Electricité” (SUPELEC,
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National de laRechercheScientifique” (CNRS) in 1992 and received thePh.D. degree
from the French “Institut National des Sciences Appliquées de Toulouse” (INSAT,
France) in 1995. Since then, as a CNRS researcher at LAAS, he has been working on
the integration ofmaterials formicrotechnological applications aswell as on the study
of physical, chemical and biological microsensors. He received the French “Habil-
itation à diriger des recherches” from the University “Paul Sabatier” of Toulouse
(UPS, France) in 2004 and became the CNRS research director in 2011. In 2016,
he became the deputy director of LAAS-CNRS, incharge of administrative affairs
as well as institutional interactions with the section 08 of CNRS dedicated to micro-
/nanotechnologies, micro-/nanosystems, photonics, electronics, electromagnetism
and power engineering. His expertise field involves the technological integration and
the study of bio-electro-chemical detection/transduction principles for the aqueous
phase analysis at the microscale, aiming to health, environment and agri-business
applications. His research interests concern the realization of bio-electro-chemical
microsensors, the integration of pH-metry techniques, the detection of bio-electro-
chemical species in real media, the monitoring of cell cultures and/or the analysis of
single cells.
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Abstract: New Methods Developed for Precision Agriculture
In order to deal with environmental impacts of intensive agriculture, new farming
methods should be developed where fertilizers doses are determined over time at
small scale according to soil variability. In this frame, the proposed work is dedi-
cated to the development of a low-cost, robust and real-time analysis system based
on electrochemical microsensors for the in-situ monitoring of soil nitrogen. pH-
sensitive chemical field effect transistors (pH-ChemFET) were adapted to ion detec-
tion in liquid phase using polymer-based ion-sensitive membranes, focusing on the
analysis of ammonium NH4

+ and nitrate NO3
– ions. The so-obtained ion-sensitive

field effect transistors (ISFET) were confronted with real soil analysis. Our study
showed, firstly, that pH-ChemFET microdevices are useable for soil measurement
for a six-month period, dealing with soil texture and humidity, and, secondly, that
ISFETmicrosensors are suitable for quickon-site analysis of nitrogen-basednutrients
measured directly in soil. Thus, a pH/pNH4/pNO3 multi-ISFET sensor was finally
fabricated and integrated in an autonomous, communicating device, including the
power supply and data transmission unit. Thus, the operation of this device was eval-
uated through the monitoring of soil in simulated on-site conditions and real wheat
fields. Overall, this work highlights the promising future of the ChemFET technology
for the nitrogen cycle monitoring associated to plant metabolism as well as for the
soil analysis in the frame of precision agriculture.

Image Blur Control Benefits to Visual Servo Control
in Robotics

Dr. Guillaume Caron
University of Picardie Jules Verne, France
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Biography
Guillaume Caron is Associate Professor since 2011 at Universite de Picardie Jules
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degree from the same university in 2010 and 2019. He was the leader of the Robotic
Perception Group of the MIS Laboratory (UPJV) from 2016 to 2020. He has been
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Abstract: Image Blur Control Benefits to Visual Servo Control in Robotics
Visual perception plays a key role toward the functional autonomy of robots. Among
the several paradigms of robot vision, visual servoing defines the robot positioning
by the automatic control of its degrees of freedom from visual information. The
visual information of lowest level is pixel brightness that is successfully exploited
by the direct visual servoing to control the robot maximizing the similarity between
an image, acquired or rendered at the desired pose, and the video stream currently
acquired by the camera onboard the robot.

This talk will show that considering blurred images and controlling the variation
of blur permit direct visual servoing to reach accurately a distant desired pose. Inves-
tigations on optical blur and blur as a result of image processing for conventional
and panoramic cameras demonstrate this assessment on robot arms, mobile robot
and drone.
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Lab-on-Disc for In-Situ Monitoring of Surface Water
Quality by Algae Biosensors and Physicochemical Sensors

Dr. Jérôme Launay
LAAS-CNRS, France

Biography
Jérôme Launay, 42 years old, received the engineering degree in electronics and
microelectronics from the French “Institut National des Sciences Appliquées de
Toulouse” (INSAT, France) in 1998 and hismaster degree inmicroelectronic from the
INSAT in 1998. He joined the French “Laboratoire d’Analyse et d’Architecture des
Systèmes” (LAAS) from the French “Centre National de la RechercheScientifique”
(CNRS) in 1998 and received the Ph.D. degree from the INSAT in 2001. Since
2006, as a lecturer at LAAS, he has been working on the integration of materials for
microtechnological applications as well as on the study of physical, chemical and
biologicalmicrosensors.His expertise field involves the technological integration and
the study of bio-electro-chemical detection/transduction principles for the aqueous
phase analysis at the microscale, aiming to health, environment and agri-business
applications. His research interests concern the realization of bio-electro-chemical
microsensors, the integration of pH-metry techniques, the detection of bio-electro-
chemical species in real media, the monitoring of cells cultures and/or single cell
analysis.

Abstract: Lab-on-Disc for In-Situ Monitoring of Surface Water Quality
by Algae Biosensors and Physicochemical Sensors
To overcome the issue raised by the lack of available tools for monitoring water
quality, from the source to the consumers, the BELUGA project aims to develop an
easy-to-use dummy-proofed portable system allowing for a rapid in-situ diagnosis of
surfacewater pollution. This low-cost demonstratorwill benefit from themicrofluidic
technology in a "Lab-On-a-Disk" (LOD) format and will perform multi-parameter
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analyses of complex matrices of pollutants. The LOD consists of several disks,
each integrating one or more functions for the control of fluids, the detection of
pollutants using microalgae-based biosensors as well as physico-chemical sensors
(e.g., dissolvedO2, fluorescence, pH, temperature, nitrates, etc.). The proposedmulti-
sensors detection will improve the reliability of measurements in terms of qualitative
response and will allow for obtaining a selective and effective test for surface water
pollutants.

Fault Detection and Diagnosis Applied to Photovoltaic
Power Plants

Dr. Anne Migan Dubois
Paris-Saclay University, France

Biography
She is Researcher at GeePs and Professor at U-PSay. She is the leader of the activities
“Advanced characterizations in real conditions” and “soft integration of PV in smart-
grid” at GeePs. She has supervised 13 Ph.D. thesis and several master thesis. She is
an author/co-author of more than 100 papers and international communications and
co-owner of 3 patents in PV. She is an expert for ANR evaluations, regular reviewer
for IEEE journal (occasional for some other journals in the field of PV) and Editorial
Board Member of the MDPI journal Sustainability. She teaches at the University of
Paris-Saclay in energy conversion, electronics, optronics and instrumentation. She
was responsible for two professional undergraduate degrees in Energy Efficiency in
Buildings (creation) and in Maintenance.

Abstract: Fault Detection and Diagnosis Applied to Photovoltaic Power Plants
There is an increasing interest both in academic and in industry for health monitoring
of photovoltaic (PV) power plants. The main reasons are safety issues and the loss
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of income due to faults or failures. In a PV power plant, on the DC side, the fault can
affect a single cell, a module or a string. The fault effect or signature can be detectable
or not, depending on the available information, the fault severity and the fault diag-
nosis method. From the abundant literature, there is a diversity of approaches based
on different input data (array I-V characteristic, array or string maximum power
point, module-level power point, infrared images, etc.), different techniques (image
processing, neural network, etc.) depending on fault types (mismatch, short-circuit,
open-circuit, etc.). From the application point of view, it is not obvious to identify
what would be the most efficient method to implement a condition-based main-
tenance that is now recognized as the most cost-effective method. Therefore, we
propose in this work from the analysis of the publications in 2017 to classify the
fault detection and diagnosis methods through a framework defined in four steps:
modeling, pre-processing, features extraction and features analysis.
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Muhammet Şamil Kalay, Beyhan Kılıç, Adel Mellit, Bülent Oral,
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A Fuzzy Logic-Based Intrusion Detection
System for WBAN Against Jamming
Attacks

Asmae Bengag, Amina Bengag, Omar Moussaoui, and Blej Mohamed

Abstract Wireless Body Area Network (WBAN) is a set of special nodes called
medical sensors. These sensors are very useful and helpful for making the user able
to connect everywhere and every time.However, they suffer frommany problems like
the low computing capacity, energy and memory space. In terms of security, WBAN
systems are threatened by various types of attacks due to the wireless communica-
tion. This technology must have a robust mechanism to detect attacks for making
medical applications more reliable and safety. In our work, we have focused on iden-
tifying jamming attacks from WBAN using the fuzzy logic system (FLS) that is
one of the powerful mechanisms of artificial intelligence (AI) to determine different
network cases. The proposed system used one of the fuzzy inference methods named
Mamdani model and based on three network parameters Packet delivery ratio (PDR),
received strength signal indicator (RSSI) and energy consumption amount (ECA).
Our intrusion detection system is simulated by using MATLAB 9.0 and Castalia for
analyzing the output result as jamming detection index (JDI).

Keywords WBAN · Security · Intrusion detection system · Jamming · Fuzzy
logic ·Mamdani model · False alert

1 Introduction

Currently, WBAN becomes one of the important parts of our daily life that improves
the quality of the health care and studies, including emergency medical and remote
medical surveillance [1]. This technology is based on mini medical sensors that are
attached in the human body in order to communicate with the medical center using
wireless. In fact, the medical nodes transmit a sensitive data via wireless medium to
the coordinator node or the personnel device assistant (PDA) usingZigBee (802.15.4)
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or Bluetooth (802.15.1) [2]. After that, the data is transmitted to the medical center
using mobile networks or internet. However, this communication is not reliable
because it deployed in open radio frequencies and in various attacks [3, 4]. Jamming
attack is one of the attacks that threats the availability of the network as a secu-
rity aspect. This attack makes the legitimate nodes not able to send or receive any
information by transmitting a high-range signal. More specifically, it disrupts the
communication between the medical nodes and involves the collision between them,
and it causes the energy consumption of the sensors.

The intrusion detection system (IDS) has become an essential solution security,
for detecting an intrusion in a system. We can implement an IDS in two ways, the
first one on specific device as host intrusion detection system and the second way
as a controller for the network. Indeed, the IDS is one of the effective solutions to
detect and monitor an intrusion in the network as jamming attacks. Nevertheless,
there are various challenges used in detection techniques as the binary decision [5].
For instance, the IDS can classify normal activities as an intrusion that increases the
false alerts. Therefore, the FLS is used to solve diverse kinds of problems and makes
the IDS to take the good decisions with high detection attack and low false alert.

In this paper, we aim to develop a novel IDS based on the fuzzy logic using
Mamdani inference mechanism, to detect jamming attacks in WBAN. The proposed
solution uses three network parameters, namely PDR, RSSI and ECA that are imple-
mented as crisp inputs in FLS, to identify the network state and detect jamming
attacks. More specifically, the parameters values were valued by the fuzzy inference
system (FIS) to calculate the level of jamming, which is called jamming detection
index (JDI).

The rest of the paper is organized as follows: Sect. 2 gives an overview of the
main components of the fuzzy logic system. In Sect. 3, we present briefly some
previous mechanisms based on FLS that detect jamming attacks. After that, we
describe the performance of our proposed technique by explaining why we used the
three parameters and howwe calculated the level of jamming attack via FLS. Finally,
we conclude our paper and give some future works.

2 Related Work

There has been different mechanisms for studding the state of the network in the
literature to ameliorate the security issues in wireless sensor network (WSN), in
order to detect jamming attacks. In fact, various techniques have been proposed for
WSN that could be implemented in WBAN. In this section, we give a set of previous
techniques for jamming detection based on fuzzy logic.

In [6], fuzzy logic is applied for determining node’s malicious level in WSN, by
calculating two metrics packet delivery ratio (PDR) and packet loss ratio (PLR). The
simulation results are evaluated inMATLAB7andNS2.The authors in [7] proposed a
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systemnamed fuzzy logic-based jamming detection algorithm (FLJDA) for detecting
jamming. This mechanism applied the Mamdani model using two input parameters
PDR and RSSI. Indeed, the cluster head is used to calculate these parameters to
identify if the cluster member is jammed or not.

Vijayakumar et al. [8] developed two methods for detecting the presence of
jamming attack in cluster-based WSN (CWSN), using two main parameters RSSI
and PDR. The first technique is named fuzzy inference system-based jamming detec-
tion system, which consists to optimize the detection by applying Takagi–Sugeno
fuzzy model. The second one uses learning ability named the adaptive neuro-fuzzy
inference system, basing on existing dataset for the prediction of the future values to
detect various types of jamming. Reyes et al. [9] proposed a mechanism to check a
link loss based on fuzzy logic technique, using the following inputs: PDR, RSS, bad
packet ratio (BPR) and clear channel assessment (CCA). This technique is used to
identify the level of jamming index (low, medium or high) in WSN.

Angrishi et al. [10] suggested the fuzzy-based detection and prediction system
mechanism that is implemented on IEEE 802.15.4 low-rate wireless personal area
network (LR-WPAN). This technique used two crisp inputs signal to noise ratio
(SNR) and packets dropped per terminal (PDPT), for predicting and detecting DoS
that affects the availability of the network.

3 Overview of Fuzzy Logic System

In recent times, the FLS is used in different real-time applications such as intelligent
personnel, medical service, temperature monitoring and digital image processing,
in order to identify the superlative decision. This methodology is built by Lotfi A.
Zadeh professor in 1965 [11], to handle the uncertainty and ambiguity made from
human reasoning. Principally, the FLS involves four main elements as shown in
Fig. 2, namely fuzzification, fuzzy rules, fuzzy inference system and defuzzification.

The crisp inputs are collected from network traffic as real values in the first part
of the fuzzy system named “fuzzification”, in order to transform them into fuzzy
inputs set. Then, with help of fuzzy rules, the fuzzy inference consists to calculate
the crisp output set from the fuzzified input via fuzzy logic [5]. Basically, the FIS
involves several rules base in the form IF-THEN statement, to optimize the range
by using membership function (MF) [11]. Finally, the defuzzification translates the
output into crisp values. Indeed, the MF determines the membership value or the
degree of truth of each input and output between 0 and 1. The most shapes used for
the MF are as follow: bell curves, triangular and trapezoidal.

There are three models of FIS, namelyMamdani, Sugeno and Tsukamotomodels.
The fundamental difference among these three models is how fuzzy input generates
the crisp output [11]. In general, Mamdani model is based on the Center of Gravity
mechanism used in the defuzzfication process, to get the fuzzy output [12]. On
other hand, the Sugeno and Tsukamto calculate the crisp output using the weighted
average [11]. Therefore, our proposed IDS employs the Mamdani because it is the
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most appropriate for our system in detecting jamming attacks in WBAN. The fuzzy
inference rule of Mamdani model is written as in (A) [7], where x, y and z are fuzzy
sets linguistic variables defined by fuzzy sets. The linguistic values are presented in
A and B, whereas the output is defined in C.

Rule = If x is A and y is B, then z is C(A)

4 Proposed Fuzzy Logic Detection Jamming

4.1 Description

Theproposed intrusiondetection systemused theFISwith threemainnetworkparam-
eters: PDR, RSSI and ECA as illustrated in Fig. 3. These parameters are used as the
jamming attack metrics in order to evaluate the network state. The PDR is presented
as the ratio of the number of packets successfully sent by the node to the total number
of packets transmitted by the node [9]. The RSSI metric presents the power content
of the received radio signal at the receptor [4]. Besides, the ECA is the amount energy
consumed by the node in a specified time for a sensor node [13].

The main reason for choosing these parameters is they are changed depending
to the normal and abnormal conditions of the medical sensor. Furthermore, these
parameters are used to avoid as much as possible the cases resemble the jamming
cases, called the false positive alerts. For instance, these last could be the problems
related to the collision problem, low energy or imperfect connection. Therefore, The
FIS uses these parameters as crisps inputs, defined with three fuzzy sets: low (L),
medium (M) and high (H), whereas the MF for the output has four fuzzy sets as
follows: very low (VL), low (L), medium (M) and high (H). The output is a Jamming
Detection Index (JDI) that represents the probability of jamming level in the network.
The JDI value varies from 0 to 100, indicating “low jamming” to “high jamming”,
respectively.

Actually, to fuzzify the inputs and identify the fuzzy MF, we used the trapezoidal
membership functionswith theMamdani inferencemethod for the rules base. Indeed,
the trapezoid shape is chosen because it can be mathematically manipulated to be
very close to the most natural function [11]. Figure 4 illustrates the combination of
three trapezoidal functions for the PDR parameter.

The generation of fuzzy rules and the values of each MF are based various tests
and on the instructions of expert knowledge [5]. Table 1 illustrates the values of each
membership function.
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Table 1 MFs of the input and output functions

Input variable Fuzzy value/MF A B C D

PDR Low − 0.5 0 10 25

Medium 15 32 38 55

High 45 70 100 102

ECA Low − 0.5 0 20 30

Medium 25 35 45 55

High 50 60 100 102

RSSI Low − 0.5 0 5 10

Medium 5 10 15 20

High 15 20 100 102

4.2 Fuzzy Inference System

The fuzzy inference is the second step in the FL. To define the set of rules, we are
using the Comb method to avoid combinatorial explosion [14]. In our case, there are
three (3) linguistic variables with three (3) possible levels (high, medium and low),
so to calculate the rules basing on the traditional fuzzy system, we have as a result 27
rules (3 to the power of 3), whereas, we can reduce this number to 9 rules (3 * 3) due
to the Comb method. In our case, we selected the logical nine fuzzy rules logical,
because there are some rules and results are unlikely to occur in a real situation.

Furthermore, it is not necessary to add all the possibilities, and we used 9 fuzzy
rules as given below, in the fuzzy inference system basing on how jamming affects
the network parameters in order to identify the degree of JDI. In fact, we eliminate
some rules that do not have a value added to the system. For instance, in case the
PDR is high (Rule 1), we can conclude that there is no jamming whatever the value
of RSSI and ECA. In addition, if the RSSI is low (Rule 2), it means that the medical
node is not jammed, whatever the value of PDR and ECA. The set of fuzzy rules is
given as follows:

1. If PDR is high, then JDI is very low;
2. If RSSI is low, then JDI is low;
3. If PDR is low, RSSI is medium, and ECA is low, then JDI is medium;
4. If PDR is low, RSSI is high, and ECA is high, JDI is high;

The relationships obtained from the rule base are interpreted using the minimum
operator “AND”. The surface plot corresponding to membership functions of PDR
and RSSI variables is given in Fig. 5.

The node with linguistic values low PDR, high RSSI and high energy has the
highest probability to be attacked by the jamming attack, and the node with high
PDR, low RSSI and low energy has the lowest probability to be under jammer node.
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4.3 Test and Simulation Results

According the communication architecture of theWBAN, our work is focused on the
first-level “inter-BAN communication”. The values of three crisp inputs PDR, RSSI
and ECA are generated throughOMNET++ as network simulator usingCastalia plat-
form,which is useful for theWBAN. Indeed,we have simulated theWBAN in normal
and abnormal cases for collecting the parameters values. In the normal scenario, we
have simulated the WBAN with three medical nodes and coordinator node using the
ZigBee asMACprotocol.While for studding the impacts of jamming attack, we used
also the BypassMac that does not respect the MAC protocol mechanism, in order to
simulate a jammer node as shown in Fig. 1.

After the different simulation, the parameters values of each node are studied in
our proposedmechanism thatwas built inMATLAB.Due to the FuzzyLogicToolbox

Fig. 1 Communication
between medical nodes and
PDA under jamming attack
[2]

Fig. 2 General fuzzy system architecture
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Fig. 3 FLS of our proposed system

Fig. 4 Membership functions for the input PDR

Fig. 5 Surface plots of PDR and RSSI
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Table 2 Evaluated the traffic network using our proposed system

Inputs Outputs

PDR RSSI ECA JDI value JDI level Decision

29.34 85 76 88.4763 High Jammed: high-power jamming

11.438 65 57 65 High Jammed

4.618 82 73 79.8829 High Jammed

54.21 12.73 10 40 Low Not jammed: possible collision case

90.033 22 5 40 Low Not jammed

79.33 44.21 32 40 Low Not jammed

of MATLAB, we defined the MF using the graphical interface. This Toolbox aims
also to complete the fuzzification of the input variables and the fuzzy operator as
AND or OR to define the rules base. According to the combination of the different
input values RSSI, ECA and PDR, our system is able to control the communication
system and indicates the level of Jamming Detection Index, as shown in Table 2. If
the output has high as result, it means that the medical node is under jamming.

5 Conclusion

Jamming attacks are among attacks of DoS attacks. The goal of these attacks is to
destroy the communication of the network by transmitting a successive signal. In
this paper, we developed a new intrusion detection system that aims to control the
network traffic, for detecting jamming attacks in WBAN system. Indeed, we have
integrated the fuzzy logic approach into our IDS to take the good decisions with
high detection attack and low false alert. The system is evaluated by using different
scenarios simulated in Castalia. In our future research, we aim to implement our
proposed system in coordinator node used as CH in order to calculate the parameters
values of each medical sensors (cluster member).
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An Enhanced Approach Based on PCA
and ACOMethods for Facial Features
Optimization

Chaimaa Khoudda , El Miloud Smaili , Salma Azzouzi ,
and Moulay El Hassan Charaf

Abstract An automatic system for facial expression analysis consists generally of
three main phases: detection, feature extraction and classification. In this study, we
focus on the extraction of face characteristics (feature extraction) as well as the
optimization of the obtained results. The objective is to reduce the number of facial
features by removing noisy and redundant data in order to ensure an acceptable facial
recognition accuracy while guaranteeing an optimal selection of distinctive facial
information. For this purpose, we suggest a new approach based on the combination
of principal component analysis (PCA) and ant colony algorithm (ACO). The study
was conducted by exploiting the database of theOlivetti Research Laboratory (ORL).

Keywords Face recognition · Feature extraction · ACO · PCA · Optimization

1 Introduction

With the advent of the COVID-19 pandemic, facial recognition has gained popularity
as a safeway to recognize people without the need of direct contact since facial image
scan be acquired remotely by a camera. Therefore, this can be particularly beneficial
for health, security and surveillance purposes. In this context, various methods have
been proposed to achieve high accuracy in face recognition.
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The complete process of face recognition comprises three steps: face detection,
feature extraction and recognition. Basically, feature extraction maintains acceptable
classification accuracy by reducing the maximum number of irrelevant features. The
method iswidely used in data analysis, pattern classification,multimedia information
retrieval, machine learning, medical data processing and data mining applications.

Within the field of facial recognition, the extraction function remains an extremely
important step that usually involves the application of an extraction algorithm on
digital images to reduce redundancy and irrelevancies in images. Therefore, these
algorithms transform an image (input data) into a set of features, while selecting the
features containing the most relevant information from the original data.

On the other side, dimensionality has been considerably increased in recent years.
As a result, many challenges arise for most of learning and optimization algorithms
including storage requirements and high computational cost. In this context, feature
optimization is considered as one of the most effective and efficient techniques to
prepare high-dimensional data for optimal use in machine learning. The aim is to
ensure accurate results by allowing the selection of an optimal subset of features
from the original feature set. Therefore, feature optimization retains the effective
significance of each selected feature, making it more suitable in terms of readability
and interpretation. The choice of the ACO algorithm for feature optimization has
many advantages. In fact, the positive feedback in dynamic applications leads to the
rapid discovery of good solutions. In addition, the inherent parallelism lets avoid
premature convergence as there is no central control in the system. As per the PCA
method, it is very commonly used to improve visualization by transforming high-
dimensional data into low-dimensional data but also to speed up themachine learning
algorithm by removing correlated variables that do not contribute to the decision
making. However, PCA will not be able to find the optimal principal components.
Therefore, the combination of both PCA and ACO approaches is used in order to
obtain more accurate and optimal results.

The paper is structured as follows: Sect. 2 introduces some preliminaries. The
problematic statement is explained in Sect. 3. Then, we present in Sect. 4 some
related works. Afterward, Sect. 5 explains our solution by giving an overview of
the proposed architecture to optimize facial by combining PCA and ACO methods.
Finally, Sect. 6 gives a conclusion and identifies future work.

2 Preliminaries

2.1 Principal Component Analysis (PCA)

Several techniques are used for extraction of face characteristics (feature extraction)
such as discrete cosine transform (DCT), discrete wavelet transform (DWT) and
principal component analysis (PCA). PCA is a common feature extraction method
in data science. The PCA method converts a matrix of n features into a new dataset
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of less than n features. That is, it reduces the number of features by constructing
new smaller number variables which capture a significant portion of the information
found in the original features [1].

2.2 Swarm Intelligence

Swarm intelligence refers to the collective behavior of decentralized, self-organized
systems, natural or artificial. The main idea is to imitate the social behavior of insects
(bird flocking, fish schooling, etc.).A famous example of swarm intelligence is the ant
colony optimization (ACO) method working on the basis of ants’ behavior looking
for an optimal way between their state and a source of nourishment [2].

3 Problematic Statement

Facial recognition relies on an accurate feature extraction method that includes
dimensionality reduction. The aim is to ensure optimal and accurate results but also
to guarantee a reliable and efficient system.

In fact, the success of any methodology depends particularly on the choice of a
powerful algorithm that can extract facial features and ensure high accurate results.
For this purpose, we suggest in this paper to handle data using two approaches in
order to extract distinctive facial information efficiently.

Therefore, we firstly suggest a method called principal components analysis
(PCA) to perform features extraction. The PCA method is still an appropriate way
that transforms the face into a small series of essential features using the eigenface
technique. Then, we present an algorithm called ant colony optimization (ACO) to
optimize the extracted coefficients.

4 Related Work

Many recent researches are devoted to ensure an acceptable facial recognition accu-
racywhile guaranteeing an optimal selection of distinctive facial information. Indeed,
the authors in [3] suggest an improved feature selection algorithmbased on ant colony
optimization whereas the work [4] presents an optimized method for extracting a
selection of distinctive facial features using the ant colony optimization algorithm
and its applications for pattern recognition in spatial imagery.
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Another work [5] proposes a new text feature selectionmethod that uses awrapper
approach, integrated with ant colony optimization (ACO) to guide the feature selec-
tion process. They also suggest using the k-nearest neighbor (KNN) as a classifier
in order to evaluate and generate a candidate subset of optimum features.

In addition, the paper [6] aims to improve are cognition system based on Gabor
features using the ant colony optimization algorithm. The evaluation of the proposed
system was achieved using two image datasets; Olivetti Research Laboratory (ORL)
database and African Face Image Database (AFI). Furthermore, the authors in [7]
propose a system for grammatical recognition of facial expressions based on a hybrid
of fuzzy rough ant colony optimization and nearest neighbor classifier.

A practical approach is presented in [8] where the authors develop a hybrid filter
model for feature selection based on both principal component analysis and informa-
tion gain. The model is then applied to support classification using machine learning
techniques. The objective of the paper [9] is to describe a face detection and recogni-
tion system based on hybrid statistics and machine learning. The proposed method is
based particularly on principal component analysis (PCA), support vector machine
(SVM), K-nearest neighbor (KNN) and the ACO algorithm.

Finally, the paper enhances a previous work [10] where we suggest combining the
PCAmethodwith another optimization algorithm called particle swarm optimization
to tackle the feature optimization issue.

5 Face Recognition Model

5.1 Architecture

This paper focuses on the optimization of facial features extraction in order to obtain
optimal and accurate results. Figure 1 gives an overview of our facial recognition
architecture.

Fig. 1 Feature selection process: architecture
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5.2 Model Description

Data Collection: In this study, the ORL database of faces is used. The database
contains 400 face images taken at the AT&T Laboratories (by the Oliver Research
Laboratory inCambridge,UK) and corresponding to 40 distinct persons. The original
size of each image is 92× 112 pixels, with 256 gray levels per pixel. Each subject has
ten different images taken in various sessions varying the lighting, facial expressions
(open/closed eyes, smiling/not smiling) and facial details (glasses/no glasses). All
the images were taken against a dark homogeneous background with the subjects
in an upright, frontal position (with tolerance for some side movement). For each
person, four images out of ten are used for learning phase and the remaining are used
for the testing phase.

Feature Extraction: We use features extraction to reduce the input data complexity
and ensure a simple representation of data by representing each variable in the feature
space as a linear combination of the original input variables. In this paper, we used a
simple nonparametric method called: principal component analysis (PCA) to extract
the most relevant information from a redundant or noisy dataset. The PCA algorithm
is applied by considering 160 images corresponding to the learning phase as follows:

1. Convert each image into a vector of N2 size.
2. Get a vector space (face space).
3. Standardize vector space by removing all common characteristics across images

to have unique characteristics for each image.
4. Determine the common characteristics using the average face vector calculation

method in order to obtain standardized vectors.
5. Calculate eigenvectors (eigenfaces) using computation of the covariance matrix.

Feature Optimization: The objective is to optimize the eigenvectors previously
obtained by the application of the PCA algorithm. For this purpose, we suggest to
extract through eigenvectors the most optimal features using the ACO algorithm.

The ACO algorithm requires that the problem be represented as a graph whose
nodes represent the different features extracted from the face (eigenfaces). In our
case, the search for the optimal subset of features corresponds to a search through
the graph where a minimum number of nodes is visited while satisfying the stopping
criterion. In fact, we start moving iteratively from one node to another as described
below:

Begin
Initialize

While stopping criterion not satisfied do
Position each ant in a starting node

Repeat
For each ant do

Choose next node by applying state transition rule
Apply step by step pheromone update
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End for
Until every ant has built a solution

Update best solution
Apply off line pheromone update

End while
End

The probability of a transition from node i to node j at time t is given by

pki, j(t) =
[
τi, j(t)

]α[
ηi, j(t)

]β

∑

l∈Nk
i

[
τi, l(t)

]α[
ηi, l(t)

]β
(1)

where

• Nk
i are the feasible neighborhoods of node i for antk

• τi, j(t) is the pheromone value on the edge (i, j) at the time t
• α is the weight of pheromone
• ηi, j(t) is a priori available heuristic information on the edge (i, j) at the time t
• β is the weight of heuristic information

The pheromone τi, j(t) is updated according to following equation:

τi, j(t) = ρ.τi, j(t − 1) +
n∑

k=1

�τ k
i, j(t) (2)

�τ k
i, j(t) is the pheromone quantity left at the moment t by ant on arc (i, j)

�τ k
i, j(t) =

{
Q

Lk (t)
, if arc(i, j) is chosen by antk

0 otherwise
(3)

where

• ρ is the pheromone trail evaporation rate (0 < ρ < 1)
• n is the number of ants
• Q is a constant for pheromone updating
• Lk(t) represents the length of the path chosen by the antk

Finally, we refer the work [11] in order to get a good convergence rate. In this
case, the initial parameters for our ACO algorithm are set as follows (Table 1):



An Enhanced Approach Based on PCA and ACO Methods for Facial … 19

Table 1 ACO algorithm
settings

Parameters Values

The number of iterations 100

The number of ants in each iteration 50

The pheromone trail evaporation rate ρ 0.2

The weight of pheromone α 1

The weight of heuristic information β 0.1

6 Conclusion

In this paper, we suggest to optimize the facial features extraction by combining two
approaches: principal component analysis (PCA) to extract facial features and ant
colony optimization (ACO) to obtain optimized results.

To this end,we apply thePCAalgorithmby considering 160 images corresponding
to the learning phase from the ORL database. Afterward, we extract through the
eigenvectors previously obtained, themost optimal features using theACOalgorithm.

As perspectives, we plan to implement these algorithms on other face databases in
order to compare the results obtained with other algorithms. We also aim to improve
the quality of these approaches in terms of performance and efficiency, especially
for colored images.
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The GPSR Routing Protocol in VANETs:
Improvements and Analysis

Amina Bengag, Asmae Bengag, and Mohamed Elboukhari

Abstract One of themost critical problems inVANETs is the frequent link breakage
caused by the high velocity of vehicles. Due to the short connection lifetime between
vehicles, the communication paths are frequently interrupted during the transmission
of data packets between the source and destination vehicles, causing the search for
a new route that increases the routing overhead and diminishes the PDR and the
throughput. To manage those issues, several routing protocols have been proposed
by considering important factors to improve the quality of service in VANETs. The
GPSR (Karp andKung inACMMobiCom, pp. 243–254, 2000) for Greedy Perimeter
Stateless Routing is the most popular position-based protocol. In this paper, we
propose three new models to enhance this protocol that guide the selection of the
next-hop vehicle based on some importantmetrics of the participating nodes.Wehave
used a real urban scenario to evaluate the performance of our models, by varying the
vehicle density and measuring the percentage of packet delivery ratio, throughput
and routing overhead during the transmission of data packets.

Keywords VANET · Routing protocol · GPSR · E-GPSR · DRL-GPSR ·
DVA-GPSR · Angle direction · Speed · Density · NS3 · SUMO

1 Introduction

VANETs are considered as a special case of Mobile Ad-Hoc Networks (MANETs);
they have many characteristics compared to other class of MANETs. Indeed, due to
the high speed of vehicles the network’s topology changes frequently, which affect
the connectivity between vehicles that changes regularly.Due to those characteristics,
designing an efficient routing protocol to route packets to their final destination is a
big challenge.
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As mentioned and detailed in [1, 2], routing protocols in VANETs are clas-
sified mainly into four types. They are position-based [3], topology-based [4],
multicast-based [5] and broadcast-based routing protocols [6]. Researchers believe
that position-based routing protocols are the best one in terms of PDR, routing over-
head, throughput and scalability [7, 8]. Therefore, we will focus in our work on
GPSR routing protocol that is a position-based routing.

In this paper, we suggest three innovative position-based protocols based onGPSR
and some important mobility parameters used to improve the classical GPSR in
terms of PDR, throughput and routing overhead in VANET scenarios; the proposed
protocols are called Density-Velocity-Aware-GPSR (DVA-GPSR), DRL-GPSR for
Direction-Route Lifetime aware GPSR and Enhanced GPSR (E-GPSR). To select
the next-hop vehicle, the three proposed protocols take into consideration some
important factors:

• The speed variation between the target and the next-hop candidate vehicle.
• The vehicles’ direction utilized to calculate the angle direction between the

destination’s direction and the next-hop candidate’s direction.
• The lifetime of the route, that is between the current node and its neighbors.
• The density of the next-hop candidate; this metric is utilized to identify the

connectivity mode for each path (sparse, medium or dense).
• The distance between the current node and the destination.

The remaining of this paper is organized as follows: in Sect. 2, we describe the
classical GPSR protocol. In Sect. 3, we clarify the approach of our proposed proto-
cols. In Sect. 5, we give and evaluate the efficiency of the three proposed protocols
compared to the classical GPSR. In the last section, we present the conclusion of this
paper.

2 An Overview of the Classical GPSR

GPSR [9] is a routing protocol originally designed for MANET and rapidly adapted
to VANET. In this section, we will give a general review on GPSR routing protocol
that belongs to the class of position-based protocols. This GPSR protocol uses two
approaches to forward packets. The greedy forwarding approach is used to forward
packets to the closest neighbor to the destination. When this approach fails, the
perimeter-forwarding mode will be applied that is based on the right-hand rule
strategy. Those techniques get good results in MANETs. However, in the case
of city scenario, the GPSR still suffers from some disadvantages that reduce its
performances.
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3 The Proposed Enhancements of GPSR

Our three proposed protocols are based on the classical GPSR. Each enhancement
necessitates two components: a GPS implemented in all vehicles in order to give the
exact vehicle’s position and an On-Board Unit (OBU) equipment used to connect the
vehicles. Each proposition consists of many factors, and they are discussed below.

3.1 E-GPSR

The strategy used by E-GPSR is based on three metrics: the speed variation, the
distance between the transmitter vehicle and all its neighbors and the density of the
current node’s neighbors according to formula (1) and (2), respectively. After that,
we use the Eq. (3) to calculate the link weight function for this strategy.

In the Eq. (3) the di is the density of the next-hop candidate i; the use of this metric
reduces the bad influence of sparse connectivity problem. The node that has more
neighbors increases the probability of being selected as the next hop. Therefore, we
take into account the inverse of di (1/di) in LWF1.

Sid = |Si − Sd| (1)

where Si and Sd signify, respectively, the speed of the neighbor vehicle called i and
the speed of the destination vehicle.

Did =
√

(yi − yd)
2 + (xi − xd)

2 (2)

where (xi, yi) signifies the neighbors’ location called i and (xd, yd) denotes the location
of the destination vehicle.

LWF1 = α ∗ Did + β ∗
(
1

di

)
+ θ ∗ Sid (3)

where α + β + θ = 1.

3.2 DVA-GPSR

The strategy adopted by DVA-GPSR is based on four factors. The new metric is the
angle direction between the transmitter vehicle and the destination vehicle. In fact,
if two vehicles communicate with each other and have the same direction, the link is
more stable. To calculate the angle direction, we use the Eq. (8) and the Eq. (9) will
be used to calculate the link weight function (LWF), where α + β + θ + γ = 1.
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In Eqs. (4), (5), (6) and (7), iV and dVare, respectively, the velocity of the next-hop
candidate and the velocity of the destination.

a = iV . x ∗ dV . x (4)

b = iV . x ∗ dV.y (5)

c = iV . x2 ∗ dV . x2 (6)

d = iV . y2 ∗ dV . y2 (7)

ϕid = cos−1

⎛
⎝ (a + b)(√

c ∗ √
d
)
⎞
⎠ (8)

LWF2 = LWF1 + γ ∗ ϕid (9)

In case of E-GPSR and DVA-GPSR, the source vehicle calculated the LWF for
all its neighbors. Then, the node that has the smaller value of the LWFwill be chosen
as a next hop. The DVA-GPSR is already simulated under a highway scenario and
gives good results in terms of PDR, throughput and routing overhead [10].

3.3 DRL-GPSR

In DRL-GPSR (Direction-Route Lifetime aware GPSR), we use a new metric called
route lifetime in addition to the angle direction metric to select the next-hop node.
When a vehicle wants to send a packet to a destination node, it first calculates how
long each of its neighbors could communicate with the current node, then compares
the results and chooses the longer route lifetime; the current vehicle also needs to
calculate the angle between its neighbors and the destination node and then chooses
the smaller one.

The duration that two nodes will remain neighbors can be predicted as follows:
Let two nodes i and j be within the transmission range of each other. Let (xi, yi)
and (xj, yj) be the coordinates of the vehicles i and j, respectively. Let vi and vj be
the velocities and ϕi and ϕj, where (0 ≤ ϕi, ϕj < 2π ), indicate the direction of the
vehicles i and j, respectively. RLij is the interval of time the two nodes j and i will
stay connected. To calculate RLij, we use the following equation:

RLij =
−(ab + cd) +

√(
a2 + c2

)
r2 − (ad − bc)2

a2 + c2
(10)
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where

a = vi cos ϕi−vj cos ϕj; b = xi−xj; c = vi sin ϕi−vj sin ϕj; and d = yi−yj.
At the last stage, we calculate the LWF for this strategy according to Eq. (11). We

have calculated the route lifetime between the current node and its neighbors, and
the angle direction between the destination and the neighbors of the current node.

LWF3 = α ∗ 1
/
RLij + β ∗ ϕid (11)

where α + β = 1.

4 Simulation and Results Analysis

In the simulation, the NS3 and SUMO have been used as a network and traffic
simulator. Moreover, the simulation was done based on a real map of Oujda city,
taken from the Web site of Open Street Map. The simulation settings are presented
in Table 1.

4.1 PDR

Figure 1 shows the PDR of our proposed protocols by varying the density of vehicles.
The DVA-GPSR andDRL-GPSR protocols show better performance than GPSR and
have the highest value augmented up to 31.2% by increasing the number of vehicles.
However, the E-GPSR and GPSR have the lowest values decreased down to 24%.

Table 1 Simulation
parameters

Parameters Values

Routing protocols GPSR, DVA-GPSR, E-GPSR,
DRL-GPSR

Number of destination 10

Number of vehicles 30, 50, 70, 90

Vehicle speed Max: 20 m/s

Transmission range 145 m

packet size 512 bytes

Data type CBR

Simulation time 200 s

Mac layer type IEEE 802.11p



26 A. Bengag et al.

Fig. 1 Values of PDR by varying the number of nodes

4.2 Throughput

The graphs in Fig. 2 prove that our protocols have the best performance compared to
the classical GPSR in terms of throughput by varying the density of vehicles in the
route. Indeed, the throughput in case of DVA-GPSR and DRL-GPSR is increased
up to 6.38 kbps thanks to the use of the mentioned factors in the previous section,
which decrease the issue of connection loss so the lifetime of routes is increased.

Fig. 2 Throughput by varying the number of nodes
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Fig. 3 Routing overhead by varying the number of nodes

4.3 Routing Overhead

The graphs in Fig. 3 present the routing overhead for the proposed routing protocols
compared to the classical GPSR. Indeed, the three new protocols prove better perfor-
mance and generate low routing overhead than the traditional GPSR that achieves
29%.

5 Conclusion

In this paper, we have suggested three innovative techniques to enhance the tradi-
tional GPSR protocol to be more suitable and convenient to vehicular networks. We
have used SUMO and NS3 as traffic simulator and network simulator to demonstrate
the quality of the proposed routing protocols, and we have used a real urban envi-
ronment city that is a part of Oujda (street of El-Quds). The results of the simulation
demonstrate that our protocols outperform the traditional GPSR protocol in terms of
packet delivery ratio, the routing overhead and the throughput.

In E-GPSR, the strategy is based on three metrics: the distance between the target
and the source vehicle, the density of the neighbors of the current vehicle that reduces
the issues of void area and the speed variation between the target and the relaying
candidate vehicle that reduces the effects of the high speed of vehicles that lead
to the high dynamic topology and the connection damage problem. However, the
connection could break quickly if two vehicles have the small variation speed with
two different direction that prove the importance of including the direction in the
second protocol.
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In DVA-GPSR protocol, the problems caused by the frequent link breakage will
be reduced compared to the standard GPSR and E-GPSR. Actually, in this protocol
the angle direction metric is the new and the most important metric used for selecting
a group of vehicles that move toward the target vehicle.

In DRL-GPSR, we use a new metric called route lifetime in addition to the angle
direction metric to select the next-hop node. To conclude this paper and based on
the discussion mentioned above, we confirm that the angle direction and the route
lifetime parameters are the most important factors used to enhance the performance
of the standard GPSR in urban environment in VANETs.

As a future work, we aim to simulate the three proposed strategies in other
complicated urban scenarios and highway environment.
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The Dynamics of a Population of Healthy
Adults, Overweight/Obese and Diabetics
With and Without Complications
in Morocco

E. N. Mohamed Lamlili, Wiam Boutayeb, and Abdesslam Boutayeb

Abstract Between 1980 and 2014, the global prevalence of diabetes in adult people
has nearly doubled, while the number of adult people living with diabetes rose from
108 to 422million. In Morocco, from 2000 to 2018, obesity and diabetes increased,
respectively, from 13.6 to 20% and from 6.6 to 10.6%. Half of the the adult popula-
tion in Morocco are overweight. In this paper, a compartmental model is proposed
to describe and analyze the evolution dynamics of an adult population from different
stages (P: no overweight and no diabetes,W : overweight/obesity, D: diabetes with-
out complications and C : diabetes with complications). Asymptotical local stability
is proved, and normal foreword sensitivity index is used to guide decision makers in
adopting a pragmatic strategy to control the prevalence of diabetes by acting on the
flows into and out of the population living with overweight/obesity.

Keywords Overweight · Obesity · Diabetes · Complications · Mathematical
model · Stability · Sensitivity analysis

1 Introduction

During the last four decades, diabetes and overweight have substantially increased all
over the world. According to the World Health Organization (WHO) report 2016 on
diabetes, the prevalence of diabetes in adult people has nearly doubled between 1980
(4.7%) and 2014 (8.5%), while the number of adult people living with diabetes rose
from 108 to 422million during the same period. The highest prevalence of diabetes
(13.7%) and the greatest relative increase (132%) were seen in the WHO Eastern
Mediterranean Region (Table1) [9].

In 2021, the International Federation Diabetes (IDF) estimated that 537million
people were living with diabetes and the number is projected to reach 643million by
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Table 1 Prevalence of diabetes and number of adults (18years or + ) with diabetes by regions [9]

WHO region Prevalence of diabetes Number in millions

1980

2014

1980

2014

African Region 3.1% 7.1% 4 25

Region of the Americas 5.0% 8.3% 18 62

Eastern Mediterranean Region 5.9% 13.7% 6 43

European Region 5.3% 7.3% 33 64

Southeast Asia Region 4.1% 8.6% 17 96

Western Pacific Region 4.4% 8.4% 29 131

Total 4.7% 8.5% 108 422

2030 [4]. Delayed diagnosis and bad control of diabetes lead to complications like
blindness, kidney failure, heart attacks, stroke and lower limb amputation. In 2019,
diabetes caused 1.5million deaths of which nearly half (48%) occurred before the
age of 70years. Having reached alarming levels, this disease has become a major
health issue challenging health decision makers.

Similarly, around 650million adults were suffering from obesity worldwide in
2016, representing a global prevalence of 13%. Overweight is strongly linked to
diabetes and obesity is the leading risk factor for type 2 diabetes, increasing the
risk of developing diabetes in women by 28 times if the body mass index (BMI) is
30kg/m2 and by 93 times if the BMI is 35kg/m2 [1].

In Morocco, in 2018, prevalence of overweight (BMI>25kg/m2) and obesity
(BMI>30kg/m2) in adult population was, respectively, 53% and 20%. Women
(29%) were nearly 3 times more likely to be obese than men (11%). Prevalence
of diabetes was 10.6% but women (12.6%) were more affected than men (8.6%)
[8]. In less than two decades (From 2000 to 2018), obesity and diabetes increased,
respectively, from 13.6% to 20% and from 6.6% to 10.6% [7, 8].

Using probabilistic evolution from one stage of diabetes to another rather than the
usual way of transmitted diseases, many authors have used compartmental models
to describe and analyze the dynamic evolution of populations suffering from pre-
diabetes, diabetes without complications and diabetes with complications [2, 3, 5,
6]. The model proposed in this paper focusses on the link between diabetes and
overweight/obesity. Themain objective is to showhowstrategies acting on the control
of populations suffering from overweight/obesity can lead to the control of diabetes
with and without complications.
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Fig. 1 Compartmental model of the dynamics of an adult population

2 Methods

The compartmentalmathematicalmodel proposed illustratesmainly the link between
overweight/obesity and diabetes through the dynamics of different subpopulations.
We consider an adult population of size N composed by adults without overweight
and diabetes P , overweight/obese adultsW , adult diabetics without complications D
and with irreversible complicationsC . The proposed compartmental model is shown
in the following figure:

Figure1 describes the dynamics of an adult population with related parameters:

• n : denotes the incidence of adult population
• w1 : denotes the rate of healthy persons becoming overweight/obese,
• w2 : denotes the rate of overweight/obese persons becoming healthy,
• w3 : denotes the rate of overweight/obese persons developing diabetes,
• w4 : denotes the rate of overweight/obese persons developing complications,
• d1 : denotes the rate of healthy persons becoming diabetic,
• d2 : denotes the rate of diabetic adults developing complications,
• c1 : denotes the rate of healthy persons developing complications,
• μ : natural mortality rate,
• ν : mortality rate related to complications,

Consequently, the proposed model can be written as:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

dP(t)
dt = n − αP + w2W

dW (t)
dt = w1P − βW

dD(t)
dt = d1P + w3W − δD

dC(t)
dt = c1P + w4W + d2D − εC

(1)

with:
α = (c1 + d1 + w1 + μ)

β = (w2 + w3 + w4 + μ)

δ = (d2 + μ)

ε = (μ + ν)



32 E. N. Mohamed Lamlili et al.

3 Results

Theorem 1 Assuming that initial conditions P(0),W (0), D(0) and C(0) are posi-
tive then the solution P(t),W (t), D(t) and C(t) will remain positive for all t > 0.

Proof From the system of Eq. (1), it is easy to see that:

P ′(t) > −αP(t) or dP(t)/P(t) > −αdt

W ′(t) > −βW (t) or dW (t)/W (t) > −βdt

D′(t) > − δD(t) or dD(t)/D(t) > − δdt

C ′(t) > − εC(t) or dC(t)/C(t) > − εdt

From which, we deduce after integration that

P(t) > P(0) exp(−αt) > 0

W (t) > W (0) exp(−βt) > 0

D(t) > D(0) exp(− δt) > 0

C(t) > C(0) exp(− εt) > 0

Consequently, themathematicalmodel is epidemiologically andmathematicallywell
posed in E = {

(P,W, D,C) ∈ R4+}
.

Lemma 1 The system of Eq. (1) has the following equilibrium point:

P∗ = nβ

αβ − w1w2

W ∗ = nw1

αβ − w1w2

D∗ = n(βd1 + w1w3)

δ(αβ − w1w2)

C∗ = n(βc1δ + βd1d2 + d2w1w3 + δw1w4)

δε(αβ − w1w2)

Proof This equilibrium point is easily obtained by solving the following system

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

dP(t)
dt = n − αP + w2W = 0

dW (t)
dt = w1P − βW = 0

dD(t)
dt = d1P + w3W − δD = 0

dC(t)
dt = c1P + w4W + d2D − εC = 0

(2)
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Theorem 2 The equilibriumpoint (P∗,W ∗,C∗, D∗) is locally asymptotically stable

Proof The Jacobian matrix is given by:

J =

⎛

⎜
⎜
⎝

−α w2 0 0
w1 −β 0 0
d1 w3 −δ 0
c1 w4 d2 −ε

⎞

⎟
⎟
⎠

Stability analysis is based on the sign of the real part of eigenvalues λi obtained by
solving det(J − λI ) = 0, where I is the 4 × 4 identity matrix. Consequently, λi are
roots of the following characteristic polynomial:

Q(λ) = (−ε − λ)(−δ − λ)(λ2 + (α + β)λ + αβ − w1w2).

Then applying the Routh-Hurwitz stability criterion, we deduce that the equilibrium
point (P∗,W ∗, D∗,C∗) is locally asymptotically stable.

4 Sensitivity Analysis

The population dynamics engendered by the mathematical model depends on the
values of the parameters used. In this paper, we concentrate on the control of over-
weight/obesity as an important risk factor of diabetes.
Hence, sensitivity analysis is used in order to determine how a relative change in
parameters w1, w2, w3, w4 induces a relative change in the variable W .
In what follows, we use the normal forward sensitivity index which is given by the
ratio of the relative change in the variable W to the relative change in the parameter

wi

(

I Wwi
= dW

W
dwi
wi

= dW
dwi

× wi
W

)

. For example, a value of I Wwi
= 1 means that increasing

wi by 10% will induce an increase of W by 10%, while I Wwi
= −0.5 will indicate

that increasing p by 10% decreases W by 5%.
The calculus of sensitivity index is given by the following equations:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂W ∗
∂w1

× w1
W ∗ = β(μ+c1+d1)

αβ−w1w2
> 0

∂W ∗
∂w2

× w2
W ∗ = − (c1+d1+μ)W2

αβ−w1w2
< 0

∂W ∗
∂w3

× w3
W ∗ = − αw3

αβ−w1w2
< 0

∂W ∗
∂w4

× w4
W ∗ = − αw4

αβ−w1w2
< 0

(3)

We can see that, an increase of the parameter w1 will induce an increase of W ,
while the increase of w2, w3 or w4 will decrease W .
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5 Simulation, Results and Discussion

Values of the different parameters used in the mathematical model were determined
from the following sources: HCP,WHO, IDF and surveys on diabetes and risk factors
for NCD (Table3).

The values of the normal foreword sensitivity index I W
∗
are given in Table2.

Using values of parameters as given in Table3, we obtain curves of P(t), W (t),
D(t) and C(t) showing the evolution of each of these population during a period of
ten years (Fig. 2). Then using sensitivity analysis, we can see that a relative decrease
of 10% in the rate w1 will induce a relative decrease of nearly 3.2% in the size
of W . Consequently, reducing the rate of becoming overweight/obese (w1) is the
most efficient strategy since it reduces simultaneously the size of W , D and C .
Pragmatically, such a strategy will need to: (1) continually remind people to achieve
and maintain a healthy body weight and at the same time to raise awareness on the
fact that obesity is a high risk for developing diabetes and CVDs, (2) encourage
people to be regularly active, (3) re-educate the whole population and particularly
children to eat a healthy diet, promoting fruits and vegetables while avoiding sugar
and saturated fats and (4) adopt more generally a healthy lifestyle (Fig. 3).

Table 2 Normal forward sensitivity index

w1 w2 w3 w4

I W
∗

0.3204 −0.0125 −0.2803 −0.2002

Table 3 Input parameters

Parameter Value

n 530,000

c1 0.005

d1 0.005

d2 0.01

w1 0.05

w2 0.001

w3 0.007

w4 0.005

μ 0.012

ν 0.012

N (Adult population) 24 × 106

D(0) 0.11 × N

C(0) 0.5 × D(0)

W (0) 0.5 × N

P(0) N − W (0) − D(0) − P(0)
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Fig. 2 Evolution of the adult population, overweight/obese adults and diabetics with and without
complications using values given in Table3 with time in years

Fig. 3 Effect of parameters w1, w3 and w4 on the size of populations of obesity/overweight (W ),
diabetes without complications (D) and diabetes with complications (C)
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6 Conclusion

In this paper, a simple compartmental model was presented to illustrate the impor-
tance of the link between overweight/obesity and diabetes in adults. Our analysis
showed that reducing the rate of becoming overweight/obese is the most efficient
strategy that decision makers should adopt by sensitizing for a healthy lifestyle,
including healthy diet, regular physical activity and healthy body weight.
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Dermatologist-Level Classification
of Skin Cancer with Level Set Method
and Isolation Forest

Khalid Bellaj, Soumaya Boujena, and Mohammed Benmir

Abstract Cancer classification (CC) bymachine learning (ML), a research area that
combines ML and scientific computing techniques, has experienced considerable
growth in recent years. This article reviews existing and emerging approaches at
CC and presents some well-known results in a unified framework. We study the
combination of segmentation methods (SM) with ML techniques for solving partial
differential equations (PDE). As a concrete example of SM, improved by ML, we
present amethod that uses isolation forest (IF) to reduce the computational cost in our
SM while maintaining accuracy. Finally, experimental results show that our method
significantly outperforms existing solutions for CC.

Keywords Image segmentation · Lesions · Skin · Isolation forest · Level set ·
Machine learning · Domain decomposition methods · Melanoma skin cancer

1 Introduction

In recent years, skin cancer or melanoma tumor has become the most common can-
cer in humans. Skin cancer is often divided into two groups—melanoma and non-
melanoma skin cancer (see [1] and [2]). Melanoma skin cancer (MSC) is a malignant
tumor of the cells that give skin its color (melanocytes), and non-melanoma skin can-
cer (NMSC) is a cancer of the basal and squamous cells of the epidermis. NMSCmost
commonly occurs on various parts of the body such as the head, neck, palms, hands,
and face when the skin is exposed to direct sunlight. However, there are several other
less common skin cancers, includingMerkel cell tumors, cutaneous lymphomas, and
sarcomas [2]. The importance of a correct melanoma diagnosis also stems from the
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fact that the number of melanoma cases worldwide is increasing by 6% annually,
faster than any other cancer.

1.1 Contributions

This work extends existing efforts to classify skin cancer at the dermatologist level.
We proposed a combination of segmentation methods with machine learning tech-
niques to solve partial differential equations for melanoma skin cancer abnormality
detection. In addition, we explored how our SM combined withML achieves equilib-
rium in images corrupted by high noise level. We also present an updated approach
based on range decomposition methods and other optimizations, including steps 3
and 10 in Algorithm 1, which was developed originally for high-resolution images.

1.2 Paper Organization

The remainder of the paper is organized as follows. In Sect. 2, we first introduce
the level set technique (LS), the most popular numerical method for analyzing sur-
faces and shapes. Then, we present a modified Perona-Malik (PM) model for image
denoising. We then discuss other techniques, albeit to a lesser extent, such as IF. In
Sect. 3, we present the algorithms of the proposed approaches for CC recognition.We
also discuss how domain decomposition methods (DDMs) can be combined with our
denoising techniques to optimize the desired results, and we give numerical exam-
ples to illustrate the approach and model predictions for CC. In Sect. 4, we present
the experimental datasets and then analyze the experimental results to validate our
proposed method through extensive experiments on melanoma images. Conclusions
are drawn in Sect. 5.

2 Segmentation and Image Denoising Models

2.1 Level Set Model

There are many techniques for image segmentation in the literature. Some of these
techniques use only grayscale histograms, others use spatial detail, and still others use
fuzzy set theory. To improve the segmentation performance of region-based methods
for an imagewith intensity inhomogeneity, LSmethods have been recently proposed.
As an example, we cite the model of Li et al. [3], which we improved in our previous
work [4]. Namely, we used a diffusion function instead of the edge indicator function
g defined in [3]. This allowed us to convert the local intensity information into an
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energy function, whereas in the model of Li and others, two smooth functions are
used to describe the local intensities inside and outside the contour. For an image I
on a domain �, the energy function of our LS model [7] is given by:

E(ψ) = β F(ψ) + Em(ψ) = β F(ψ) + Lg(ψ) + Ag(ψ), (1)

with

F(ψ) = 1

2

∫

�

(|∇ψ | − 1)2 dx dy,

Em(ψ) = ρ

∫

�

g(|∇U |)δ(ψ)|∇ψ | dx dy + ν

∫

�

g(|∇U |)H(−ψ) dx dy,

where β, ρ > 0 and ν are constants, U is a restored image from the parabolic non-
linear problem (3), and the a diffusion function is:

g : R+
0 −→ R+

g(s) = 1√
1 + (

s
k

)2 + α,

The term Em is an external energy that would direct the zero set toward the
desired object edges, Lg(ψ) is the weighted length of the zero set representing
the region {(x, y)|ψ(x, y, t) = 0}, and Ag(ψ) is the weighted area of the region
{(x, y)|ψ(x, y, t) < 0}. Here, Iσ is the smooth Gaussian version of the image I . H
and δ stand for the one-dimensional Heaviside function and Dirac function, respec-
tively. The term P(ψ) is the internal energy of the level function ψ , which penalizes
the deviation of a signed distance function [5]. The parameter β > 0 controls the
penalizing effect of this deviation. Using the continuous gradient descent method
[6], we obtain the evolution PDE for the model of Li et al. [3].

∂ψ

∂t
= β (�ψ − β) + ρδ(ψ)div

[
g(|∇U |) ∇ψ

|∇ψ |
]

+ νg(|∇U |)δ(ψ), (2)

with initial conditionψ(x, y, 0) = ψ0(x, y),ψ0(x, y) is the level initialization func-

tion corresponding to the initial curveC(x, y, 0), β = div

[ ∇(ψ(x))

|∇(ψ(x))|
]
corresponds

to the curvature of the evolving contour, δ is theDirac function and ν is the unit normal
vector to the range boundary ∂�.

Note that the convergence of the approximation of this PDE depends strongly on
the choice of the starting contour C(x, y, 0) for the segmentation process. Unfortu-
nately, thismethod does notwork for images corrupted by high noise, so the denoising
phase is important.
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2.2 Isolation Forest

As mentioned earlier, several factors influence the classification of skin cancer
images:

• Themelanomas have complex structure, large size differences, and complex colors
in the skin.

• The thickness of the melanoma on the adjacent skin regions.
• The boundaries of melanoma are not always well defined.
• The influence of small structures, hairs, bubbles, light reflections, and other arti-
facts.

These factors make classification more complex. To analyze skin lesions, they
must be precisely localized and isolated. The description of the concept IF, origi-
nally proposed by Liu et al. [7] in 2008, attempts to classify unsupervised anomalies
for high-dimensional datasets. IF or iForest is a tree-based model that is an effi-
cient ensemble-based method for outlier detection and is a strong and widely used
algorithm that can handle large datasets. It differs from classical anomaly detec-
tion methods in its high accuracy, low memory requirements, and low linear time
complexity, regardless of the size of a dataset.

2.3 Denoising Model

Most segmentation models are not suitable for noisy environments. Some work uses
the Markov random field (MRF) model, which is robust in removing noise, but
its implementation requires high computational cost. The use of isotropic diffusion
for image denoising has a major drawback: its homogeneity, which leads to unde-
sirable diffusion of image features such as edges. The PM equation modifies the
heat equation by adding a diffusion coefficient based on the spatial activity in a
given part of an image [8], measured against the norm of the local image gradient.
This process for a given noisy image u0 is described by the following mathematical
model:

P(u) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∂u

∂t
− div(g(|∇u|)∇u) = 0, in � × I

u(x, 0) = u0(x),∀x ∈ �
∂u

∂n
= 0, in ∂� × I,

(3)

� is a bounded domain of R2 with a corresponding smooth boundary (here the image
domain), n denotes the outer unit normal to �, and I is the scaling interval. The dif-
fusion coefficient g : R+

0 −→ R+ is a non-increasing function of the magnitude of
the local image gradient∇u and has other properties, see [4] for more details. u(x, t)
is an unknown function defined in I × �, which is a restored image. Equation (3) is
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accompanied by zero Neumann boundary conditions and the initial condition. Var-
ious diffusion coefficients have been proposed in the literature. For example, in [8]
PM used:

gpm(s) = 1

1 + (
s
k

)2 , (4)

where s = |∇u| and k is the threshold parameter of the gradient theorem that deter-
mines the extent of diffusion taking place, for more details see [8].
Note that the existence and uniqueness of the solution of (3) in Hilbert space are
proved under the following hypothesis; [5]:

• g : R+ −→ R+ is a decreasing function,
• g is differentiable,
• g(0) = 1 + α,
• lim

s→+∞ g(s) = α,

• 2s
∣∣g′

(s)
∣∣ ≤ g(s), s ≥ 0,

where α > 0 is a positive parameter (generally very small) added to the diffusion
function gpm of PM to ensure monotonicity of the differential operator associated
with the problem (3) without changing the numerical performances of the PM
model.

2.4 Discretizations of Proposed the Problem

In the following,we present the discretization of the proposedmodified PMmodel (3)
and the partial evolution differential equation (2) for the Li et al. model using the
finite element method. To approximately solve the parabolic nonlinear problem (3),
we discretize it using the Galerkin finite element method and obtain the well-posed
linear algebraic problem:

(A + �t B)Un+1 = AUn, (5)

where

Un =
⎛
⎜⎝

vn
1

...

vn
p

⎞
⎟⎠ , Aij =

∫

�

ϕiϕjdx, Bij =
∫

�

μ
(∣∣∇vn

∣∣)∇ϕi.∇ϕjdx .
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where the step size �t should satisfy:

�t <
1

maxi∈J |aii(gn)|
A is a so-called mass matrix and B is the stiffness matrix. Thus, the discrete solu-

tion can be found efficiently by so-called conjugate gradient methods.
Therefore, the numerical approximation of (2) is given by the following discretiza-
tion:

ψn + 1
i, j − ψn

i, j

� t
= β

(
�ψn

i, j − Cn
i, j

)
+ ρδ

(
ψn + 1

i, j

)
g Cn

i, j + ν g δ
(
ψn

i, j

)
(6)

with

Cn
i, j = �x

0

(
�x

0ψ
n
i, j

|ψ |ni, j

)
+ �

y
0

(
�

y
0ψ

n
i, j

|ψ |ni, j

)
, |ψ |ni, j =

√(
�x

0ψ
n
i, j

)2 +
(
�

y
0ψ

n
i, j

)2

In the following, we take g as follows:

g(s) = 1√
1 + (

s
k

)2 + α, (7)

where α = 10−6 and k > 0 is a given parameter, for more details see [5].
.

3 Proposed Method for Cancer Classification

In order to keep the load between the denoising and segmentation models in balance,
the initialization of the contourψ0(x, y)must be chosen appropriately. For example,
we used a simplex-based algorithm to set the initial contours for Eq. (2). Another
important aspect of our contribution is the improvement of numerical algorithms
using DDMs. As described in our previous studies [4], we use DDMs for parallel
and sequential processing of super-resolution images. These improvements can be
summarized in the following algorithm:



Dermatologist-Level Classification of Skin Cancer … 43

Algorithm 1
1: For each skin cancer image type.
2: Initialise: Read the value u0 from the image of MSC.
3: Select whether to perform DDM or not?
4: For each subdomain of the skin cancer image.
5: Select whether denoising should be performed or not?
6: if denoising = True then
7: Solve the equation.

un+1 = (
�t A

(
gn

) − I
)
un

8: Initialization: ψ0(x, y) Generate the value of the initial contours using the simplex algorithm.
9: Detection and diagnosis of cancer:

∂ψ

∂t
= β (δψ − β) + ρδ(ψ)div

[
g

∇ψ

|∇ψ |
]

+ νgδ(ψ)

10: Cancer Classification with IFM.
11: For each skin cancer image type.
12: Read the image of a lesion using adaptive OM.
13: Read the FCMC image of the lesion.
14: Calculate the difference in clustering accuracy between the adaptive OM and our algorithm.
15: Calculate the accuracy between the FCMC and our algorithm.
16: Calculate the average accuracy for all lesion imagingmethods for both benign andMSC images.

4 Experimental Results

In our experiment, we used a set of natural images available for download from
the Harvard Dataverse or the ISIC-archive. We generated noisy images from clean
training and test images by adding Gaussian noise to them. The function g used in
algorithm 1 is defined by (7) and tests the same properties in [5]. The parameters

of the model are �t = 0.24, dx = dy = 1, α = 10−6 and k = 1

4
. DD is used to

maximize parallel processing capacity by ensuring that all subdomains have the
same number of pixels. We recommend dividing the number of processors into 4, 9,
16 or more subdomains.

4.1 Numerical Examples

We will now give some numerical examples illustrating the predictions of our algo-
rithms. In Table1, we show the efficiency and accuracy of our proposed method,
especially algorithm 1, compared to the other methods, such as the FCMC method,
especially in CPU. This indicates that algorithm 1 can effectively detect cancer even
in highly noisy images while preserving the original image information faster than
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Table 1 Result of segmentation technique for image (c) in Fig. 1

Method Accuracy Sensitivity Specificity CPU

AS-Net [9] 95.16 88.00 89.25 34.82

SLSNet [10] 91.42 90.45 91.44 47.81

OM 96.5 98.1 95.4 29.58

FCMC 92.66 96.75 94.93 30.88

Algorithm 1 97.5 96.8 95.8 20.22

Fig. 1 The segmentation results of our algorithms compared with the AS-Net method, Garcia
method, OM and FCMC for a benign, b melanoma and c seborrheic keratosis cases from ISBI
2017 dataset while d common nevi, e atypical nevi and f melanoma show the cases from PH2
dataset. The segmentation results of OM (white) and AS-Net method (blue), while FCMC (green),
algorithm 1 (red) and SLSNet (black), see Table1 for more details

other methods. This remarkable improvement of algorithm 1 is due to the optimiza-
tions used, such as steps 3 and 10 in algorithm 1, especially for images with large
size.

5 Conclusions

In this paper, we present a new approach for skin cancer detection and classification
using a combination of LS andML trainedwith denoising auto-encoders.We propose
a new training scheme for iForest algorithm to denoise and detect images in a uniform
framework. The conducted experiment shows that the proposed method achieves
comparable performance to OM and AS-Net. Moreover, our nonlinear approach
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successfully handles the image size issue, which, to our knowledge, has not been
addressed before. Our experimental results show that the quality of image denoising
and recognition by our approach is better, especially when the proposed algorithm
1 is used, which can improve the performance of CC in the unsupervised feature
learning tasks.
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A Generalized Freeman Chain Code
for Offline Arabic Character Recognition

Mohammed Kadi, Youssef Douzi, and M’barek Nasri

Abstract This work goes through several stages: First, the Arabic character is
preprocessed and thinned. And a preliminary classification of the character is done
according to the number of its loops and the nature, number, and position of its
complementary parts (Dots, Hamza, etc.). Then, the Freeman chain code of 8 direc-
tions is generated according to a new innovative algorithm that can represent the
internal parts of the Arabic character if they exist and without redundant informa-
tion. After that, a normalization process based on the generalization of the code
of 8 directions to a code of 24 directions is done. Finally, and for comparison, the
two algorithms, traditional and proposed, are implemented separately to recognize
Arabic characters. After 1023 tests on a set of 300 printed characters, isolated and
distributed over 10 fonts, the recognition rate obtained was always higher than that
obtained with the traditional algorithm, from 90.7 to 100%. Also, the number of
font combinations giving good results almost doubled, and the execution time when
normalizing the generated code was less.

Keywords Arabic character recognition · Generalized Freeman chain code ·
Coding of 24 directions · Feature extraction

1 Introduction

Freeman coding is a well-known structural method for representing the contours of
shapes via an ordered sequence of directions called a “chain code” [1–3]. It consists of
traversing the contour of a shape from a point called the “starting pixel”, in a specific
direction (clockwise or anti-clockwise) and recording the different directions of its
curve until arriving again at the starting point [2, 4–6]. Several works have used
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Freeman’s coding for Arabic character recognition after the skeletonization process
[7–10]. Despite the promising results obtained in these works, this coding has been
used traditionally. Indeed, Freeman’s coding originally aims to represent the shapes
that do not contain other internal shapes and whose contour is continuous and closed
and does not intersect with itself [6, 11]. And as described in [12], the traditional
Freeman coding gives a code only for the perimeter of the Arabic character. It does
not take into account the case where the Arabic character contains an internal part
as the case of the two forms “ ” and “ ” of the Arabic character “ ”, which makes
these two forms like the two forms “ ” and “ ” of the Arabic character “ ”. This
can lead to confusion if the purpose is to recognize these two forms. In addition,
the resulting code contains generally a repetition of the information. In 2019, a new
algorithm was proposed in [12] to overcome these problems and improve Freeman’s
coding for Arabic characters. This algorithm takes into account all the forms on
which the Arabic character can be and reduces generally and significantly the length
of the resulting code. In this work, we applied the proposed algorithm in [12] and
the traditional algorithm to recognize isolated and printed Arabic characters which
are written with different fonts. Then, we compared the obtained results by each
algorithm in terms of recognition rate and in terms of execution time. We used the
same database, the same normalization process, and the same computing conditions.

2 Preprocessing

After the binarization, and the skeletonization process by the method [13], the basic
preprocessing is to remove the right angles composed of three connected pixelswhich
are a 4-connected component. This removing has no impact on the recognition rate.
It is for reducing the execution time when we generate the generalized code as we
will notice in the next section (see Fig. 1.).

Fig. 1 a Original image of the Arabic character “ ”. b Image after the process of enhancement
and skeletonization. c Right angles may appear. d After removing the right angles
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3 Feature Extraction and Classification

Although the proposed algorithm in [12] reduces significantly the length of the
Freeman code for Arabic characters, this code remains long and not constant in
general. Therefore, if the goal is to exploit it in the field of Arabic character recog-
nition, it must be normalized to be short and constant to facilitate the comparison
between the different codes. The common normalization used by several works close
to our work as in [7–10] encounters some problems when it is implemented. Since
we sometimes get a normalized code with a length shorter or longer than the desired
length [8, 10]. Therefore, in our work, we propose a normalization process consisting
of two basic steps: generalization and construction of a constant feature vector.

3.1 Generalization of the Freeman Coding

Freeman’s coding is originally based on four or eight directions, and eight directions
are used most often. We propose in this work an efficient method to generalize
the Freeman coding of eight directions to a 24-direction coding. In fact, there are
suggested methods to generalize the Freeman coding as in [14], but the novelty
of our method is that instead of extracting the generalized code from scratch, we
propose to extract it directly from the code of 8 directions. And we will set up a
table to transform the code of 8 directions to a code of 24 directions. Our proposed
generalization method is described as follows: In addition to the eight neighboring
pixels of the current pixel, and which form a square ring around the current pixel,
and which allowed us to determine eight directions (see Fig. 2a), we also considered
the sixteen neighboring pixels of the next ring, which allowed us to define other 16
directions as in (Fig. 2b). The total is, therefore, 24 directions.

To generate the code, of 24 directions, we noticed that it can be extracted more
quickly from the Freeman code of eight directions. For example, and as shown in

Fig. 2 a 8-direction Freeman coding scheme, which describes the direction of each adjacent pixel
in the counterclockwise. b Other directions in the counterclockwise to realize a generalized coding
of 24 directions
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Fig. 3 To move from the current pixel to the pixel located at the direction 21, by two succes-
sive directions in the Freeman code of eight directions, there are only two possible paths (a) and
(b) represented in gray

Fig. 3, to move from the current pixel (in the center) to the pixel located at direction
21, by two successive directions in the Freeman code of eight directions, there are
only two possible paths (if we eliminate the right angles as indicated in Sect. 2)
represented in gray. The first path (Fig. 3a) is to move from the current pixel to the
pixel located at the direction 6 and then to the pixel located at the direction 7. The
second (Fig. 3b) is to move from the current pixel to the pixel located at the direction
7 and then to the pixel located at the direction 6. We will express this briefly as
follows:

(21)24 = (67)8or (21)24 = (76)8

Thus, we have put a table (Table 1) to convert the code of eight directions into a
generalized code of 24 directions.

In the first row of the table, we have placed two consecutive digits from the code
of eight directions and, in the second line, the corresponding directions in the code
of 24 directions.

3.2 Construction of the Feature Vector

After extracting the generalized code of 24 directions, as indicated in the previous
subsection, we will build the following feature vector F:

F = (a0, a2 . . . , a23) (1)

where

ai = fi
L
, 0 ≤ i ≤ 23 (2)

f i is the frequency of the direction i in all the code, and L is the length of the code. The
division of frequencies by the length of the code aims to make the features invariant
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Fig. 4 Proposed system

to scaling. Also, this feature vector is invariant by its nature to translation because
the chain code originally contains no information about the coordinates of the pixels
that form the character. However, it remains that the method is sensitive to rotation.
And to solve this, since we will be treating the character in a context of a text or
word, we propose to apply the “Hough Transform” to detect the baseline of writing
and then rotate it to the horizontal direction if it is tilted [15–17].

3.3 Classification

After generating the feature vector, the Euclidean distance is used to compare the
different feature vectors. To reduce the execution time and increase the accuracy
of recognition, we proposed a preliminary classification of the Arabic character
according to the number of loops, the nature, number, and position of complementary
parts (Points, Hamza, etc.), as in [15]. Finally, a schema of our system is shown in
Fig. 4.

4 Results

4.1 Recognition Tests

We performed 1023 recognition tests on a set of 300 printed characters, isolated and
distributed over 10 well-known fonts: {Tradition Arabic, Times New Roman, Arial,
Simplified Arabic, Simplified Arabic Fixed, Arabic typesetting, Decotype Naskh,
Akhbar MT, Microsoft Sans Serif, and Andalus}. Each font will be noted, in this
order, byFi, with i an integer, 1≤ i≤ 10. And in each test, we take a new combination
of fonts, for the learning phase (without keeping any previous learning information
from previous tests), and then calculate the recognition rate (RR) for each font from
the whole set. Then, for each value of k, where k is an integer, 1 ≤ k ≤ 10, we
choose the k-combinations that give the best result. Finally, by using the traditional
algorithm, we obtained the results presented in Table 2, while Table 3 presents the
results obtained using the proposed algorithm in [12]. It is appropriate here to note
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Table 2 Results obtained using the traditional algorithm

k Combinations RR (%)

1 {F2}, {F3} 86.0

2 {F2, F8}, {F3, F8} 90.0

3 {F4, F8, F10} 93.7

4 {F1, F4, F6, F10} 95.7

5 {F1, F4, F7, F8, F10} 97.3

6 {F1, F4, F7, F8, F9, F10} 99.3

7 {F1, F4, F6, F7, F8, F9, F10}, {F1, F5, F6, F7, F8, F9, F10} 99.7

8 {F1, F4, F5, F6, F7, F8, F9, F10} 100.0

9 {F1, F2, F4, F5, F6, F7, F8, F9, F10}, {F1, F3, F4, F5, F6, F7, F8, F9, F10} 100.0

10 {F1, F2, F3, F4, F5, F6, F7, F8, F9, F10} 100.0

that we used with the two algorithms the same normalization process described in
Sect. 3 and the same computing conditions. The two tables show that the recognition
rate obtained using the proposed algorithm is mostly higher than the rate obtained
using the traditional algorithm. And the two rates are equal only when the number of
learning fonts increases. But, when the number of learning fonts is less, it is better. In
addition, the number of combinations giving the best results is 30 combinations using
the proposed algorithm and only 14 combinations using the traditional algorithm. In
other words, the proposed algorithm almost doubled the number of combinations that
gave the best results. To further illustrate the obtained results, we have used curves
(see Fig. 5). The curvewhich represents the proposed algorithm is generally above the
curve which represents the traditional algorithm. And the two curves approach each
other only when the number of training fonts increases. But, the fewer the training
fonts, the better; this is one of the main advantages of the proposed algorithm.

4.2 Execution Time

Regarding the execution time, we calculated the total time needed to extract the
generalized code of 24 directions from the code of eight directions generated in an
attempt by the proposed algorithm and in another attempt by the traditional algo-
rithm. The time taken by the proposed algorithm was less by about 31.7%. All the
experiments were done with MATLAB 7.14 on an Intel Dual-Core Celeron CPU
N2830, 2.16 GHz, and x64-based with 4 Go RAM.
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Table 3 Results obtained using the proposed algorithm

k Combinations RR (%)

1 {F1}, {F4} 90.7

2 {F2, F5}, {F3, F5}, {F4, F8} 93.7

3 {F4, F6, F10} 97.7

4 {F5, F7, F9, F10} 99.0

5 {F5, F6, F7, F9, F10} 99.7

6 {F1, F5, F6, F7, F9, F10} 100.0

7 {F1, F2, F5, F6, F7, F9, F10}, {F1, F2, F5, F6, F8, F9, F10}, {F1, F3, F5, F6,
F7, F9, F10}, {F1, F3, F5, F6, F8, F9, F10}, {F1, F4, F5, F6, F7, F9, F10},
{F1, F5, F6, F7, F8, F9, F10}

100.0

8 {F1, F2, F3, F5, F6, F7, F9, F10}, {F1, F2, F3, F5, F6, F8, F9, F10}, {F1, F2,
F4, F5, F6, F7, F9, F10}, {F1, F2, F4, F5, F6, F8, F9, F10}, {F1, F2, F5, F6,
F7, F8, F9, F10}, {F1, F3, F4, F5, F6, F7, F9, F10}, {F1, F3, F4, F5, F6, F8,
F9, F10}, {F1, F3, F5, F6, F7, F8, F9, F10}, {F1, F4, F5, F6, F7, F8, F9, F10}

100.0

9 {F1, F2, F3, F4, F5, F6, F7, F9, F10}, {F1, F2, F3, F4, F5, F6, F8, F9, F10},
{F1, F2, F3, F5, F6, F7, F8, F9, F10}, {F1, F2, F4, F5, F6, F7, F8, F9, F10},
{F1, F3, F4, F5, F6, F7, F8, F9, F10}

100.0

10 {F1, F2, F3, F4, F5, F6, F7, F8, F9, F10} 100.0

Fig. 5 Highest recognition rate for each value of k

5 Conclusion

The application of the proposed algorithm in [12] to recognize Arabic character
shows that the recognition rate obtained was better than the rate obtained with the
traditional algorithm, from 90.7 up to 100%. In particular, when the number of fonts
used in the learning phase is small. Also, the number of font combinations giving
good results was higher, and the execution time taken by the proposed algorithm
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when exploiting the generated code was less. Further research is still needed. We
will seek to expand the database and enhance the results with the latest advances
in artificial intelligence and deep learning. This is a starting point for our future
research.
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Performing Spectrum Sensing Using
a Deep Learning Algorithm for Cognitive
Radio

Omar Serghini, Hayat Semlali, Asmaa Maali, Najib Boumaaz,
Abdallah Soulmani, and Abdelilah Ghammaz

Abstract Cognitive radio network is an intelligent technology, used to solve the
scarcity of the radio spectrum by allowing the unlicensed users to have access to the
licensed spectrum. We study spectrum sensing methods in cognitive radio networks,
the problem in the process of spectrum sensing that the detection rate of the the
primary user signal is low in the environment of low signal-to-noise. A spectrum
sensing algorithm based onmultilayer perceptron is proposed which does not require
a prior knowledge of the traffic characteristics of the licensed user. The performance
of the proposed model is evaluated in terms of accuracy and loss for different epoch
number also in terms of detection and false alarm probabilities. Simulation results
have shown that the proposed approach provides good detection compared to the
classic technique based on energy detection.

Keywords Cognitive radio · Deep learning ·Multilayer perceptron · Spectrum
sensing

1 Introduction

The present static spectrum allocation policies have caused spectrum scarcity among
the unlicensed user named secondary user (SU) systems and under utilization of
spectrum among the licensed user named primary user (PU) systems according to
a survey conducted by the U.S. Federal Communications Commission (FCC) [1].
Spectrum sensing is a main function of CR which is introduced to manage the use
of the frequency band between PU and SU users.

Many spectrum sensing techniques have been developed: Matched Filter Detec-
tor (MFD) [2, 3], Energy Detector (ED) [4, 5], Cyclostationary Feature Detector
(CFD) [6] and Eigenvalue Detector [4, 7]. The implementation of these algorithms
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requires different conditions, and their detection performance is correspondingly
distinguished.

Machine learning (ML) concept is adopted in the cognitive radio, which has
opened up new ideas for researching [8]. Most machine learning algorithms view
the spectrum sensing processing as a signal classification. Recently, deep learning
(DL) has demonstrated its remarkable potential in extracting the hidden structure of
different objects in various complicated tasks such as computer vision [9] and wire-
less communication [10]. In this paper, we propose a MLP Deep Learning algorithm
which is applicable for arbitrary types of primary signals. It is worth highlighting
that the proposed detector does not require any additional information of the primary
signal or noise density when deployed online.

The rest of the paper is organized as follows. In Sect. 2, we present the spectrum
sensing principle. In Sect. 3, we describe the Multilayer perceptron algorithm. Our
proposed method is numerically demonstrated by computer simulation in Sect. 4,
followed by a conclusion in Sect. 5.

2 Sensing Model

Suppose that a CRN is composed of a PU and many Secondary Users (SUs), so for
any SU,whether the PUexists or not can be represented as a binary hypothesis-testing
problem [11]:

H1 : xn = sn + ωn

H0 : xn = ωn
(1)

where xn is the received signal, sn represents the PU signal and ωn represents the
channel noise; in our case, we consider Additive White Gaussian Noise (AWGN),
where themean is zero and the variance is σ 2

n . Also, H0 and H1 are the two hypotheses
denoting the absence and presence of primary signal in a certain band, respectively.

For evaluating these spectrum sensing techniques, two criteria are considered: the
probability of false alarm (Pfa) which is defined as the probability where the test gives
a wrong declaration about the occupancy of the considered band, and the probability
of detection (Pd) which is the probability of declaring that the PU is truly present on
the considered band. These probabilities can be defined as follow [2, 12]:

Pfa : Prob{T > λ/H0}
Pd : Prob{T > λ/H1} (2)

where T is the output of the detector which is compared to the threshold λ to make
decision.
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Fig. 1 MLP architecture
[15]

3 Deep Learning-Based Detector

A multilayer perceptron (MLP) is a class of feedforward artificial neural network
(ANN). It contains a series of layers, composed of neurons and their connections.
An artificial neuron has the ability to calculate the weighted sum of its inputs and
then applies an activation function to obtain a signal that will be transmitted to the
next neuron [13]. MLP utilizes a supervised learning technique called backprop-
agation for training [14]. Its multiple layers and nonlinear activation distinguish
MLP from a linear perceptron. It can distinguish data that is not linearly separable
(Fig. 1).

3.1 Dataset Generation and Preprocessing

For dataset, we generate 8 kinds of digitallymodulated signals at SNR=−12dB. The
idea is to obtain the power spectral density of the sampled synthesized signal as the
square of the modulus of the Fourier transform, divided by the spectral bandwidth.
The power spectral density is [16]:

�x = | Yx |2
T

(3)

where yx is a signal and Yx its Fourier transform. It represents the frequency distribu-
tion of the power of a signal according to the frequencies that compose it. It is used
to characterize stationary and ergodic Gaussian random signals and is essential for
the quantification of electronic noise. In our case, PSD allows us to characterize the
white noise present on the signal and to distinguish it by estimating its power.

The entire dataset is partitioned into three different sets for training, validation
and testing (Table1).
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Table 1 Dataset parameters

Modulation scheme 8PSK, BPSK, GFSK, PAM4, QAM16,
QAM64, QPSK, WBFM

SNR − 20 to 0dB in 2dB increments

Training samples 60,000

Validation samples 20,000

Testing samples 20,000

Table 2 Model hyperparameters

Hyperparameter Value

Neurone per FC layer 64, 256, 2

Optimizer Adam

Batch size 100

Dropout rate 0.1

3.2 Network Architecture Design

The chosen layers and its disposition are strictly related to the input. In this case,
the input size is 64, which describes features number and the height of the first
layer. We use 256 neurons in hidden layer and two in the output layer. For acti-
vation function, the output neurons uses Softmax, while all other layers use ReLu.
Dropout is also used after every layer to prevent overfitting [17]. The sequential
model performs an optimization over its error function, for which the optimizer used
can be selected. Adam [18] is an adaptive learning rate optimization algorithm that is
been designed specifically for training deep neural networks. The hyperparameters
determined through extensive cross-validation are detailed in Table2.

3.3 MLP Training Process

The supervised training process involves presenting the training data in a patterned
format. Each pattern contains an input vector and its corresponding outputs. The net-
work then tries to capture the effects that each input exerts on the outputs by adjusting
a randomly initialized weight space to minimize the error between the network pre-
diction and the specified targets. Technically, the weights in the neural network are
first initialized with random values. The data flow from the input units in a strictly
forward manner to predict network outputs and compare them to measured targets.
In the backpropagation process, the error between the predicted and measured out-
puts is propagated backward from the output layer to modify the network connection
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Fig. 2 MLP learning curves “Accuracy”

strengths in order to improve its performance [19]. This iterative process continues
until it finds a set of weights that minimizes the system error to a desired value and
leads to satisfactory performance of the network.

4 Simulation Results and Discussion

In our simulations, the benchmark algorithm is the energy detector (ED) and the
studied deep learning detector MLP.

In the first step, to measure the DL-based algorithm’s performance in an inter-
pretable way, we have Accuracy-Loss metrics (Figs. 2 and 3) that show us how well
our model is doing. The model’s accuracy is expressed as a percentage. It is a metric
for how close a model’s prediction is to the actual data. Loss is a value that repre-
sents the summation of errors in our model, and it is a number indicating how bad
the model’s prediction was on a single example.
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Fig. 3 MLP learning curves “Loss”

We denote that the low values for losses as well as high values for accuracies
in the training process was expected, but it is the iteration where they are reached
what is significant to be analyzed, as they state the rate of convergence of each of
the model. For the training phase, it is also expected that these values are constantly
increasing along the whole process, as the model keeps learning from the data and
fits to it. For the validation part, we notice that the curves remained converged during
training, this is due to theDropout layerwe added to prevent overfitting. Furthermore,
the convergence rate and the final accuracy value indicate that the optimizer used is
adequate for the kind of the application.

In the second step, to demonstrate the characteristics of the proposedMLPdetector
under different false alarm probabilities, we compare the receiver operating charac-
teristics (ROC) curves of the proposed detector along with that of the benchmark
detector in Fig. 4 and the signal-to-noise ratio (SNR) is set to − 12dB. The signal
detection probability obtained by the learning-based detectionmethod is higher com-
pared to the energy detection method in the low SNR, and the performance gain of
our method is more obvious under the condition of no prior information on the signal
of interest.
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Fig. 4 ROC curves with SNR = −12dB

5 Conclusion

In this contribution, we have proposed a novel DL-based signal detector. It was
shown that can be achieved over the energy detector. Also, the DL-based detector
is insensitive to the modulation order. From the obtained results, the multilayer
perceptron detector can be considered as promising approach for spectrum sensing
in CR networks. To conclude, the proposed method can be further improved by
increasing the data size and adding other types of modulation. This is beneficial
for the classifier to adapt to various environments and improve the generalization
ability.
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as an Automated Object-Based Approach
for Requirements Engineering

Amal Khalil, Hajar Lamsellak, Zineb Bougroun, Mohammed Saber,
and Mohammed Ghaouth Belkasmi

Abstract In agile methods, the communication between customer and development
team is ensured by requirements, most often presented in an unstructured textual
format, which frequently involves redundancy or non-precision information. This
leads, in practice, to poor system quality, especially if we use classical approaches
such as scenario-based approach. Yet, OOADARE approach is introduced in this
way, using semi-structured text models in the form of user stories and constraint
story cards (CSC), to automate the object-oriented transformation of requirements
into a class diagram. However, the approach failed to capture all the elements needed
to construct a correct and complete class diagram. This paper, at that point, proposes
templates in natural language, which are part of the same perspectives of CSCs
proposed by OOADARE, namely semi-structured text, to fill these gaps and ensure
the completeness of the class diagrams thus generated.
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1 Introduction

Requirements engineering is the process of eliciting, analyzing, specifying, vali-
dating, andmanaging software requirements [1]. It is not an isolated front-end activity
to a software lifecycle process; rather, it is an integral part of the larger process
connected to other parts through continuous feedback loops [2]. The scenario-based
approach to expressing requirements is the approach most used by developers [3,
4]. After eliciting requirements, they are structured in the form of user stories, use
cases, sequence diagram, etc. Those forms are not automaticallymapped to the object
model [5]. object-oriented analysis and design approach for the requirements engi-
neering (OOADARE) approach, which is part of the design approach trend aimed at
automating the generation of analysis diagrams [6–8], fits to overcome these limits,
so it took user stories and constraint story cards (CSC) to automatically generate the
objects, their actions, and the rest of the software artifacts (MVC, DAO, Test…) [9].

The purpose of this study is to follow the same approach to ensure its completeness
and therefore determine the remaininggaps,which should befilled in order to advance
the current research concretely.

2 OOADARE Approach

2.1 Presentation

A sequence of transformations is performed to build a software system, starting from
requirements and ending with implementation. However, requirements are mostly in
the form of an unstructured text, but not a model that can be easily understood by
computers [10]. OOADARE is an approach based on theOOADapproach evolved by
Booch [11], which requires, among its constraints, the use of a semi-structured text to
extract structured models [12]. OOADARE contributes to the automatic transforma-
tion of requirements into a class diagram and offers technical concepts and practices
that facilitate the development flow and improve the quality of the software product
[5, 9]. It introduced a template that is based on the well-known user story template
for solving the disorganization issue [9].

2.2 Overview of the “User Story” Template

After retrieving the requirements, the OOADARE approach requires preparing them
in user stories to move on to identifying objects and methods [5].

User stories are a popular method for representing requirements using a simple
template [13]. Their adoption is growing [14] and is massive especially in the context
of agile software development [15].
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Fig. 1 Using “user stories” to generate an “object model” [9]

The OOADARE approach takes “user stories” as an entry point to automate the
identification of objects and actions of the object model, which implies respecting a
very precise syntax [9]:

As a < role > I can < act i on >< ob j ect > so that < business value >

The diagram thus generated specifies the classes of objects and the methods
(Fig. 1).

The “user stories” only allow to generate the classes, and the methods of a class
diagram, the “constraint story card” (CSC), are then used to manage the associations.

2.3 Using CSC to Generate Associations

Constraint story card (CSC) is a story card in which we can write the requirement’s
constraints in a human-like object constraint language (OCL) [16], that represents a
precise text language that provides constraint and object query expressions on any
meta-object facility model or meta model with a formal specification language [17].

The OOADARE approach suggests four templates to report the different associ-
ations within the UML class diagram.

The four templates use a generic formula as shown below [18]:

[Role] < Source Object >< Associ at i on expression t ype >
[
Cardinal i t y

]
[Role]

< Target Object >

The “Association expression type” argument corresponds to four different values
depending on the type of the association [18]:

• [Has or a verb]: in this case, it is a simple association
• [Is a] is the proposed model for inheritance
• [Contains]: to illustrate aggregation between classes
• [Is composed of ]: for the composition model.
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Fig. 2 Class diagram generated from user stories and CSC using the OOADARE approach. Other
artifacts (DAO, Controller …) generated were omitted for a clarity purpose. [18]

The “Cardinality” can be expressed in letters (from zero to ten in English),
numbers or by the word “many”. When the minimum and the maximum are not
the same, the two sides are separated by the word “or” (Fig. 2) [18].

Nevertheless, the mapping model proposed by OOADARE, in compliance with
the constraints and templates, remains incomplete since it does not take into consid-
eration all the elements that can be found in specifications and which are essential
for software development.

3 Filling the Gap in the OOADARE Approach

As mentioned above, important elements are missing in the class diagram gener-
ated using OOADARE, which take their place in the center of the requirements
and without which we cannot speak of a complete class diagram. It lacks, first,
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attributes that represent the variables storing state information characterizing the
object. Secondly, we notice the absence of association classes in which “attributes”
are directly dependent on two other classes and could not be placed in either one or
the other. We propose in the following part solutions to fill this gap and ensure the
completeness of the method with indispensable features.

3.1 Generating Attributes in a Class Diagram

In domain modeling class diagrams, an attribute represents a data definition for an
instance of a classifier. An attribute describes a range of values for that data definition.
A classifier can have any number of attributes or none at all. Attributes describe the
structure and value of an instance of a class [19].

As a part of CSC, and taking into account textual expressions often used to present
the different properties related to anobject,we consider the followingmodel to extract
the different attributes of a class:

[Each] < Object > has| is identified by| is represented with| is described by <
Attribute 1 > , < Attribute 2 > , …and < Attribute n >

where

• Object represents the entity for which the properties are identified
• Attribute n: the nth single, named fragment of the persistent state.

3.2 Consider Association Classes in Class Diagram
Generation

In UML diagrams, an association class is a class that is part of an association rela-
tionship between two other classes. It is identical to other classes and can contain
operations, attributes, as well as other associations [20]. We can attach an associa-
tion class to an association relationship to provide additional information about the
relationship [17].

This case occurs in a “many to many” association, so we must take into account
this type of association before looking for the association attribute(s) through the
template that we propose as CSC (Table 1):
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Table 1 Formula parts
description

Formula argument Description

Source object The source object of an association

Attribute The single, named fragment of the
persistent state

Target object The target object of an association

[Each] < Source Object > has| have < Attribute > (for| in) each < Target
Object >

3.3 Example of Application to a Case Study

Consider the following set of requirements for a university information system that
is used to keep track of student’s transcripts: “…Each department is described
by a name, a code, an office number, an office phone and a college. Each course
has a course name, description, course number, credit hours, level, and offering
department. Each student is identified by a number, a name, a birthdate, a gender,
a social security number, current address and phone number. To ensure that the
system generates a transcript for students, each student must have a grade for each
course.…”.

To perform the extraction task of UML class diagram concepts, each sentence in
the input text will be matched against the different lists of patterns that have been
defined by the above models.

If we analyze the sentence “Each department is described by a name, a code,
an office number, an office phone and a college.’, we notice that it matches very
well with the attributes pattern (Fig. 3); it begins with a “number of characters” that
mentions the concerned “object,” followed by the key words “is identified by,” then
followed by “a number of characters” that list the specified attributes, which gives
us the resulting class “Department” with its correspondent attributes.

Then, considering the case of the last sentence presented by the example: ‘To
ensure that the system generates a transcript for students, each student must have a
grade for each course.’, we note its correspondence to the second pattern proposed
for the generation of association classes (Fig. 4).

It should be noted that in this case, the association between the two classes (student
and course) has on both sides a maximum multiplicity equal to “many” represented
by the symbol “*”, which means that a “student” studies one or more “courses” and
that a “course” is taught for one or more “students”.
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Fig. 3 Diagram class illustrating an entity with attributes as mapped from a CSC template

Fig. 4 Class association extraction pattern example

4 Conclusion

More efficient and more flexible technologies are accelerating the growth of fully
automated production facilities. This is the context of our study which aims to
improve the OOADARE, an approach targeting the automatic generation of class
diagrams from requirements presented as semi-structured text templates.

In this paper, we started by presenting the general context of the study, then
explaining the approach used by OOADARE which offers an intermediate repre-
sentation of the requirements in the form of user stories and CSC, thus allowing an
automatic generation of class diagrams. Although we discussed the failures of the
approach to finally propose solutions that follow the same rules and constraints.
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With the aim of eliminating ambiguity and redundancy, the templates proposed
by OOADARE in addition to the models proposed in this document are relatively
simple to build and to deduce from the requirements expressed either in textual or
oral form.
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Computational Analysis of Human
Navigation Trajectories in the VR Magic
Carpet ™ Using K-Means

Ihababdelbasset Annaki , Mohammed Rahmoune,
and Mohammed Bourhaleb

Abstract In this research, we use unsupervised machine learning clustering tech-
niques, notably K-means (Jain in Pattern Recogn Lett 31:651–666, 2010 [1]), to
explore human navigation using the VR Magic Carpet (Berthoz and Zaoui in Dev
Med Child Neurol 57:15–20, 2015 [2]). This is a variant of the Corsi Block Tapping
task (CBT) (Corsi in Human memory and the medial temporal region of the brain.
McGill University, 1972 [3]) that was carried out within the experimental framework
of virtual reality. The participant’s trajectory was captured as raw spatial data and
afterward kinematically evaluated. Our previous research (Annaki et al. in Digital
technologies and applications. ICDTA 2021. Lecture notes in networks and systems,
vol 211. Springer, Cham, 2021 [4]) found three distinct groups. However, the classifi-
cation remained unclear, suggesting that they include both types of people (ordinary
and patients with cognitive spatial impairments). Based on this premise, we used
K-means to distinguish patients’ navigation behavior from that of healthy people,
highlighting the most significant differences and validating the feature on which our
previous analysis was based.
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1 Introduction

Neuropsychological assessments (NPAs) are frequently used to diagnose cognitive
deficits (CIs) [5]. In the pursuit of identifying a stereotypical model of human naviga-
tional behavior, researchers from awide range of disciplines, includingmathematics,
robotics, neuroscience, and computer science, are interested in analyzing computa-
tional locomotor NPAs [6–10].

In conjunction with a plethora of navigational data, the development of digital
hardware has allowed neuroscientists to analyze evaluation findings using statistical
methods that, although helpful, are still sufficient for identifying classifiers that define
human navigation behavior [11].

The advent of recent artificial intelligence technology has provided a compelling
and diverse set of tools for producing more dependable results. A significant contri-
bution has beenmade by clustering algorithms such asK-means, which have allowed
for the development of insightful clusters based on an analysis of NPAs from their
kinematic relationship to locomotion outputs [12].

The primary emphasis of this study is an examination of data obtained from the
VR Magic Carpet [2], a virtual reality-based variant of the Corsi block tapping test.
Our early data analysis[4], which included statistical and kinematic characteristics
such as average speed and timestamps, created the classes.

We then used the K-means machine learning algorithm, a data partitioning tech-
nique and a combinatorial optimization problem [1] to gain additional insights into
the classes discovered in previous work and to delve deeper into the middle classes
that remained ambiguous, implying that they contain both types of participants (ordi-
nary and patients with cognitive spatial impairment), because we’d like to be able
to distinguish patients from normal individuals by displaying the main differences
based on our K-means clustering results.

2 Materials and Methods

2.1 The Virtual Carpet ™

Pr. Alain Berthoz and Eng. Mohamed Zaoui developed and used a virtual reality
adaptation of the Magic Carpet [2]. It is a Corsi Block Tapping task (CBT) [3]
variant that adds locomotion and displays the sequence via tile illumination rather
than supervisor interactivity in a virtual reality environment developed in unity, like
in the Walking Corsi test [13], where an experimenter displays the sequence or the
targets that the subject should visit and where the participant is expected to replicate
the sequence in the same order.
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2.2 Experimental Data

The data was gathered from a pilot test by Dr. Bernard Cohen with the help of unity
c scripts and the HTC Vive VR Kit and SteamVR tracking system. The following
items are included in the provided:

• The calibration data files contain the locations of the different tiles.
• The session data, which includes participant coordinates collected at the time of
the clinical study session, are saved in a folder labeled with the participant’s id,
including at least ten session data files.

2.3 Participants

To prevent any prior bias in the research, all data were collected anonymously, from
gender and age to the state of the participants. The protocol had no side effects on
the participants and was approved by the ethical committee.

2.4 Data Preprocessing

We created an algorithm to keep track of the targets that the users visited. This was
accomplished by calculating thewalking speed andwaist positions during the session
(tangential velocity). The position data were compared to a target calibration file that
included the position of the centers of nine targets in determining whether the patient
had reached a target. As a result, we could compute the participant’s time spent on
the target in seconds. Each dataset in the user folder corresponds to a particular set
of tiles.

Each file is stored as a data frame using the “Pandas” data analysis and manip-
ulation tool package to avoid file conflicts. The technique works by comparing the
participant’s position on the trajectory to the target’s location in the calibration file.
The software also monitors the participant’s kinematic behavior until the participant
approaches the goal or the session terminates.

2.5 Visual Replication

Based on our theoretical assumptions, we utilizedMatplotlib, a robust framework for
generating static, interactive, and immersive Python graphics. We double-checked
our findings using a visual representation of the sequence upon which they were
based. The use of animation to reproduce the trajectory and targets allowed us to
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Fig. 1 Visual replication of a session using Python

better understand the participants’ kinematic behavior during each session of the
experiment (see Fig. 1).

The participant’s trajectory is in blue, the confidence area is in red and the starting
point is in green. When a tile is visited, it is marked with a cyan dot as the closest
point from the trajectory to the center of the target, a red mark when the participant
leaves the target’s confidence area and a green plus mark when the target enters the
target’s confidence area.

2.6 K-Means: Unsupervised Machine Learning

After completing the data preparation, we find that our dataset lacks categorical data.
As a result, using an unsupervised machine learning clustering technique, such as
K-means clustering, is a viable option. For the algorithms in this section’s imple-
mentation, we mostly utilized the Python machine learning software “Scikit-learn”.
Algorithm The main steps of the K-means algorithm are as follows [1]:

1. Select an initial partition with K clusters; repeat steps 2 and 3 until the cluster
membership stabilizes.

2. Generate a new partition by assigning each pattern to its closest cluster center.
3. Compute new cluster centers.

K-means parameters The user needs to provide three parameters for the K-means
algorithm: the number of clusters K, cluster initiation and distance metric.
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Fig. 2 K-means clusters (i.e., K = 4 clusters), indicating the difference between different groups
of participants

3 Results

Several clusters were discovered in this study.We emphasize that the formed clusters
are based on variables that have been analyzed and aggregated. Based on a neurosci-
entist’s examination of the NPA, the primary goal of this clustering is to gain insight
into potentially interesting profiles or clusters that can be associated with clinical
categories. These findings pique the interest of neuroscientists, and average speed
and time spent within the target could be validated as early classifiers that require
further refinement. These findings are part of the process of identifying important fea-
tures that may aid in the development of a stereotypical model of human navigation
(Fig. 2).

4 Discussion

In our previous work [4], we were able to use a kinematic approach to construct
groups or categories and characterize the different actions of individuals who went
through the VR Magic Carpet. However, those categories were entirely based on
average speed, and we discovered that by including the average time spent, we can
obtain some anomalies that rendered our initial analysis insufficient (based on expert
validation). We chose K-means as an unsupervised learning algorithm because it is
simple to implement and guarantees convergence. In the perspective of comparing
it to DBSCAN [14] and HAC.
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5 Conclusion

The current study is an ongoing effort to describe human behavior in a complex
visuospatial assessment intended to assess memory and navigation skills. The goal is
to include a new analytics method into neuropsychological assessment interpretation
so that neuropsychologists may use machine learning applications. Our research will
focus more on identifying precisely the K number of clusters associated with the
primary clinical categories and evaluate the results of other unsupervised machine
learning techniques.
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The Management of Approaches
in the Decentralized Architecture
of the PBM

Essaid Ammar

Abstract The quality of service contract between the various stakeholders mainly
aims to facilitate the presentation of information, and this interpretation allows on
the one hand an easy to understand human reading, and on the other hand a possible
processing bymachines. After the development of these two inputmodels, we deduce
our output ontology which makes it possible to describe the agreements of the SLA,
agreements make it possible to guarantee a certain quality of service to customer
requests. In this paper, this artificial intelligence has required more sophisticated
information management, hence the need for a global management and supervision
approach that supports all these criteria (diversity of equipment, multimedia flow,
complex system, user mobility, Terminal mobility, etc.). Network managers (oper-
ator, access provider, etc.) have understood that good management means mastering
all the software and hardware resources of the network, hence the possibility of guar-
anteeing a certain quality of service for each customer range, which subsequently
results in more agreement retention and customer gain.

Keywords SLA ·Modeling of the GDP base · PBM · Ontologies · Semantics ·
QoS

1 Introduction

SLAor a quality of service commitment by a contract which represents all the clauses
and rules that the supplier must respect and apply concerning a specific customer,
this contract also makes it possible to define the supplier penalties in the event of
non-respect of the n one of these contract rules, customer data flows with a certain
quality of service are measured based on predefined parameters, such as response
time or service duration. These criteria are applicable to both customer and operator
stakeholders [1].

E. Ammar (B)
Faculty of Law, Economic and Social Science Aîn Sebaâ Casablanca, University of Hassan II
Casablanca, Casablanca, Morocco
e-mail: essaid.ammar@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
H. Bekkay et al. (eds.), Proceedings of the 3rd International Conference on Electronic
Engineering and Renewable Energy Systems, Lecture Notes in Electrical
Engineering 954, https://doi.org/10.1007/978-981-19-6223-3_10

81

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6223-3_10&domain=pdf
mailto:essaid.ammar@gmail.com
https://doi.org/10.1007/978-981-19-6223-3_10


82 E. Ammar

The SLA is not a concept reserved for a specific domain or any product, the
establishment of this type of contract passes in the majority of the cases by a manual
signature, but the implementation of this quality of service agreements generally
follows a language like WSLA, WSOL, and WS Agreement.

We then represent an overview of these different models and existing works for
modeling an SLA, and each model of which presents a certain semantic description.

After this study, we found that the concept of quality of service defines a broad
field of research, and we estimate that the guarantee of a better quality of service for
a customer passes mainly by the satisfaction of its requests according to the contract
negotiated with the provider of this service [2]. We notice at the same time that the
existing approaches for the definition of agreements between the supplier and the
customer prove a certain difficulty (use of simple variables, limitation on variable
clauses defined previously, use of a different expression language) [3].

For the management of the computer network, the PBM offers a centralized struc-
ture through the policies, with an informational model in the form ASN.1 for the
memorization of these policies, characteristics which prove a limitation in the face
of the development of the Internet, a limitation which comes from the abstract form
of information, which is not flexible enough to be adaptable to all NET applications,
indeed the classes used have a limited scope because of the predefined types aswell as
heavy load circulation due to client and central server negotiation [4]. This work has
allowed the development of a new dynamic, controllable, and smarter architecture,
and we can subdivide the contributions according to three axes:

• The dynamism of this approach is guaranteed thanks to the decentralization of
tasks toward the client, and the deployment of the semantic web for the definition
of the service contract.

• Client access control in the network is guaranteed by the logical entity used to
contain the policy rules.

• An intelligence through an informational model based on the ontology for the
memorization of management policies.

2 General Objective of an Ontology

The notion of ontology has a strategic purpose, it comes to represent knowledge
and data according to a form different from the standard, and it is heavily used in
information retrieval, the semantic web, and e-commerce, and everything another
area that requires some information engineering according to a specific context.

The first definition of the word ontology comes from the philosophical field. It is
specified in his books that it is the science of being, with time and the evolution of the
fields, and it has not ceased to take many definitions, for example, defines ontology
as an explicit specification of a conceptualization. We retain by this that the notion
of ontology allows the superposition of a domain according to a model in the form
of concepts and constraints (Fig. 1).
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Fig. 1 Graphical presentation of the study ontology

3 Travaux existants pour la gestion des accords

The life cycle of an SLA mainly goes through 5 phases: development of an SLA
model, negotiation, implementation, execution, and termination, and we notice that
the SLA model takes an important place for the good management of the quality of
service customer.

Several main models relating to the SLA have emerged, and the modeling of the
QoS takes a significant margin in the description of the contracts. For these reasons,
we present in the following a definition of the models which are based on ontologies
for the determination of the quality of service.

3.1 QoSOnt

The QoSOnt model is an ontology defined by the OWL language which takes into
consideration the notion of QoS according to a structure in three layers (Fig. 2).

This model offers richness for the definition of metrics and requirements related
to quality of service, with possible interoperability with other ontologies andmodels.
However, metrics use XML, a form of presentation that proves a great limitation for
semantic interpretation to deduce information.

Fig. 2 Structure of the
QoSOnt model
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PerformanceAttribute layer
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3.2 Ws-Qos

The WS-QoS framework is another ontology-based model that allows the dynamic
selection of web services while respecting the QoS requirements as well as the
capacity of the network, to achieve its goal, and it is based on three elements:

• QoSInfo describes data on QoS protocol server capabilities and performance.
• WSQoSOntology represents QoS parameter definitions.
• QoSOfferDefinition groups one or more elements of QoSInfo.

The major drawback of this model is the loss of the capabilities offered by the
OWL language due to the use of XML language for the presentation of metrics.

3.3 Fipa QoS

FIPA QoS offers using an ontology a method-rich vocabulary for QoS, and it is
intended for the community of agents for queries and information retrieval through a
request, or in a direct way, or regular using a subscription by an interaction protocol.
This model remains specific to the lower layers of the OSI standard.

3.4 Sl-Ontology

SL-Ontology is another model that adopts QoS specifications through a pyramid
structure (Fig. 3).

This model defines a semantic presentation which groups together in its structure:
supplier offers, customer requests, and stakeholder agreements [5]. This solution as
we have defined it brings together supply and demand in the same form, which limits
the scope for customer expression.

All the models we have developed before and others offer advantages and prove
limitations, some use XML for the definition of methods and quality of service
parameters to establish SLA agreements, and this form of presentation is unsuitable

Fig. 3 Structure of the
SL-ontology model

Service
Level
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for semantic management of these agreements. Other models have a limited scope of
work on specific layers (e.g., FIBA) or do not include logical definitions for quality
of service.

We find that a semantic definition of operator offers and another that represents
customer requests in a separate way is more practical, if not optimal for building an
output ontology for SLA agreements. Each of the speakers will have the opportunity
to describe these objectives in their own terms and in a language understandable to
everyone. The ontology of these agreements provides automation to facilitate the
analysis of information.

4 Alignment of the Two Ontologies

We now develop two ontologies, the first describes the customer intentional model,
and another presents the supplier’s offers. Each of these ontologies determines its
own objects and relationships in its ownway and uses different vocabulary from each
other.

The passage from one ontology to another, seeing them merge together which
is the case in our approach, reflects a certain semantic and linguistic complexity,
knowing that the two ontologies are created separately and reflect the thoughts of
each participant; therefore, the characteristics of the two ontologies are more or less
heterogeneous.

To solve this problem, it becomes necessary to manage the correspondences
between the two ontologies, and this task of extreme difficulty has given rise to
several approaches and techniques based on algorithms with different visions [6]
(Fig. 4).

During our research, we were faced with a choice, which is to follow one of two
paths. The first is to choose among existing techniques and works that are based on

Fig. 4 Principle of
alignment of the two
ontologies

DemandeOnto OffreOnto

AccordOnto

Alignment
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different criteria to manage this heterogeneity or to develop our own method and
alignment algorithm.

Among the methods based on character strings which are based on the compar-
ison and the use of synonyms. Linguistic techniques look for potential correspon-
dences, or techniques take internal structures into consideration, and other tech-
niques (extensional, semantic, relational structures, etc.) vary according to their
effectiveness.

Regarding the second choice, we find that the development of a new approach is
not an optimal solution in our case. We were able to establish two ontologies with
very significant structures, and in the same community, the concepts used belonging
to the same domain.

It should be noted that with all the satisfactory progress, alignment remains an
impossible task in the face of the varieties of developers in a wide field.

5 Semantic Description of the Service Contract

After the development of the two input models, customer intentional model (Deman-
deOnto) and the supplier ontology model (OffreOnto), we were able to establish an
AccordOnto output model based on all of these two models while respecting our
first objective, which is the respect of quality of service agreements. This proposal
offers different properties and functions allowing the design of a contract respecting
the customer requirements.

AccordOnto is based on the semantic definition offered by WSLA. The concept
“Parties” defines the participants in a service contract. The supplier and the customer
represent the signatory parties,while the third party brings together the parties respon-
sible for monitoring and measuring the quality of service in a contract, the guarantor
of the reliability of this agreement can be sponsored by one or two members of the
contract (supplier and customer) [7]. Both classes inherit from the Party class which
encompasses a set of common components for each participant in the contract.

One of the main concepts necessary for the control of service contracts is control,
and it is an essential class which will have a vision on all the obligations, as well
as the policy concept which contains all the predicates and rules which manage
the agreement. The control entity uses the results of the “Measuring operation” class
which returns values to a catalog of functions and operations, and it makes it possible
to make the control of these agreements more dynamic and practical.

We find that the obligation part represents all the constraints to be respected in
order to have a quality of service agreement, and the contract established between
the parties requires the respect of certain obligations (threshold, mobility, price,
guarantee, etc.). The threshold concept represents a limitation to offer concerning a
parameter, so the provider must strip these resources to respect this threshold. As for
the price concept, it describes a very important component in each contract with or
without QoS between a customer and the supplier.
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The concept of “guarantee” describes the service provider’s commitment to the
customer’s request. In the case of abuse, or non-compliance with one of the clauses
established in the contract, a penalty is defined using the penalty concept. In this
case, each penalty is recognized as such. The service can be mobile in relation to a
user or the terminal, in which case it is signaled with the mobility concept.

6 Decentralized Architecture of the PBM, and a Semantic
Definition of the Information Table

The elements of the PBM (management entity (PDP), execution entity (PEP),
communication protocol (COPS)) soliciting our interest intervene at the level of the
automation of the management process, in a way to manage the available resources,
in order to be able to offer the customer the service levels or rather the web service
negotiated during a contract. On the other hand, we have been able to make the
representation of all the databases linked to the PBM more semantic, thanks to the
definition of ontologies.

This form of presentation of information helped us later in our work to define a
tool that allows us to intelligently process this information, so we were able to make
the client more active in participating in management by policy. As a result, another
gain is clear in the decentralization of tasks [8].

This control is based on the definition of an adequate device, which represents
the result of research on three levels: management by PBM policy, web service, and
semantic definition:

• The first PBM level consists of the change of roles between the client and the
PEP, the decentralization of tasks from the PDP central point to the PEP and the
client, and intelligent interpretation at the client level using an appropriate tool.

• After this task definition, we answer the following question: how to deploy the
services between the PBM entities, and what approach to use for the presentation
of this service.

• We finalize by representing all the information (database) using a semantic
definition that can be used for software.

• Themain communication protocolCOPS, andmore precisely its extensionCOPS-
PR dedicated to the transfer of policies, is our choice for the exchange of infor-
mation. This information is necessarily all the rules and parameters of a policy,
and this is what we are trying to control, for this we have presented the part of
the PIB table (policy database) dedicated to storing this information in an OWL
ontology; the latter will make it possible to generate the variables of the database
in a form usable by software.
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7 Conclusion

We define at the beginning, the different participants in our global architecture,
and the actors responsible for the creation of the contract; we first distinguish the
customer requesting the service with a containment mechanism and the supplier who
proposes offers controlled by an access. Access that is under centralizedmanagement
(management by policy), as well as the provider’s manager expert who supports the
translation of customer intentions, is not clear to lead to the service contract [9].

After establishing the two phases, we have a local PEP at the customer, with the
rules recorded in its base, which correspond to the customer contract negotiated with
the service provider, during the customer connection, the router or any other Provider
network equipment will no longer need to contact the PDP policy server to recognize
the rules to be executed for the client flow, and the local PEP determines these rules
and offers decentralization of standard PBM tasks [10].

Standard management that uses methods that are obsolete these days, such as
manually configuring network equipment through a console, has proven its limits,
compared to another form of management that automates the entire circuit, from
client request to equipment configuration, and management by policy (or PBM)
has given another meaning to management, an important adaptability for several
domains, among them the quality of service which constitutes the objective of our
thesis. However, even with a so-called fairly positive track record, PBM with its
centralized decision-making method in the policy server faces some challenges
(centralizedmodel of policy rules). This iswherewe believe our approach can change
the image, and we assume that the customer can have the technical specifications that
correspond to their service contract installed at their place, through an entity logic
that will support the entire communication interface with the provider network. Task
migration from network equipment to the client saves time and provides easy, mobile
client access to that network [11].
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COVID-19 SEIARModel with Sensitivity
Analysis

Mohamed Derouich, E. N. Mohamed Lamlili, and Abdesslam Boutayeb

Abstract Beside the unexpected toll of mortality and morbidity caused by COVID-
19 worldwide, low- and middle-income countries are more suffering from the dev-
astating issues on economic and social life. This disease has fostered mathematical
modelling. In this paper, a SEIAR mathematical model is presented to illustrate how
policymakersmay apply efficient strategies to end or at least to control the devastating
wide spread of COVID-19.

Keywords COVID-19 · Mathematical model · Basic reproduction number ·
Equilibrium · Sensitivity analysis

1 Introduction

The coronavirus (COVID-19) which emerged in December 2019 has been widely
spreading and affecting all countries around the world. According to the World
Health Organization (WHO) statistics, the number of confirmed cases is around
400million cases (by 10th February 2022) while the number of deaths caused by
COVID-19 is approaching 6million deaths. The disease has also caused devas-
tating economic and social problems by imposing confinements, isolation, clos-
ing borders, hospitalisations and others. The International Monetary Fund (IMF)
forecasts that the COVID-19 pandemic will cost the global economy $12.5 trillion
through 2024. Despite the success in producing vaccines in a relatively short time,
procurement of vaccine has been very inequitable between high-income coun-
tries which started vaccination by December 2020 and low- and middle-income
countries where barely 10% of the population was vaccinated by December 2021
[2]. The coronavirus epidemics has fostered mathematical modelling during the
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last two years. Consequently, a large number of papers have been published on
this theme as indicated by the 186 references cited in two recent reviews [4, 5].
Following our previous SIAR mathematical model [3], we present in this paper
an SEIAR mathematical model, focusing on sensitivity analysis to illustrate the
role of prevention in ending the epidemics or at least to control its devastating spread-
ing.

2 Formulation of the Model and Sensitivity Analysis

2.1 Parameters of the Model

Let N denote the population size. In thismodel, death is proportional to the population
size with rate constantμ and we assume a constant� due to births and immigrations.

So
dN

dt
= � − μN . This population of size N is formed of Susceptible S, Exposed

(but not infectious) E , symptomatic Infective I , Asymptomatic Infective A and
Removed R.

(β1 I + β2A)S

N
is the incidence, i.e. the rate at which susceptible individuals

become Exposed . If the time unit is days, then the incidence is the number of
new infection per day. The daily contact rate β1 is the average number of adequate
contacts of susceptible with symptomatic infected person per day, The daily contact
rate β2 is the average number of adequate contacts of susceptible with asymptomatic
infected person per day, I

N is the symptomatic infected person and A
N is asymptomatic

infected person fraction of the population. Time units of weeks, months or years
could also be used. The life span (1/μ) is taken equal to 25,000d (68.5years). The
other parameters used in the model are: 1

μ+σ1
infection duration among symptomatic

infected person, 1
μ+σ2

infection duration among symptomatic infected person, α the
death rate from COVID-19 and γ the rate at which exposed individuals become
infectious.

2.2 Equations of the Model

A schematic representation of the model is shown in Fig. 1.
We consider SEIAR compartmental model that is to say that susceptible indi-

viduals become Exposed with a
(β1 I + β2A)S

N
rate, Exposed individuals become

symptomatic infected person with a pγ rate, or asymptomatic infected person with
a (1 − p)γ rate, then removed with immunity after recovery from infection.

The dynamics of this disease described by the following differential equations:
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Fig. 1 Compartments population

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dS(t)
dt = � − S (t) (β1 I (t) + β2A(t))

N (t)
− μ S(t)

dE(t)
dt = S(t) (β1 I (t) + β2A(t))

N (t)
− (μ + γ )E(t)

dI (t)
dt = pγ E(t) − (σ1 + μ + α)I (t)

dA(t)
dt = (1 − p)γ E(t) − (σ2 + μ)A(t)

dR(t)
dt = σ1 I (t) + σ2A − μR(t)

dN (t)
dt = � − μ N (t) − α I (t)

With the condition S(t) + E(t) + I (t) + A(t) + R(t) = N (t).
So: R(t) = N (t) − S(t) − E(t) − I (t) − A(t)
the previous system becomes:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

dS(t)
dt = � − S (t) (β1 I (t) + β2A(t))

N (t)
− μ S(t)

dE(t)
dt = S(t) (β1 I (t) + β2A(t))

N (t)
− (μ + γ )E(t)

dI (t)
dt = pγ E(t) − (σ1 + μ + α)I (t)

dA(t)
dt = (1 − p)γ E(t) − (σ2 + μ)A(t)

dN (t)
dt = � − μ N (t) − α I (t)

(1)

2.3 Positivity of Solutions

Theorem 1 The set � =
{
(S, E, I, A, N ) ∈ R

5/0 ≤ S, E, I, A, N ≤ �
μ

}
is posi-

tively invariant under system (1).
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proof. From :
dN (t)

dt
= � − μN (t) − α I (t)

dN (t)

dt
= � − μN (t) − α I (t)

≥ −(μ + α)N (t) (because I (t) ≤ N (t) and α ≥ 0)

Let T be a fixed terminal time.
Then using Gronwall’s inequality N (t) ≥ N (0)e− ∫ T

0 (μ+α)dt =⇒ N (t) > 0

On theother hand,wehave: dE(t)
dt = S(t) (β1 I (t) + β2A(t))

N (t)
− (μ + γ )E(t).Assume

by that there exists some time t∗ > 0 such that E(t∗) = 0 , other variables (S, N , I, A)
are positive and E(t) > 0 for t ∈ [0, t∗[.
So we have

dE(t)e(μ+γ )t

dt
= (μ + γ )e(μ+γ )t E(t) + e(μ+γ )t

[
S(t)(β1 I (t) + β2A(t))

N (t)
− (μ + γ )E(t)

]

= e(μ+γ )t
[
S(t)(β1 I (t) + β2A(t))

N (t)

]

Integrating this Equation from 0 to t∗ we have

t∗∫

0

dE(t)e(μ+γ )t

dt
dt =

t∗∫

0

[
S(t)((μ + γ )I (t) + β2A(t))

N (t)

]

e(μ+γ )tdt

then

E(t∗) = e−(μ+γ )t∗ E(0) + e−(μ+γ )t∗

t∗∫

0

[
S(t)(β1 I (t) + β2A(t))

N (t)

]

e(μ+γ )tdt > 0

which contradicts E(t∗) = 0. Consequently, E(t) > 0 ∀t ∈ [0, T ].
In the same way, we proof that: S, I, A are positive.

2.4 Equilibrium Points and R0

For the model above, equilibrium points are defined such that there is no variations
in S, E, I, A, N with respect to t :

� − S (t) (β1 I (t) + β2A (t))

N (t)
− μ S (t) = 0 (2)
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S(t) (β1 I (t) + β2A(t))

N (t)
− (μ + γ )E(t) = 0 (3)

pγ E − (σ1 + μ + α)I (t) = 0 (4)

(1 − p) γ E − (σ2 + μ)A (t) = 0 (5)

� − μ N (t) − α I (t) = 0 (6)

Let δ1 = σ1 + μ + α and δ2 = σ2 + μ.

We have the following theorem:

Theorem 2 The previous system admits two equilibrium points:

1. If R < 1, the system admits a trivial equilibrium E0 = (�
μ
,0,0,0,�

μ
)

2. If R > 1, then there exists an endemic equilibrium E1 = (S∗, E∗, I ∗, A∗, N ∗).

where S∗ = �
μ

(
(μ + γ )δ1 − αpγ

(μ + γ )δ1R − αpγ

)

, E∗ = �δ1(R − 1)

(μ + γ )δ1R − αpγ
,

I ∗ = �pγ (R − 1)

(μ + γ )δ1R − αpγ
, A∗ = �(1 − p)γ δ1(R − 1)

(μ + γ )δ1δ2R − αpγ δ2
,

N ∗ = �

μ

R[(μ + γ )δ1 − αpγ ]
(μ + γ )δ1R − αpγ

and R = pβ1γ δ1 + (1 − p)β2γ δ2

(μ + γ )δ1δ2
.

Reproduction number: The basic reproduction number R0, which is defined as the
average number of secondary infections produced when one infected individual is
introduced into a host population where everyone is susceptible [1].

Theorem 3 The basic reproduction number of the system (1) is given by

R0 = pγβ1

(μ + γ )(σ1 + μ + α)
+ (1 − p)γβ2

(μ + γ )(σ2 + μ)

= RI + RA

RI : the contribution of symptomatic infectious individuals
RA : the contribution of Asymptomatic infectious individuals.

proof. Using notations in [6], the matrices F and V and their Jacobian matrices for
the new infection terms and the remaining transfer term evaluated at the disease free
equilibrium are respectively given by ;

F =
⎛

⎜
⎝

S (β1 I + β2A)

N
0
0

⎞

⎟
⎠ ; V =

⎛

⎝
(γ + μ)E

−pγ E + δ1 I
−(1 − p)γ E + δ2A

⎞

⎠

JF =
⎛

⎜
⎝

0
S∗β1

N ∗
S∗β2

N ∗
0 0 0
0 0 0

⎞

⎟
⎠
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For trivial equilibrium E0, we have S∗ = N ∗ so JF =
⎛

⎝
0 β1 β2

0 0 0
0 0 0

⎞

⎠

JV =
⎛

⎝
γ + μ 0 0
−pγ δ1 0

−(1 − p)γ 0 δ2

⎞

⎠ ⇒ J−1
v =

⎛

⎜
⎝

1
γ+μ

0 0
pγ

(γ+μ)δ1

1
δ1

0
(1−p)γ
(γ+μ)δ2

0 1
δ2

⎞

⎟
⎠ Thus

JF J
−1
V =

⎛

⎜
⎜
⎝

pγβ1

(γ + μ)δ1
+ (1 − p)γβ2

(γ + μ)δ2

β1

δ1

β2

δ2
0 0 0
0 0 0

⎞

⎟
⎟
⎠

It follows that the basic reproduction, denoted by R0, is given by

R0 = ρ(JF J
−1
V )

= pβ1

(γ + μ)δ1
+ (1 − p)β2

(γ + μ)δ2

= pβ1

(γ + μ)(σ1 + μ + α)
+ (1 − p)β2

(γ + μ)(σ2 + μ)

= RI + RA

where: RI = pγβ1

(γ + μ)(σ1 + μ + α)
and RA = (1 − p)β2

(γ + μ)(σ2 + μ)

Remark 1 R = R0.

3 Sensitivity Analysis

Sensitivity analysis shows how a relative change in one of the parameters α, β1, β2,

γ, σ1, σ2, μ or p induces a relative change in R0. In this paper, we use the normal
forward sensitivity index given by the ratio of the relative change in one of the
parameters to the relative change in R0.

For example, 
R0
α = dR0

dα × α
R0
. A value of 
R0

α close to 1 would indicate that
increasing (or decreasing) α by 10% will induce an increase (or decrease) of R0

by nearly 10% while 
R0
α = −0.1 will indicate that increasing (or decreasing) α by

10% will decrease (or increase) 
R0
α by only 1%. Sensitivity analysis is important

for policymakers seeking an optimal strategy aiming to end (or at least to control) the
epidemics by maintaining R0 < 1. Computing the equilibrium points of the model
allows to obtain the reproductive number as a function of the parameters used in
the model: R0 = f (α, β1, β2, γ, σ1, σ2, μ, p). Then pragmatic strategies will seek
to control R0 by acting on the parameters which have the largest influence on R0.
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We have R0 = p γ β1

(μ+γ )(σ1+μ+α)
+ (1−p) γ β2

(μ+γ )(σ2+μ)
so



R0
β1

= dR0

dβ1
× β1

R0
= pγ

(μ + γ ) (σ1 + μ + α)
× β1

R0



R0
β2

= dR0

dβ2
× β2

R0
= (1 − p) γ

(μ + γ ) (σ2 + μ)
× β2

R0


R0
σ1

= dR0

dσ1
× σ1

R0
= − pβ1 γ

(μ + γ ) (σ1 + μ + α)2
× σ1

R0


R0
σ2

= dR0

dσ2
× σ2

R0
= − (1 − p) β2 γ

(μ + γ ) (σ2 + μ)2
× σ2

R0


R0
p = dR0

dp
× p

R0
=

[
β1 γ

(μ + γ ) (σ1 + μ + α)
− β2 γ

(μ + γ ) (σ2 + μ)

]

× p

R0


R0
μ = dR0

dμ
× μ

R0
= −γ

(μ + γ )2

[
pβ1 (σ1 + 2μ + α + γ )

(σ1 + μ + α)2
+ (1 − p) β2 (σ2 + 2μ + γ )

(σ2 + μ)2

]

× μ

R0


R0
α = dR0

dα
× α

R0
= − pγβ1

(μ + γ ) (σ1 + μ + α)2
× α

R0

Theoretically, our mathematical model and sensitivity analysis indicate that acting
on β1 and σ1 are the best ways to control R0. Indeed, Table1 shows that 


R0
β1

= 0.82
and hence, reducing β1 by 10% should reduce R0 by more than 8%. Similarly,

R0

σ1
= −0.70, indicating that increasing σ1 by 10% is expected to decrease R0 by

7%. Pragmatically, however, policymakers will need to know how to apply this strat-
egy? The first suggestion is to reduce the flow from the susceptible population to
the exposed one and hence to the infected group. This can be done through pre-
vention measures, including isolating infected individuals and confining those who
are non infected, tracing every contact, physical distancing, self-protection, testing
and obviously vaccinating susceptible individuals (see Fig. 2). The second important
measure is more linked to the health system and its performance since it is based on
screening, treating and hospitalizing infected individuals to avoid evolution towards
complications and death.

Themathematical model presented in this paper will be extended to a largermodel
using more mathematical tools (stability analysis, optimal control and simulation)
and discussing in details the effect of action on different parameters supposed to end
(or at least to efficiently control) the epidemics (see Fig. 2).

Table 1 Sensitivity index of R0

Parameter β1 β2 σ1 σ2 γ μ α p

Value 0.6 0.4 0.118 0.125 0.125 0.013 0.006 0.75

Sensitivity
index

0.819 0.180 −0.704 −0.163 0.095 −0.191 −0.00047 0.277
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Fig. 2 Number of the symptomatic infective I and the asymptomatic infective A

4 Notes and Comments

Mathematical modelling and specially sensitivity analysis are an interesting tool
that helps decision makers to adopt efficient and cost-effective strategies. In this
direction, our simple mathematical model illustrates theoretically and pragmatically
how policymakers should optimally act to end or at least to control the devastating
spread of COVID-19.
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Toward Multi-label Attribute Estimation
on Multiple Faces Using CNN

Mohammed Berrahal and Mostafa Azizi

Abstract In the past few years, there has been a dramatic increase in the number of
intelligent or cognitive applications. These applications can understand, learn, and
interact with people in a more natural way than traditional applications. Many of
these new applications are based on artificial intelligence (AI) technology, namely
the ability of computers to learn and work on their own. One of the earliest examples
of an intelligent application is the facial recognition system, based on deep learning
models; this system can detect, estimate, and classify human faces based on facial
attributes. Our approach is focusing on the estimation of attributes in images or
videos. We train the first component, a YOLOv5 network, on Wider Face datasets,
to detect faces, crop them, then pass the resulted data to the second component
where we train a CNN multi-label network on CelebA datasets. The obtained model
is capable of estimating two levels of face images, colored ones, and sketches. In
addition, we make a comparison between YOLOv5 and SSD-ResNet (Single-Shot
MultiBox Detector) face detectors.

Keywords Convolution neural networks · Facial attribute estimation · YOLOv5 ·
ResNet ·Multi-label network · Single-shot MultiBox detector

1 Introduction

In recent years, there was an increasing demand for deep learning technologies [1, 2],
which is mainly attributable to the explosive development of big data and artificial
intelligence [3]. Against this backdrop, deep learning technology has become the
focus of research in the field of artificial intelligence. Among the technologies that
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deep learning has revolutionized facial recognition technologies [4, 5], through devel-
oping neural networks that can classify, estimate, and manipulate facial attributes on
any given face [6–8].

Facial attribute classification is an important task in computer vision [9], among its
benefits include the ability to study the differences between faces and to identify any
patterns that may exist. This can be used to improve facial recognition technology,
help with the identification of criminals, and study the effects of aging on the face.

In our work, we try to implement existing deep learning models to extract human
faces from giving images; to do so, we are going to train two networks; the first one
is a YOLOv5 network to detect and crop faces of an input image. The second one is
in CNN multi-label network that is going to estimate any existing attribute on all the
faces given from the first network.

The rest of this work is structured, in the following order: Relatedworks are shown
in the second section. In the third section, we describe our implementation in further
detail. Before concluding, the fourth section summarizes our findings.

2 Related Works

2.1 Facial Attributes Classification

The task of facial attribute classification is to identify and label facial features in
an image. This is a common task in many fields, including computer vision, image
processing, and machine learning. In many cases, the goal is to identify specific
facial features, such as the position and orientation of the eyes, nose, and mouth
[10]. In other cases, the goal may be to simply identify the presence or absence of
certain facial features [11]. There are many different approaches to facial attribute
classification. One common approach is to use a machine learning algorithm to
learn a representation of the face, and then use this representation to identify facial
features. Another approach is to use a set of predefined facial features, and then
use these features to identify the location of the face in an image; others try to
improve the old model by using the transfer learning approach [12]. There are many
different facial recognition algorithms, each with its strengths andweaknesses. Some
algorithms are better at identifying specific facial features, while others are better at
identifying the overall shape of the face [13]. Some algorithms are better at dealing
with variations in lighting, and others are better at dealing with variations in facial
expression [14–16]. There are many applications for facial recognition algorithms.
Some applications, such as security systems, require a high degree of accuracy [17],
while others, such as social networking applications, can tolerate more errors. In
addition, some applications require a large amount of training data, while others can
be trained using a small amount of data.
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2.2 YOLOv5 Object Detection

As an object detection method, YOLOv5 employs deep learning [18]. To recognize
objects in a picture, it employs a convolutional neural network that uses only one
type of neural network. Themethod has a high degree of accuracy andmay be used in
real time to identify things. In comparison to previous object detection algorithms,
YOLOv5 has a number of advantages [19]. To begin, it is capable of accurately
detecting a large variety of items [20]. It can also accomplish this in real time,
making it ideal for use in self-driving automobiles, for example [21].

2.3 Single-Shot MultiBox Detector (SSD)-ResNet for Object
Detection

A deep learning model called ResNet is a convolutional neural network, composed
of multiple layers of neurons. The first layer is the input layer, and the last layer is
the output layer. The neurons in the input layer receive input from the previous layer,
and the neurons in the output layer send output to the next layer. The neurons in the
hidden layers process the input and generate the output [22].

The power of this model resides in the use of multi-scale convolutional bounding
box outputs attached to multiple feature maps at the top of the network. By this
method, the network can efficiently model the space of possible box shapes [23].

3 Implementation of the Method

In this work, we are going to implement two deep learning models to estimate any
existing facial attribute on giving images or videos; the challenge is to detect as many
faces exist in the input file, then estimate attributes for every face. To do so, we train
a YOLOv5 network on Wider datasets, to detect and crop faces, then feed them to
CNN models, trained on CelebA with 40 attributes, as shown in Fig. 1.

Fig. 1 Process of our work implementation
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3.1 Hardware Characteristics

For the test of our models, we use high-performance computing (HPC) infrastructure
cluster HPC-MARWAN:

• Compute Nodes: 2 * Intel Xeon Gold 6148 (2.4 GHz/20-core)/192 GB RAM
• GPU Node: 2 * NVIDIA P100/192 GB RAM
• Storage Node: 2 * Intel Xeon Silver 4114 (2.2 GHz/20-core)/18 * SATA 6 TB.

3.2 Datasets Used in This Work

In our work, we use two types of a dataset, the first is the Wider Face dataset that
contains over 32,203 images, the image containingmore than one face is labeled with
a high degree of variability in scale, the total labeled face is 393,703, as the second
dataset is CelebA face attributes dataset with more than 200 K celebrity images each
with 40 attribute annotations.

3.3 Models’ Architecture

The architecture used in our CNN model is organized into five main compound
layers (ConvLayer1.0.4 and Dense1..N), as shown in Fig. 2. The first three ones
(ConvLayer1.0.3) consist of each of the three following three layers: Conv2d layer,
MaxPool2d layer, and ReLU layer, whereas the fourth one includes, in addition to
these three aforementioned, the dropout layer. The last compound contains several
dense layers. The input layer has 180 * 180 * 3 neurons and 40 output neurons to
predict 40 attributes; the batch size is 64. Our model was trained over 20 epochs. We
use ReLU as an activation function, while the optimizer function is “Adam”.

Fig. 2 CNN model layers
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4 Result and Discussion

We start our experience by training two networks; we evaluate each network on
two levels: the first by their efficiency using metrics of performance and second by
judging the predicting results of the models.

The CNN multi-label model: Trained on CelebA datasets with over 200 k faces
images, each is labeled on 40 binary attributes annotations [24]. We experimented
with 60% of our dataset for training, 20% for testing, and the same rate for validation,
a batch size of 64, and over 20 epochs. For all attributes, we have almost 104.5million
trainable parameters. Both training and validation accuracy reach 82%, while the
loss is under 40%, the training process took over 49 min, and with 154.88 s on every
iteration, the final model is capable to predict 40 predefined attributes.

TheYOLOv5model: Is trained onWider Face datasets with over 32,203 images and
393,703 labeled faces [25]. We experimented with 80% of our dataset for training
and 20% for testing, running under 150 epochs. As shown in Fig. 3, the training
process gives a good result, concerning the training and validation losses descend
above 1.2%. The other metrics like the mean average precision reaching 93%, the
recall reaching 90%, the precision at 88%, and the inference speed is 61 FPS.

Wewanted to push further our experiment, by comparing ourYOLOv5 face detec-
tion model, with the SSD-ResNet pretrained model on real data, SSD-ResNet reach
a Mean Average precision reaches of 97% and inference speed is 14 FPS, the Fig. 4
shows the tested models on different images. With most images, the SSD-ResNet
model outruns our YOLOv5 model in terms of detection rate with a high percentage
like in the image (2), but as we see in the image (1), the SSD-ResNet fails to detect
the men on the left of the image, as ours succeeds to detect it. Also, the experiment

Fig. 3 Results of YOLOv5 face detection model training and validation losses and three other
metrics: average precision, recall, and precision, in 150 epochs
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Fig. 4 Some examples of the result gotten by our implementation (SSD-ResNet, CNNmulti-label)
from wider datasets and external sources

shows that YOLOv5 is capable of detecting faces in videos and live and reaching 61
FPS of inference speed, while the SSD-ResNet can be fed only by one image with
very low inference speed, so to pass an entire video, we have to divide it into frames
and loop all, which takes more time and resources compared to YOLOv5 models.
So, we can deduce that the YOLOv5 model (resp. SSD-ResNet) is more appropriate
for video face detection (resp. for a single image).

Now we have two possible implementations, the first one uses YOLOv5 on the
video to detect and crop every face and send them to the CNN to predict attributes,
and the second uses SSD-ResNet on a single image and repeat the process. We use
the second method to test some images, as shown in Fig. 5. The result succeeds not
only to detect faces and estimate attributes onWider images but also can, on external
ones, of course, there will always be exceptions like the failure of detecting more
than three faces in the external image, but sometimes the quality of input images has
a huge impact on the detection rate.

5 Conclusion

In this paper, we combine two network models, to detect all faces existing in an
image or a video, then estimate all possible attributes in each face.We train aYOLOv5
network on theWider dataset; reaching over 93%on average precision, 90% in recall,
and 88% in precision. Afterward, we compare it to an existing pretrainedmodel SSD-
ResNet by real data.We found that our YOLOv5model is more accurate with videos;
on the other hand, SSD-ResNet is more accurate with images. We also train a CNN
multi-label network on CelebA datasets; we reach an accuracy of 82%, while the loss
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Fig. 5 Comparison between YOLOv5 (our pretrained model) and SSD-ResNet on face detection
using real images

is under 40%. Finally, we use YOLOv5 to detect faces from videos and live videos,
then feed the crop faces to CNN multi-label to predict and estimate attributes; the
same work is done on the SSD-ResNet pretrained model and CNN multi-label but
single images.
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New Design of an X-Band 2× 2 Patch
Array Antenna with Circular Slots
for Nanosatellites
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Abstract In order to meet the requirements in terms of size, weight, high gain, wide
bandwidth and circular polarization of antennas used for nanosatellites, a 2× 2 cir-
cular polarization X-band patch array antenna with circular slots is designed for a 1U
CubeSat. This article describes the antenna and presents its simulated performance.
The antenna is formed by two layers of substrate, a planar array 2× 2 of patch trun-
cated at the corner and having a cut circular slot located on the top, a ground plane
encapsulated between the two layers and a feed network on the bottom. The overall
performance of the antenna is improved by the introduction of cut circular slots on
four antenna elements. The presented antenna is excited by a suitable feed network.
It offers a bandwidth of 740MHz in the frequency range of 8.60–9.34GHz with a
maximum gain of 13.30 dB. It has a return loss of −27.70 dB and an axial ratio of
1.693 dB.
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1 Introduction

Nanosatellites have revolutionized the space industry following the success of the
two missions Raincube “Radar In a CubeSat” [1] and Marco “Mars Cube One”
[2]. CubeSats are extremely small and light. A 1U form factor (FF) cubeSat has an
overall mass less than 1.33kg and a fixed size of 10cm × 10cm × 10cm. Other FF
cubeSats exist 2U, 3U, 6U and 12U. CubeSats are used in many applications such
as telecommunications, earth observation and imaging.

Like other satellites, CubeSats must provide a communication link with a ground
station based on earth. This communication link should be reliable by allowing
the transmission of a sufficient speed. One of the important components that may
affect the performance of the nanosatellite communications system is the antenna.
It should be light, small in size with high gain and sufficient bandwidth. Several
research works on patch array antennas design seeking an optimal operation for
nanosatellite applications have been published [3–5]. For optimal operation, these
antennas should have high gain, wide bandwidth and circular polarization.

This article firstly describes the design steps of anX-band 2×2 patch array antenna
with circular slots and a suitable feed network, then analyzes the results obtained
before concluding.

2 X-Band 2×2 Patch Array Antenna Design and Structure

To meet the requirements imposed by the CubsSat standard [6], the choice of a 2×2
patch array antenna with circular polarization is justified by the surface area available
at the 1U CubeSat. The procedure adopted for the design of an X-band 2×2 patch
array antenna is as follows:

• First, start the design and optimization of single patch antenna to achieve circular
polarization.

• Second, carry on the design andoptimization of anX-band2×2patch array antenna
which offers good directivity and high gain.

• Last, conclude with the design of the feeding network of an X-band 2×2 patch
array antenna which allows a better adaptation.

2.1 Single Patch Antenna Design

The single patch antenna design starts first by the choice of substrate and its thickness.
The conducted study of several publications on patch antennas proposed and used
for nanosatellites [7–9] led to the choice of the ROGGER RT5880 substrate having
a relative permittivity εr = 2.2. with a thickness of 1.575mm which offers better
performance in terms of gain. Fig. 1 shows the proposed patch antenna element.
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Fig. 1 a Top view of proposed patch antenna element, b proposed antenna element side view

The computation of the initial parameters ( ωpatch, εreff, Lpatch) comes afterwards
[10]. In the case of a square pattern, the width of the line is half wave:

ωpatch = c

2 × f × √
εreff

(1)

Where c is the speed of light (3 × 108 m/s), f is the resonance frequency of the
9GHz antenna and εreff is the effective dielectric constant given by the expression
given in Eq.2. The computation of the effective dielectric constant of a microstrip
line is based on the width of the line and the height of the substrate:

εreff = εr + 1

2
+ (

εr − 1

2
) × 1√

1 + 12 × h
ωpatch

(2)

where εr is the relative permittivity of the substrate, h is the height of the substrate
(1.575mm) and ωpatch is the width of the patch.
Equations 1 and 2 are related,meaning thatωpatch and εreff are correlated to each other.
Therefore, it becomes necessary to perform recurrences until the result converges.
The first iteration is completed from equation (Eq.1) in whichωpatch = 0 , and εreff =
εr+1
2 . The iterations are stoppedwhen the difference between two consecutive lengths

is less than the resolution that can be obtained. By the final iteration, we obtain:
ωpatch = 11.87mm, and εreff = 1.972 . From where :

Leff = c

2 × f × √
εreff

(3)

δL = 0.412 × h × (εreff + 0.3) × (
ωpatch

h + 0.254)

(εreff − 0.258) × (
ωpatch

h + 0.8)
(4)

where Leff is the effective length of the patch antenna and δL is the extension of
the length of the patch antenna. The antenna patch length is given by the following
equation: Lpatch = Leff − 2 × δL .
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Fig. 2 Antenna element axial ratio for different values of S

Finally, to ensure the circular polarization of antenna element, the printed pattern
is designed as a square [11] and the corners of the antenna are cut off. The initial S
value of the truncated corners is 3mm. The excitation point is chosen by setting the
resonant frequency at 9GHz and a return loss S11 less than −10 dB. To achieve this
objective, several positions of the excitation point fromcoordinate point (X f = 0mm
and Y f = − 5.14mm) [12] were simulated. The excitation point meeting this goal is
located at X f = 1.06mm and Y f = 2.91mm. The antenna element was configured
to achieve an axial ratio less than 3dB. The simulation results are presented in Fig. 2.

To improve the circular polarization of the patch, the introduction of a circular slot
in the patch center has an even symmetry with respect to the axis of resonance of the
antenna (the X axis) and improve the axial ratio of antenna element. A parametric
study on the value of the radius of the circular slot Rs , which offers the best results,
leads to Rs = 0.7mm. The proposed antenna element with cut circular slot resonates
at the frequency of 9GHz for S = 3.22 which corresponds to an axial ratio of 2.43
dB and a gain of 5.539 dB with a return loss of 40.39 dB.

2.2 X-Band 2×2 Patch Array Antenna Design
and Optimization

The choice of the 2×2 array architecture of the antenna aims to increase the gain
of the antenna. The antenna elements are arranged in a 2×2 planar array with an
initial spacing of λg/2(whereλg = λ/

√
εreff) . Then, to avoid coupling between the

antennas and eliminate side lobes and to ensure the directivity of the antenna, the
spacing between the antenna elements must be well adjusted to the area available at
CubeSat (10×10cm2). After optimization, the spacing between antenna elements,
which meets our objective, is 0.541λg or (dx =dy =12.86mm).

Figure3 shows the two proposed antennas: the first is formed by two antenna
elements with two cut circular slots and two without cut circular slots and the second
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Fig. 3 a X-Band 2×2 patch
array antenna with two cut
circular slots, b X-Band 2×2
patch array antenna with four
cut circular slots

Table 1 Comparison of the performance of the two proposed antennas

Proposed array
antenna

Axial ratio (dB) S11 (dB) Gain (dB) Directivity (dB)

With two cut
circular slots

1.658 −27.44 13.39 13.86

With four cut
circular slots

1.693 −27.70 13.30 13.76

Fig. 4 Feed network of the
X-Band 2×2 patch array
antenna

is formed by four antenna elements which all have cut circular slots. The simulation
results of the two proposed antennas are presented in Table 1.

2.3 Feed Network Structure

Feed network is designed to provide a uniformly distributed power to all four
antenna elements as shown in Fig. 4. A quarter-wave transformer is also used wher-
ever an impedance matching is needed. The feed network consists of ribbon lines
and T-junction power dividers with quarter-wave transformers. In order to have an
impedance of 50� in the input and outputs of each power divider, we use the method
of Wilkinson which gives the value of the impedance Z by the following equation :
Z = Z0 × √

2Where 2 is the number of branching points and Z0 (50�) is the input
impedance.

Furthermore, to minimize the effects of radiation and coupling of the microstrip
lines, the feed network is fabricated on anRO3010 substratewith a dielectric constant
of εr = 10.2 [4]. The antenna element is powered by a probe connected to the micro
ribbon line of the proposed antenna’s feed network. The following Fig. 5 shows a
side view of the proposed antenna.
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Fig. 5 Side view of the proposed antenna

Table 2 Dimensions of the proposed antenna

Symbol Parameter Value (mm)

L Untrimmed patch Length 10.28

ω Untrimmed patch Width 10.28

S Truncated corner side length 3.39

Rs Radius of circular slot 0.8

dx, dy Spacing between elements 12.86

3 Simulation Results

The antenna is designed and simulated usingCSTMicrowave Studio electromagnetic
analysis and simulation software. The dimensions of the proposed antenna are given
in Table 2. Figure6 shows the simulated S11 parameter of the proposed antenna. It
has a bandwidth of 740MHz in the frequency range 8.61–9.34GHz.

The proposed antenna offers a circular polarization gain of 13.30 dB at the fre-
quency of 9GHz. Figure7 shows the radiation pattern of the proposed antenna.

The axial ratio of the proposed antenna at the resonant frequency of 9GHz indi-
cates an axial ratio of 1.693 dB as shown in Fig. 8.

Table 3 compares the performances of the proposed antennawith those reported in
[3, 9, 14]. The proposed antenna gives a better gain at the 9GHz frequency compared
to those reported in [3, 9, 14]. It has a good impedance matching with a medium
bandwidth compared to other referenced antennas.

Fig. 6 Reflection coefficient S11 of the proposed antenna
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Fig. 7 Gain radiation pattern of the proposed antenna

Fig. 8 Axial Ration of the proposed antenna

Table 3 A comparison between the proposed antenna and other 2× 2 array antennas

2*2 Arrays [3] [9] [14] Proposed

Gain (dB) 12.1 7.6 11.5 13.3

Frequency (GHz) 7.75–8.75 8.2 8 9

10-dB impedance
bandwidth (GHz)

6.75–9.15 8–8.4 7.63–8.57 8.60–9.34

S11(dB) ≤ −10 ≤ −15 ≤ −10 −27.70

4 Conclusion

In this paper, the simulation results of the designed X-band 2 × 2 patch array antenna
operating at 9GHz are presented showing higher performance than the referenced
ones. The designed antenna meets the requirements imposed by nanosatellites in
termsofweight, volume, power and circular polarization.Tovalidate these simulation
results, an antenna prototype would be fabricated and measurement performed on
the prototype.
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The proposed antenna is 50× 50mm with a total height of 2.21mm with four
circular slots cut at the center of the antennas element. This antenna design has
reduced the weight of the antenna and improved its performance as well as its use in
nanosatellites. The antenna presented is excited by a suitable feed network. It offers
a bandwidth of 740MHz in the frequency range of 8.60–9.34GHz with a maximum
gain of 13.30 dB. It has a return loss of − 27.70dB and an axial ration of 1.693dB.

Our future work concerns the manufacturing and testing a prototype 4× 4 patch
array antenna providing 20 dB higher gain for possible use in the university 3U
CubeSat project.
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Improvement of Silicon Nanowire-Based
Photovoltaic Solar Cell
with the Integration of CIGS Quantum
Wells

Meriem Safi, Abdelkader Aissat, Houcine Guesmi, and Jean Pierre Vilcot

Abstract The present work focuses on the modeling and simulation of a new photo-
voltaic solar cell based on a CIGS/Si nanowire. The study of the effect of inserting
quantum wells in a nanowire structure for different characteristic parameters has
been done to evaluate the potential of the confinement phenomenon. The best results
of the solar cell are obtained with a number of 14 quantum wells integrated in a Si
nanowire-based solar cell with an efficiency of 3.16%, FF of 73.50%, Voc equal to
0.41 V and Jsc equal to 10.50 mA/cm2.

Keywords Nanowires · Quantum wells · Solar cell · Photovoltaics

1 Introduction

During the last decade, a new technology has seen the world, a technology character-
ized by miniaturization, that is to say, the manufacture of systems at the nanoscopic
scale, and the latter tends to show its skills and remarkable properties that meet the
requirements of mobility and ease of use [1, 2]. This new revelation has affected
several disciplines, among which we find renewable energies. Since the indus-
trial revolution, global energy consumption has been steadily increasing, a soaring
consumption has been noticed on several energy resources that is 81% of fossil fuels,
31% come from oil, 29% come from coal, and 21% come from natural gas according
to a census made in 2015 [3]. For this reason, many researchers are working hard to
find energy resources that allow a long life span. Solar photovoltaic energy is the right
solution, because of its abundance that allows us to meet the global need [4]. The
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photovoltaic technology is rapidly and effectively developed in the context of micro-
electronics; however, a large amount of material is needed which leads to excessively
high prices to benefit from this kind of system. For this reason, several studies have
been carried out in order to develop photovoltaic solar cells based on nanostructures
with a high efficiency compromise modeling and simulation of a new solar photo-
voltaic cell based on CIGS/Si nanowire. The study of the effect of inserting quantum
wells into a nanowire structure for different characteristic parameters was done to
evaluate the potential of the confinement phenomenon. The best results of the cell
are obtained with a number of 14 quantum wells integrated in Si nanowire-based
solar cell with an efficiency of 3.16%, FF of 73.46%, Voc equal to 0.41 V and a Jsc
equal to 10.50 (mA/cm2). The nanowires are the revolution of these studies; indeed,
they allow the trapping of the light, and also, the geometry of the latter allows an
effective collection of charge carriers photogenerated with optimal dimensions for a
low cost.

The present study focuses on the modeling of a silicon-based nanowire with
integrated CIGS wells; this semiconductor is a very promising mixture, which also
presents one of the best absorption coefficients. Also, the best efficiency achieved
by a rigid CIGS cell is 23.4%, and no other low-cost thin structure has done better.
The present study focuses on the modeling, simulation and characterization of a
photovoltaic cell, for which we studied the influence of quantum well insertion in
a nanowire in different characteristic parameters of the cell. Figure 1 shows the
structure of the Si nanowire-based solar cellwith integration of four layers ofCIGS/Si
QWs grown on a Si substrate. The CIGS QWs in red are inserted in the intrinsic
region, and they are characterized by a thickness of 3 nm and a Si barrier of 8 nm,
both with a radius of 190 nm.

2 Theoretical Models

The carrier-dependent concentration mobility described by the Masetti model and
the carrier recombination modeled by SRH recombination using a concentration-
dependent lifetime model are given in detail in Ref. [4]. We note here that we have
neglected radiative recombination and this is due to the fact that our simulations
are done at room temperature [5]. The drift–diffusion model is used to calculate the
current density of electrons and hole in the bulk and barrier regions and is given by
the continuity equations [6]:

∂n

∂t
= G −U + 1

q
(∇.Jn) (1)

∂p

∂t
= G −U − 1

q

(∇.Jp
)

(2)
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Fig. 1 Structure of Si-based nanowires by insertion of 4 CIGS quantum wells

In these equations, n and p are the electron and hole densities, respectively, and
Jn and Jp are the electron and hole current densities, respectively. U and G are
the Shockley–Read–Hall (SRH) recombination rate and the photogeneration rate,
respectively. For the drift–diffusion model, the electron and hole currents are given
by [7]:

�jn = qμp p �∇ �E + qDp �Jn (3)

�jp = qμp p �∇ �E + qDp �J p (4)

Dn and Dp are the thermal diffusion of electrons and holes, respectively. E is
the electric field, and μn and μp are the electron and hole mobilities, respectively.
Assuming there is no dependence on θ because of the circular symmetry of the
electrostatic potential, the Poisson equation is written [6]:

∂2V

∂2z
+ 1

r
.
∂V

∂r
+ ∂2V

∂2r
= −ρ(z, r)

ε
(5)
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2.1 For Quantum Well Regions

The current continuity equations for quantum well systems are given as follows:

dnqw

dt
= Gqw −Uqw − nb

τcn
− Pqw

τen
= 0 (6)

dpqw

dt
= Gqw −Uqw − Pb

τcp
+ Pqw

τen
= 0 (7)

where Uqw and Gqw are the Shockley–Read–Hall (SRH) recombination rate
and the quantum well photogeneration rate, respectively. Self-consistent coupled
Schrödinger Poisson model is used to model the effects of quantum confinement,
and it is given on 1D for electrons and holes, respectively, by:

−h2

2

∂

∂x

(
1

m∗
e

∂�i

∂x

)
+ Ec(x)�i − Ei�i = 0 (8)

−h2

2

∂

∂x

(
1

m∗
h

∂�i

∂x

)
− Ev(x)�i − Ei�i = 0 (9)

where Ec and Ev are the conduction band and valence band edge, respectively, and
me* and mh* are the effective mass of electrons and holes, respectively. � i and Ei

are the wave function and energy level of the i subband.

3 Results and Discussion

During this part of the work, we used the solar cell qualification conditions: A solar
spectrum AM1.5 is a temperature of 300 K. We started the simulation of the p–i–n
solar cell without QWs. Then, we moved to the simulation of a CIGS/Si QW solar
cell for a fixed number of layers: 4 and 8 in order to see the effect of the QW insertion
on the characteristic parameters of the cells. Then, we moved to the variation of the
number of QWs in order to determine the number of optimal QWs that give us the
best performance of the cell. For each simulation, the J–V characteristic, the EQE
curve and the important characteristic parameters of a solar cell are presented and
discussed. Figure 2 shows the evolution of the bandgap energy and the strain as a
function of the mole fraction of Indium. It is clear that the bandgap energy increases
with the increase of x.

On the other hand,we see that the strain decreaseswith the increase of x. Therefore,
a good compromise between the bandgap energy and the strain must be reached at
a certain optimal value of x for a good performance of the QW structure. For this
purpose, we fixed the In concentration at x = 0.1 which corresponds to a strain of
4.85% and a bandgap energy of 1.06 eV.
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Fig. 2 Variation of the bandgap energy and strain as a function of the indium concentration

Figure 3 represents the external quantum efficiency (EQE) taken as a function
of the wavelength of solar cell for both two structures of Si nanowires: pin and
with insertion of 8 QW CIGS in the intrinsic region. It is clear that the EQE of a
quantum well solar cell takes higher values from the wavelength of 500 nm. The
EQE in the range 500–1200 nm of the CIGS/Si QW solar cell with 8 layers increases
by a value of 7.12% for a wavelength of 800 nm, for example, which means that
the less energetic photons in this wavelength range are effectively absorbed and not
lost; thus, they contributed to the creation of electron–hole pairs. Figure 4 shows
the current–voltage characteristic J–V of a Si pin nanowire solar cell and a CIGS/Si
solar cell by inserting of 4 and 8 quantum wells. As we can see, the short circuit
current and open circuit voltage increase with a value of 2.49 mA/cm2 and 0.08 V,
respectively, with the insertion of 8 QWs. This can be explained by the fact that the
insertion of QWs is indeed helpful for solar cell to absorb photon with low energy
(photon with energy less than 1.12 eV), which means more electron–hole pairs are
generated and contribute for creation of additional photocurrent. This improvement
leads to an increase in the power delivered by this structure (Fig. 5). After choosing
the appropriate concentration, as well as seeing the effect of QW insertion on the
cell characteristics, we moved to the simulation of CIGS/Si nanowire-based solar
cells by inserting 2, 4, 6, 8, 10, 12 and 14 quantum wells, respectively, to indicate
the influence of quantum well introduction on the different structure characteristics.
Figures 6 and 7 represent the variation of open circuit voltages and Form Factor as
well as the variation of short circuit current and efficiency of a Si pin nanowire-
based solar cell and a CIGS/Si solar cell for different numbers of QWs 2, 4, 6, 8, 10,
12 and 14, respectively. As we can see, the Voc, FF and Jsc increase by a value of
0.12 V, 25.90% and 9.22 mA/cm2, respectively, when the number of inserted QWs
increases from 0 to 14 wells. Therefore, the efficiency increases by a value of 2.17%,
and beyond this number, the efficiency keeps the same value. This is the number
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Fig. 3 EQE of the solar cell
without and with 8 CIGS/Si
QWs
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Fig. 4 J–V characteristic of the solar cell without and with 4 and 8 CIGS/Si QWs

of quantum wells for which we have saturation. All the characteristic parameters
achieved are listed in Table 1.

4 Conclusion

We reported a modeling and characterization investigation of a single Si nanowire-
based solar cell with CIGS quantum wells, mainly devoted to discern the effect of
the number of wells on the performance of the cell. We approved in the first part that
a concentration of 10% of In gives us a good compromise between the gap energy
and the strain to reach the best performances of the cell. In the second part, we notice
that the insertion of 14 wells in a nanowire increases the short circuit current and
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Table 1 Characteristic parameters of the pin Si and CIGS/Si solar cell range from 0 to 14 quantum
wells

QW number Jsc (mA/cm2) Voc (V) FF (%) η (%)

0 7.307 0.287 47.57 0.99

2 6.576 0.345 64.12 1.45

4 7.723 0.356 67.25 1.85

6 8.812 0.361 69.34 2.21

8 9.796 0.365 70.68 2.53

10 10.691 0.367 71.62 2.82

12 10.489 0.399 72.69 3.04

14 10.530 0.407 73.46 3.16

the efficiency by a factor of 1.44 and 3.19, respectively. The enhancement of the
efficiency and the main parameter of the cell were approved through the study of the
QW integration in a single nanowire.
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Intersubband Optical Properties
of Strained InAsSb/AlGaAs Quantum
Well Structure

L. Chenini, A. Aissat, and Jean Pierre Vilcot

Abstract In this paper, the intersubband optical properties of strained
InAsSb/AlGaAs single quantum well structure have been investigated in a detailed
way as depending on the structure parameters. For this aim, first, we have computed
the energy eigenvalues and their corresponding wave functions of this structure by
means of the solution of the Schrodinger equation in envelope function effectivemass
approximation. Second, we have calculated some important parameters as strain,
band gap energy, effective mass and the conduction band (CB) offset ratio. Finally,
the intersubband absorption coefficient properties have been determined as a function
of the composition, well thickness and the emission wavelength.

Keywords Semiconductor III–V · Nanostructures · Absorption coefficient ·
Detection

1 Introduction

Theoretical understanding of the optical properties of quantum wells is of great
importance fromboth basic and technological research. The optical properties related
to intersubband transitions (ISBT) within the conduction band of quantum wells
have attracted considerable attention during the last years due to the large values of
dipole transition matrix elements, the strong quantum-confinement effect and possi-
bility of achieving resonance states [1–6]. This technology has become a leading
optoelectronics platform since the first observations of intersubbands transitions in
GaAs/AlxGa1−xAs multi-quantum wells by Esaki and Sasaki [7]. The AlxGal−xAs
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and InAs1−xSbx systems have been the subject of considerable research and opto-
electronic device development activities over the past years [7–14]. By using InAsSb
for the well and AlGaAs as barrier materials, quantum well can have large conduc-
tion band offsets ratio Qc, and hence, large intersubband transition energies will be
obtained.

In addition to the lack of previous works and research on the effects of struc-
tural parameters on the InAsSb/AlGaAs quantum well structure, there has, to our
knowledge to date, been no theoretical or experimental analysis, by intersubband
transitions despite the great importance of this problem. So, in the present work, we
will attempt to investigate theoretically the influence of the antimony composition x
and aluminum fraction y in the barrier, well thickness and the emission wavelength
on the intersubband absorption coefficient of the single InAs1−xSbx/AlyGa1−yAs
quantum well structure. A theoretical model used in this study is briefly described;
this model is based principally on an interpolation scheme, and the effects of compo-
sitional variations in well and barrier regions are properly taken into account in the
model and the effects of the well thickness and strain are also included. In the last
section, we summarize briefly the conclusions obtained in the present study.

2 Theoretical Model

To find the eigenvalues and corresponding wave functions, we have to solve the
Schrödinger equation:

(H − El)�l(z) = 0 (1)

The Hamiltonian H is expressed as:

H = − �
2

2m∗
e

∇2 + VCB(z) (2)

El is the energy of the bound state l, � l is the envelope wave function and m∗
e is

the electron effective mass, VCB(z) is the CB confinement potential taken as follows:

VCB(z) =
{
QC .�Eg, −Lw/2 < z < Lw/2

0, elsewhere
(3)

where �Eg is the difference between the bandgap energies of InAsSb well region
and AlGaAs barrier region, which will be given by the following expression:

�Eg = 0.6x2 + 0.37y2 − 0.789x + 1.22y + 1.779 (4)

Qc is the conduction band offset ratio parameter, Lw is the well width.
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Solving the Schrödinger equation, we will obtain:

El = − �
2

2m∗
e

(
lπ

Lw

)2

, l = 1, 2 . . . , �l = �0 sin

(
lπ z

Lw

)
(5)

The strain (ε) is an important element to verify. The difference lattice constant
between the epitaxial InAsSb layer and the AlGaAs substrate results in a strain which
forced the two lattice constants to be almost equal in the interface. However, there
is no stress in the z direction; the strain can be given as a function of x and y as:

ε(InAsSb/AlGaAs) = a2 − a1
a1

= −0.421x + 0.0081y − 0.4051

0.421x + 6.0584
(6)

The subscript a1,2 denotes the lattice constant for the InAsSb and AlGaAs layers,
respectively. The physical parameters of the different binary materials used in this
work are taken from Refs. [15, 16] and are summarized in Table1. For both, well
(InAs1−xSbx) and barrier (AlyGa1−yAs) regions, the corresponding bandgap energies
are given, respectively, as the following quadratic relationships:

Eg(InAsSb) = (1 − x).Eg(InAs) + x .Eg(InSb) − 0.6.x(1 − x) (7)

Eg(AlGaAs) = (1 − y).Eg(GaAs) + y.Eg(AlAs) − 0.37.y(1 − y) (8)

x and y are, respectively, the antimony (Sb) and the aluminum (Al) compositions,
and Eg(InAs), Eg(InSb), Eg(GaAs) and Eg(AlAs) are the energy gaps of the binary
materials taken, respectively, as 0.359 eV, 0.17 eV, 1.42 eV and 3.01 eV at 300 K. All
other parameters as lattice constant (a), elastic stiffness coefficients (C11 and C12),
conduction band deformation potential (ac) …, of the InAs1−xSbx and AlyGa1−yAs
materials, are noted P and are obtained by a linear interpolation of the parameters of
binary compounds given in Table 1, as the following expressions:

Table 1 Parameters of the different binary materials used in this work [15, 16]

Parameters InAs InSb GaAs AlAs

a (Å) 6.0583 6.4794 5.6533 5.6614

C11 (1011 dyn/cm2) 8.329 6.608 11.88 11.93

C12 (1011 dyn/cm2) 4.526 3.531 5.38 5.72

(ε) = m ∗ /m0 0.024 0.013 0.067 0.124

ac (eV) −10.2 −15 −11 −5.64

av (eV) 1 0.36 −0.85 −2.60

b (eV) −1.80 −2 −1.85 −2.30

� (eV) 0.39 0.81 0.341 0.28

Ev,av (eV) −6.67 −6.09 −6.92 −7.49
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P(InAs1−xSbx ) = (1 − x).P(InAs) + x .P(InSb) (9)

P
(
AlyGa1−yAs

) = (1 − y).P(GaAs) + y.P(AlAs) (10)

Except for the InAsSb, electron effective mass (m∗
e) and the spin orbit splitting

energy (�) will be given, respectively, as:

m∗
e(InAsSb) = (1 − x).m∗

e(InAs) + x .m∗
e(InSb) − 0.027.x .(1 − x) (11)

�(InAsSb) = (1 − x).�(InAs) + x .�(InSb) − 1.2.x .(1 − x) (12)

It is worth to note that the bowing parameter for the AlGaAs of these both
parameters is equal to zero.

It is very important to evaluate the degree of carrier confinement in order to design
and fabricate good and new electronic and optoelectronic devices. For this purpose,
we have to calculate the conduction band offset ratio, defined as follows:

QC = Ec(InAsSb) − Ec(AlGaAs)

Eg(InAsSb) − Eg(AlGaAs)
(13)

EC(InAsSb) and EC(AlGaAs) are the conduction band extrema of the well and
barrier regions, respectively.

The conduction band position for each material can be obtained as follow:

Ec = Ev + Eg + 2(ac + av)

(
1 − C12

C11

)
ε + b

(
1 + 2C12

C11

)
ε (14)

where the valence band position Ev for each material can be given by:

Ev = Ev,av + �

3
+ 2av

(
1 − C12

C11

)
ε + b

(
1 + 2C12

C11

)
ε (15)

where Ev,av is the average valence band energy, (ε) is the spin orbit splitting energy,
C11 and C12 are elastic stiffness constants, b the valence band shear deformation
potential, ac and av are the conduction and valence band hydrostatic deformation
potentials. All these parameters are obtained as mentioned above by the linear
interpolation method where the corresponding binary values for each material are
listed in Table 1. The absorption coefficient (ε) of the conduction band ISBT in
InAs1−xSbx/AlyGa1−yAs quantum well can be obtained by the following expression:

α(ω) = ω

Lw

√
μ0

ε0εr

∑
|Mnm |2(Nn − Nm)

(�/τ)

(Enm − �ω)2 + (�/τ)2
(16)
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where μ0 is the vacuum permeability, Mnm is the dipole moment matrix, ω is the
photon frequency, εr is the relative dielectric constant and ε0 is the vacuum dielectric
constant, Nn − Nm is the difference of the electron densities in the conduction
subbands n and m, respectively, Enm = En − Em, En and Em are the electron energy
in the conduction subbands.

3 Results and Discussion

Figure 1 shows the variation of strain, according to the antimony and aluminum
mole fractions. Growing InAsSb layers on AlGaAs substrate leads to appear a
biaxial compressive strain due to the difference between the lattice parameters of
the grown over layers and substrate one. Figure 1 shows that the strain developed in
the InAsSb/AlGaAs single quantum well increases with increasing Sb concentration
while it reduces with the increase of Al concentration. The InAs1−xSbx bandgap
expression is plotted in Fig. 2. The figure indicates that the InAs1−xSbx bandgap
energy has a nonlinear composition dependency, which is due to the presence of
bowing coefficient (C = 0.6 eV) multiplied by x2 term, as we have seen in Eq. (7).

The smallest bandgap energy of InAs1−xSbx alloy, corresponding to Eg =
99.65 meV, occurs for x ≈ 0.66, a value close to x ≈ 0.60–0.64 given in Ref. [17].
Several experimental data are collected from recently published papers [15, 18, 19]
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single quantum well
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and are included in Fig. 2. The experimental data are in agreement with the theoret-
ical bandgap simulation of the InAsSb material at T = 300 K. Figure 3 illustrates the
variation of electron effective mass in the well region as a function of x composition;
the experimental effective masses gathered from Refs. [15, 20] were determined at T
= 300K. The electron effective mass for the InAs1−xSbx alloy system has a quadratic
dependence with Sb composition. The smallest electron effective mass occurs for x
≈ 0.72. A good agreement between experimental values of effective mass and our
calculations is shown in Fig. 3.

The variation of QC with x and y is shown in Fig. 4. From this figure, we can see
that increasing both antimony and aluminum composition decreases the band offset
ratio. To have a QC value of 0.7, we have interest to choose, a little mole fraction of
both compositions. So, the antimony mole fraction must be ranged between 0 ≤ x ≤
0.25 and the aluminum fraction in barrier will be taken also ranged between 0 ≤ y
≤ 0.25.

In Fig. 5, the variation of the intersubband absorption coefficient with wavelength
emission is given for different values of antimony, we set LW = 60 Å and y = 0.25.
It is clear that increasing the antimony quantity increases the absorption coefficient
and a blue-shift toward higher energies will be have.

Effect of the aluminum composition in barrier region on the intersubband absorp-
tion coefficient is also investigated. The obtained results are given by Fig. 6, x is taken
0.25 and LW = 60 Å. The peak of absorption coefficient decreases with increasing y
and also blue-shift toward higher energies.
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Fig. 7 Simulated intersubband absorption spectra of InAs0.85Sb0.15/Al0.15Ga0.85As alloy versus
emission wavelength for several thickness well values ranged between 20 and 80 Å

To show the influence of well width LW on α, in Fig. 7, we set x = 0.15, y = 0.15,
T = 300 K to have Qc = 0.70 and plot the intersubband absorption coefficient as
a function of the wavelength emission for different values of LW . We can see that
increasing the well width decreases the peak of the absorption coefficient for values
of thickness less than LW = 50 Å but above this value, α will increases. Also, we
can see that for a well width values less than LW = 50 Å, the peak of the absorption
coefficient moves to the higher energies, but above this value, it shifts toward the
lower energies.

4 Conclusion

In this paper, the intersubband optical absorption coefficients in strained
InAs1−xSbx/AlyGa1−yAs single quantumwell are studied by solving the Schrödinger
equation. Our results reveal that a red or a blue-shift can be obtained in the intersub-
band optical transitions as dependent on the shape of the InAsSb/AlGaAs quantum
well and also by tuning the antimony concentrations of the InAsSb well and the
aluminum concentrations of the AlGaAs barriers. Moreover, the theoretical results
reveal that these parameters have significant effects on the peak intersubband absorp-
tion coefficients. This theoretical study could potentially give new possibilities
in designing new devices based on the intersubband transitions of electrons and
operating in the near infrared region.
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Numerical Simulation: Toward
High-Efficiency CIGS Solar Cell
Through Buffer Layer Replacement

Abdallah Bendoumou, Abderrahim Raidou, Atika Fahmi,
Mohamed Lharch, and Mounir Fahoume

Abstract The present contribution reports on the performance of CIGS-based solar
cells using Solar Cell Capacitance Simulator (SCAPS) to study the replacement of
the CdS buffer layer by others. The principle idea behind this investigation is the
improvement of CIGS solar cells conversion efficiency by using buffer layers of
non-toxic and abundant materials. The four buffer layers of ZnSe, Zn(O, S), In2S3,
and SnS2 have substituted the CdS in the Glass/Mo/CIGS/CdS/ZnO/ZnO:Al/MgF2
structure. SCAPS software was used to analyze the effects of buffer layer thick-
ness, buffer layer donor density, buffer layer defect density, absorber layer thickness,
and temperature on photovoltaic parameters: open-circuit voltage Voc, short-circuit
current density Jsc, Fill Factor FF, and efficiency η. The obtained results indicated that
ZnSe, Zn(O, S), In2S3, and SnS2 are good alternative buffer layers with an efficiency
of around 28.3%.

Keywords Buffer layer · CIGS · Efficiency · Solar cell · SCAPS 1D

1 Introduction

Converting abundant solar energy directly into electricity represents a variable and
very attractive option for cost-effective sustainable production of electrical energy
[1]. Photovoltaic (PV) technology, which directly generates electricity from sunlight,
is quickly becoming a major player in the future clean energy economy [2]. Most
research efforts for the realization of low cost Cu(In, Ga)Se2 (CIGS)-based solar
cells have been dedicated to the development of non-vacuum processing methods
for the preparation of this type of solar cells [3–6]. The Copper–Indium–Gallium–
diSelenide (CIGS)-based solar cell is considered as one of the most promising thin
film solar cells due to its many features such as higher efficiency both on module
and cell levels, simple processes of manufacturing, excellent durability and stability,
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and radiation hardness [7]. One of the objectives in the field of CIGS technology in
the next years is to improve or at least to maintain the efficiency of these cells by
replacing the classical CdS buffer layer by wider band gap and Cd-free materials [8],
because it is toxic and detrimental to the environment [9]. CdS is the most common
buffer layer material used in the fabrication of CIGS-based solar cells [10]. The
buffer layer is an intermediate layer film between the absorber and window layers
with two main objectives, to provide structural stability to the device and to fix the
electrostatic conditions inside the absorber layer [11, 12]. Usually, the semiconductor
compounds with n-type conductivity and band gap between 0.2–3.6 eV are used as
a buffer layer in the CIGS thin film solar cells [13]. The chalcopyrite solar cells
employing alternative buffers can reach the same efficiencies as those with CdS
buffers [14]. Moreover, solar cell simulation can be a valuable tool for gaining a
deeper knowledge into the physical background of phenomena visible in electrical
measurements [15].

In this present work, we studied numerically the typical structure
Glass/Mo/CIGS/CdS/i-ZnO/n-ZnO:Al/MgF2 using a Solar Cell Capacitance Simu-
lator (SCAPS-1D) [16], with ZnSe [17, 18], Zn(O, S) [19–21], In2S3 [22–24], and
SnS2 [25, 26] as alternative buffer layers, and effects of its parameters: thickness,
doping, and defect density on photovoltaic cell parameters such as open-circuit
voltage Voc, short-circuit current density Jsc, Fill Factor FF, and efficiency η. Also,
we investigated CIGS thickness and temperature effects on the same output cell
parameters.

2 Experimental Details

SCAPS is a one-dimensional solar cell simulation program developed at the Depart-
ment of Electronics and Information Systems (ELIS) of the University of Ghent,
Belgium [27]. Our numerical analysis is achieved by using the numerical simulation
program SCAPS, that has been designed to simulate CIGS-based thin film solar cell
devices [28].

The simulation is done under standard illumination AM1.5G, 1000 W/m2,
and 300 K. The material parameters of the Glass/Mo/CIGS/buffer_layer/i-
ZnO/ZnO:Al/MgF2 structure are obtained from literature, theoretical, experimental
data, either by fitting the simulation to experimental data. The molybdenum (Mo) is
used as a back metal contact and MgF2 as an anti-reflection layer. The series resis-
tance of 0.21� and shunt resistance of 770� are used. The SCAPS software is used
to study and investigate the thickness, doping, and defect density effects of CdS,
ZnSe, Zn(O, S), In2S3, and SnS2 buffer layers on open-circuit voltage Voc, short-
circuit current density Jsc, Fill Factor FF, and efficiency η. And CIGS absorber layer
thickness and temperature effects on the same photovoltaic parameters. Schematic
structure of the simulated solar cell is illustrated in Fig. 1, which consists of the main
layers: the CIGS absorber layer, CdS; ZnSe; Zn(O, S); In2S3; and SnS2 buffer layers,
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i-ZnOwindow layer, and n-ZnO:Al transparent conducting oxide (TCO) layer. Some
input parameters used in this numerical calculation are displayed in Table 1.

To study the effect of ZnSe, Zn(S, O), In2S3, and SnS2 buffer layers on the photo-
voltaic parameters, we keep the same input parameters of theCdSmaterial, except the
band gap, electron affinity and relative dielectric permittivity, which are represented
in Table 2.

Fig. 1 Schematic structure
of CIGS solar cells

Anti-reflection coating: MgF2

TCO layer: n-ZnO:Al

Window layer: i-ZnO

Buffer layers: CdS; ZnSe; Zn(O,S); In2S3; or SnS2

Absorber layer:  CIGS

Back contact: Mo
Substrate: Glass

Front contacts

Solar Radiation AM 1.5G,

1000 W/m2

Table 1 Input electronic material parameters employed in the numerical study of the CIGS-based
solar cell

Parameters Layers

CIGS CdS i-ZnO ZnO:Al

Thickness (nm) Variable Variable 100 150

Eg (eV) 1.15 [29] 2.4 [30] 3.3 [10] 3.3 [10]

χ (eV) 4.5 [29] 4.0 [30] 4.4 [10] 4.4 [10]

εr 13.6 [29] 10.0 [30] 9.0 [10] 9.0 [10]

Nc (cm−3) 2.2E+18 2.2E+18 [30] 2.2E+18 [31] 2.2E+18 [31]

Nv (cm−3) 1.8E+18 1.8E+19 [30] 1.8E+19 [31] 1.8E+19 [31]

vt−e (cm/s) 1.0E+5 1.0E+5 1.0E+7 1.0E+7

vt−h (cm/s) 1.0E+5 5.0E+4 1.0E+7 1.0E+7

μn (cm2/Vs) 50 50 100 100

μp (cm2/Vs) 25 25 25 25

ND (cm−3) 0 Variable 1.0E+18 [31] 1.0E+20 [31]

NA (cm−3) 5.0E+17 0.0 0.0 0.0

Nt (cm−3) 2.0E+15 Variable 1.0E+16 [31] 1.0E+16 [31]
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Table 2 Input parameters of ZnSe, Zn(S, O), In2S3, and SnS2 buffer layers

Parameters Layers

ZnSe Zn(S, O) In2S3 SnS2

Eg (eV) 2.9 [32] 2.7 [33, 34] 2.8 [35, 36] 2.24 [37]

χ (eV) 4.09 [32] 4.3 [33, 34] 4.25 [35] 4.24 [37]

εr 10 [32] 10 [33, 34] 13.5 [36] 10 [37]

3 Results and Discussion

3.1 Effect of Buffer Layer Thickness

Figure 2 illustrates the effect of CdS, ZnSe, Zn(O, S), In2S3, and SnS2 buffer layers
thickness, which have been varied in the range from 10 to 100 nm, on photovoltaic
parameters: Voc, Jsc, FF, and η while the CIGS absorber layer thickness was fixed
of 2 µm. Figure 2a shows a very important increase of Voc with thickness increase
from 10 to 30 nm of CdS buffer layer and remains almost constant up to 40 nm.
Afterward puts down a slight decrease. For ZnSe, Zn(O, S), In2S3, and SnS2 buffer
layers, the Voc decreases slightly with thickness increase. The larger Voc is obtained
for structures having ZnSe, Zn(O, S), and SnS2 buffer layers that possess a large
band gap. For larger band gap buffer layers, the amount of photons absorbed outside
the hole diffusion length region increases with increasing the buffer layer thickness
which lowers the recombination rate and thus increasing the Voc [38, 39]. In Fig. 2b,
the Jsc is found almost constant with increasing of thickness from 10 to 30 nm for all
buffer layers CdS, ZnSe, Zn(O, S), In2S3, and SnS2. After that, it marks a drop with
thickness increase. From Fig. 2c, d, it can be observed the FF and efficiency have
almost the same variation, and optimal thickness is situated in the range 30–40 nm for
CdS buffer layer with an efficiency of 27.2%. This result is in good agreement with
the work of Moradi et al. [13, 40]. For other buffer layers, the optimum thickness is
situated in the range of 10–20 nm. The best efficiency of around 28.3% is obtained for
structures containing buffer layers ZnSe, Zn(O, S), In2S3, and SnS2 at low thickness
of 10–20 nm.When the thickness of buffer layer increases, a large number of photons
are absorbed into the n-type buffer layer before arriving in the p-type absorber layer,
which causes the reduction of the current and thus the efficiency, because of the
higher recombination rate due to low diffusion length of the minority carriers of the
buffer layer [37].

3.2 Effect of Buffer Layer Donor Density

The effect of buffer layer doping concentration ND (cm−3) on output parameters of
CIGS solar cells is scrutinized. It has been varied from 1011 to 1022 cm−3. Figure 3a
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Fig. 2 Variation of: a Voc, b Jsc, c FF and d η as a function of CdS, ZnSe, Zn(O, S), In2S3, and
SnS2 buffer layers thickness

presents the variation of Voc as a function of doping concentration. It is clear, the Voc

of CdS/CIGS and ZnSe/CIGS structures is not influenced by the doping density up to
1015 cm−3 and afterward decreases to reach a minimum of 790 mV at 1018 cm−3 and
remains constant for CdS/CIGS structure, and increases to reach a maximum value
of 790 mV at 1018 cm−3 and remains constant for ZnSe/CIGS structure. Figure 3b–d
shows the variation of Jsc, FF, and efficiency, respectively. It can be seen, the curves
of Jsc, FF, and efficiency of CdS/CIGS and ZnSe/CIGS structures are similar in the
three previous figures and reach their maximum values 43.5 mA/cm2, 82.3%, and
28.3%, respectively, at 1018 cm−3. For Zn(O,S)/CIGS, In2S3/CIGS, and SnS2/CIGS
structures, noticeable stability of Voc, Jsc, FF, and efficiency is shown in Fig. 3a–d.
Furthermore, in Fig. 3, all curves intersect at the carrier concentration 1018 (cm−3)
and have the same value above this point, indicating the optimum buffer layers donor
density is 1018 cm−3.



144 A. Bendoumou et al.

1010 1012 1014 1016 1018 1020 1022
778

780

782

784

786

788

790

792

794

796

 CdS 
 ZnSe 
 Zn(O,S) 
 In2S3 )
 SnS2 

V oc
 (m

V)

Donor density ND (cm-3)

(a)

1010 1012 1014 1016 1018 1020 1022
0

5

10

15

20

25

30

35

40

45

 CdS 
  ZnSe 
 Zn(O,S) 
 In2S3 
 SnS2 

J sc
 (m

A
/c

m
2 )

Donor density ND (cm-3)

(b)

1010 1012 1014 1016 1018 1020 1022

10

20

30

40

50

60

70

80

90

 CdS
 ZnSe 
 Zn(O,S) 
 In2S3 
 SnS2 

Fi
ll 

Fa
ct

or
 (%

)

 Donor density ND (cm-3) 

(c)

1010 1012 1014 1016 1018 1020 1022

0

5

10

15

20

25

30

 CdS 
 ZnSe 
 Zn(O,S) 
 In2S3 
 SnS2 

Ef
fic

ie
nc

y 
(%

) 

Donor density ND (cm-3) 

(d)

Fig. 3 Variation of: a Voc, b Jsc, c FF, and d η as a function of CdS, ZnSe, Zn(O, S), In2S3, and
SnS2 buffer layer donor density ND (cm−3)

3.3 Effect of Buffer Layer Defect Density

This subsection is dedicated to examining the impact of defect density Nt (cm−3) in
CdS, ZnSe, Zn(O, S), In2S3, and SnS2 buffer layers on CIGS solar cell performance.
The defect density has been varied from 1010 to 1020 cm−3. The solar cell parameters
Voc, Jsc, FF, and η are obtained and reported in Fig. 4a–d, respectively. It can be
observed that when Nt is less than 1014 cm−3 for the CdS buffer layer, and less than
1015 cm−3 for ZnSe, Zn(O, S), In2S3, and SnS2 buffer layers, it has no influence
on the solar cell parameters. The decrease of Jsc (Fig. 4b) is due to the reduction
of the number of photogenerated carriers that must participate in the photocurrent;
this observation can also be attributed to losses by deep penetration of low-energy
photons, and the incomplete absorption of certain photons [41]. With the increase
of Nt (Fig. 4d), the recombination rate also increases which in turn decreases the
efficiency [42]. In this way, for better device performance it is necessary to keep Nt

under 1014 cm−3 for CdS and 1015 cm−3 for ZnSe, Zn(O, S), In2S3, and SnS2 buffer
layers. The best efficiency of simulated CIGS solar cell for CdS/CIGS structure is
27.8%, and for structures such as ZnSe/CIGS, Zn(O, S)/CIGS, In2S3/CIGS, and
SnS2/CIGS have almost the same best efficiency equals to 28.5%.
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Fig. 4 Variation of: a Voc, b Jsc, c FF and d η as a function of CdS, ZnSe, Zn(O, S), In2S3, and
SnS2 buffer layers defect density Nt (cm−3)

3.4 Effect of Absorber Layer Thickness

The device performance as a function of CIGS absorber layer thickness is performed
for thickness in the range 400–3400 nm as illustrated in Fig. 5. The simulation
results (Fig. 5a) show that open-circuit voltage (Voc) increases strongly with the
CIGS absorber layer thickness. It can be seen that all Voc curves of CdS/CIGS,
ZnSe/CIGS, Zn(O, S)/CIGS, In2S3/CIGS, and SnS2/CIGS structures are congruent.
Figure 5b reveals an increasing trend in current density (Jsc)with varying the absorber
layer thickness. It is clear that as the thickness increases, current density also increases
accordingly. Figure 5c exhibits an increasingofFFwith the increase ofCIGSabsorber
thickness up to 2800 nm for all buffer layers, then drops with the further thickness
increasing, which can be attributed to the increasing series resistance [42]. Figure 5d
illustrates an increasing trend in efficiency with CIGS layer thickness increase, and
the best efficiency 29.82% is obtained for the ZnSe/CIGS, Zn(O, S)/CIGS, and
In2S3/CIGS structures at a thickness of 3400 nm, 29.3 and 28.74% for SnS2/CIGS
and CdS/CIGS structures, respectively, at the same CIGS absorber layer thickness.
Consequently, all photovoltaic parameters such as Voc, Jsc, FF, and η are increased
with increasing the thickness of CIGS, while at a low thickness of the absorber layer
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Fig. 5 Variation of: a Voc, b Jsc, c FF, and d η as a function of CIGS absorber layer thickness

all parameters are low due to the high recombination of photogenerated carriers
that recombine before reaching the buffer layer/CIGS layer interface [43, 44]. As
the absorber layer thickness increases, it absorbs a large number of photons, which
generates more and more electron–hole pairs, due to the built-in potential and elec-
trical field, charge carriers get separated, which further rise in Jsc and Voc will be
observed, it increases the efficiency of the device [36, 45, 46].

3.5 Effect of Temperature

The study of the behavior of solar cells with temperature (T ) is important since
in terrestrial applications, they are generally exposed to temperatures ranging from
288 to 323 K and to even higher temperatures in space and concentrator systems
[47]. Figure 6. presents the effect of temperature on photovoltaic parameters of
CIGS solar cell. The temperature has been varied from 300 to 400 K, and the CIGS
absorber layer thickness is kept constant at 2 µm. From Fig. 6a, it can be observed
that all Voc curves of CdS/CIGS, ZnSe/CIGS, Zn(O, S)/CIGS, In2S3/CIGS, and
SnS2/CIGS structures are congruent and drop linearly with temperature increase.



Numerical Simulation: Toward High-Efficiency CIGS Solar Cell … 147

The decrease in open-circuit voltage causes electrons to gain sufficient energy at
high temperatures and recombine with a hole before they could reach the deple-
tion region and collected [48–50]. Figure 6b illustrates a slight increase of current
density of CdS/CIGS and ZnSe/CIGS structures and a slight drop of Zn(O, S)/CIGS,
In2S3/CIGS, and SnS2/CIGS structures with operating temperature increase. In
Fig. 6c, d, the Fill Factor and efficiency drop with increase in temperature. When
we increase the temperature, the energy of electron increases; thus, the band gap of
material decreases, and the electron gaining a large amount of energy recombines
with holes; therefore, rate of recombination increases resulting in the decrement in
Voc, Jsc, FF, and efficiency [43, 51].

The best efficiency of simulated CIGS solar cell is obtained at room tempera-
ture 300 K for all structures such as 28.28% for ZnSe/CIGS, Zn(O, S)/CIGS, and
In2S3/CIGS, 27.77% for SnS2/CIGS, and 27.22% for CdS/CIGS.
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Fig. 6 Variation of: a Voc, b Jsc, c FF, and d η as a function of temperature
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4 Conclusion

In this study, the performance of CIGS-based solar cells has been investigated using
CdS, ZnSe, Zn(O, S), In2S3, and SnS2 buffer layers. Photovoltaic parameters were
observed by varying buffer layer thickness, buffer layer donor density, buffer layer
defect density, absorber layer thickness, and temperature. To get a larger efficiency,
the optimumCdS buffer layer thickness is located in the range of 30–40 nm. For other
buffer layers, the optimum thickness was found in the range of 10–20 nm. Optimum
donor density and defect density are 1018 cm−3 and 1014–1015 cm−3, respectively,
for all buffer layers. It has been found that the efficiency increased with the CIGS
absorber layer thickness, and it was highest at room temperature.

Furthermore, for all previously studied parameters, our simulation always revealed
the best efficiency of about 28.3% for CIGS-based solar cells using ZnSe, Zn(O, S),
In2S3, and SnS2 as good alternative buffer layers, which are non-toxic and accessible
materials.
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Influence of an Alternating Phase
on the Electron Heating in Capacitively
Coupled Radio-Frequency Discharges

Abdelhak Missaoui, Morad El kaouini, and Hassan Chatei

Abstract In this work, we use a fluid approach to investigate the effect of including
an alternating phase on the electron heatingmechanism in capacitively coupled radio-
frequency discharges. The fluid model coupled to the Poisson equation is numeri-
cally solved by using the finite difference method. The obtained results show that
by including an alternating phase in the excitation waveform, the electron density
increases in the bulk plasma region, while the electron heating increases in the sheath
regions where electrons are heated and cooled alternatively during a radio-frequency
cycle. Moreover, it is found that an increase in the pressure or the driving frequency
can contribute to a more significant increase in electron heating when an alternating
phase is added.

Keywords Electron heating · RF plasma · Low pressure · Fluid model · Driving
frequency

1 Introduction

In recent years, the micro and nano-electronic industries have seen a great devel-
opment in the miniaturization of electronic circuit chips [1]. Capacitively coupled
radio-frequency (RF) plasma discharges operated at low pressure are interesting in
microelectronic applications, where these discharges are essential for etching, depo-
sition of thin films and modification of the surface properties [2]. The characteristics
of the radio-frequency discharges can be influenced by several parameters such as the
pressure of the background gas, the driving frequency, the secondary electron emis-
sion and the excitation mode of the discharge. These radio-frequency discharges are
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generally driven by a single frequency sinusoidal waveform or by a multi-frequency
waveform [3, 4]. Recently, it has been shown that dual-frequency excitations can
influence the plasma parameters in capacitive discharges [5]. On the other hand, a
multi-frequency excitation waveform provides advantages for many plasma applica-
tions. It has been found that these waveforms could optimize the deposit uniformity
and the deposition rate in the plasma-enhanced chemical vapor deposition (PECVD)
process [6, 7]. Meanwhile, the electron heating which plays a crucial role in sus-
taining the discharge was also examined in a radio-frequency discharge driven by a
dual-frequency excitation and by a multi-frequency excitation waveform where the
phase was considered zero or constant [5, 8].

However, the effect of an alternating phase on the electron heating has not yet
been carried out. In this work, we focus on the effect of including an alternating phase
on the electron heating mechanism in a radio-frequency argon plasma discharge by
using a fluid model.

The present paper is organized as follows. In Sect. 2, we describe themathematical
model. In Sect. 3, the numerical results are presented and discussed. Finally, the
conclusion is drawn in Sect. 4.

2 Model Description

In this simulation, we use a fluid model consisting of the continuity equations for the
charged particles (electrons, ions), the momentum transfer equations written in the
the drift-diffusion approximation and the electron energy balance equation which
are, respectively, given as

∂nk
∂t

+ ∂ Jk
∂x

= S (1)

Jk = ∓nkμk E − Dk
∂nk
∂x

(2)

∂

∂t
(
3

2
nekBTe) = −∂qe

∂x
− eJe.E − Hi S (3)

where k = (e,+) refer to electrons and positive ions, respectively, nk is the number
density of plasma species k and S is the source term. The mobility coefficients μk

and the diffusion coefficients Dk for the charged particles in argon gas are taken to
be the same to those used in the Ref. [9]. In order to determine the electric field in
the discharge, the fluid equations are coupled in a self-consistent way to the Poisson
equation given by

∂2V

∂x2
= e

ε0
(ne − n+), E = −∂V

∂x
. (4)
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where ε0 is the permittivity of free space. V and E are, respectively, the electric
potential and the electric field. The first and the last terms on the right-hand side of
Eq. (3) are, respectively, the gradient of the conductive heat flux of electron energy
and the electron energy loss [10].

The term −eJeE represents the total electron heating rate which includes two
parts and can be expressed as

Sh = eDe
∂ne
∂x

E + eμeneE
2 (5)

The first term in Eq. (5) represents the electron pressure heating while the second
part is the electron Ohmic heating.

The problem requires the resolution of the coupled system of Eqs. (1)–(4) with
the boundary and the initial conditions as those given in Refs. [5, 10].

At the upper electrode (x = D)

J+ = n+μ+E, Je = ksne − γ J+, Te = 0.5(eV ) and V = 0. (6)

At the lower electrode (x = 0)

J+ = n+μ+E, Je = −ksne − γ J+, Te = 0.5(eV ) and V = Va . (7)

where Va is the applied voltage, γ is the secondary electron emission coefficient
and ks is the electron recombination coefficient. The initial conditions used in this
simulation are as follows

ne = n+ = nε

[
ε + 16

(
1 − x

D

)2 ( x

D

)2
]

, Te = 1(eV ) and V = 0. (8)

Here, ε is a small positive number and nε is the initial density of the charged particles
[5].

3 Results and Discussion

In order to study the electron heating in the discharge under the effect of an excitation
voltagewith andwithout including the alternating phase,we present in this section the
simulation results obtained after 5000 radio-frequency cycles. The argon was used as
the background gas and the discharge geometry adopted in this study consists of two
symmetrical large electrodes separated by the distance D = 2.54cm. The schematic
of the simulated region and the applied voltages used in this study is given in Fig. 1.
The first excitation waveform applied without an alternating phase is given as

Va = Vr f sin(2π f t) (9)
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Fig. 2 Profiles of the cycle-averaged a electron density, b electric field without and with the
alternating phase. At P = 1 Torr and f = 13.56 MHz

while the second excitation waveform with an alternating phase is given by [11]

Va = Vr f sin(2π f t + α(t)) (10)

where α(t) = sin(4π f t) is the alternating phase, f = 13.56 (MHz) is the driving
frequency and Vr f = 100 (V) is the amplitude of the applied excitation waveform.

Fig. 2a shows the cycle-averaged electron density in the space between electrodes
in the two cases with and without introducing the alternating phase in the applied
voltage. The maximum of the electron density in the middle of the discharge for
an excitation without alternating phase is in satisfactory agreement with the experi-
mental measurements given in Ref. [12]. In addition, the electron density in the case
of including the alternating phase is obviously higher than that in the case without
the alternating phase. This is because the electric field in the sheath regions near the
electrodes increases when the alternating phase is considered as can be seen from



Influence of an Alternating Phase on the Electron Heating … 155

Fig. 2b. Consequently, electrons gain more energy in this case and hence, the ion-
ization rate increases leading to high electron density. The results also show that the
alternating phase has no effect on the electric field in the bulk plasma region where
the electric field is almost zero due to the electrical neutrality.

The spatio-temporal profiles of the electron heating in the two cases with and
without an alternatingphase at pressure of 0.3Torr anddriving frequencyof 3.39MHz
are illustrated in Fig. 3. It can be seen that the electron heating is mainly related to
the sheath expansion and the maximums of the electron heating are located near
the sheath edges. The positive values in these regions indicate that the electrons
are heated by the electric field, while the negative values indicate that the electrons
are cooled due to the diffusion term in Eq. (5). Therefore, electrons are heated and
cooled alternatively in these regions. Moreover, the electron heating in the case with
the alternating phase is higher compared to that in the case without alternating phase.
This is because of the increase in the electric field and the electron density gradient
when the alternating phase is added as can be seen in Fig. 2.

In order to examine the effect of pressure on the electron heating in the discharge,
we present in Fig. 4, the spatio-temporal distributions of the electron heating by
changing the pressure from 0.3 to 1 Torr and keeping the driving frequency fixed at
3.39MHz for the two cases with and without alternating phase. As can be seen in the
figure, the increase in the pressure leads to a decrease in the sheath length while it
causes an increase in the electron heating in the two cases of excitation. Thus, when
the pressure increases from 0.3 to 1 Torr, the maximum of the electron heating in
the sheath regions increases from 0.0034 to 0.027 Watt.cm−3 in the case without
the alternating phase, while in the case with the alternating phase, this maximum
increases from 0.017 to 0.061 Watt.cm−3.

In Fig. 5, the pressure is taken to be 1 Torr while the driving frequency is increased
from 3.39 to 13.56MHz. It is clear that when the driving frequency increases, the
electron heating also increases in both cases with and without alternating phase with
a decrease in the sheath length. The results in the case without alternating phase are in
good agreement with the earlier simulation results shown in [13]. Furthermore, when
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the alternating phase is included, the small and the large oscillations of the electric
field lead to an increase in the electron heating, whichmeans that the electrons can be
more heated due to rapid expansion of the sheaths which can be useful for sustaining
the discharge.

4 Conclusion

In this study, a one-dimensional (1D)fluidmodel for an argon radio-frequency capaci-
tive discharge at low pressure is developed to investigate the effects of an alternating
phase on the electron heating mechanism. It is found that by applying an excita-
tion waveform with an alternating phase, the electron density increases in the bulk
plasma region, while the electron heating increases in the sheath regions due to the
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rapid expansion of the sheaths. Moreover, as the pressure and the driving frequency
increase, the electron heating also increases because of the increase in the electric
field and the density gradient in the sheath regions. The results also show that elec-
trons are alternatively heated and cooled during a radio-frequency cycle and the
alternating phase can strengthen electrons to be more heated to sustain the discharge.
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Computational Simulation
of High-Efficiency HTL-Free
Sb2Se3-Based Solar Cell

Abdellah Benami , Abdelmajid El Khalfi, Youssef Achenani,
lhoussayne Et-taya, and Lahoucine Elmaimouni

Abstract Antimony selenide (Sb2Se3) is a new photovoltaic material that has
recently gained popularity due to its direct band gap, high absorption coefficient,
and low cost. So far, its efficiency has not been able to match that of a three most
commercialized thin-film solar cell, such as CdTe, silicon, and CIGS. In this work, a
hole transport layer-free (HTL) Sb2Se3-based solar cell is simulated in one dimension
using the solar cell capacitance simulator (SCAPS-1D). The device key parameters
with respect to the thickness, doping concentration, and defect density of absorber
as well as the operating temperature were investigated. The efficiency for Sb2Se3
HTL free with thickness of 1600 nm and doping concentration of 1015 cm−3 at room
temperature can yield a 28%. The findings of this study could pave the way for the
development of a new generation of low-cost, high-efficiency thin-film solar cells.

Keywords Sb2Se3 solar cell · SCAPS-1D · Simulation

1 Introduction

Due to the abundance of materials on Earth, their low cost, and the simplicity of the
manufacturing process, the emerging generation of thin-film solar cells (TFSCs) is
undergoing extensive research. Sb2Se3 is one of the most promising absorber mate-
rials for efficientTFSCsdue to its excellent optoelectronic properties such as a tunable
bandgap of 1.1–1.3 eV, low toxicity, high optical absorption coefficient (>105 cm−1 in
the visible region) and excellent electron and holemobilities of 16.9 cm2 V−1 S−1 and
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42 cm2 V−1 S−1, respectively [1–3]. Moreover, Sb2Se3 is physically, thermodynam-
ically, and chemically stable with a unique one-dimensional (1D) crystal structure
and highly anisotropic properties [1].

The current best power conversion efficiency (PCE) of Sb2Se3 TFSC is around
10.7%, which is comparable to that of conventional TFSCs [4, 5]. Despite the rapid
improvements in Sb2Se3 efficiency over the last five years, it remains far behind
perovskite (PCE = 25.5%), CIGS (PCE = 23.4%), CZTSSe (PCE = 13%) [6], and
Shockley–Queisser limit efficiency of above 30% [7]. The limit PCE of Sb2Se3 is
caused by large Voc deficit which can be attributed to interface recombination and
defect state in the bulk [8]. So, the next objectives include increasing the PCE of the
Sb2Se3 TFSC and digging deeper into its features.

Sb2Se3 TFSC can be produced in three ways: high vacuum, low vacuum, and
non-vacuum. Messina et al. prepared Sb2Se3 film by chemical bath deposition and
obtained a PCE of 0.66% [9]. In 2014, Liu et al. used high vacuum thermal evap-
oration to create Sb2Se3 device with a PCE of 2.1% [10]. Close-space sublimation
technique was used by Li et al. in 2019 to deposit Sb2Se3 solar cells with a PCE
of 9.2% [3]. In 2022, Zhao et al. developed a solution post-treatment technique for
fabricating TFSCs using alkali metal fluorides and obtained a PCE of 10.7% [5].

In this work, we used SCAPS program to simulate the performance of
FTO/ETM/absorber layer/back contact device configuration. The thickness, doping
concentration, and total defect density of the absorber, as well as the operating
temperature, were evaluated as device critical parameters.

2 Device Structure and Simulation Methodology

2.1 Device Structure

As shown in Fig. 1a, the proposed p–n heterojunction solar cell structure consists of
glass/FTO/ETM/absorber layer/back contact. In this structure, FTO (SnO2:F) serves
as a front contact, with a layer of n-type doped CdS serving as an electron transport
material (ETM). P-type Sb2Se3 serves as the absorber layer, with a flat band serving
as the back contact. The energy band diagram of the proposed structure is shown in
Fig. 1b.

2.2 Simulation Methodology

The one-dimensional solar capacitance simulator (SCAPS-1D) version 3.3.10 was
used for numerical simulation. It was created by Burgelman and co-workers at
the Ghent University, Belgium. It is open to the scientific community and is free
of charge. Since its initial release, it has been improved. Different types of solar



Computational Simulation of High-Efficiency HTL-Free Sb2Se3-Based… 161

Fig. 1 a Structure and b
band diagram of the
proposed CdS/Sb2Se3
heterojunction solar cell

cells can be simulated using SCAPS-1D such as perovskite [11], CIGS [12], CZTS
[13, 14], CZTSSe [7], and Sb2Se3 [3, 15]. Furthermore, the results obtained using
the SCAPS simulator are consistent with previous experimental results reported by
other researchers. The software is based on Poisson’s equation, hole continuity, and
electron continuity [7].

∂2�

∂x2
+ q

ε

[
p(x) − n(x) + ND − NA + ρp − ρn

] = 0 (1)

1

q

dJp
dx

= Gop(x) − R(x) (2)

1

q

dJn
dx

= −Gop(x) + R(x) (3)

where � is the electrostatic potential, ε is the dielectric constant, q is the elec-
tron charge, NA and ND are densities of acceptor-like and donor-like, p, n, ρp, ρn,
Jp, and Jn are hole concentration, electron concentration, hole distribution, elec-
tron distribution, current densities of holes and electrons, respectively. Gop is the
optical generation rate, and R is the net recombination from direct and indirect
recombination.

The parameters used in SCAPS-1D are listed in Table 1. Flat band model is
used for the FTO/semiconductor and metal interfaces/semiconductor. The operating
temperature is set at 300 K, and the illumination is an AM 1.5 spectrum with a light
power of 1000 W/m2. The optical absorption of all layers is set from a model and is
given by Eq. (4):

α(hv) =
(

α0 + β0
Eg

hv

)√
hv

Eg
− 1 and α = 0 if hv < Eg (4)

where α0 = 105 cm−1 and β0 = 10−12 cm−1.
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Table 1 Parameters used in the simulation [3, 7, 11]

Material properties FTO n-CdS p-Sb2Se3

Thickness (nm) 500 50 200a

Bandgap (eV) 3.6 2.4 1.2

Electron affinity (eV) 4 4.2 4.04

Dielectric permittivity (eV) 9 10 18

Density of states in CB (cm−3) 2.2 × 1018 2.2 × 1018 2.2 × 1018

Density of states in VB (cm−3) 1.8 × 1019 1.8 × 1019 1.8 × 1019

Thermal velocity of electron (cm/s) 107 107 107

Thermal velocity of hole (cm/s) 107 107 107

Electron mobility (cm2/Vs) 102 102 15

Hole mobility (cm2/Vs) 25 25 5.1

Donor density (cm−3) 1017 1018 0

Acceptor density (cm−3) 0 0 1015a

a Variable parameter

Fig. 2 SCAPS simulation process

Figure 2 explains the SCAPS working procedure (Run SCAPS first, then select
Set Problem; after that, we provide the input parameters, working conditions, and
then begin the calculation).

3 Results and Discussion

3.1 Effect of Absorber Layer Thickness and Doping
Concentration

The absorber thickness and doping concentration are two of the most important
parameters that influence the TFSC’s performance. As a result, the thickness and
doping of Sb2Se3 were changed from 200 to 1600 nm, and from 1013 cm−3 to
1019 cm−3, respectively, to see how they affected the output parameters. It is clear
from Fig. 3a–d, for doping of 1015 cm−3, that Voc, Jsc, and PCE rise as absorber
thickness increases, whereas FF initially decreases and then increases. When the
absorber thickness is 200 nm, the PCE is around 13.44%, and when the thickness
increased to 1600 nm, the PCE rises to 21.5%. This can be explained by increasing
the absorber thickness, which causes more photons to be absorbed [16].
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Fig. 3 Contour plot of output performance a Voc, b Jsc, c FF, and d PCE as a function of thickness
and doping concentration

Doping concentration has the same effect on PCE, Voc, and FF, which all rise
as doping concentration rises. However, Jsc remained constant than drop when the
doping is greater than 1015 cm−3. The PCE increases from 10.34 to 28.08%when the
thickness and doping concentration of the absorber layer rise from 200 to 1600 nm
and 1013 cm−3 to 1019 cm−3, respectively.

3.2 Influence of Defect Density of the Absorber Layer

The optoelectronic properties of thin-film devices are highly dependent on the mate-
rial quality. In the absorber layer, defects are unavoidable. They can be found on
the surface as well as in bulk. We introduce neutral defect state density in Sb2Se3
to quantitatively investigate the influence of absorber layer defect states on photo-
voltaic device performance. The effect of defect density in the range of 1012 to
1017 cm−3 on cell performance was investigated, in this study, while all other layers
were kept constant at the values specified in Table 1, with the active layer thickness
and concentration Na at 1600 nm and 1015 cm−3, respectively. Figure 4 depicts the
influence of defect density variation on the device’s photovoltaic properties. The
device’s key parameters are almost constant up to a density of 1015 cm−3, but they
deteriorate beyond that point. The PCE decreases from 21.5% (for defect density of
1012 cm−3) to 9.71% (for defect density of 1017 cm−3). As the defect density rises, the
carrier recombination rate rises as well. In other words, higher defect density leads
to increased carrier trapping and a deterioration in carrier transmission. The defect
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Fig. 4 Photovoltaic
performance as a function of
defect density

density should not exceed 1015 cm−3, according to this study, in order to improve
the output of the proposed device.

3.3 Effect of Working Temperature

Another important factor influencing device performance is theworking temperature.
It has been reported that the photovoltaic panels are rated to operate in a tempera-
ture range ranging from −45 to 85 °C. In this section, we look at how changing
the temperature from 240 to 360 K affects the results. We keep the thickness and
doping concentration at 800 nm and 1015 cm−3, respectively, to minimize matter
consumption. As shown in Fig. 5, as the temperature rises, Voc decreases. As the Voc

decreases, the PCE decreases as well, as shown in the inset of Fig. 5. The decrease in
PCE as a function of working temperature is due to an increase in series resistance
and a reduction in the energy band gap [7].
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Fig. 5 J–V characteristics
and PCE (inset shows the
decreasing) of Sb2Se3 as a
function of temperature

4 Conclusion

The third-generation Sb2Se3 solar cell has received a lot of attention as a potential
replacement for thin-film technology based on CIGS and CdTe materials. Despite
this, solar cells made from these materials operate poorly, with low reported conver-
sion efficiencies due to a number of limiting constraints. As a result, adequate solu-
tions for understanding and resolving these difficulties are required. In this context,
we proposed usingSCAPS-1Dsoftware to simulate the heterojunctionFTO/n-CdS/p-
Sb2Se3 device in order to improve the efficiency. Many parameters that have a
substantial impact on the performance of the TFSC are explored. The thickness,
doping concentration, defect density of the absorber layer, and temperature all have
an impact on output parameters such as PCE, Jsc, FF, and Voc. The maximum PCE
of HTL-free Sb2Se3-based TFSC was around 28%. Our findings can be applied to
the production of high Sb2Se3-based TFSC.
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Optimization of Cd-Free CZTSSe
Kesterite Device with Different BSF
Layers by SCAPS-1D

Lhoussayne Et-taya and Abdellah Benami

Abstract In recent years, the low-cost and non-toxic element-based solar cells
have attracted the researcher community since the last decade due to their clean
and green status and their performance in several domains on everything in photo-
voltaic technology. Copper zinc tin sulfur-selenium (CZTSSe) is a good candidate
for these elements. In this study, we have used the SCAPS-1D simulator (Solar Cell
capacitance Simulator) to investigate the performance of Cd-free CZTSSe kesterite
solar cells with the TiO2 as an alternative buffer layer. The effect of the window
layer’s thickness and shunt resistance of device has been examined. Also, the current
voltage (J–V ) and quantum efficiency (QE) characteristics of different back surface
field materials have been analyzed and improved. The optimized CZTSSe structure
achieves a maximum power conversion efficiency of 30.52%, 31.21%, and 31.29%
with CZGSe, CuSbS2, and Sb2S3 as BSF layers, respectively.

Keywords Solar cells · Cd-free buffer layer · BSF · CZTSSe · SCAPS-1D

1 Introduction

The third generation of solar cells comprises low-cost, non-toxic and abundant
elements, in particular the CZTSSe kesterite material captivated many scientists to
use it as absorber thin-film solar cells (TFSCs). This is due to the excellent optoelec-
trical propertieswhich aremanifested in the tuning of direct energy bandgap, intrinsic
p-type conductivity and high optical absorption coefficient (>104 cm−1), which can
absorb ~ 90% of the incident photon in the range of solar spectrum [1]. Bandgap and
electron affinity of CZTSxSe1−x material are adjusted with the change of composi-
tion ratio of sulfur where x = S/(S + Se) and the composition of x is between 0
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and 1, resulting in a change of bandgap (0.95–1.5 eV) and electron affinity (4.35–
4.5 eV) [2], which is close to the ideal for a single-junction solar cell which allows
absorption of the solar spectrum by reaching the Shockley-Queisser limit at 32%
of efficiency. Another reason for showing high interest in CZTSSe is its long-life
stability [1, 3]. All the above properties are sufficient to choose the CZTSSe among
the main candidates for thin-film solar cell devices and a good replacement for the
chalcopyrite conventional such as CdTe, CIGS and GaAs which are composed by
toxic elements like Cd, As and rare earth element hindering their properties for the
commercial photovoltaic technologies [4, 5].

Due to its low efficiency of 12.62% [6] and the toxicity of cadmium (Cd) in the
heterojunction CdS/CZTSSe, it allows us to modify and improve the structure of
CZTSSe solar cell.

Many studies used the back surface field between the Mo and the absorber layer
to improve the overall performance of the CZTSSe kesterite. When compared to a
conventional device, the device with the back surface field layer produces a signif-
icantly higher output voltage [7]. The addition of BSF lowers the barrier height of
the rear contact and reduces the loss of recombination of minority carriers at the
rear contact [8]. As a result, the number of photons absorbed in the CZTSSe layer
increases, as does the cell’s efficiency [9, 10].

SCAPS-1D simulator was used to perform numerical simulation of the proposed
device structure in order to optimize output performance in this contribution. The
impact of thewindow layer and shunt resistance on the performanceofMo/p-CZTSSe
/n-TiO2/i-ZnO/ZnO:Al device structure with and without BSF layer is demonstrated
in this study.

2 Methodology and Cell Structure

SCAPS-1D is one of the best and popular software used for the simulation of solar cell
devices and fitting the simulation results with the experimental data. SCAPS program
has been developed by the Department of Electronics and Information Systems of
the University of Gent, Belgium [11].

In the first step, we have simulated the structure Mo/p-CZTSSe/n-TiO2/i-
ZnO/ZnO:Al as shown inFig. 1a,withCZTSSe as an active layer, ZnO:Al (aluminum
doped ZnO: AZnO) as an optical window which must combine two essential proper-
ties, namely electrical conductivity and optical transparency. The ZnO layer serves
as a window layer, and the n-type TiO2 layer acts as a buffer layer, creating a p-n
heterojunctionwith the p-type absorbent layer CZTSSe.Molybdenum (Mo), its main
role is to collect the charges generated in the solar cell.

Secondly, we optimized our structure by inserting the BSF layer between the
CZTSSe absorber layer and Mo back contact using different layers: CuSbS2, Sb2S3
and CZGSe materials as BSF as shown in Fig. 1b.

We employed the AM 1.5G spectrum with a 1000 W/m2 incident power at 300 K
for the simulation. It should be mentioned that the absorption coefficient for each
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Fig. 1 a Conventional and b optimized solar cell structure

layer is shown in Fig. 2 and was determined using the following formula:

α = 4πk

λ
(1)

where k and λ are extinction coefficient and wavelength, respectively.
The physical parameters used for the numerical simulation are summarized in

Table 1.

Fig. 2 Absorption
coefficient of different layers
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Table 1 Physical parameters of different layers used in the simulation [2, 4, 12–15]

Material
properties

ZnO:Al i-Zno n-TiO2 p-CZTSSe p-Sb2S3 p-CuSbS2 p-CZGSe

d (nm) 200a 50 50 2000 100 100 100

Eg (eV) 3.3 3.3 3.2 1.146 1.62 1.45 1.4

χ (eV) 4.4 4.4 4.26 4.41 3.7 4.05 3.54

ε (eV) 9 9 9 13.6 7.08 12 13.6

Nc (cm−3) 2.2 ×
1018

2.2 ×
1018

2 ×
1018

2.2 × 1018 2 × 1019 1.23 × 1020 2.2 × 1018

Nv (cm−3) 1.8 ×
1019

1.8 ×
1019

1.8 ×
1019

1.8 × 1019 1 × 1019 1.78 × 1020 1.8 × 1019

V the- (cm/s) 107 107 107 107 107 6.8 × 108 107

V thp (cm/s) 107 107 107 107 107 6.07 × 108 107

µn (cm2/Vs) 102 102 20 102 9.8 4 102

µh (cm2/Vs) 25 25 10 25 10 4 25

ND (cm−3) 1020 1019 1018 0 0 0 0

NA (cm−3) 0 1019 0 1018 5 × 1018 5 × 1018 5 × 1018

α (cm−1) File File File File File File File

d Thickness, Eg bandgap, χ electron affinity, ε dielectric permittivity, Nc/Nv density of states
in CB/VB, V the-/V thp thermal velocity of electron/hole, μn/μh electron/hole mobility, ND/NA
donor/acceptor density and α absorption coefficient
a is a variable parameter

3 Results and Discussions

3.1 J–V Characteristics and Quantum Efficiency of TFSC
with and Without BSF Material

Figure 3 depicts the J–V characteristics and external quantum efficiency of the
CZTSSe structure solar cell without andwithCuSbS2, Sb2S3 andCZGSeBSF layers.
The introduction of the BSF layer improved the overall performance of the photo-
voltaic solar cellwhen compared to the conventional structure, as shown in Fig. 3a.As
a result, the short current density (Jsc) circuit and open circuit voltage (V oc) increase
from 40 to 46 mA/cm2 and from 0.71 to 0.87 V, respectively, with and without BSF
layer. As a result, BSF allows the designed structure to be optimized by reducing
carrier recombination at the device’s back surface. In Fig. 3b, due to the increased
photon collection at longer wavelengths, the quantum efficiency is greater than 90%
in the 500–1000 nm range after adding the BSF layer [16].
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Fig. 3 a J–V characteristics curve and b quantum efficiency of solar cell wit and without BSF

3.2 Effect of Window Layer on Solar Cell Device

The thickness of the AZnO window layer is varied from 50 to 500 nm, while the
other parameters remain constant as shown in Table 1, and the effect on photovoltaic
parameters is studied as shown in Fig. 4. Jsc and PCE decrease as AZnO thickness
increases, but FF increases and Voc remains nearly constant. It is due to that AZnO
has high transparency and a low resistivity as an electrode, which allows it to lower
series resistance and improve fill factor (FF) therefore for enhancement of overall
performance because the window layer serves two functions: optical transmission
and electrical conduction, allowing light to pass through to the absorber and collect
electrons.

3.3 Effect of Shunt Resistance on Solar Cell Device

Figure 5 depicts a study of the effect of the shunt resistance on the photovoltaic
performances of CZTSSe solar cell. The shunt resistance (Rsh) is varied from 100
to 1000 � cm2, while the series resistance is held constant at 1.5 � cm2 and the
other parameters at the values specified in Table 1. As shown in Fig. 5, all key
parameters of the proposed solar cell increase as the value of Rsh is increases. At Rsh

= 1000 � cm2, the higher efficiency in the conventional CZTSSe-based solar cell
and optimized with CuSbS2, Sb2S3 and CZGSe BSF layers is 21.85% and (31.55%,
31.67% and 30.86%), respectively. The results of the output parameters of solar
cells explored in the literature as a function of Rsh are in good agreement with the
simulation results [9].
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Fig. 4 Photovoltaic parameters of solar cell by varying the thickness of window layer

Fig. 5 Photovoltaic parameters of solar cell and with BSF layer at different resistance shunt
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4 Conclusion

In the simulation contribution provided,we increased the performance of theCZTSSe
kesterite by employing the CuSbS2, Sb2S3 and CZGSe materials as a BSF layer. In
this study, we utilized the SCAPS-1D tool to evaluate the performance of stan-
dard CZTSSe solar cells and compare them to novel ones changed by the BSF.
The effects of modifications in window layer thickness and shunt resistance on the
output parameter photovoltaics of the device solar cells are investigated. CZTSSe
attained amaximumefficiency of 22.12%without BSF and then increased to 31.95%,
32.07% and 31.24% with CuSbS2, Sb2S3 and CZGSe as BSF layers, respectively.
The aforesaid results will be utilized to guide the production of kesterite CZTSSe
high-efficiency solar cell-based thin films.
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Analysis of 2D Simulation
of Hydrogenated Silicon Nitride Plasma
Discharge in CCP Reactor for Thin Film
Solar Cell Deposition

Meryem Grari, Yassmina Guetbach, Sara Said, CifAllah Zoheir,
and Abdenacer Essalhi

Abstract In this work, we are interested in the one-dimensional (1D) and two-
dimensional (2D) numerical simulation of the deposition of thin films of hydro-
genated silicon nitride in a capacitive coupled plasma reactor (CCP) at lowpressure of
0.3 Torr and low temperature of about 573 K. The radiofrequency plasma discharge,
driven by a sinusoidal voltage of frequency 13.56 MHz, is modeled by a macro-
scopic–microscopic approach such that the densities and energy are calculated by
thefluid approachwhere the source terms are calculated by themicroscopic approach.
The fluid equations are solved by the numerical finite element method. The results
obtained show the evolution of fundamental characteristics of the plasma discharge.
By comparing the 1D and 2D evolution of these characteristics, we have concluded
that the contribution of the 2D simulation is very important to be neglected. Thus, the
consideration of 2D simulation provides a better description and understanding of the
characteristics of a radiofrequency plasma discharge in order to properly develop a
deposit of thin films of hydrogenated silicon nitridemore efficient and less expensive.

Keywords Plasma discharge · Hydrogenated silicon nitride ·
Macroscopic-microscopic approach · Thin films deposition

1 Introduction

Plasma-enhanced chemical vapor deposition (PECVD) of silicon-based thin films is
the main commercial use of films for microelectronic and photovoltaic applications
[1, 2]. Hydrogenated silicon nitride films, which are formed from the decompo-
sition of radiofrequency (RF) plasma discharge containing silicon, ammonia and
hydrogen gases, represent the largest use of plasma deposition surface treatment in
the semiconductor industry [3, 4].
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The modeling of a radiofrequency plasma discharge combines three major
phenomena: fluid flow, chemical reactions and plasma dynamics. The most diffi-
cult part is the analysis of plasma interactions where charged particles are both
affected by external electric and magnetic fields [5]. Indeed, inter-particle collisions
occur on time and space scales which are generally much shorter than those of the
applied fields or the fields obtained from the average motion of the particles [6].
The resulting coherent system is nonlinear and very difficult to analyze, which has
prompted researchers to consider various approximations in numerical simulation in
order to reduce the complexity of the problem.

Several methods have been used for the simulation of plasma discharges. Among
them are the kinetic [7, 8], fluid [9, 10] and hybrid [4, 6] models. By using the
hybrid (macroscopic–microscopic) model, we aim to preserve the accuracy of kinetic
simulations and at the same time reduce the computational load. In this context of
optimization, several researchers have considered one-dimensional (1D) simulation
[10, 11] and less expensive calculation methods as a key to simplification. However,
although the calculations resulting from the 1D simulation are simple and less expen-
sive, it is possible that very important information is not revealed because of this
dimension restriction on a single axis.

In this work, we are interested in the study of the 1D and 2D spatio-temporal
variation of the fundamental characteristics of RF plasma of hydrogenated silicon
nitride where the emphasis is on the importance of the contribution of 2D simulation,
where we use the finite element method for the spatial discretization. Thus, we seek
to validate the numerical model used by comparing the obtained results with those
of the literature. Then, we investigate the use of 2D versus 1D simulation in order
to determine the most adequate simulation for a good description and understanding
of the evolution of the characteristics of a radiofrequency plasma discharge.

2 Simulation Model

The use of plasma deposition for microelectronics seemed doubtful because the
uniformity of film thickness is very low [12]. 2D simulations are particularly
useful since they can address the issue of plasma uniformity and the spatiotemporal
dynamics of plasma along the radial and axial direction.

2.1 Plasma Model

The fluid model is presented by the set of Eqs. (1)–(6) combined by the Poisson
equation (7), assuming that the density and energy vary in the radial r and axial z
directions, taking into account the hypotheses presented in the works [13–15].
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• Electron and ion transport

∂ne
∂t

+ ∇Γ e = Se (1)

∂ni
∂t

+ ∇Γ i = Si (2)

• Electron and ion flux

Γ e = −neμeE − ∇(neDe) (3)

Γ i = niμi E − ∇(ni Di ) (4)

• Electron energy

∂nε

∂t
+ ∇Γ ε + EΓ e = Sε (5)

Γ ε = −nεμεE − ∇(nεDε) (6)

• Electric field

ε0∇E = e(ni − ne) (7)

where μe = e/meveN , μi = Zie/mivi N are the electron and ion mobility De =
kBTe/meveN and Di = kBTi/mivi N are the electron and ion diffusivity, nε = neε
and Dε = neDe are the electron energy density and electron energy diffusivity.

• Source terms

Se =
∑

xr kr Nnne (8)

Si =
∑

xr kr Nnne (9)

Sε =
∑

xr kr Nnneεr (10)

kr = √
2e/me

∫
εσr (ε) f0(ε)dε (11)
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Table 1 Energy of reactions
NH3 SiH4

Reactions Energy (eV)

1: e + NH3 ⇒ e + NH3
* 0.42

2: e + NH3 ⇒ 2e + NH3
+ 10.2

3: e + SiH4 ⇒ e + SiH4
* 0.27

4: e + SiH4 ⇒ e + SiH4 8.01

5: e + SiH4 ⇒ e + SiH2 + H2 2.2

6: e + SiH4 ⇒ e + SiH3 + H 0.4

Table 2 Kinetic coefficient
of reactions NH3 SiH4

Reactions Kinetic coefficient
(m3 s−1 mol−1)

7: SiH4 + SiH2 ⇒ Si2H6 2.8 × 107

8: SiH4 + H ⇒ SiH3 + H2 1.9 × 106

9: SiH4 + NH ⇒ HSiNH2 + H2 3.6 × 106

10: SiH4 + NH2 ⇒ SiH3 + NH3 2.4 × 106

11: SiH4 + NH ⇒ SiH3 + NH2 2.4 × 107

2.2 Chemical Reactions

The calculation of the source terms (8)–(10), in the fluid model, is based on the
Maxwellian distribution function f0 plus the cross sections σ , which takes into
account the most reactive elastic and inelastic collisions presented in Table 1.

The cross-sectional data used in simulation, SiH4 NH3 and H2 collisions are given
by Morgan [16].

The chemical species considered in this work are presented in Table 2. These
species are very important for plasma chemistry and have an influence on the
deposition process.

2.3 Boundary Conditions

The boundary conditions used in this section are similar to those presented by Samir
et al. [11], Bavafa et al. [14].

The boundary condition for Poisson’s equation is the potential value on the
electrodes:

V = 0 electrical potential at the cathode.
Vr f = V0sin(ωt) electrical potential at the anode.
The boundary condition for electrons has a flow proportional to their thermal

velocity, while for ions it has a zero gradient near the walls:



Analysis of 2D Simulation of Hydrogenated Silicon Nitride Plasma … 179

�e = vthne
2

− γ�i (12)

�i = μi ni∇V (13)

where vth is the thermal speed of electrons and γ is the secondary emission coefficient
of electrons.

vth =
√
8kBTe
πme

(14)

The energy flow of electrons toward the internal walls is given by:

Γ ε = 5vthnε

6
− γ εiΓ i (15)

3 Results and Discussion

In this section, we present the fundamental characteristics of the radiofrequency
plasma discharge for the deposition of a thin film of hydrogenated silicon nitride in
a CCP reactor driven by a sinusoidal voltage of frequency 13.56 MHz such that the
initial gas temperature is 573 K. Pressure is assumed to be 0.3 Torr, and RF voltage is
assumed to be 130 V, applied to the anode. The results are presented for a discharge
time of 7.31 µs.

The density and temperature of electrons are among the fundamental charac-
teristics of RF plasma discharge; they are important parameters to consider in the
fabrication of the thin silicon film. Indeed, the electron density is proportional to the
rate of deposition of the thin film, so the analysis of this characteristic allows us to
assess the uniformity of the deposited thin film. The electronic temperature is propor-
tional to the ion bombardment energy [17], which allows assessing the temperature
at the surface to avoid its deterioration.

Firstly, wewill analyze the evolution of the characteristics of the plasma discharge
in termsof electronic density and temperature in order to validate the numericalmodel
whether in 1D or 2D simulation. Then, we compare the results obtained by the 1D
simulation with the 2D one to determine the importance of the contribution of the
2D simulation.

Figure 1a, b show the evolution of the electron density, respectively in 1D and 2D.
The density reaches a maximum value in the plasma mass; this means that the birth
of electrons takes place in this volume due to the strong collisions between particles.
The density gradually decreases from the center toward the electrodes because the
neutralization reaction occurs faster for electrons and ions in the gains. The electrons
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Fig. 1 a 1D and b 2D electron density (m−3)

move toward the plasma mass with high energy which is involved in the ionization
of the gas to produce the positive ions which bombard the substrate.

Figure 2a, b show the evolution of the electronic temperature respectively in 1D
and 2D. The electron temperature increases sharply in the region of the cathode and
remains relatively uniform throughout the plasma mass. The 1D and 2D electronic
speed is shown in Fig. 3a, b; in the cathode region, the velocity is strong due to
the high electric field in this region (Fig. 4); it means that the electrons are strongly
accelerated and therefore their temperature is maximum in the cathode region. In
the plasma mass, Fig. 3 shows that there is a significant drop in electron velocity in
this region, due to collisions and the decrease in electric field. In the region of the
anode, the electric field is strong but the effect of the diffusion allows to decrease the
velocity in this region.

Fig. 2 a 1D and b 2D electronic temperature (eV)

Fig. 3 a 1D and b 2D electronic velocity (m s−1)



Analysis of 2D Simulation of Hydrogenated Silicon Nitride Plasma … 181

Fig. 4 a 1D and b 2D electric field (V m−1)

By comparing these results with other simulation works Bavafa [14], Liu [17] and
Su [18], and also by experimental works and Fauroux [19], we notice that the char-
acteristics of the plasma in both 1D and 2D simulations follow the normal evolution
of a radiofrequency discharge in a CCP reactor, hence the validity of the numerical
model used.

The maximum density in 2D has a value almost a double (1.98 × 1015 m−3)
compared to 1D (1.02 × 1015 m−3). This means that there are a number of electrons
that are added: These are the electrons that move in the radial direction. Therefore,
the 2D simulation reveals a high electron density compared to the one obtained by
the 1D simulation, which cannot be neglected. In addition, due to the increase in the
number of electrons, an increase in the maximum temperature is expected. Indeed,
Fig. 2 show that the temperature in 2D (14.6 eV) is more than that of 1D (11.2 eV).
Thus, we can conclude that the use of the 2D simulation has succeeded to reveal
the spatio-temporal evolution of the characteristics of the discharge closer to reality
compared to the 1D one, which results in a better understanding of the physico-
chemical processes of the reactor, and consequently provide a better optimization
in the cost and the quality of the deposition of the thin film of hydrogenated silicon
nitride.

4 Conclusions

In this work, we have performed a one-dimensional (1D) and two-dimensional (2D)
spatio-temporal simulation of a capacitive coupled plasma reactor using silicon
diluted with ammonia and hydrogen, where the fluid equations are solved by the
numerical finite element method. Our objective is to validate the numerical model
and to reveal the interest of 2D simulation compared to 1D simulation. To do this,
we have studied the 1D and 2D spatio-temporal evolution of the fundamental char-
acteristics of the plasma discharge of hydrogenated silicon nitride. Then, we have
compared the results obtained from the 1D and 2D simulation.

The results show that the spatio-temporal evolution of the fundamental charac-
teristics of the plasma discharge follows the normal evolution of the low-pressure
and low-temperature RF plasma discharge. In addition, the 2D simulation allowed
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us to obtain a higher electron density (1.98 × 1015 m−3), almost a double, and a
quite higher electron temperature (14.6 eV) compared to those found using the 1D
simulation (1.02× 1015 m−3 for density and 11.2 eV for temperature). The 1D simu-
lation seems to be unsatisfactory to explain the characteristics of plasma discharges.
Consequently, the use of 2D simulation is primordial and significantly better than
the 1D.

Due to the ability of the 2D simulation to reveal the evolution of radicals in the
radial direction as well as axial direction, we deduce that the use of 2D simulation
revealsmuch better information and closer to reality than the one obtained through 1D
simulation. Therefore, the 2Dsimulation presents an important tool for understanding
and optimizing plasma devices, with the aim of having a uniform deposition of a thin
film of hydrogenated silicon nitride without deterioration of the surface.
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Effect of Next-Nearest-Neighbors
Intersite Coupling on the Band Structure
of a One-Dimensional Photonic Crystal

Mohamed El Ghafiani, Yamina Rezzouk, Soufyane Khattou, Madiha Amrani,
Mohammed Moutaouekkil, and El Houssaine El Boudouti

Abstract We investigate the effect of the next-nearest-neighbor (NNN) interaction
on the band structures of one-dimensional (1D) photonic crystal in the context of the
Green’s function approach. Substantial effect has been remarked when the length of
these intersite couplings changes; in particular, we show the appearance of a periodic
set of flat-bands whose flatness get destroyed if the length of the couplings get
tuned, giving rise to absolute bandgaps inside the first Brillouin zone. Furthermore,
changing the material’s nature of the NNN intersite couplings shows that when the
NNN hopping parameter is so small there exists double degenerate nearly flat-bands
in the middle of the bandgaps. As the hopping parameter increases, the degeneracy
is lifted and the width of the bandgaps decreases until it disappears completely.

Keywords Next-nearest-neighbors · 1D photonic crystals · Band structures

1 Introduction

The next-nearest-neighbor (NNN) intersite coupling is an important mechanism and
plays a non-trivial role in modulating the properties of real materials [1]. The influ-
ence of such interaction phenomena has attracted considerable attention to study
various physical applications like entanglement of the Heisenberg chain [2], evolu-
tion of the low-energy charge and spin dynamics of quasi-1D spin chains [3], the
spectrum of plasmon excitations in graphene considering the NNN tight-binding
model [4], etc. In the optical context, the effect of the NNN coupling has widely
been discussed on graphene like nanotube structures [5], coupled optical microcav-
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ities [6], Bose–Einstein condensation in optical lattices [7], quantum signature of
breathers in 1D ultracold bosons in deep optical lattices [8], photonic superlattice
to implement 1D random mass Dirac equation on a chip [9], etc. In addition, the
behavior of band gaps in one-dimensional waveguides taking into account only the
first-nearest-neighbour has been intensively studied [10]. However, to our knowl-
edge, the effect of next-nearest-neighbor on the bandgaps of photonic structures
based on waveguides has not been treated before.

In this paper, we investigate analytically and numerically the effect of NNN inter-
site coupling on the band structures of a 1D periodic photonic waveguide. Such a
geometry can be realized in the experiment, since the NNN intersite couplings can be
fabricated by a photonic arrays of photonic lattice [11]. Our purpose is to clarify the
special influence of NNN interactions coupling on the band structures of our system.
The calculation results show that the band structures undergo substantial changes.
By allowing for NNN intersite coupling, absolute bandgaps are created inside the
first Brillouin zone, in addition to the appearance of flat-bands. A flat-band is a com-
pletely dispersionless energy band that extends in the whole Brillouin zone. As the
kinetic energy is completely quenched, which suppresses wave transport, particle
interaction becomes dominant, leading to some exotic or unconventional correlated
ground states [12]. In the past years, systems exhibiting flat-bands have attracted
considerable interest and are demonstrated in a variety of two-dimensional (2D) lat-
tice systems, including the 2D Lieb lattice [13], kagome lattice [14], dice lattice [15].
The analytical calculations in this paper were carried out using the Green’s function
method[10].

This paper is organized as follows : In Sec. 2, we give a brief review of the Green’s
function approach [10] which enables to derive the dispersion relation for the system
under study [Fig. 1a]. In Sec. 3, we give an analytical and numerical discussion of the
effects of NNN interaction on the band structure diagram of our system. Section4 is
devoted to the conclusion.

−∞(a)
{d1,Z1} {d2,Z2}

x

+∞

{d3,Z3} {d3,Z3}

(b)
{d1,Z1}{d2,Z2}

Incident wave Transmitted wave

cell 1 cell N− 1 cell N

{d3,Z3}

Fig. 1 a Infinite periodic photonic waveguide made of two alternating wires of lengths d1 and
d2 and impedances Z1 and Z2 respectively, with NNN interaction included by means of intersite
coupling wires of length d3 and impedance Z3 (gray dashed lines). b Finite structure formed of N
cells sandwiched between two semi-infinite wires
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2 Theoretical Model

The geometry of our system under study is presented in Fig. 1a which is a periodic
1D photonic crystal made of two alternating segments having lengths d1 and d2 and
impedances Z1 and Z2, respectively, with NNN interactions introduced by means
of segments of length d3 and impedance Z3. Our first step is to know the Green’s
function of our system from which one can derive any property of the system being
studied.

Let us first recall the Green’s function of the elementary segments constituting
the infinite system under study. The inverse Green’s function in the interface space
Mi = {0, di } of a wire of length di and impedance Zi is given by a (2 × 2) matrix
as follows [10]

g−1
1 (Mi , Mi ) =

(
− FiCi

Si
Fi
Si

Fi
Si

− FiCi
Si

)
=

(
ai bi
bi ai

)
, (1)

where Fi = − j ω
Zi
, Si = − j sin(ω

√
εr

c di ), and Ci = cos(ω
√

εr

c di ). ω, c and εr are the
angular frequency, the speed of light and material’s relative permittivity. Using Eq.
(1), we can construct the inverse Green’s function in the interface space M of the
infinite waveguide shown in Fig. 1a, namely

. . .
. . .

. . .
. . .

. . .

b3 b1 a1 + a2 + 2a3 b2 b3
b3 b2 a1 + a2 + 2a3 b1 b3

b3 b1 a1 + a2 + 2a3 b2 b3
. . .

. . .
. . .

. . .
. . .

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

g−1(M, M) =

.

(2)
Our system is periodic in the x direction; the Fourier transform [g(k, M, M)]−1

of the infinite matrix [Eq. (2)] in a unit cell of length D = d1 + d2, indicated by a
blue dashed square, is given as follows :

g−1(k; M, M) =
(
a1 + a2 + 2a3 + b3

(
eikBd3 + e−ikBd3

)
b1 + b2e−ikB D

b1 + b2eikB D a1 + a2 + 2a3 + b3
(
eikBd3 + e−ikBd3

)) , (3)

where D = d1 + d2 is the period and kB is the Bloch wave number of the infinite
periodic structure. Note that kB is real inside the allowed bands and complex inside
the gaps of the infinite system. Then, one can deduce the dispersion relation of the
infinite photonic crystal using the following equation [10]

det (g−1(k; M, M)) = 0. (4)
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3 Analytical and Numerical Results

3.1 Effect of NNN Intersite Coupling Wire’s Length
on the Band Structures

First, we study the effect of changing the length of the NNN intersite coupling
wires on the band structures. For this matter, we consider a simple 1D periodic
photonic crystal made of segments of lengths d1 = d2 = d and impedance Z with
NNN interactions included by means of intersite coupling wires of length d3 and the
same impedance Z [Fig. 1a]. In this case, the dispersion relation [Eq. (4)] takes the
simple form

sin(ε �) cos(kBd) + sin(�) cos(ε kBd) − sin(�(1 + ε)) = 0, (5)

where ε = d3/d and � = ω
√

εr
c d.

Figure 2 gives the band structures (i.e., the dimensionless frequency � versus
kBd) for the infinite system [Eq. (5)] presented in Fig. 1a along with the transmission

Fig. 2 Band structures
along with the transmission
coefficient through a finite
system made of N = 16
[Fig. 1b] cells for ε = 1.8, 2
and 2.3 respectively
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coefficient through a finite structure [Fig. 1b] made of N = 16 cells for three values
of ε. We remark a very good agreement between the two curves, i.e., where there
is a gap (the gray area) in the band structures, the transmission coefficient vanishes.
The non-dispersive band indicated by a red line in Fig. 2b represents the eigenvalues
of our system in the absence of NNN interaction. However, by allowing for NNN
interaction two solutions appear, decoupled if ε is an integer (e.g., ε = 2) as shown
in Fig. 2b. These two solutions could be both real as in the region 1.2 < � < 2.3, or
one real and another complex for 0 < � < 1.2. If ε is detuned from its integer case,
the two solutions interfere at the crossing point in Fig. 2b indicated by cyan circle
and give rise to what we call absolute bandgaps indicated by gray area in Figs. 2a
and 2c where the two solutions are both complex. Moreover, the introduction of
NNN interaction gives rise also to flat-bands, especially if ε is an integer (e.g.,
ε = 2) as shown in Fig. 2b, but as long as ε is no longer an integer (e.g., ε = 1.8
or ε = 2.3) as shown in Figs. 2a and 2c, these flat-bands get affected broadly, thus
become dispersive. Indeed, if ε = n where n is an integer, we can expand sin(n�)

and sin(�(n + 1)�) using Chebychev polynomials so that we can factor out sin(�)

from both terms as follows

sin(n�) = sin(�)Un−1(cos(�)) and sin(�(n + 1)) = sin(�)Un(cos(�)) , (6)

where Un is Chebyshev polynomial of second kind. Then, by using Eq. (6) one can
write Eq. (5) as follows

sin(�){Un−1(cos(�)) cos(kBd) + cos(ε kBd) −Un(cos(�))} = 0 (7)

Equation (7) shows the decoupling of the term sin(�) that is responsible of flat-
bands at the reduced frequencies � = nπ . These flat-bands appear only when ε = n
with n being an integer; otherwise, we do not expect them to remain completely flat
as illustrated in Fig. 2a, c.

Another peculiar point in Fig. 2 is the opening of absolute bandgaps (indicated
by cyan circles in Fig. 2a, c) inside the first Brillouin zone which happens only in
the upper half of the band structure diagrams (i.e., π ≤ � ≤ 2π ). However, in the
frequency domain 0 ≤ � ≤ π , there is no lifting of degeneracy at the crossing points
between red and black curves. Indeed, one can show easily that � = kBd satisfies
Eq. (5) irrespective of the value of ε, giving rise to a non-dispersive band.

3.2 Effect of NNN Intersite Coupling Wire’s Impedance
on the Band Structures

Now, we focus on discussing the effect of the material’s nature of the NNN intersite
coupling wires on the band structures diagram. In this section, we consider that
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d2 = d1 = d, d3 = 2d, F2 = 2F1, and take δ = F3
F1

= Z1
Z3

as a variable quantity. In
this case, Eq. (4) becomes

4

[
C2 − 5

4
S2 − cos(kB D)

]
C2 + 6C2 [

C ′ − cos(kB D)
]
δ + [

C ′ − cos(kB D)
]2

δ2 = 0

(8)

where S = sin(�), C = cos(�) and C ′ = cos(2�), with � = ω
√

εr
c d and D = 2d.

If for instance we set δ = 0 (i.e., Z3 → ∞) in Eq. (8) (i.e., we eliminate the
NNN coupling), then we recover the dispersion relation of our system without NNN
intersite interaction [10], namely

cos(kBD) = cos2(�) − 5

4
sin2(�). (9)

In the contrary, if δ is so large (i.e., Z3 → 0) in such a way that we can neglect the
other terms, Eq. (8) becomes simply

(
C ′ − cos(kBD)

)2 = 0, i.e., cos(kBD) = cos(2�), (10)

which is the dispersion relation for an infinite 1D photonic crystal of impedance Z .
In this case, we have short-circuited our system and the waves tend to traverse the

Fig. 3 a Band structures of
the system without NNN
coupling. b–d give the band
structures of the system with
NNN interaction allowed for
δ = 0.1, 1 and 10 respectively
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segments of length d3 and impedance Z3 without interacting with the other segments.
Furthermore, Eq. (10) does not admit any bandgaps, which means that by increasing
δ the bandgaps of the system get eliminated.

Figure 3a gives the band structure for the systempresented in Fig. 1awithoutNNN
interaction introduced [Eq. (9)]. The band’s edges are given by cos(kBD) = ±1 [Eq.
(9)]. At the center of the first Brillouin zone [i.e., cos(kBD) = 1] they are given by
� = nπ . For these frequencies, the gaps close [Fig. 3a]. However, the band’s edges
at the limit of the Brillouin zone [i.e., cos(kBD) = −1] are given by cos(�) = ±1/3
(i.e., � = 1.23, 1.91, 4.37, 5.05). These values are in accordance with the numerical
results in Fig. 3a.

Figures 3b–d show the dispersion curves [Eq. (8)] for our system with NNN
interaction allowed. When δ is small we notice the appearance of two nearly flat-
bands at the center of the two bandgaps that get split up as δ increases. Indeed, when
δ << 1 Eq. (8) becomes to first order in δ

cos2(�)

{
4

[
C2 − 5

4
S2 − cos(kBD)

]
+ 6 [C3 − cos(kBD)] δ

}
= 0, (11)

which shows a decoupling of cos2(�) that gives flat-bands with double degeneracy
at the reduced frequencies � = nπ

2 , where n is an integer. As δ increases, this
degeneracy is lifted and the bandgaps get split up as shown in Figs. 3b–d. At a
certain value of δ (δ ≈ 0.5) the bandgaps of our system get eliminated completely.
When δ becomes so large (i.e., Z3 → 0), the band structure of our system tends to
approach that corresponding to an infinite wire of impedance Z whose dispersion
relation is given by Eq. (10). In this case, the system gets short-circuited and the
waves will tend to traverse the system made of the intersite coupling wires with less
resistance.

4 Conclusion

In summary, we have studied the effect of introducing NNN interaction on the band
structures diagram of a 1D periodic photonic crystal. This study has been performed
in two parts, first we discussed the effect of changing the length of the NNN intersite
coupling wires. We have demonstrated that when the length of the NNN intersite
couplings is a multiple integer of the periodicity of the infinite system (i.e., ε = n
where n is an integer), there exist two decoupled solutions for our system, as well
as a periodic set of flat-bands. Deviating ε from this special case makes the two
decoupled solutions interfere which destroys the flatness of the flat-bands, hence the
appearance of absolute bandgaps inside the first Brillouin zone. The second part was
devoted to the study of the effect of changing the impedance of the NNN intersite
coupling wires, whereby allowing for small NNN interaction, we have observed the
appearance of double degenerate nearly flat-bands in the middle of the bandgaps of
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our system. Further increasing δ causes the twoflat-bands to becomedispersivewhich
makes the bands split up and reduces the width of the gaps. Above a certain value
of δ, they may get eliminated, especially if δ is sufficiently tuned. The theoretical
results presented in this work can be realized experimentally using coaxial cables in
the radio-frequency domain for example. This work is in progress.
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Y-shaped Demultiplexer Based
on Asymmetric Loop Photonic
Waveguides

Mimoun El-Aouni, Youssef Ben-Ali, Ilyass El Kadmiri, and Driss Bria

Abstract In this work, we investigate the possibility to realize a Y-shaped demulti-
plexer based on asymmetric loop photonic waveguides. This demultiplexer contains
one input line and two output lines (two transmission channels). These two output
channels are grafted at the same position with the input line. This system creates the
Fano resonances, which are very sensitive to the length of each waveguide of asym-
metric loops in the proposed structure. These Fano resonances are characterized by
a specific profile in the transmission spectrum. We base on the theory of interface
response in a continuous medium, which allows us to calculate the Green function of
any composite material. The Green function allows us to determine the transmission
rates T1 and T2 through the two channels and the reflection rate R through the input
line. This system can be used as an electromagnetic waveguides, demultiplexer, and
filter of two frequencies in each channel with high performance.

Keywords Photonic demultiplexer · Asymmetric loops · Fano resonance modes

1 Introduction

Electromagnetic demultiplexer (system with several transmission channels) based
on photonic system waveguides has been the subject of many theoretical and exper-
imental works to develop integrated technology [1, 2]. It is a very important device
(demultiplexer) in microwave and electromagnetic communication systems because
of its higher transmission rate and quality factorQ [3–5]. Recently, many researchers
have focused their work on the study of the propagation of electronic, photonic, and
phononic waves in demultiplexer waveguide systems, because of their ability to
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guide, filter, select, and separate waves with a very good quality. For example, Ben-
Ali et al. [6] proposed a coaxial cable defective Y-shaped demultiplexer photonic
waveguides with one input line and two periodical output lines. This device presents
very high transmission rates and is able to separate two electromagnetic incident
mixed signals and guide each one in a channel. They have presented a theoretical
and experimental (based on the coaxial cables in the radio frequency domain) study of
photonic demultiplexers based on detuned resonators. The demultiplexer consists of
Y-shaped structures with one input line and two output lines. The results demonstrate
the presence of Fano or an electromagnetic induced transparency (EIT) resonance
[7]. The width of the Fano or EIT resonances can become zero for an appropriate
choice of the resonators’ lengths. In addition to photonic waveguide demultiplexers,
we can find phononic or acoustic demultiplexers. For example, El Kadmiri et al. [8]
realized a simple phononic Y-shaped demultiplexer based on two output lines, and
each output line is containing a single asymmetric resonator. The result shows the
existence of a complete transmission beside a zero transmission enables to select a
given frequency on one output line, by canceling the second line transmission and the
input line reflection. The position and the width at half the maximum of the acoustic
induced transparency AIT resonance depend strongly on the varying lengths of the
waveguideswhich should be chosen appropriately.Mouadili andDjafari-Rouhani [9]
have given an analytical demonstration of the possibility to realize a simple phononic
demultiplexer based on Fano and acoustic induced transparency resonances. The
demultiplexer consists of a Y-shaped waveguide with an input line and two output
lines. Each output line contains two resonators grafted either at a given position or
at two positions far from the input line. This last system can create the AIT reso-
nance, which can be tuned by appropriately choosing the lengths of the different
waveguides constituting these systems. In this work, we present a numerical study
of the transmission and reflection rates of electromagnetic waves propagating in a
one-dimensional photonic demultiplexer consisting of the input line and two outputs
lines (two transmission channels). Each output line consists of a finite length segment
contacted to two guides forming between them a loop, and the two output lines are
grafted to the input line (see Fig. 1). This system considered in question can be used
in the field of electromagnetic and microwave telecommunications, namely the guid-
ance of electromagnetic and microwave waves, filtering, and wave separation. All
spectra transmission and reflection are calculated on the basis of the Green function
method [10–12].

2 Theoretical Formalism

We use the Green function method to calculate the transmission and reflection coef-
ficients. For this, we need only the inverse of the Green function of the whole system
in the interfaces to spaceM = {1, 2, 3, 4, 5}. This process claims the knowing of the
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Fig. 1 Y-shaped demultiplexer with one input line and two output lines. In the first output line, an
asymmetrical loop of length d2 and d3 is inserted between positions 2 and 3 contact with a segment
of length d1. In the second output line, an asymmetrical loop of length d5 and d6 is inserted between
positions 4 and 5 contact with a segment of length d4

inverse Green function of elementary constituents, namely the inverse of the inter-
face Green function element of the three semi-infinite waveguides shapes input and
two output lines: gs−1(1, 1) = gs−1(3, 3) = gs−1(5, 5) = A0 = −Fs .

We suppose all that the guides and loops have the same characteristics (i.e., F1

= F2 = F3 = F4 = F5 = F6 = Fs = F). The inverse of the Green function of the
previous constituents gives us the inverse of the Green function of the composite
structure in the space of the interface M = {1, 2, 3, 4, 5}:

g−1(M, M)

=

⎛
⎜⎜⎜⎜⎜⎝

A0 + A1 + A4 B1 0 B4 0
B1 A1 + A2 + A3 B2 + B3 0 0
0 B2 + B3 A0 + A2 + A3 0 0
B4 0 0 A4 + A5 + A6 B5 + B6
0 0 0 B5 + B6 A0 + A5 + A6

⎞
⎟⎟⎟⎟⎟⎠

(1)

where A0 = −F; Ai = −FCi
Si

; Bi = F
Si
; F = αi = − j ω

c

√
ε1

(
c = 3×108m

s

)
; j =√−1;Ci = cosh(αi di ) and Si = sinh(αi di ).

The function g(M, M) is given by the following relation:

g(M, M) = 1

det
[
g−1(MM)

]

⎛
⎜⎜⎜⎜⎜⎝

a b c d e
b f g h i
c j k l m
d n o p q
e r s t u

⎞
⎟⎟⎟⎟⎟⎠

(2)

The reflection coefficient in the input line of the demultiplexer is given by:
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r = −1 − 2Fg(1, 1)with g(1, 1) = a

det
[
g−1(MM)

] (3)

The two transmission coefficients in the first and second channels are given,
respectively, by:

t1 = −2Fg(1, 3)with g(1, 3) = c

det
[
g−1(MM)

] (4)

t2 = −2Fg(1, 5)with g(1, 5) = e

det
[
g−1(MM)

] (5)

The expression of the reflection rate in the input line is given by:

R = |r |2 (6)

and the transmission rates in the two output lines are given, respectively, by:

T1 = |t1|2 and T2 = |t2|2 (7)

The conservation law R + T1 + T2 = 1 can be easily deduced from Eqs. (6)
and (7).

3 Results and Discussions

In this work, we consider the photonic demultiplexer which is presented in Fig. 1
and we present the transmission rate T1 through the first output line (red line), T2
through the second output line (blue line), and the reflection rate R in the input line
(green line) for different values of the geometrical parameters such as d1 = d4, d2 �=
d3, and d5 �= d6, and the values of the relative permittivity of the each waveguides
are equal (ε1 = ε2 = ε3 = ε4 = ε5 = ε6 = 2.3).

3.1 Asymmetrical Loops in the Two Channels
of the Electromagnetic Demultiplexer

In this part, we examine in Fig. 2a, b the evolution of the transmission (T1) in the
first output line (red line), the transmission (T2) in the second output line (blue line),
and the reflection (R) in the input line (green line) as a function of the frequency.
The geometrical parameters of the system considered play a very important role
in finding the Fano resonance. According to Fig. 2a, where d1 = d4 = 1 m, d2 =
0.63m, d3 = 0.9m, d5 = 0.57m, and d6 = 0.8m, we notice the existence of two Fano
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Fig. 2 Variation of the transmission in output 1 (red line), output 2 (blue line), and reflection in the
input line (green line) of the photonic demultiplexer as a function of the frequency. We take d1 =
d4 = 1 m, d2 = 0.63 m, d3 = 0.9 m, d5 = 0.57 m, and d6 = 0.8 m for (a) and d1 = d4 = 1 m, d2
= 1.63 m, d3 = 1.9 m, d5 = 1.6 m, and d6 = 1.8 m for (b)

resonances with transmission rates reaching T1 = T2 = 0.85. One Fano resonance
is filtered by the first channel (red line) with a frequency around f1 = 314.95MHz,
and the other Fano resonance is filtered by the second channel (blue line) around
f2 = 226.764MHz. The frequency difference between the two Fano resonances
is very important, which allowed us to avoid the problem of overlapping between
these two waves. According to Fig. 2b, where d1 = d4 = 1 m, d2 = 1.63 m, d3
= 1.9 m, d5 = 1.6 m, and d6 = 1.8 m, we obtain two Fano resonances of the
different frequencies by each channel, with a very significant frequency difference
between the two Fano resonances. The two Fano resonances guided by the first
channel have the transmission rate equal to T1 = 1 and T ′

1 = 0.6 with a specific
frequency f1 = 320MHz and f ′

1 = 285MHz, respectively. Moreover, the two Fano
resonances obtained by the second channel have the transmission rate equal to T2 = 1
and T ′

2 = 0.4with frequency values, namely f2 = 244.086MHz and f ′
2 = 285MHz,

respectively.

3.2 Color Maps of the Transmissions T 1 and T2

In this part, we report in Fig. 3a, b the variation of the maximum transmission as
a function of the frequency and the loop length d3. The red and dark blue colors
indicate the high and low values of transmission T1 and T2. For each point of the
plane (frequency and d3), there are resonance modes of transmission T1 and T2.

We can see that some regions exist where the transmissions are maximal. For
example, a maximum transmission T1 obtained in the frequency interval varied
between 299.202 and 330.697MHz for d3 = 1.9 m.Moreover, a maximum transmis-
sion T2 obtained in the frequency interval varied between 236.212 and 251.96 MHz
for d3 = 1.9 m. Some regions exist where the transmission is average (e.g., when the



198 M. El-Aouni et al.

Fig. 3 a, b Represent the color maps of the transmission rates T1 and T2 as a function of the
frequency and d3. The geometric parameter values as d1 = d4 = 1 m, d2 = 0.63 m, d5 = 0.57 m,
and d6 = 0.8

frequency varied between 280 and 285 MHz for d3 = 1.9 m). Also, we remark that
specific frequency varied between 230 and 240 MHz for d3 = 1.9 m where we have
a reflection total R = 1 (T1 = T2 = 0).

3.3 Asymmetrical Loops in the Two Channels
of the Electromagnetic Demultiplexer: Fano Resonance

In this paragraph, we show in Fig. 4 the evolution of T1 (red line), T2 (blue line), and
R (green line) as a function of the frequency for asymmetric loops in two output lines
of the photonic demultiplexer, and we take d1 = d4 = 1 m, d2 = 0.88 m, d3 = 1.5 m,
d5 = 1.6 m, and d6 = 1.8 m. We notice through Fig. 4a that the transmission in the
first output line reaches unity (T1 = 1 around frequency f1 = 74.643MHz)while the
transmission in the second output line and the reflection are canceled (T2 = R = 0).
This mode is near to one transmission zero (Fano resonance). According to Fig. 4b,
we notice that the transmission in the second output line reaches unity (T2 = 1
around frequency f2 = 245MHz), while the transmission in the first output line and
the reflection is equal to zero (T1 = R = 0). These types of resonances in (a) and
(b) are called Fano resonances. The possibility of realizing a Fano resonance has
been the subject of several previous works [13, 14]. The Fano resonance is used in
different applications for communication [15, 16], the drop filter [17, 18], ultrafast
switching [19], and detection glucose concentration sensing [20].
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Fig. 4 Variation of the transmission in output 1 (red line) and output 2 (blue line) and reflection in
the input line (green line) of the photonic demultiplexer as a function of the frequency. We take d1
= d4 = 1 m, d2 = 0.88 m, d3 = 1.5 m, d5 = 1.6 m, and d6 = 1.8 m

3.4 Asymmetrical and Symmetrical Loops in the Two
Channels

In this section, we represent in Fig. 5 the variation of T1 (red line), T2 (blue line),
and R (green line) as a function of the frequency for two cases. In the first case,
we consider our system composed of the symmetrical loop in the first channel and
the asymmetrical loop in the second channel. We realize a condition between the
geometrical parameters of the loops by d2 = d3 = 2d5 and d6 = 3d5. We obtain
the results indicated in Fig. 5a, c, e with three different values of d5 (d5 = 0.25 m,
d5 = 0.36 m, and d5 = 0.6 m). According to Fig. 5a (d5 = 0.25 m), we notice
the existence of a single mode with a maximum transmission (T1 = 1), which is
filtering by the first channel with a frequency f1 = 132.279MHz. At this frequency
( f1 = 132.279), the transmission in the second channel and the reflection at the
input line are canceled (T2 = R = 0). Taking d5 = 0.36 m (Fig. 5c), we observe the
apparition of twomodes with amaximum transmission (T1 = T ′

1 = 1); the first mode
is situated at the frequency f1 = 94.485MHz and the second mode at a frequency
f ′
1 = 274MHz. These two modes are guided by the first channel while T2 = R = 0.

For d5 = 0.6m (Fig. 5e),we obtain threemaximum transmissionmodeswith different
frequencies ( f1 = 59.84MHz, f ′

1 = 160.624MHz, and f ′′
1 = 261.408MHz). These

modes are filtered by the first channel, while T2 = R = 0. In the second case, we
consider our system which is composed of an asymmetrical loop in the first channel
and a symmetrical loop in the second channel; we realize a condition between the
geometrical parameters of the loops by d3 = 3d2 and d6 = d5 = 2d2. According
to Fig. 5b, d, f, the transmission in the first channel and the reflection in the input
line are canceled (T1 = R = 0) when the transmission in the second channel is
maximal (T2 = 1). The resonance modes depend on the waveguide length d2. At the
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Fig. 5 Variation of the transmission in output 1 (red line) and output 2 (blue line) and reflection in
the input line (green line) for symmetric and asymmetric loops of the demultiplexer as a function of
the frequency. We take d2 = d3 = 2d5 and d6 = 3d5 (d5 = 0.25 m, d5 = 0.36 m, and d5 = 0.6 m)
for (a, c, e) and d3 = 3d2 and d6 = d5 = 2d2 (d2 = 0.2 m, d2 = 0.3 m, and d2 = 0.5 m) for (b, d, f)

value d2 = 0.2 m (Fig. 5b), we notice the existence of one mode with a maximal
transmission (T2 = 1) around a frequency f2 = 163.774MHz. This mode is guided
by the second channel while T1 = R = 0. Then, we take d2 = 0.3m (Fig. 5d), andwe
obtain two modes with a maximum transmission (T2 = T ′

2 = 1) around frequency
f2 = 110.232MHz and f ′

2 = 321.249MHz, respectively, while T1 = R = 0. For
the last value of d2 = 0.5 m (Fig. 5f), we observe the existence of three modes with
a maximum transmission (T2 = T ′

2 = T ′′
2 = 1), the first mode exists at a frequency

f2 = 62.99MHz, the second mode exists at f ′
2 = 192.119MHz, and the third mode

exists at a frequency f ′′
2 = 321.249MHz.

4 Conclusion

In this work, we have indicated the possibility of realizing a simple photonic demul-
tiplexer based on Fano resonances. The demultiplexer is a Y-shaped waveguides with
one input line and two output lines (two transmission channels). In the first output
line, an asymmetrical loop of length d2 and d3 is contact with a segment of length
d1. In the second output line, an asymmetrical loop of length d5 and d6 is contact
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with a segment of length d4. This device presents very high transmission rates and
can separate four electromagnetic incident mixed signals of the different frequen-
cies, namely f 1 = 244.086MHz and f ′

1 = 285MHz through a first channel and
f 2 = 321.25MHz and f ′

2 = 285MHz through a second channel. The existence
of a complete transmission near to a transmission zero (Fano resonance) makes it
possible to select a given frequency on one channel, by canceling the transmission
in the second channel and the reflection in the input line. The positions of the Fano
resonances depend strongly on the variation of the loop lengths that must be chosen
appropriately.

References

1. Niemi T, Frandsen LH, Hede KK, Harpoth A, Borel PI, Kristensen M (2005) Wavelength-
division demultiplexing using photonic crystal waveguides. IEEE Photonics Technol Lett
18(1):226–228

2. Mouadili A, Khattou S, Amrani M et al (2021) Y-shaped demultiplexer photonic circuits
based on detuned stubs: application to radiofrequency domain. In: Photonics, vol 8, no 9.
Multidisciplinary Digital Publishing Institute, p 386

3. Masilamani S, Punniakodi S (2020) Photonic crystal ring resonator based optical
MUX/DEMUX design structures: a survey and comparison study. J Opt 49(2):168–177

4. Gupta ND, Janyani V (2014) Dense wavelength division demultiplexing using photonic crystal
waveguides based on cavity resonance. Optik 125(19):5833–5836

5. AkosmanAE,MutluM,Kurt H, Ozbay E (2012) Dual-frequency division de-multiplexer based
on cascaded photonic crystal waveguides. Phys B 407(20):4043–4047

6. Ben-Ali Y, El Kadmiri I, Ghadban A, Ghoumid K, Mazari A, Bria D (2021) Two-channel
demultiplexer based on 1D photonic star waveguides using defect resonators modes. Prog
Electromagnet Res B 93:131–150

7. Mouadili A, El Boudouti EH, Soltani A, Talbi A, Haddadi K, Akjouj A, Djafari-Rouhani B
(2018) Photonic demultiplexer based on electromagnetically induced transparency resonances.
J Phys D Appl Phys 52(7):075101–075125

8. El Kadmiri I, Ben-Ali Y, Khaled A, Bria D (2020) Y-shaped branch structure using asymmetric
resonators for phononic demultiplexing. Mater Today Proc 27:3033–3041

9. Mouadili A, Djafari-Rouhani B (2020) Acoustic demultiplexer based on Fano and induced
transparency resonances in slender tubes. Eur Phys J Appl Phys 90(1):10902–10909

10. Dobrzynski L (1987) Interface response theory of continuous composite materials. Surf Sci
180(2–3):489–504

11. Ben-Ali Y, Elamri FZ, Ouariach A, Falyouni F, Tahri Z, Bria D (2020) A high sensitivity
hydrostatic pressure and temperature based on a defective 1D photonic crystal. J Electromagnet
Waves Appl 34(15):2030–2050

12. Ben-Ali Y, El Kadmiri I, Tahri Z, Bria D (2020) High quality factor microwave multichannel
filter based on multi-defectives resonators inserted in periodic star waveguides structure. Prog
Electromagnet Res C 104:253–268

13. Limonov MF, Rybin MV, Poddubny AN, Kivshar YS (2017) Fano resonances in photonics.
Nat Photonics 11(9):543–554

14. Bekele DA, Yu Y, Hu H, Guan P, Galili M, Ottaviano L, Mork J (2018) Signal reshaping and
noise suppression using photonic crystal Fano structures. Opt Express 26(15):19596–19605

15. Rostami A, Nazari F, Banaei HA, Bahrami A (2010) A novel proposal for DWDM demulti-
plexer design using modified-T photonic crystal structure. Photonics Nanostruct Fundam Appl
8(1):14–22



202 M. El-Aouni et al.

16. Naghizade S, Sattari-Esfahlan SM (2020) An optical five-channel demultiplexer-based simple
photonic crystal ring resonator for WDM applications. J Opt Commun 41(1):37–43

17. Ren H, Jiang C, Hu W, Gao M, Wang J (2006) Photonic crystal channel drop filter with a
wavelength-selective reflection micro-cavity. Opt Express 14(6):2446–2458

18. Li L, Liu GQ, Chen YH, Tang FL, Huang K, Gong LX (2013) Photonic crystal multi-channel
drop filters with Fabry-Pérot micro-cavity reflection feedback. Optik-Int J Light Electron Opt
124(17):2608–2611

19. Yu Y, Heuck M, Hu H, Xue W, Peucheret C, Chen Y, Mørk J (2014) Fano resonance control
in a photonic crystal structure and its application to ultrafast switching. Appl Phys Lett
105(6):061117–061122

20. Rakhshani MR (2019) Fano resonances based on plasmonic square resonator with high figure
of merits and its application in glucose concentrations sensing. Opt Quant Electron 51(9):1–16



Narrow Localized Electronic States
Induced by Defective Electronic
Comb-Like QuantumWires

Siham Machichi, Fatima Zahra Elamri, Youssef Ben-Ali, Farid Falyouni,
and Driss Bria

Abstract A theoretical study is done using the transfer matrix method (TMM) to
study the propagation of electrons waves in a one-dimensional electronic comb-
like waveguides (ECWGs) quantum wires structure composed of a semiconductor
segment (GaAs) grafted at its extremity by one semiconductor resonator (GaAlAs).
For the first time, we have proposed a simple system with a single GaAlAs resonator
embedded between two semi-infinite electronic waveguides. As a result, the energies
of the corresponding resonator eigenmodes shift to lower energies as the resonator
length increases. The resulting eigenmodes are characterized by high transmission
rates but very low-quality factor values, which highlight the importance of the peri-
odicity of the system. Further, in order to create localized electronic defect states with
higher quality factors in the bandgaps, a defective system is exanimated. Indeed, a
defective segment and resonator are inserted into a perfect system. This defective
system can create localized electronic defect states in the electronic bandgaps. The
analysis of the transmission spectra and the maximum transmission of these defects
states shows a shift to lower energies by increasing the length of the defects. These
localized defect states can interact with each other by exchanging energy. Further-
more, it has been shown that the number of localized states induced by the presence
of these defects, depends on the defect lengths parameters.
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1 Introduction

Low-dimensional semiconductor materials have provoked great interest at the begin-
ning of the nineteenth century, either theoretically or experimentally because of their
frequent applications such as optoelectronics [1, 2], quantum electronics [3], etc.
The use of semiconductor materials in different artificial periodic systems (multi-
quantum wires, electronic waveguides based on the loops or the resonators, etc.) has
been evolving very rapidly for a long time due to their extraordinary properties, in
particular the passbands and band gaps.

Recently, our team has concentrated their attention to study comb-like (1D)
waveguide systems due to their very important properties. One-dimensional (1D)
electronic comb-like waveguides based on quantum wires are extremely narrow
structures, where electron transport is only possible in a very small number of trans-
verse modes. This electronic system presents passbands and band gaps, where the
transfer of electrons is forbidden through a very wide energy range (gap bands).
The insertion of defects within the comb-like electronic waveguides structure allows
the creation of localized defect states in the electronic gaps, similarly to the defect
modes photonic or phononic localized in the photonic or acoustic band gaps [4, 5].
Akjouj et al. [6] using the green function showed the existence of electronic band
gaps by the ECWGs, due to the periodicity of the system and the resonance states
of the grafted resonators. Mrabti et al. [7] using the green function have shown the
existence of electronic-induced transparency (EIT) and electronic-induced reflec-
tion (EIR) resonances in a magnetic structure composed of an Aharonov-Bohm ring
attached vertically to two semi-infinite wires (waveguides). The main objective of
this work is to study the propagation of electron waves in one-dimensional peri-
odic structure made of materials with different electronic properties. We will study
how this propagation can be modified by the insertion of one or more defects in the
periodic structure considered. It conducts the filter and separate the localized defect
states.

In this paper, we use the transfer matrix method [8] to study the behavior of
electrons waves in a 1D defective ECWGs system. The perfect system is composed
of the periodicity of the semiconductor segment (GaAs type) characterized by a
length d1 and the effective mass m1 and grafted at its end by a semiconductor
resonator (GaAlAs type) characterized by a length d2 and the effective mass m2.
These segments and resonators are considered quantum wires. Our objective is to
insert two defects, one at the segment of the length d01 (with an effective mass ism1)
and the other at the resonator of the length d02 (with an effective mass is m2) located
in the middle of the structure. We investigate the behavior of the localized defect
states versus the different parameters of the system, in particular the parameters of
the defects. The numerical results can be useful for the design of guiding, filtering
the electrons waves.
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2 Result and Discussion

In this section, we examine the numerical results found from the analytical calcula-
tions based on the transfer matrix method. We study the transmission and the band
structure for an electronic comb-like waveguide structure containing defects placed
at the position j = 5 at the resonator and the other at the guide in the middle of the
structure (Fig. 1). We set the perfect structure parameters, GaAs concentration at x1
= 0 and length d1 = 10 nm for the segments and for the resonators with concen-
tration x2 = 0.35 and length d2 = 10 nm (Ga0.65Al0.35As). The energies of the two
unperturbed materials are E1 = 0meV and E2 = 330.4meV. The effective electron
mass corresponds to GaAs is m1 = 0.067m0 and Ga0.65Al0.35As is m2 = 0.096m0

with m0 = 9.11 × 10–31. The creation of defects in the structure of perfect comb
electron waveguides gives rise to localized states within the band gaps.

2.1 Dispersion Relation and the Transmission Rate
Passbands

Figure 2a shows the transmission spectrum as a function of energy for finite ECWGs
consisting of N = 9. This curve shows very clearly that there are seven pass bands
separated by six electronic gap bands (white areas) and two mini-gaps bands (white
areas where the transmission is different to zero). The appearance of these bandgaps
is due to the periodicity of the system and the eigenmodes of the resonator. Figure 2b
represents the variation of the real part of Kd1 versus energy for the case of an
infinite structure. The black branches indicate the pass bands which are separated by
electronic gap bands (white regions). This study of the dispersal relation is done for
an electron, photonic, and acoustic star waveguide structure [5, 9, 10].

Fig. 1 Electronic comb-like system based on quantum wires containing N segment and resonator
cells including two defects. Resonator defect is localized at the j site, and the segment defect is
situated between the sites j and j + 1
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Fig. 2 a Transmission rate as a function of energy, when the cells number N = 9, b variation of
the energy as a function of the real part of Kd1

2.2 Transmission as a Function of the Energy for Different
Lengths d01 and d02

Figure 3 shows the variation of transmission rate as a function of the energy of the
incident electronic wave for different values of lengths of the two defects d01 and d02.
According to the first case (a) where d01 = d02 = 20 nm, we observe that there is only
one electronic defect state in the second bandgapwith a transmission rate is T = 0.75,
while the absence of the localized defect state in the other gaps. For the second case
(b) where d01 = d02 = 40 nm, we notice that there are two localized states inside the
fifth bandgap and two localized states inside the sixth band gap. In the same time,
we remark a single localized state inside the second band gap. For the third case (c)
where d01 = d02 = 60 nm, we notice two electronic states in the second band gap,
a single state in the first, third and sixth band gap with different transmission rates.
On the other hand, we have one state and two states respectively inside the fourth
and fifth band gaps, these states associated with the defective resonator. For the last
case (d) where d01 = d02 = 80 nm, we observe the appearance of a single electronic
defect state in sixth band gap, four electronic states in the second, and fifth band gaps.
From these results, we found that the insertion of both defects in a perfect periodic
ECWGs structure leads to new localized defect states (electronic states) inside the
band gaps with higher transmission rate and quality factor (narrow electronic states).

2.3 Variation of the Electronic Defect States Energy
as a Function of the Defect Lengths d02 and d01

The trace of the color map is allowed to obtain the geometrical parameters that lead
to a maximum transmission rate of the localized defect states. We plot in Fig. 4 the
color map of the transmission rate versus both the segment length defect d01 and of
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Fig. 3 Transmission spectrum as a function of the energy of the incident electronic wave (meV) for
different defect segment length values d01 and resonator length d02 namely: a d01 = d02 = 20 nm,
b d01 = d02 = 40 nm, c d01 = d02 = 60 nm, and d d01 = d02 = 80 nm, with N = 9 and j = 5

resonator length defect d02 of the fifth bandgap in interval of energy E = [480−485],
with x01 = 0, x02 = 0.35, N = 9 and j = 5. The red and purple areas corresponding
respectively to the highest values (d01 = 45.47 nm and d02 = 24.8 nm) and lowest
values (d01 = 13 nm and d02 = 36 nm) of transmission rate, and the green areas
represent the means values (d01 = 38.5 nm and d02 = 47 nm) of transmission rate.
Similar behavior is manifested in the photonic system of symmetric and asymmetric
comb-like waveguide [11]. These maximum values of transmission rate (the purple
zones) could be used in the electronic domain for electron filtering.

2.4 Energy of the Localized Defect States Versus d01 = d02

In this part, we investigate through Fig. 5 the variation of energy of the localized
electronic defect states as a function of the defect lengths d01 and d02 which d01 = d02.
The gray areas represent the pass bands of the infinite ECWGs, while the white areas
present the gaps where the localized electronic defect states exist. We notice that
the localized electronic states emerge from the high pass bands or high band gaps,
decrease toward lower energies with increasing the lengths d01 = d02 and finally enter
inside the lower pass bands and become the resonant states of the perfect system.
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Fig. 4 Color map of the transmission rate versus both d01 and d02

Noted that the states located in the first three bandgaps are associated to the segment
defect states, while the localized electronic states of the resonator to appear at energy
E= 375meV.We notice also that there is also an overlap between the localized states
of the segment and the localized states of the resonator for the particular values of
lengths d01 and d02 (fourth gap).

Fig. 5 Variation of the
energy as a function of the
length d01 = d02
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Fig. 6 Behavior of localized
defect states as a function of
the resonator defect length
d02 for d01 = 40 nm

2.5 Maximums Transmissions as a Function of the Length
d02

In Fig. 6, we study the influence of the variation of the defect resonator length
(keeping the defect segment length at d01 = 40 nm) on the energy of the localized
electronic defect states in the band gaps. The gray areas indicate the pass bands while
the white areas represent the band gaps. We note also that the localized electronic
resonator defect states appear at the fourth band gap, in contrast to the localized
electronic segment defect states which appear at the first band gap. Note that the
defect segment localized states are independent of the variation of d02, in contrast to
the defect resonator localized states which move to lower energies with the increase
of d02. This behavior is recently observed in the 1D photonic CWGs containing two
resonator defects located in the same site [11].

2.6 Maximum Transmissions as a Function of Lengths d01
and d02

Now, we focus our attention on the fourth band gap observed in Fig. 6, and we study
the effect of changing the defect segment length d01 (in red d01 = 80 nm and in
black d01 = 40 nm) on the behavior of the electronic states located this fourth gap.
Note that the states that are almost independent of d02 correspond to the localized
segment defect states, while the localized resonator states move to lower energies
with the increasing d02. According this Fig. 7, we observe when d01 = 80 nm and d01
= 40 nm, that the resonator electronic states interact with the segment defect states
in crossing point around a well determined value of energy E = 552 meV. After
this interaction, we obtain a change in the behavior of these localized states with the
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Fig. 7 Defect dependence on the defect length of the d02 resonator with of d01 = 40 nm (black
line) and d01 = 80 nm (red)

increase of d02 that is to say that the resonator electronic states become the segment
electronic states and vice versa.

3 Conclusion

In this present paper, we have presented a detailed study on the effect of defect inser-
tion inside a 1D periodic electronic comb-like waveguides (ECWGs) system based
on quantum wires. The perfect system is composed of a periodicity of semicon-
ductor segments (GaAs) and grafted at its extremity by a semiconductor resonator
(GaAlAs). We have shown that the number of localized electronic defect states in the
bandgaps are very sensitive to the different parameters of the system, in particular
to the lengths of the defects in this perfect structure. The results of this work show
that when we insert two defects at the segment and resonator level, we can obtain
the phenomenon of change of behavior between the localized defect states (energy
exchange phenomenon between the two states). In addition, the number of these
localized states increases with increasing the length of the resonator defect.
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Zak Phase and Topological Tamm States
Between Two Photonic Comb Structures

Soufyane Khattou, Yamina Rezzouk, Madiha Amrani, Mohamed El Ghafiani,
El Houssaine El Boudouti, and Bahram Djafari-Rouhani

Abstract We investigate the existence of Tamm states at the interface between two
one-dimensional (1D) photonic crystals (PCs) through an analysis of local density of
states (LDOS) using the Green’s function method. The PCs are made of a comb-like
structure consisting of stubs grafted periodically along a waveguide with different
geometrical parameters. The Tamm states appear as maxima in the LDOS inside the
common bandgaps of the periodic PCs. In addition, we prove the existence of such
Tamm states using a topological invariant based on the Zak phase of the bulk band
for each PC. The Zak phase is calculated using two different arguments, namely (i)
the symmetry of the electric field at the band edge states and (ii) the sign of the
reflection phases between each PC and a given waveguide. The Tamm state appears
as well-defined resonance in the bandgap frequency area of the transmission spectra
through two finite PCs in tandem. Our proposed design can be used as filter and
sensor.

Keywords Tamm states · Local density of states · Zak phase · Photonic crystal ·
Comb-like structure

1 Introduction

Tamm states are localized states at the surface of a crystal, discovered by Igor Tamm
for electrons in solid crystals [1]. Since then, Tamm states have been extended to
various fields of wave physics such as acoustics [2, 3], optics [4, 5] and plasmonics
[6] due to their interest in sensing applications. In optics, Tamm states are known as
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localized states that can be excited at the interface of two connected photonic crystals
(PCs) [4], or between a photonic crystal and a metalic film, called Tamm plasmon
(TP) [5]. Optical Tamm states (OTS) can be employed in numerous applications
such as controlling spontaneous optical emissions [7], polariton lasers [4] and optical
sensing technology [8].

Recently, topological invariance has shown a great deal of attention in modern
physics due to fundamental interest in topological insulators and their potential appli-
cations [9–11]. In one-dimensional (1D) systems, there exist different ways that can
precisely predict the existence of topological interface states at the interface between
two PCs. One of the most important ways is to use topological properties through
the Zak phase analysis, a special kind of Berry phase [12]. Different methods have
been proposed to determine the Zak phase of each bulk band such as integrating the
Berry phase in the Brillouin zone [10], making a symmetry analysis of the modes
at the band edges [11, 13], or calculating the sign of the reflection phase of the two
bandgaps sandwiching this band [13, 14].

In literature, Tammstates are generally studied through an analysis of transmission
coefficient at the interface between two finite systems. In this paper, we show the
existence of Tamm sates at the interface between two photonic comb-like structures
by (i) directly using the dispersion relation of the two semi-infinite PCs, (ii) the
calculation of the reflection phases at the two interfaces PC1/WG and PC2/WG (WG
meanswaveguide) and (iii) using topological invariants through an analysis of theZak
phase θZak of each bulk band in the 1D periodic system. The topological invariants
are used to define the topological phase of each band and deduce the existence of
interface states within specified bandgaps. The PC considered here is a 1D periodic
comb-like structure composed by stubs grafted periodically along a waveguide. The
analytical calculations of dispersion relation of the infinite and semi-infinite PCs,
local density of states (LDOS) as well as transmission and reflection coefficients are
obtained by using the Green’s function formalism [15]. The theoretical predictions
presented here can be verified experimentally in the radiofrequency domain using
coaxial cables [15]. The experimental work is in progress. In addition, the results
presented in this work can be transposed to nanometric plasmonic MIM waveguides
with different applications for filtering and sensing in the THz domain [6, 16].

The rest of the paper is organized as follows: In Sect. 2, we study the existence
of Tamm states through an analysis of the LDOS at the interface between two semi-
infinite PCs. In Sect. 3, we show the existence of Tamm states at the connection point
of two PCs using the topological invariants based on the Zak phase of each bulk band
of the 1D periodic system and the reflection phases at the PC1/WG and PC2/WG
interfaces. In Sect. 4, we summarize the main results of this work.
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2 Tamm States at the Interface Between Two Semi-infinite
Comb-Like Structures

In this section, we show the existence of interface Tamm states between two different
semi-infinite PCs. The PCs are both based on a comb-like structure composed of
stubs grafted periodically along a waveguide. The study is performed through an
analysis of the dispersion relation of the two semi-infinite PCs and the LDOS at the
interface between the two semi-infinite systems. This latter quantity is essential to
define Tamm states at the interface which appear as maxima in the LDOS inside the
common bandgaps of the two PCs.

We consider two semi-infinite PCs connected at the interface point (x = 0)
(Fig. 1a). The first one (at the left-hand side) is a comb-like structure composed
of stubs of length d2 grafted periodically along a waveguide and separated by seg-
ments of length d1, while the second one (at the right-hand side) is composed of stubs
of length d4 and segments of length d3. The semi-infinite crystals are terminated by

Fig. 1 a Interface between two semi-infinite PCs terminated by segments of lengths d1
2 and d3

2 .
b Semi-infinite PCs in contact with a waveguide. c Connection between two finite PCs composed
each one by N = 3 stubs. I, R andTdenote the incident, reflected and transmittedwaves, respectively



216 S. Khattou et al.

segments of lengths d1
2 and d3

2 , respectively. The LDOS at the interface between the
two semi-infinite systems is given by,

n(ω) = 2ω

π
Im[ g1(ω

2)g3(ω
2)

g1(ω2) + g3(ω2)
], (1)

where gi (ω2) (i = 1, 3) is the Green’s function element at the surface of each PC.
For H = 0 boundary condition (i.e., vanishing magnetic field) at the surface, its
expression is given by,

gi (ω
2) = 1
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[
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i
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(
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)]
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with Ci = cos(kdi ), Si = − j sin(kdi ), C ′
i = cos(k di

2 ) and S′
i = − j sin(k di

2 ) (i =
1, 3), k = ω

c

√
ε, F = − jω

Z and j = √−1. ω is the angular frequency, c the speed of
light in vacuum, ε is the dielectric permittivity and Z the impedance of the waveg-
uide. All the waveguides are characterized by the same impedance. The parameter
ti is defined as ti = exp(kiBdi ), where di is the period of each PC (Fig. 1a and b) and
kiB is the Bloch wavevector of each PC given by

cos(kiBdi ) = Ci + 1

2

Si Si+1

Ci+1
. (4)

In order to give an overview about the existence of localized Tamm states at the
interface between two semi-infinite PCs (Fig. 1a), we present in Fig. 2a the projected
band structure, i.e., the dimensionless frequency� = ωd1

c

√
ε as function of the period

d3 of the second PC for d1 = 1. The stubs of the two PCs are taken identical such that
d2 = d4 = 0.6. All the lengths are given in units of d1. The shaded areas represent the
bulk bands, while white areas show the common bandgaps of the two infinite PCs.
Inside the common bandgaps, we present the Tamm states obtained by the maxima
of the LDOS at the interface between the two systems as function of d3 using Eq. (1).
One can remark that the frequency positions of the localized states depend on the
length of the segment d3. The frequencies of the localized Tamm states decrease as
d3 increases until the corresponding branches merge into the bulk band and become
resonant states. In Fig. 2b and c, we give two examples of the LDOS spectra versus
� for two values of d3. One can see that the Tamm states appear as well-defined
peaks in the LDOS inside the common bandgaps of the two PCs, their positions
depending on the length d3. Let us mention here that the experimental measurement
of the density of states can be realized through an analysis of the determinant of the
scattering matrix which is related to the density of states [17].
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Fig. 2 a Frequencies of Tamm interface states between two semi-infinite PCs as function of d3
for d1 = 1, d2 = d4 = 0.6. Shaded areas represent bulk bands, while white areas show common
bandgaps of the two PCs. b and c LDOS spectra versus � for d3 = 0.2 and d3 = 0.4, respectively

3 Zak Phase and Topological Tamm States
at the Comb/Comb Interface

The results presented in the previous section about the existence of Tamm states at the
interface between two semi-infinite PCs can be obtained by different complementary
arguments. It is well known that the existence of localized Tamm states can be
predicted by (i) using a topological invariant through the Zak phase θZak of each
bulk band of the 1D periodic systems [12] and (ii) calculating the reflection phases
φPC1 and φPC2 at the two interfaces PC1/WG and PC2/WG [5]. These two quantities
enable us to deduce the existence and the position of interface states by calculating
the sign of φPC1 and φPC2 in the bandgaps surrounding the band or directly by their
intersections when the condition φPC1 + φPC2 = 0 is fulfilled. In what follows, we
will focus on the mode labeled 1 in Fig. 2a and c.

In order to illustrate to above approaches in our photonic device, we consider the
interface between two different PCs consisting of alternating symmetric cells (Fig. 1b
and c). The two PCs are made of the same material but with different geometrical
parameters (PC1: d1 = 1, d2 = 0.6) and (PC2: d3 = 0.4, d4 = 0.6). Figure3a gives
the band structure of the infinite PC1 (red curves) and PC2 (green curves). As the
two PCs possess a mirror symmetry, the corresponding Zak phase in each band can
be obtained by examining the symmetry of the modulus of the electric field at the
band edges states [11, 13]. The Zak phase is 0 if the two band edges have the same
symmetry, otherwise it is π . For PC1 (red curves in Fig. 3a), the Zak phase of the
second band is 0 since the surrounding band edges C and D have the same symmetry
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with respect to the symmetry planes indicated by vertical dashed lines in Fig. 3f.
On the other hand, the Zak phase of the third band is π because of the opposite
symmetries of the corresponding band edges F and G (Fig. 3g). Similarly for PC2
(green curves in Fig. 3a), the Zak phase of its second band is π as the corresponding
edges present different symmetries (Fig. 3i). Based on the band edges symmetries,
one can deduce the specified gaps that support an interface state. It is known [11] that
if two states at the lower/upper edges of the common bandgap belong to opposite
types, an interface state must exist in this gap. Indeed, from the symmetries of band
edges A and B (or C and E), the first common bandgap (labeledG1 in Fig. 3a–d) does
not support any interface state, whereas from the symmetries of band edges B and
D (or E and F), the second common bandgap (labeled G2 in Fig. 3a–d) must support
an interface state.

The other way to determine the Zak phase of a given band is based on the sign of
the reflection phase in the bandgaps surrounding this band. If the sign of the reflection
phases in the bandgaps surrounding a given band shows the same sign, then the Zak
phase is π , otherwise it is 0.

Figure3b and c gives the reflection amplitudes and the corresponding phases at
the PC1/WG (red curves) and PC2/WG (green curves) interfaces, respectively. For
lossless system, the reflection amplitudes show unity in the gaps. The sign of the
reflection phases and the obtained Zak phase of our photonic device are summarized
in Table1. As mentioned above, the position of Tamm interface states between two
connected PCs can be also obtained by the condition [5] rPC1rPC2 = 1 with the phase
matching condition φPC1 + φPC2 = 0 where rPC1, rPC2, φPC1 and φPC2 are the reflec-
tion coefficients and their corresponding phases at the PC1/WG and PC2/WG inter-
faces, respectively. In Fig. 3c, we plotted the reflection phases φPC1 and −φPC2. The
intersection between these two quantities in the second common bandgap (labeled
G2) gives rise to the interface state at � = 3.37 (indicated by filled circle) since
the condition φPC1 + φPC2 = 0 is satisfied. Figure3d gives the transmission coeffi-
cient for two connected finite PCs, each one being composed of N=3 stubs (Fig. 1c).
One can see the existence of a transmission peak in the second common bandgap at
� = 3.37 which gives a clear signature of the Tamm state at the PC1/PC2 interface.

4 Conclusion

In this paper, we have shown the existence of Tamm states at the interface of two
PCs. The proposed PCs are both comb-like structures but with different geometrical
parameters. First,we have found the interface states between two semi-infinite PCs by
using the LDOS at the interface thanks to the Green’s function element at this point.
The interface states appear as maxima in the LDOS inside the common bandgaps
of the two PCs. Then, we have proven the existence of such Tamm states through
an analysis of a topological invariant which is based on the Zak phase of each bulk
band of the 1D periodic system. The Zak phase is calculated using different methods
such as the symmetry of the electric field at the band edge states, or from the sign of
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Fig. 3 a Band structure of the first infinite PC with a symmetric unit cell of length d1 (red curves)
and second PC with a symmetric unit cell of length d3 (green curves). The geometric parameters of
the unit cell are d1 = 1, d2 = 0.6 for PC1 and d3 = 0.4, d4 = 0.6 for PC2. G1 and G2 indicate the
first and second common bandgaps, respectively. The vertical dashed lines in a indicate the limits
of the common bandgaps of the two PCs. b, c Reflection amplitudes and the corresponding phases
at the PC1/WG (red curves) and PC2/WG (green curves) interfaces. d Transmission spectra of the
two connected finite PCs each one composed of N = 3 stubs. T indicates the interface state in the
common bandgaps. e–i Square modulus of the electric field of the band edge states labeled A–G in
(a)
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Table 1 Zak phase of PC1 and PC2 deduced from Fig. 3c

Bandgap/band PC1 PC2

Sign of
reflection
phase

Zak phase Sign of
reflection
phase

Zak phase Interface state

Band 3 π −
Bandgap 2 − + Yes

Band 2 0 π

Bandgap 1 + + No

the reflection phases of the PC1/WG and PC2/WG. In addition, the position of the
interface states can be directly obtained by the intersection of the reflection phases
of the PC1/WG and PC2/WG when the condition φPC1 + φPC2 = 0 is fulfilled. Let
us mention that it is impossible to find interface states by changing the lengths of the
stubs instead of the lengths of the periods. The theoretical predictions presented here
can be verified experimentally in the radiofrequency domain using coaxial cables
and transposed to plasmonic nanostructures operating in terahertz frequencies [6,
15, 16]. The proposed design can be used as filter or gas sensor. This work is in
progress and will be presented elsewhere.
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High-Q Resonant Modes in Periodic
Stubbed Structure

Yamina Rezzouk, Mohamed El Ghafiani, Soufyane Khattou, Madiha Amrani,
El Houssaine El Boudouti, Abdelkrim Talbi, and Bahram Djafari-Rouhani

Abstract Bound states in the continuum (BICs) have unique properties and signifi-
cant applications in photonics. In this paper, we show analytically and experimentally
the existence of (N − 1) BICs (multi-BICs) in the flat band of a periodic photonic
comb made of N stubs of length d2 separated by segments of length d1. These BICs
occur when d1 and d2 are taken commensurate at a given frequency, which turn
to quasi-BICs (multi-Fano resonances) when d1 and d2 are taken slightly different
from the BIC position. The signature of BICs and quasi-BICs can be observed in the
transmission and density of states (DOS) spectra. We show that BICs are character-
ized by an infinite Q factor resonances, while quasi-BICs give rise to high-Q factor
resonances that grow cubically with N . Our study improves the theoretical com-
prehension of BICs in stubbed structure and provides useful guidelines for future
applications.

Keywords BIC · Flat band · Fano resonance · High-Q factor

1 Introduction

Bound states in the continuum (BICs) were first proposed by Von Neumann and
Wigner in 1929, who constructed an artificial quantum potential extending to infinity
to support a BIC electronic state [1]. In 2008, the term BICs has been appeared in the
optical field [2]. Moreover, optical BICs were achieved experimentally only in 2011
[3]. Principally, there are three main types of BICs [4]: BIC protected by symmetry
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or separability, Friedrich Wintgen BIC and Fabry Perot BIC. The unique properties
of BICs have led to great interesting applications including lasers [5], sensors [6]
and filters [7].

A genuine BIC is a resonant mode with an infinite radiative quality factor (Q fac-
tor) [8]. Indeed, the resonant stateswith high-Q factors can be achieved by perturbing
slightly the structure [9] or modifying a physical parameter [10]. The phenomenon
of enhancement of the Q factor was studied in a variety of periodic photonic systems
such as in the arrays of rods [11], cylinders [12] and in a chain of dielectric spheres
or disks [13, 14]. Moreover, the Q factor of the symmetry-protected (SP) quasi-
BICs in these structures increases quadratically with the number N of cells [13]
and cubically for the accidental BICs [14, 15]. Indeed, the dependence Q(N ) ∼ N 2

was established for the SP BIC theoretically [15] and experimentally [13], while the
cubic dependence Q(N ) ∼ N 3 was shown for the accidental BICs. All these works
have been demonstrated for the SP or accidental quasi-BICs corresponding to a finite
system made of N particles. However, the study of true BICs (multi-BICs) in the flat
band which transform to quasi-BICs in the nearly flat band has not been studied
previously in periodic stubbed structures, and this is the aim of this article.

A few years earlier, some of us have shown that a structure made of two identical
stubs of length d2 and separated by a distance d1 (i.e., N = 2) [16] can present a
Fano resonance; when d2 = d1

2 + ε (ε � 1), this resonance transforms into a BIC
when ε = 0. In this work, we show analytically and experimentally that when this
stubbed structure is periodically repeated in N stubs, the BIC turns into (N − 1)
times degenerate multi-BICs. Moreover, when slightly deviating from d2 = d1

2 , the
Fano resonance transforms into multi-Fano resonances (quasi-BICs) whose Q factor
is high. Furthermore, in our finite comb structure composed of N stubs, the Q factor
grows cubically with N . The photonic system studied here is composed of an infinite
1D waveguide along which stubs of length d2 are grafted periodically with spacing
period d1 (Fig. 1a). First, an infinite periodic comb is studied, where we see the
existence of a flat band composed of multi-BICs for d2 = d1

2 and a nearly flat band
by slightly detuning the stub d2 from

d1
2 . The nearly flat bands contain (N − 1) Fano

resonances in the transmission and the density of states (DOS) spectra of the finite
comb made of N stubs (Fig. 1b). The multi-BICs appear as resonances with zero
width in the transmission and DOS spectra for d2 = d1

2 . Then, we focused on the
Q(N ) dependence of the resonant modes as a function of the number N of stubs.
The dispersion relation of bulk modes of an infinite comb structure as well as the
transmission coefficient and the DOS of the finite structure are obtained in a closed
form using the Green’s function method [17]. The analytical results are confirmed
experimentally using coaxial cables in the radio frequency regime.

The paper is organized as follows. In Sect. 2, we give analytical calculations of the
dispersion relation for infinite photonic comb (Fig. 1a) and the transmission through
the finite comb. In Sect. 3, we present an analytical and experimental comparative
study of the transmission coefficient, as well as the DOS for the finite comb attached
horizontally along a waveguide between two semi-infinite waveguides (Fig. 1b). The
dependence Q(N ) is shown in Sect. 4. The conclusion is presented in Sect. 5.
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Fig. 1 a Infinite comb composed of stubs of length d2 attached to a periodic waveguide of period
d1. b Finite comb containing N = 5 stubs sandwiched horizontally between two semi-infinite
waveguides. I, R and T indicate the incident, reflected and transmitted waves, respectively

2 Theoretical Results

The studied comb-like structure is made of an infinite 1D waveguide along which
stubs of length d2 are grafted periodically, and separated from each other by segments
of length d1 (see Fig. 1a). Thefinite structure is obtained by cutting the infinite one and
inserting it between two semi-infinite waveguides (Fig. 1b). Moreover, the boundary
condition at the end of stubs is a vanishing magnetic field (H = 0). The length
d1 is chosen to be 1m, and d2 is taken to be the variable length for our work. The
waveguides are composedof coaxial cables characterized by the complex permittivity
εr = 2.3 + jε′′

r , where ε′′
r is the imaginary part of εr which takes into account losses

in the cables, and the impedance Z = 50 �.
In this section, we give an analytical study of the modes in the infinite comb

(Fig. 1a) as well as in the finite one composed of N stubs. The dispersion relation
of the infinite comb, as well as the transmission coefficient through a finite comb,
were obtained in closed form using the Green’s functionmethod [17]. The dispersion
relation for an infinite comb is given by

cos(kBd1) = C1 − 1

2

S1S2
C2

, (1)

where kB is the Bloch wave vector, Ci = cos(kdi ), Si = sin(kdi ) (i = 1, 2) and
k = ω

√
εr

c . ω is the angular frequency, and c is the speed of light in vacuum.
The expression of the transmission coefficient through the finite comb of N stubs

is given as follows,

t = 2
√

ξ(2�)N+1

w
CN
2 , (2)

where

� = 2C1C2 − S1S2 + j
√

ξ and ξ = −S21 S
2
2 + 4S1C2(S1C2 + C1S2). (3)
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w = j�2N
{
S1(2C2 + S2)

2 + 2
√

ξ(2C2 + j S2) + 4C2(S1C2 + C1S2) − S1S
2
2

}

− j (2C2)
2N ( j S1 − C1)

2
{
S1( j S2 − 2C2)

2 + 2
√

ξ( j S2 − 2C2) + 4C2(S1C2 + C1S2) − S1S
2
2

}
.

(4)

It is clear from Eq. (2) that the presence of N stubs gives rise to N transmission
zeros given by C2 = 0. It is well known that the eigenmodes of the finite system
are given by the poles of the transmission coefficient, namely w = 0. However,
this quantity (Eq. (4)) is complex, so it becomes difficult to simultaneously cancel
its real and imaginary parts at the same frequency. However, when d1 and d2 are
commensurate (e.g., d1 = 2d2), then w can be factored by CN−1

2 as follows

w = w′CN−1
2 , (5)

where

w′ = j (�′)2N
{
S2(2C2 + j S2)

2 + 2
√

ξ ′(2C2 + j S2) + S2(−S22 + 4C2
2 + 2C1)

}

− j (2 j S2C2 − C1)
2
{
S2( j S2 − 2C2)

2 + 2
√

ξ ′( j S2 − 2C2) + S2(−S22 + 4C2
2 + 2C1)

}
(6)

�′ = C1 − S21 + j
√

ξ ′ and ξ ′ = −S42 + 4S22C
2
2 + 2C1S

2
2 . (7)

In this case, the transmission coefficient becomes,

t = 8
√

ξ ′(�′)N+1C2

w′ . (8)

Equation (5) clearly shows the existence of (N − 1) BICs which are degenerate
and given byC2 = 0. Further, Eq. (8) shows that at the BIC position, the transmission
vanishes.

3 Numerical and Experimental Results

Figure2 gives the projected band of the bulk modes of the infinite comb (Fig. 1a)
as a function of the stub of length d2 (i.e., the dimensionless frequency � = ω

√
εr d1
c

versus d2
d1
). The shaded areas represent bulk bands in which waves propagate into the

comb, and these areas are separated by gaps (white areas). The dotted blue curves
inside the passbands represent the dispersion curves obtained from the maxima of
the transmission given by Eq. (2) for the finite comb composed of N = 5 stubs. One
can see clearly a shrinking of the discrete branches and the whole band at d2 = 0.5d1
when they intercept the zero transmission branches (blue curves). Moreover, at the
crossing point, there is a degeneracy of the modes (in this case N − 1 = 4 times)
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Fig. 2 Projected band
structure (the dimensionless
frequency � vs. d2) for the
infinite comb. The blue
curves show the dispersion
curves obtained from the
maxima of the transmission.
The shaded areas represent
the bulk bands

giving rise to a dispersionless flat band around � = π at d2
d1

= 0.5 where we have
multi-BICs. Indeed, by slightly deviating from the position d2 = 0.5d1, the multi-
BICs transform into (N − 1) multi-resonances.

To give a better overview of the behavior of the discrete modes in the transmis-
sion and DOS spectra around the position d2 = 0.5d1, we have plotted in Fig. 3 the
dispersion curves of the infinite comb, the transmission coefficients theoretically in
the presence of loss (green dashed lines) and without loss (solid lines) as well as
experimentally (red open circles) and the DOS of the finite system for some val-
ues of d2. In Fig. 3a–c, we present the dispersion curves using Eq. (1). The red
branch in Fig. 3b represents the dispersionless flat band with zero group velocity
(vg = dω

dkB
= 0), which occurs at � = π (i.e., C2 = 0) for d2 = 0.5d1, whereas for

d2
d1

�= 0.5 this band transforms into a dispersive nearly flat band with negative group
velocity (vg < 0) for d2 = 0.3d1 (Fig. 3a) and positive group velocity (vg > 0) for
d2 = 0.7d1 (Fig. 3c); where the slope of this nearly flat band changes sign around
d2 = 0.5d1. In the finite comb made of N = 5 stubs (Fig. 1b), these nearly flat bands
give rise to (N − 1) Fano resonanceswith high-Q factor in the transmission (Fig. 3d–
f) and the DOS (Fig. 3g–i) spectra. Furthermore, the multi-BICs in the flat band
(Fig. 3b) appear as resonances with zero width (i.e., infinite Q factor) in the trans-
mission and DOS spectra for d2

d1
= 0.5 (Fig. 3e and h). One can notice that there is

a good agreement between the band structure of the infinite comb and the transmis-
sion/DOS spectra despite the finite number of stubs (N = 5). Also, the experimental
results (red circles) agree well with the numerical simulations (dashed lines) in the
transmission spectra. The details of the experimental procedure using coaxial cables
and a vector analyzer operating in the radio frequency domain are given in [17].

4 Q(N) Factor Dependence in the Periodic Finite Comb

In this section, wewill study the dependence of the Q factor on the number N of stubs
for the quasi-BICs in the nearly flat bands. This dependence can be achieved from the
dependence of the resonant width γ as a function of kBd1 of the infinite comb. First,
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Fig. 3 Dispersion curves of the infinite comb depicted in Fig. 1a for d2 = 0.3d1 (a), d2 = 0.5d1
(b), d2 = 0.7d1 (c). d–f Transmission through the finite system made of N = 5 stubs in Fig. 1b.
The blue solid and green dashed curves correspond to the theoretical results in a lossless and lossy
system, whereas red circles correspond to the experimental results. g–i Same as in d–f but for the
DOS.

we have calculated the resonant width γ corresponding to the half-width of each
resonant peak in the transmission spectrum for d2 = 0.8d1 and N = 10. We have
found that γ = 0.0392(kBd1)3. Then, from the slope of γ (kBd1), one can deduce the
Q(N) dependence in the finite comb. Substitution of kBd1 into γ (kBd1) gives rise to
a simple estimation for the dependence of the Q factor of the BIC on the number N
of stubs as,

Q = �BIC

��
= 2.26

0.0392(kBd1)3
� 1.8623N 3. (9)

This estimation presented by the black dashed line in Fig. 4a agrees well with the
results of the numerical simulation in the lossless finite comb (red circles). Further-
more, the Q factor follows the N 3 law. Therefore, these modes can be qualified
as accidental BICs of Perot Fabry type. In Fig. 4b, we have plotted the Q factor
of the first four resonance modes for the finite comb composed of N = 10 stubs
and for d2 = 0.8d1, corresponding to the nearly flat band in the infinite system. As
a result, we obtain the dependence Q(N ) ∼ N 3 for the various Fano resonances.
Moreover, the resonance corresponding to the 	 point (i.e., kBd1 = 0) in the nearly
flat band has the highest Q factor characterized by the narrowest width and the high-
est slope (α1 = 1.8696). Indeed, those resonances which are proportional to N 3 have
the largest Q factor compared to other passband modes which have low Q factors
due to their wide resonance widths.
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Fig. 4 a Dependence of the Q factor as a function of the number N of stubs for d2 = 0.8d1. The
dashed line is the cubically approximation given by Eq. (9). b Behavior of the Q factor for various
resonant modes as a function of N 3. αi (i = 1–4) represents the slope of the first four resonances

5 Conclusion

In this paper,we investigated analytically and experimentally the existenceof (N − 1)
times degenerate multi-BICs in the flat band of a periodic stubbed structure made
of N stubs of length d2 separated by segments of length d1 such that d2

d1
= 0.5.

This band transforms into a nearly flat band with (N − 1) quasi-BICs (multi-Fano
resonances), when the stub d2 is slightly detuned from d1

2 . In addition, the (N − 1)
Fano resonances in the finite comb present a high-Q factor (quasi-BICs) in the nearly
flat bands and become infinite (BICs) in the totally flat bands. The dependence Q(N )

of the quasi-BICs is cubicwith N , and the proportionality between Q and N 3 depends
on the mode number inside the nearly flat band. The analytical results of the DOS
can be confirmed by experimental measurement of the determinant of the scattering
matrix. Also, the work presented here can be transposed to the plasmonic nanoscale
waveguides operating in the THz domain. These results will be presented elsewhere.
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Theoretical Study of the Sensitivity
of the Localized Electronic States
Induced by the Presence of Defects
in a ZnO/Zn1−xMgxO MQWs Under
Hydrostatic Pressure and Temperature

Abdelkader Baidri, Fatima Zahra Elamri, Farid Falyouni, Youssef Ben-Ali,
and Driss Bria

Abstract In this work, we study the impact of hydrostatic pressure and temperature
a multi-quantum wells (MQWs) perturbed by a barrier defect. Our study is based on
the Green function method, which allows us to determine the physical properties of
ZnO/Zn1−xMgxO multi-quantum wells. The insertion of defects inside the MQWs
produces localized electronic states, also called defect states which are sensitive the
hydrostatic pressure and temperature. Firstly, we perturb the MQWs with a material
defect where the concentration of the defect layer equals 0.15. Then we perturbed the
MQWs by a geometrical defect with a thickness equal to 55A°. Finally, we perturbed
our system by a geo-material defect with a concentration and thickness equal to
0.15 and 60 A°. We found that for the case of a material and geo-material defect,
the average variation of the central energy of the defect state with the hydrostatic
pressure and the temperature is higher than that of a geometric defect.

Keywords MQWs · ZnO/Zn1−xMgxO · Pressure · Temperature · Defect barrier

1 Introduction

Recently, the transport of electrons in heterostructures has gained considerable
interest, making the researchers more interested in studying the impact of intro-
ducing defects in multi-quantum wells (MQWs). They found that the introduction
of defects favors the transport of electrons through the multi-quantum wells using
energy levels located in the bandgap, which are corresponding to the localized elec-
tronic states [1, 2]. In one of these studies, Ezzarfi et al. [3] have studied using
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the transfer matrix method the impact of the presence of a material defect on the
behavior of the electronic states on the transmission spectrum of the system at the
barrier on a CdTe/MnCdTe multi-quantum wells. Elamri et al. [4] have studied also
the impact of a geometrical defect introduced in a GaAs/AlGaAs multi-quantum
wells (MQWs), but they used the Green function method to determine the trans-
mission of the system. These MQW structures are suitable for many applications,
such as sensors, based on the displacement of the electronic states due to external
perturbations (pressure, temperature, magnetic and electric fields). These external
perturbations can these localized defect states moving from higher or lower ener-
gies. Segovia-Chaves et al. [5] have observed that the increase of the applied value
of hydrostatic pressure decreases the dielectric constant of GaAs, which gives an
additional shift of the spectrum at short wavelengths. In addition, we find Baraket
et al. [6] have found that symmetric application of linear strain improves the system’s
temperature sensitivity, which acts as a low-temperature sensor, a transmission peak,
which shifts to higher wavelength. Mehaney et al. [7] have proposed a sensor devel-
oped to monitor many gases such as CO2 in industrial and biomedical applications.
They found that the position of the resonance peak is invariant, while its intensity
changes of the concentration of the gas obtained.

Our work is a theoretical study in the framework of the structure of MQWs. The
principal property of these systems is the appearance of band gaps in the transmission
spectrum, which allows us to direct, control and manipulate the propagation of elec-
tronic waves. The introduction of defects in periodic systems gives us the presence of
localized states; these states can be used in several applications in different domains;
such the design of sensors, which is based on the change of positions or intensities of
localized electronic states that appear in the bandgap with the variation of physical
quantities (hydrostatic pressure and temperature). In recent years, the realization of
sensors is developed thanks to periodic structures; we find in particular the multi-
quantumwells based on semiconductor materials. This work is organized as follows,
a general introduction describing the studied structure. Then we proceed to the theo-
retical model based on the Green function formalism to determine the transmission
of the studied system, move on to the physical parameters of the structure such the
effective mass and the thicknesses of the materials which constitute the wells and
the barrier, their dependence on pressure and temperature. We will then discuss the
results obtained, in which we study the transmission and the band structure in the
case of a defect (barrier). Finally, we end this work with a conclusion.

2 Theoretical Model

The structure studied in this work is ZnO/Zn1−xMgxO as a square periodic multi-
quantumwells (Fig. 1), consisting of 10 layers (N = 10), wherein each layer contains
two type II/VI semiconductor materials, ZnO as the wells and Zn1−xMgxO as the
barrier, with equal thicknesses d1 = d2 = 40A°. The concentration of themagnesium
used in this work is 0.25, where bothmaterials crystallize in the same crystal structure
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Fig. 1 Geometry of a finite MQWs limited by two substrates of the same type (ZnO)

(wurtzite) [8]. The potential energy of ZnO is given as the energy reference (E1 =
0 eV), and the potential energy of Zn1−xMgxO is equal to E2 = Q (Eg(Zn1−xMgxO)-
Eg(ZnO)), where Q = 0.7 represents the band offset [8] and Eg(Zn1−xMgxO) =
Eg(ZnO) + 2.51.x [9].

The application of the response theory, also called the Green function, has already
been reviewed in elasticity and electromagnetism. Hereweworkwith electrons in the
effective mass approximation. This method is used to determine the physical proper-
ties of a finite system. In our work, we are interested in the transmission coefficient.
The general approach of this method is to build finite defective MQWs limited by
two substrates (semi-finite structure). This approach requires the determination of
the Green function of a multi-quantum wells perturbed by the presence of defects at
the structure.

The cleavage operator
←→
V (Ms, Ms) is written in the following form [4]:

←→
V (Ms, Ms) = ←→

d −1(Mm, Mm) − ←→g −1(Mm, Mm) (1)

where ←→g −1(Mm, Mm) is the inverse of the Green function of the infinite system,
and

←→
d −1(Mm, Mm) is the inverse of the Green function of a finite MQWs perturbed

by a defect.
After calculating the cleavage

←→
V (Ms, Ms), we now pass to determining the

interface response operator
←→
A (Ms, Ms) which is written in the following form [4]:

←→
A (Ms, Ms) =

∑

Ms

←→
V (Ms, Ms).

←→g (Ms, Ms) (2)

After determining the coupling operator and the interface response operator, in
the interface space MS , we are only interested in the elements of these operators in
the interface space:M0 = (n = 0, i = 1, − d1

2 ), (n = J, i = 02, − d0
2 ), (n = J, i = 02,

d0
2 ), (n = N, i = 1, d1

2 ). The elements of the response function
←→
d (M0, M0) in the

interface space are obtained from equation

←→
d (M0, M0) = ←→g (M0, M0)

←→
� −1(M0, M0) (3)
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where:
←→
� −1(M0, M0) is the inverse of the operator

←→
� (M0, M0):

←→
� (M0, M0) = I + ←→

A (Ms, Ms) (4)

Deduce the inverse of the truncated matrix
←→
d a

(
M ′

0, M
′
0

)
in the space M ′

0 = (0,
N).

←→
d −1

a

(
M ′

0, M
′
0

) =
[
B11 B12

B21 B22

]
(5)

With B11, B12, B21, B22 are the elements (1, 1), (1, 4), (4, 1), (4, 4) of the inverse
of the matrix

←→
d (M0, M0).

We then deduce the final green function of a finite MQWs containing a barrier
defect, located between two substrates of the same type, which is written as follows

←→
d h

(
M ′

0, M
′
0

) = 1

(B11 − FS)(B22 − FS) − B21B12

[
B22 − FS2 −B21

−B12 B11 − FS1

]
(6)

The following equation gives the transmission coefficient through the structure:

T = −2FS
←→
d h(s, e) = 2FS

1

(B11 − FS)(B22 − FS) − B21B12
B12 (7)

It is well known that the application of hydrostatic pressure affects the thickness
of the layers that make up the MQWs so that the variation of thickness as a function
of pressure is written in the following form:

d(P) = d0(1 − (S11 + 2S12)P) (8)

where S11 = (C11+C12)

(C11−C12)(C11+2C12)
and S12 = −C12

(C11−C12)(C11+2C12)
, d0 is the initial thickness

at P = 0 Kbar and P, is the hydrostatic pressure (Kbar).
Moreover, the application of hydrostatic pressure induces a decrease in the lattice

parameter of the materials that constitute our system [10]. This also influences the
mismatch between the two semiconductors ZnO–ZnMgO.

Similarly, the effective mass of ZnO depends on hydrostatic pressure and
temperature [11, 12]:

m0

m∗
e

= 1 + EP
(
Eg(P, T ) + 2

3�0
)

(
Eg(P, T )

(
(Eg(P, T ) + �0

)) + 2F (9)

Here m0 is the mass of free electrons, EP is the energy related to the momentum
matrix element, �0 is the spin–orbit fractionation, F is the Kane variable, and Eg(P,
T ) is the gap energy of ZnO which depends on temperature and pressure given by
the following equation [13, 14]:
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Table 1 Parameters used in our calculations for ZnO

Parameter (ZnO) C11 (GPa) C12 (GPa) �0 (eV) F Ep (eV)

Values 209 120 0.013 −2.51 28.2

Eg(P, T ) = 3.44 + 0.0024P − 0.28 × 10−5P2 − 7.76 × 10−4T 2

(T + 700)
(10)

The effective mass of the electrons in the barrier is written as [14]:

m∗
e(ZnMgO) = m∗

e(ZnO) + 0.05.x .m0 (11)

All values for ZnO adopted in our calculation are summarized in Table 1 [15, 16].

3 Numerical Results and Discussion

3.1 The Sensitivity of the Electronic States Induced
by a Material Defect to the Pressure and the Temperature
Variation

The introduction of a material defect in the middle of the perfect ZnO/Zn1−xMgxO
MQWs allows us to create well localized electronic states at the 4th and the 5th
gaps. As a result of this introduction, Fig. 2 represents the transmission spectrum
as a function of the energy of the incident electronic wave for different values of
pressure for the case at fixed parameters d02 = 40 A° and x02 = 0.15. We can notice
for P = 0 Kbar, T = 300 K, the appearance of two electronic states inside the gaps,
one around 483.22 meV (4th gap), with a transmission equal to T = 0.57, and the
other one located in the middle of the bandgap around 649.65 meV (5th gap), with a
transmission equal to T = 0.7. Moreover, we can notice that the appeared electronic
states are narrow, which gives a good quality factor. Then we fix the temperature at
T = 300 K and study the pressure effect on the electronic states that appear in the
gaps. We notice that the electronic states move toward lower energies thanks to the
decrease in electronic mobility, when the pressure increases. The pressure applied to
the structure has a notable effect on the transmission of the electronic state, which
appears around 483.22 meV as when the pressure increases, the transmission rate of
the peak decreases. On the other hand, for the electronic state, which appears around
649.65 meV, its transmission remains almost stable when the pressure varies from
[0–10 Kbar]. Then we deduce the sensitivity of these states; we find that the peak that
appears around 649.65 meV has a sensitivity (of 0.37 meV/Kbar), which is higher
than the one appeared around 483.22 meV (0.24 meV/Kbar). Similarly in Fig. 3, we
fix the pressure at P = 0 Kbar while varying the temperature from [260–300 K]. We
notice that the temperature causes a shift of the electronic state to higher energies.
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Fig. 2 Transmission spectrum of the electronic localized state induced by the presence of amaterial
defect as a function of the energy of the electronic incident wave for different values of hydrostatic
pressure

Fig. 3 Transmission spectrum of the electronic localized state induced by the presence of amaterial
defect as a function of the energy of the electronic incident wave for different values of temperature

Moreover, we determine that the average variation of the central electronic energy
with the temperature of the electronic state, which appears around 483.22meVequals
0.0575 meV/K in a temperature range of 260–300 K. We also find that the electronic
state that appears around 649.65meV keeps the same behavior as the one that appears
around 483.22 meV with an almost stable transmission rate during the temperature
variation from 260 to 300 K, with the variation of the center of the electronic state
energy with the temperature equal to 0.09 meV/K. Moreover, we found that for T
= 300 K and P = 5 Kbar, we obtain an electronic state that is localized around an
energy 647.75 meV, and with a decrease of �T = 20 K and �P = 5 Kbar (T =
280 K, P = 0 Kbar), the defect state remains almost in the same position around
647.85 meV. We have found that the variation of pressure and temperature gives
us the possibility to control and adjust the displacement of the state inside the gap.
Furthermore, applying a variation of �T = 20 K and �P = 5 Kbar simultaneously
gives us the possibility to nearly keep the position of the state inside the gap.

3.2 The Sensitivity of the Electronic States Induced
by a Geometrical Defect to the Pressure
and the Temperature Variation

In the second part, we perturb our system by a geometrical defect at the 5th position
(J = 5). We have taken the case where the proportion of magnesium in the defect
layer is equal to x02 = x = 0.25, which makes E2 = E02, and the thickness of the
defect layer is equal to d02 = 55 A°. Figure 4 represents the transmission spectrum as
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a function of the energy of the incident electron wave for different pressure values.
For a temperature T = 300 K and a zero hydrostatic pressure (P = 0 Kbar). We
observe two defect states, one around 504.1 meV (4th gap) with a transmission rate
equal to T = 0.65 and the other around 645.55 meV (5th gap), with a transmis-
sion rate equal to T = 0.70 located in the middle of the gap. Then we study the
sensitivity of these electronic localized states that appear inside the gaps. It is clear
from Fig. 4 that the electronic state can be controlled by the temperature and the
pressure variation. This result is similarly founded for the case of a material defect.
We can also observe that external perturbations (hydrostatic pressure and tempera-
ture) influence the transmission spectrum. The electronic state corresponding to the
defect, around 645.55 meV (5th gap), is more sensitive to hydrostatic pressure and
temperature than the state, around 504.1meV (4th gap).We find that the sensitivity of
the electronic states to the pressure variation respectively equal to 0.298 meV/Kbar
and 0.12 meV/Kbar. In Fig. 5, we show the effect of temperature on the behavior
of the electronic state. We notice that the electronic states keep the same behavior
as they move toward higher energies. Then we can determine the sensitivity of the
states that appear inside the gap for a variation of 260–300 K of temperature. The
electronic localized state that appears around 645.55 meV has a sensitivity equal to
0.074 meV/K. Furthermore, around 504.1 meV (4th gap), the electronic state has a
sensitivity equal to 0.03 meV/K. Therefore, we can deduce that the electronic state
that appears around 645.55 meV has a higher sensitivity than the state that appears
around 504.1 meV (4th gap). This defective structure can be used as a basic pressure
or temperature sensor.

Fig. 4 Transmission spectrum of the electronic localized state induced by the presence of a geoma-
trical defect as a function of the energy of the electronic incident wave for different values of
hydrostatic pressure

Fig. 5 Transmission spectrum of the electronic localized state induced by the presence of a geoma-
trical defect as a function of the energy of the electronic incident wave for different values of
temperature
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3.3 The Sensitivity of the Electronic States Induced
by a Geo-material Defect to the Pressure
and the Temperature

In the 3rd part, we study the impact of the hydrostatic pressure and the temperature
on the behavior in the electronic states induced by a geo-material defect. Consid-
ering the previous results, we are interested in the 5th band gap, where an electronic
state appears to be more sensitive to other states. Figure 6a represents a color map
to determine the thickness and the concentration of the defect layer that allows us
to obtain a state that has good transmission rate. We observe that for a value d02 <
20 A°, the transmission rate is maximal (red regions), while it is minimal for (x02 >
0.3 and d02 > 20 A°) (purple regions). We also observe that for the case where (d02
= 55 A°, x02 = 0.15), which corresponds to the parameters of the previous defect,
there is a state with a transmission rate (T = 0.8). Still, it is close to the allowed band
(Fig. 6b). Following this path, we seek to find the thickness and the concentration of
the defect layer that allows us to obtain a state localized in the middle of the gap and
which has higher transmission rate. For this, we set the concentration of the defect
layer to x02 = 0.15, so that E2 is greater than E02 and we search the thickness of the
defect layer that corresponds to x02. For this, we plot in Fig. 6b the electronic energy
as a function of the thickness of the defect layer d02. We observe that increasing
the defect layer thickness creates a state moving towards lower energies. We also
observe that for the cases, where d02 = 20 A°, d02 = 40 A°, d02 = 60 A° and d02
= 80 A°, the state is located in the middle of the gap. Then, we study in Fig. 7, the
impact of pressure and temperature on electronic state appeared for the case (d02 =
60 A°, x02 = 0.15) around 650.55 meV (5th gap), with a transmission rate equal to
0.74. Using the optimal physical parameters of the geo-material defect (d02, x02),
which gives us a well-defined peek inside the gap with a higher transmission rate.
We observe that the central energy of the electronic state shifts to higher energies
due to the decrease of the electron mobility. This result is consistent with the compu-
tational results presented in the literature [14]. Similarly, we find that the electron
mobility increases with the increasing of the temperature, which leads to a noticeable
shift of the localized electronic state towards higher energies (Fig. 7b). The average
variation of the central energy of the electronic state with the hydrostatic pressure
and temperature respectively equal to 0.37 meV/Kbar and 0.087 meV/K. We also
notice that for a variation of �T = 20 K and �P = 5 Kbar, the electronic states are
distinguished from each other, which allows us to use our structure that contains a
geo-material defect as a detection device for hydrostatic pressure and temperature.

4 Conclusion

In our work, we investigate the impact of the hydrostatic pressure and the tempera-
ture on the electronic state induced by the presence of defects in a ZnO MQWs. The



Theoretical Study of the Sensitivity of the Localized Electronic States … 239

Fig. 6 a Color map of the transmission coefficient as functions of both x0 and x concentrations, b
electronic energy versus defect thickness d02 for a concentration equal to x02 = 0.15

Fig. 7 Transmission spectrum of the electronic localized: a as a function of energy and hydrostatic
pressure, b as a function of energy and temperature

localized electronic states appeared can be tuned and controlled by varying hydro-
static pressure and temperature. Our study is based on the Green function method,
which allows us to determine the physical properties of the multi-quantum wells
ZnO/Zn1−xMgxO. In the first part, we perturb the system by material, geometrical
and geo-material defects. For the three types of defects studied, we found that for a
variation of 5 Kbar, the localized electronic states are directed to lower energies with
a large energy shift, and for a variation of 20 K to higher energies. Furthermore, we
determined that the average variation of the central energy of the defect state with
the hydrostatic pressure for a material, geometric and geo-material defect is equal to
0.37 meV/Kbar, 0.298 meV/Kbar and 0.37 meV/Kbar respectively. For temperature
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variation, we found central energy variation equal to 0.09 meV/K, 0.03 meV/K and
0.08 meV/K, respectively. We determined a decrease of �T = 20 K and an increase
of �P = 5 Kbar, while the electronic state remains almost in the same position.
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Simultaneous Effects of Hydrostatic
Pressure and Temperature
on the Transport of an Electron
in AlGaAs Cylindrical QuantumWire
Sandwiched Between Two GaAs
Cylindrical QuantumWell Wires

Mohammed Rida Qasem, Youssef Ben-Ali, Farid Falyouni, and Driss Bria

Abstract In this work, we use the Green function method to investigate the effect of
hydrostatic pressure and temperature applied on the Ga1-xAlxAs finite barrier cylin-
drical semiconductor quantumwire (CSQWR) sandwiched between twoGaAs semi-
infinite cylindrical semiconductor quantum well wires (CSQWWRs). This study is
performed in the framework of the effective mass approximation for a finite confine-
ment potential. The results show that the hydrostatic pressure and temperature are of
significant effect on the behavior of the energy levels of the CSQWR. As result, we
found that the energy levels of electrons in the band conduction decrease as the radius
of the CSQWR increases. In addition, the results demonstrate that their energy levels
decrease as the pressure increases while increase as the temperature increases. These
variations in the energy levels of electrons, as a function of structural and external
parameters, allow the production of tunable semiconductor devices.

Keywords Hydrostatic pressure · Cylindrical semiconductor quantum wire ·
Green function

1 Introduction

The one-dimensional (1D) nano-heterosystems consisting of cylindrical semicon-
ductor quantumwires (CSQWRs) are interesting because they allowguiding, control-
ling andmanipulating the electron density along the one-dimensional quantumwires.
For this reason, the study of the behavior of the electrons transport in one-dimensional
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CSQWRs structures during the application of hydrostatic pressure and temperature
is interesting in terms of the production of new tunable semiconductor devices [1, 2].
The advantages of axially combined semiconductors materials allow for countless
potential applications, such as the nanoelectronics, the medical field, the mecha-
nism of one-dimensional transport of carriers, etc. [3]. In recent years, the study
of the behavior of different types of waves (light or electrons waves) in photonic
or electronic systems has been the subject of several works. For example, Elamri
et al. have studied the effect of hydrostatic pressure and temperature on the localized
electronic defect states situated in the electronic band gaps, which are induced by
a geometrical defect in a multi-quantum well. This study shows that the localized
defect states are very sensitive to the pressure variation, while almost independent of
the temperature variation [4]. In addition, Başer [5] has studied the effect of hydro-
static pressure and temperature on the behavior of the semiconductor structure. The
results demonstrate that when the pressure applied on the system, the lattice param-
eters of the system, the band gap and the periodic potential of the structure change.
Similarly, the electronic structure of the semiconductor changes with temperature.
In the other work, Ben Ali et al. have studied the transmission spectrum and band
structure of a one-dimensional photonic crystal and found that the insertion of the
GaAs layer defect inside the perfect structure creates a defect mode (photonic state)
in the gaps which are very sensitive to the temperature and hydrostatic pressure [6].
In addition, Safarpour et al. have investigated the effect of pressure and temperature
on the electronic structure of spherical InAs quantum dots located at the center of
cylindrical GaAs nanowires. This study shows that for a given value of the pressure
and temperature, the energy levels of the electrons and the transition energy decrease
when the dot radius increases [7]. In this paper, we present a detailed study of a one-
dimensional structure consisting of a Ga1-xAlxAs finite potential barrier of CSQWR
located between two GaAs CSQWWRs (Fig. 1).

2 The Theory of Cylindrical Semiconductor QuantumWire

In the present paper, we consider the one-dimensional cylindrical semiconductor
quantum wire (CSQWR) characterized by the radius R(P), the thickness dB(P) and
the effective mass m∗

e,B(P, T, x) along Oz axis; this system is embedded between
two semi-infinite CSQWWRs.

The potential along the nanowire is given by:

Ei (ρ, z, P, T, x) =

⎧
⎪⎪⎨

⎪⎪⎩

EB, ρ ≤ R(P) and −dB (P)

2 ≤ z ≤ +dB (P)

2
EW , ρ ≤ R(P) and − ∞ ≤ z ≤ −dB (P)

2
EW , ρ ≤ R(P) and +dB (P)

2 ≤ z ≤ +∞
∞, ρ ≥ R(P)

(1)
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Fig. 1 Potential and geometrical representation of finite barrier CSQWR Ga1-xAlxAs sandwiched
between two semi-infinite GaAs nanowires

where dB(P) is the thickness of the barrier Ga1-xAlxAs, R(P) is the radius of the
nanowire. In our model, we approach the potential energy at infinity in the radial
direction when ρ ≥ R(P). To investigate the electron quantum states in semicon-
ductor CQWR, it is necessary to solve the stationary Schrodinger equation with the
Hamiltonian in cylindrical system coordinates:

[E − Hi ]Gi (�r , �r ′) = δ
(
r − r ′) (2)

Hi = − �
2

2mi

(
∂2

∂2ρ
+ 1

ρ

∂

∂ρ
+ 1

ρ2

∂2

∂2θ
+ ∂2

∂2z

)

+ Ei (ρ, z) (3)

where Gi (�r , �r ′), the response function associated with the infinite semiconductor i,
E is the energy and δ

(
r − r ′) is Dirac’s function. The effective mass of an electron

along the nanowire is given by:

mi (ρ, z, P, T ) =
⎧
⎨

⎩

m∗
e,B(P, T, x), for −dB (P)

2 ≤ z ≤ +dB (P)

2
m∗

e,W (P, T ), for − ∞ ≤ z ≤ −dB (P)

2
m∗

e,W (P, T ), for +dB (P)

2 ≤ z ≤ +∞
(4)

The application of pressure and temperature changes the radius R(P), thickness
dB(P) and effective masses of finite barrier CSQWR.m∗

e,W (P, T ) andm∗
e,B(P, T, x)

correspond to conduction effective mass in the CSQWWR layer and barrier layer as
a function of pressure and temperature, respectively. These are defined by Refs. [8,
9]:
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m∗
e,W (P, T ) = [1 + 7.51

(
2

Eg(P, T )
+ 1

Eg(P, T ) + 0.341

]−1

m0 (5)

m∗
e,B(P, T, x) = m∗

e,W (P, T ) + 0.083xm0 (6)

where m0 is free electron mass, x is the mole fraction of aluminum in Ga1−xAlxAs
barrier and Eg(P, T ) is the variation of the energy band gap for a GaAs CSQWR at
�-point with hydrostatic pressure and temperature. This Eg(P, T ) takes a form as
follows [9]:

Eg(P, T ) =
[

1.519 − 5.405 × 10−4 T 2

T + 204

]

+ 1.26 × 10−2P − 3.77 × 10−5P2

(7)

The potential height EB (ρ, z, P, T, x), which confines electrons in the quantum
wire region, is written using band offset parameters as:

EB(ρ, z, P, T, x) = Q�E�
g (x, P, T ) (8)

where Q = 0.658 is the conduction band offset parameter and �E�
g (x, P, T ) repre-

sent the temperature and pressure difference in the band-gap energy of GaAs and
Ga1−xAlxAs at the � point. This �E�

g (x, P, T ) is given by this formal:

�E�
g (x, P, T ) = 1.155x + 0.37x2 + D(x)P + G(x)T (9)

The coefficientsD(x) andG(x) are D(x) = −1.3×10−3x eVKbar−1 andG(x) =
−1.15×10−4x eVK−1 [10].When the hydrostatic pressure is applied on theCSQWR
system, the structure parameters such as the thickness of the barrier layer and the
radius of the layers in CSQWR change [9–11]. In this situation, the radius and the
thickness of CSQWR are given by:

R(P) = R0[1 − 3(S11 + 2S12)P]
1/2 (10)

dB(P) = d0[1 − (S21 + 2S22)P] (11)

where R0 and d0 are respectively the radius and the thickness of the material barrier
CSQWR when the applied hydrostatic pressure is P = 0 Kbar. The elastic constants
are S11 = 1.16× 10−3 Kbar−1 and S12 = −3.7× 10−4 Kbar−1 for GaAs, S21 = (1.16
+ 0.03x) × 10−3 Kbar−1 and S22 = (−3.7 − 0.02x) × 10−4 Kbar−1 for Ga1−xAlxAs
[11].
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3 Results and Discussion

For numerical calculations, we use the aluminum mole fraction x = 0.3, and the
hydrostatic pressure is applied in the radial direction, where the values of P are
in the range from 0 to 50 Kbar and the selected temperature range is from 0 to
450K. To understand clearly the effect ofwire radius, their thickness, the temperature
and applied pressure on the finite barrier, we plot the energy levels of electrons
and electronic transmission spectrum of the one-dimensional structure described in
(Fig. 2).

In Fig. 2, we plot the electronic transmission spectrum as a function of the
incoming electron wave energy for different pressure values (P = 0, 15, 30 Kbar)
the temperature T = 300 K, the barrier thickness d0 = 100 Å and the radius of the
nanowire R0 = 50 Å. The results show that the energy levels move to low energy
by increasing the applied pressure on the system. The energy shift between the
two consecutive energy levels is 120 meV when the pressure is varied between 0
and 15 Kbar, while this energy shift equals 213 meV when the pressure is varied
between 15 and 30 Kbar. From our analysis, when hydrostatic pressure is applied,
the following effects appear; the radius of the CSQWR and the potential height of the
barrier are decreased, while the effective mass increases. Because of the latter effect,
the electronic transmission spectrum shifts toward the low energies. This behavior is
a direct consequence of the strong dependence of the effective mass of the electrons
on the pressure.

In Fig. 3, we plot the electron transmission spectrum as a function of incoming
electronwave energy for different temperatures at a fixed pressure valueP= 15Kbar,
with barrier thickness d0 = 100 Å and the radius of the quantum wire without hydro-
static pressure R0 = 50 Å. By increasing the temperature between [0 and 450 K], the
consecutive electronic of the energy levels shift to higher energy when the temper-
ature increases; this energy shift decreases with increasing the temperature. We

Fig. 2 Electronic transmission spectrum as a function of the energy of incoming electronic wave
for different pressure values with fixed temperature T = 300 K, d0 = 100 Å and R0 = 50 Å
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observe that the electronic transmission spectra overlap at 150 K. Furthermore, it
is clear that as the temperature increases, the following effects appear; the effec-
tive mass of the electrons decreases, the electron potential barrier decreases, which
increases the electron mobility. This behavior is a direct consequence of the strong
dependence of the temperature and the electron energy levels. This last result indi-
cates clearly that when the temperature increases, the potential barrier decreases,
which shifts the electronic energy levels toward high energies with temperature.
However, the increase of the effective mass is also due to the increase of the gap
energy, the decrease of temperature or by the decrease of the electron mobility with
the applied pressure (see Fig. 4). It is also clear that the confinement potential in the
barrier decreases with increasing temperature or hydrostatic pressure.

Fig. 3 Electronic transmission spectrum as a function of the energy of incoming electronic wave
for different temperature at fixed P = 15 Kbar, d0 = 100 Å and R0 = 50 Å

Fig. 4 Variation of effective mass m∗
e,B(P, T, x) and barrier potential height EB(P, T, x) with

hydrostatic pressure P and temperature T, at x = 0.3
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In Fig. 5, we represent the variation of the energy levels as a function of the radius
R(P) of CSQWR for different hydrostatic pressure values P with fixed temperature
T = 300 K and the finite potential barrier d0 = 100 Å. According to this Fig. 5, we
observe that the electron energy levels decrease with increasing pressure, due to the
increasing effect of pressure on the energy gap (see Eq. 5). We note that the energy
levels of the incoming electron wave increase strongly with decreasing radius of the
CSQWR until a critical radius Rc = 20 Å where the energy levels tend to infinity
when R < Rc. It is interesting to note that the decrease of the values of the energy
levels in the conduction bandwith the increase ofP shows that exist a strong influence
of the variation of the mass of the electron and the radius of the CSQWR with P
(see Eqs. 3 and 4) and the decrease of the radius of the CSQWR. This effect is very
robust for quantum confinement. Moreover, from our analysis, the application of
hydrostatic pressure changes the parameters of CSQWR such as the effective mass
and the potential height of the barrier, which changes the energy levels of the electron
in the conduction band. Then, the effect of pressure on the energy levels becomes
more important in high energies. After these results, we conclude that the hydrostatic
pressure confinement effect is more important than the geometric confinement effect.

Figure 6 represents the variation of the energy levels as a function of the radius
R(P) of the CSQWR for different temperature values T with fixed hydrostatic pres-
sureP= 15Kbar and d0 = 100Å.According to this Fig. 6, we observe that the energy
levels increase with increasing temperature. From our analysis, it appears that when
the temperature increases, the energy levels of electron in conduction band increase.
This phenomenon is due to the dependence of the energy on the effective mass and
potential height of the barrier. Then, as the radius increases, the effect of tempera-
ture on the energy levels becomes more important. At the same time, we conclude

Fig. 5 Variation of the energy levels as a function of the radius R(P) for three different hydrostatic
pressure values P, at fixed temperature T = 300 K and barrier thickness d0 = 100 Å



248 M. R. Qasem et al.

Fig. 6 Variation of the energy levels as a function of the radius of the quantum wire R(P) for
different temperature values T with fixed hydrostatic pressure P = 15 Kbar and d0 = 100 Å

that when the temperature increases, the effective mass of finite barrier CSQWR
decreased, which increases the mobility of the electron inside the CSQWR.

4 Conclusions

In this work, we have studied the effect of hydrostatic pressure and temperature on
the behavior of the propagation of electron waves in a finite barrier of the CSQWR
located between two semi-infinite CSQWWRs. We have obtained that the energy of
the electron waves is inversely proportional with the hydrostatic pressure while it
is proportional with the temperature. This behavior is in fact a direct consequence
of the strong dependence of the electron mass on the pressure and temperature,
thus increasing the electron mobility. In addition, we have demonstrated that there
is a critical radius Rc = 20 Å of the CSQWR for quantum confinement, below
which the energy levels tend to infinity. Hydrostatic pressure, temperature, aluminum
mole fraction, thickness and the wire radius of the finite barrier and wire radius of
the system are the most important parameters for the optimization of the CSQWR
nanostructure.
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Abstract In this paper, the effects of hydrostatic pressure, temperature, and quantum
dot (QD) size on the exciton optical absorption coefficients (ACs) and refractive index
changes (RIC) in a 2D quantum disk are studied. Our method has been carried out
in the framework of effective mass approximation and two band model. The ground
and subband states energies have been determined by using a variational method
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1 Introduction

Quantum dots (QD) are one of the most studied objects in nanophysics. In recent
years, the low-dimensional structures such as QDs have been of great interest for
their potential applications in microelectronics and optoelectronic devices. In these
structures, electron, hole, and exciton are confined to the artificial potential of any
size. To investigate the electronic and optical properties of QDs, many researchers
use several methods, such as perturbative [1], variational [2–4], and exact solution
methods [5].

The study of excitonic optical properties, in particular linear and nonlinear optical
absorption coefficients (AC) and refractive index changes (RIC) in low-dimensional
semiconductor quantumsystems, have recently been the subject of intensive research.
Thus, many researches have studied optical properties in various situations: with
and without external disturbances such as magnetic field, electric field, pressure,
and temperature. Among the most significant results, we can cite the following:
Yildrim and Tomak [6] have shown that the nonlinear part of the AC associated with
transitions between subbands in GaAs QD is affected by both geometric asymmetry
and electric field effects. El-Bakkari et al. [7] have calculated the exciton 1s and 2s
binding energies and their interband emission energy under effects of the temperature
and pressure. They have shown that the binding and interband emission energies are
influenced by the quantum ring size and external perturbation. In addition, in one
interesting works on cylindrical QD, El Moussaouy et al. [8] have studied the effects
of pressure and temperature on exciton taking into account the corrections induced
by the interactions of charge carriers with both the confined LO. Also, El-Yadri
et al. [9] studied the binding energy and optical transitions in quantum disks affected
by the hydrostatic pressure. They have shown that the binding energy and optical
properties are very sensitive to pressure.Kria et al. [10] theoretically studied the linear
and nonlinear AC and RIC related to the 1s-1p transition of impurity in cylindrical
core/shell QD. Their results shown that the optical response of core–shell quantum
dots can be sensitively changed by changing the thickness of the shell, the impurity
location, temperature and pressure.

Experimentally, the optical properties such as the cathodoluminescence and
photoluminescence of InxGa1−xN/GaNquantumdisks have been examined byDami-
lano et al. [11]. They have shown that the light emission of InxGa1−xN/GaN QD is
blue-shifted with QD size. So far, there are no known theoretical and experimental
studies on the third-order linear and nonlinear optical properties between correlated
and uncorrelated states in a GaAs ultra-thin quantum disk.

In this work, we studied the third-order linear and nonlinear optical responses
associated with the excitonic correlated and uncorrelated transition of the ground
state in a quantum disk taking into account the influence of hydrostatic pressure,
temperature, and 2D-QD size. The manuscript is organized as follows: next section
presents our theoretical detail to determine the eigenstates, eigenenergies, and optical
properties; our numerical results and discussions are presented in Sect. 3; and a brief
conclusion is presented in the last section.
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2 Framework

Despite advances in low-dimensional semiconductors, much research remains to be
done before they can be used on a large scale, especially with the recent devel-
opment of surface states and two-dimensional nanomaterial engineering. Ultra-thin
quantum dots are characterized by atomic-scale thickness, high flexibility and multi-
functionality in optoelectronic applications, which allows us to study an exciton
(hole-electron pair) confined in a GaAs ultra-thin quantum disk characterized by the
radius R. When its thickness d is very low compared to R (d << 2R), we have inter-
ested only on the lateral study after neglecting the changes of polarization induced in
surface [11].Within the effective mass approximation, under the effect of hydrostatic
pressure and temperature, the basic Hamiltonian of the electron–hole system in 2D
ultra-thin QD can be described approximately as:

HX = − �

2m∗
e(P, T )

∇2
e − �

2m∗
h(P, T )

∇2
h − e2

ε(P, T )ρeh

+ V e(ρe) + V h(ρh), (1)

where ε(P, T ) and m∗
i (P, T ) are, respectively, the pressure and temperature-

dependent dielectric constant and effective masses of the electron and hole with
i = (e, h). ρeh = ∣

∣−→ρe − −→ρh

∣
∣, where ρe, ρh are the electron and hole the lateral spatial

coordinates. The dependence of hydrostatic pressure and temperature, in kbar and
kelvin, on m∗

i (P, T ) and ε(P, T ) well described by the following relation [4]:

m∗
e(P, T ) = m0

[

1 + 7.51

(
2

Eg(P, T )
+ 1

Eg(P, T ) + �0

)]−1

, (2)

m∗
h(P, T ) = m0

(

0.09 − 0.2 × 10−3P − 3.55 × 10−5T
)

, (3)

and

ε(P, T )

=
{

12.7 exp
(−1.67 × 10−3P

)

exp
(

9.4 × 10−5(T − 75.6)
)

for 0 ≤ T ≤ 200K
13.8 exp

(−1.73 × 10−3P
)

exp
(

20.4 × 10−5(T − 300)
)

for T > 200K
(4)

where m0 is the free electron mass, �0 is the spin orbit splitting and Eg(P, T ) is
the pressure and temperature-related band gap energy in eV, given by the following
expression [5]:

Eg(P, T ) = 1.519 − 5.4 × 10−4T 2

T + 204
+ 0.01261P + 3.77 × 10−5P2. (5)
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The last two terms of Eq. 1, V e
ω(ρe) and V h

ω (ρh) represent, respectively, the
confinement potential of the electron and hole considered in our nanostructure:

V i =
{

0 if ρi (P, T ) ≤ R(P)

∞ otherwise
i = (e, h) (6)

According to the same analysis as in references [11], the orbitals of electron
and hole are extended only in the xy-plane, while the Coulomb interaction is only
considered in the plane of the disk. This assumption allows the use of an adiabatic
approximation and separation of the Hamiltonian in two independent terms H(ρ)

and (z) ([H(ρ), H(z)] = 0). H(z) represents the kinetic energy of exciton along
the z-direction. The volumes with and without pressure are related by the elastic
constants. Assuming that the radius of the disk follows the following relationship,
the description can be summarized regardless of the nanostructure shape [12]:

R(P) = R(0)[1 − (S11 + 2S12)P]
1/3 (7)

where R(0) is the 2D-QD radius without pressure.We used the reduced atomic units,
for the energy we introduced the exciton Rydberg R∗

ex = �
2/2μa2X , and the exciton

Bohr radius a∗
ex = ε�

2/e2μ as unit of length, where μ represents the reduced mass
(1/μ = 1/m∗

e + 1/m∗
h).

The effective Hamiltonian in Hylleraas coordinates is expressed as follows [13,
14]:

Heff = − 1

1 + σ

[
m∗
e

m∗
e (P, T )

][

∂2

∂ρ2e
+ 1

ρe

∂

∂ρe
+ ρ2eh + ρ2e − ρ2h

ρeρeh

∂2

∂ρe∂ρeh
+ 1

ρeh

∂

∂ρeh

]

− σ

1 + σ

[

m∗
h

m∗
h(P, T )

][

∂2

∂ρ2h

+ 1

ρh

∂

∂ρh
+ ρ2eh + ρ2h − ρ2e

ρhρeh

∂2

∂ρh∂ρeh
+ 1

ρeh

∂

∂ρeh

]

− 2ε(0, 300)

ε(P, T )ρeh
+ V e(ρe) + V h(ρh) (8)

where σ = m∗
e

m∗
h
is the electron to hole mass ratio. In order to calculate the exciton

energies and the exciton transition energy between the ground and sub-band states,
so we have chosen the following trial wave functions:

�1S
X (ρe, ρh, ρeh) = J0

(
θ0

R
ρe

)

J0

(
θ0

R
ρh

)

exp(−αρeh) (9)

� sb
X (ρe, ρh, ρeh) = J0

(
θ0

R
ρe

)

J0

(
θ0

R
ρh

)

(10)

where J0(X) is the zero order Bessel function, with θ0 = 2.4048. The term
exp(−αρeh) represents the Coulomb spatial correlation between the electron and
the hole, which descript the correlated state. After obtaining the wave functions of
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the correlated (Eq. 9) and uncorrelated (Eq. 10) states as well as the calculation
of the excitonic energy, the first-order linear and third-order nonlinear AC can be
calculated, respectively, as follows [15, 16]:

α(1)(ω) = ω

√
μ

ε(P, T )

σD�
fi|Mfi(P, T )|2
(Efi(P, T ) − �ω)2 + (�
fi)

2 (11)

α(3)(ω, I ) = −ω

√
μ

ε(P, T )

(
I

2ε0nrc

)
4σD�
fi|Mfi(P, T )|4

[

(Efi(P, T ) − �ω)2 + (�
fi)
2]2

×
[

1 − |Mff − Mii|2
4|Mfi(P, T )|2

3Efi(P, T )2 − 4�ωEfi(P, T ) + �
2
(

ω2 − 
2
fi

)

Efi(P, T )2 + (�
fi)
2

]

(12)

where ω is the angular frequency of the incident photon, μ1 is the magnetic perme-
ability, εr is the real part of the permittivity, σD is the electron density related to
the occupied volume σD = V (P), � is the reduced Planck constant, 
fi is the non-
diagonal matrix element 
fi = 1/τfi with τfi is the relaxation time and known as
relaxation rate of initial and final states, Efi = Ef − Ei is the difference energy

between the uncorrelated states
(

Ef = Ee + Eh = 2 × [
θ0
R

]2
, with θ0 = 2.404

)

and

the correlated state
(

Ei = 〈�1S
X |HX |�1S

X 〉
〈�1S

X |�1S
X 〉

)

,which equivalent to the ground states binding

energy (Efi = EB) that illustrated in Fig. 1a, I is the intensity of the incident elec-
tromagnetic field, ε0 is the permittivity of free space, and nr is the refractive index.
Mfi is the dipole matrix element which defined by:

Mfi = e〈�1S
X

∣
∣−→ρe − −→ρh

∣
∣�Sb

X 〉 = e〈�1S
X |ρeh |� Sb

X 〉 (13)

The total AC is calculated by:

Fig. 1 a Energy difference between correlated and uncorrelated states (EB) versus 2D-QD radius
for different sets of hydrostatic pressures and temperatures [P(kbar), T (K)] = (0, 0), (0, 300) and
(50, 0). b The electric dipole transition matrix element of an exciton versus the disk radius
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α(ω, I ) = α(1)(ω) + α(3)(ω, I ) (14)

The linear and nonlinear of RICs are given as follows:

�(1)n(ω)

nr
= 1

2ε0n2r

σD|Mfi(P, T )|2(Efi(P, T ) − �ω)

(Efi(P, T ) − �ω)2 + (�
fi)
2 (15)

�(3)n(ω)

nr
= −μcIσD|Mfi(P, T )|4

ε0n3r

× (Efi(P, T ) − �ω)
[

(Efi(P, T ) − �ω)2 + (�
fi)
2]2

[1

− |Mff − Mii|2
4|Mfi(P, T )|2(Efi(P, T )2 + (�
fi)

2)

]

× [{Efi(P, T )(Efi(P, T ) − �ω)

−(�
fi)
2 − (�
fi)

2 (2Efi(P, T ) − �ω)

(Efi(P, T ) − �ω)

}]

(16)

3 Results and Discussions

In this work, we investigated the influence of hydrostatic pressure, temperature and
quantum confinement on optical properties related to the correlated and uncorrelated
states transition of exciton confined in aGaAs ultra-thinQD.The physical parameters
that are used in our calculations are presented in Table 1.

To investigate the influence of hydrostatic pressure and temperature on the optical
properties, we presented in Fig. 1a the energy difference between correlated and
uncorrelated states (EB) as a function of the radius of the 2D QD for different sets [P
(kbar), T (K)] = (0, 0), (0, 300), and (50, 0). We find that the quantum dot size effect
for the energy difference between correlated and uncorrelated states is significant.We
note that the EB energy of the exciton increases as the QD size decreases. This is due
to the increase of the Coulomb energy caused by the interaction between the electron
and the hole and in other way the overlap between the electron and the hole wave
functions increases with the decrease of QD radius. Moreover, our results show that
for a large QD radius, the effect of hydrostatic pressure P and temperature T on the

Table 1 GaAs parameters

m∗
e = 0.063m0 m∗

h = 0.079m0 σ = 0.77 ε(0, 300) = 13.18

Eg(0, 300) = 1.422 eV �0 = 0.341 eV I = 300MW/m2 σD = 5 × 1024 m−3

S11 = 1.16 × 10−3 kbar−1 S12 = −3.7×10−4 kbar−1 a∗
ex = 19.6 nm R∗

ex = 2.78meV
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EB energy is less sensitive than for small QDs. Moreover, the EB energy decreases
with increasing temperature for the same pressure. This is due to the variation of
the mass and dielectric constant with the change of pressure. On the other hand, we
find that the EB energy increases with increasing pressure for the same temperature.
Also, in Fig. 1b, we have presented the element of the dipole matrix Mfi as a function
of the radius of the QD. The curve shows interesting results: Mfi increases as the QD
size increases. Our results are in good agreement with those obtained in the case of
impurity and exciton in the spherical quantum dot [17, 18].

Figures 2 and 3 Illustrate, respectively, the confinement effect on the absorption
coefficients and the linear refractive index for three disk sizes R = 0.8, 0.9 and 1a∗

ex
with P = 0 and T = 0. The linear, the third nonlinear and total absorption coefficients
have been presented in Fig. 3a–c, respectively.We notice that the AC peak is strongly
affected by the ultra-thin QD size, we know that the Efi energy difference is not
significant for strong pressure, as shown in Fig. 1a. Moreover, in Eq. 11, we notice
that the AC amplitude is inversely proportional to the Efi transition. Our results show
that when the QD size decreases, the AC peak shifts to higher energy (blue shift).
In Fig. 3, we have traced RIL as a function of incident photon energy, where we
notice that RIL follows the same behavior as the CAL. This behavior is caused by
an increase in the excitonic binding energy as the QD size is reduced.

We have plotted in Figs. 4 and 5 theACsα(1)(ω), α(3)(ω, I ) andα(ω, I )] andRIC,
respectively, as a function of the incident photon energy for three pressure values (P
= 0, 25 and 50 kbar) for a fixed disk radius R = 1a∗

ex and temperature value T =
0 K. It can be clearly seen from Fig. 4 that the linear, nonlinear, and total terms of
the absorption coefficient magnitude increase whenever the pressure increase. It is
also seen that the absorption spectrum shows a blue shift with pressure. In Fig. 5a, as
the pressure increases, the RIC shifts to higher energy, and their amplitude decreases
slightly. The physical origin of this displacement is the decrease of the QD size
with pressure and the increase in the transition energy between the correlated and
uncorrelated states.

Fig. 2 Linear (a), third nonlinear (b) and total (c) absorption coefficients as functions of incident
photon energy for R = 0.8, 0.9 and 1a∗

ex with P = 0 and T = 0
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Fig. 3 Linear refractive index changes versus the incident photon energy for R = 0.8, 0.9 and 1a∗
ex

with P = 0 and T = 0

Fig. 4 Linear (a), third-order nonlinear (b), and total (c) optical absorption coefficients as a function
of the incident photon energy for three different values of the pressure, with T = 0 K and R = 1a∗

ex

Figures 6 and 7 plot the ACs and RIC, respectively, versus the incident photon
energy for three temperature values (T = 0, 200 and 300 K) for a given disk radius
R = 1a∗

ex, and hydrostatic pressure value P = 0 kbar. Our founding shows that,
when the temperature increases, the ACs peaks move to the lower energies (the red
shift) with a decrease of their amplitudes. This is due to the decrease of the energy
transition. Contrary to Fig. 5, Fig. 7 shown that the RIC shifts to lower energy, and
their amplitude decreases slightly as the temperature increases. As the temperature
increases, the electron and hole effective masses decrease, which means an increase
in kinetic energy of exciton, and the dielectric constant increases, which translates
into a decrease in the exciton Coulomb interaction and result in a shift toward lower
energies.
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Fig. 5 The linear refractive index changes as a function of incident photon energy for three different
values of the pressure (P = 0, 25 and 50 kbar) with R = 1a∗

ex and T = 0 K

Fig. 6 Linear (a), third nonlinear (b), and total (c) absorption coefficients versus incident photon
energy for different temperature T = 0, 200 and 300 K, with P = 0 kbar and R = 1a∗

ex

Fig. 7 The linear refractive index changes as a function of incident photon energy for three different
values of temperature: T = 0, 200 and 300 K, with P = 0 kbar and R = 1a∗

ex
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4 Conclusion

In conclusion, we have investigated the optical properties (the linear, nonlinear, and
total absorption coefficients as well as the refractive index changes) involving the
uncorrelated and correlated states transitions in ultra–thin 2D-QD with considering
the influence of QD size, hydrostatic pressure, and temperature. Our results show that
when the hydrostatic pressure increases, the AC and RIL curves are shifted towards
higher energies (blue shift) but the increase in temperature andQD size induces a shift
of the optical peaks (AC and RIL) toward lower energies (red shift). We should note
that we studied an ultra-thin nanostructure that follows a circular geometry in our
model, i.e., our system consists of a surface taken as a segment of a disk of almost
zero thickness. In this way, our model is ideal since in general, layered systems
have at least the thickness of an atom. Furthermore, in our model, we considered
an infinite confinement potential, which is an excellent model to describe ultra-thin
QD surrounded by vacuum or air, resulting in an infinite confinement potential that
prevents charge carriers from escaping from the heterostructure to the surrounding
atmosphere or vacuum region.
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Size Effect of Spindle Toroidal Quantum
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Abstract In this work, we presented a theoretical study of the quantum confinement
effects on the ground state energy of an electron trapped in a spindle toroidal quantum
dot (STQD). Based on the effective mass approximation and the infinite potential,
we have solved analytically the Schrödinger equation by the 3D finite difference
method. Our results show that the electron energy is influenced by the confinement
produced by decreasing the four geometrical parameters that describe the STQD.
Furthermore, we have shown the predominance of quantum confinement is produced
by small values of ϕ0 and θ0 angles on the variation of the curvature radius. On the
other hand, our calculations show that the electronic energy stabilizes for large values
of both ϕ0 and θ0 angles.

Keywords Spindle toroidal quantum dot · Electronic energy · 3D finite difference
method

1 Introduction

At the end of the 1980s, advances in semiconductor technology made the growth of
0D nanostructures, named quantum dots (QDs). The singularity of these structures
is that they are around ten nanometers in size and that the carriers are limited in three
directions. The confinement quasi-particles in a nanoscale volume result in a discrete

R. Boussetta · O. Mommadi (B) · L. Belamkadem · S. Chouef · M. Hbibi · A. El Moussaouy ·
A. K. El Miad
Laboratory of Materials, Waves, Energy and Environment, OAPM Group, Department of Physics,
Faculty of Sciences, Mohamed I University, 60000 Oujda, Morocco
e-mail: omommadi@gmail.com

A. El Moussaouy
Laboratory of Innovation in Science, Technology and Education, Regional Centre for the
Professions of Education and Training, 60000 Oujda, Morocco

J. A. Vinasco · C. A. Duque
Grupo de Materia Condensada-UdeA, Facultad de Ciencias Exactas y Naturales, Instituto de
Física, Universidad de Antioquia UdeA, Calle 70 No. 52-21, Medellin, Colombia

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
H. Bekkay et al. (eds.), Proceedings of the 3rd International Conference on Electronic
Engineering and Renewable Energy Systems, Lecture Notes in Electrical
Engineering 954, https://doi.org/10.1007/978-981-19-6223-3_29

263

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6223-3_29&domain=pdf
mailto:omommadi@gmail.com
https://doi.org/10.1007/978-981-19-6223-3_29


264 R. Boussetta et al.

density of state distribution, which fundamentally affect the relaxation processes of
photo-created electron–hole pairs found in large nanostructures. This property has led
to the term “artificial atoms” being applied to these 0D nanostructures. The semicon-
ductor QDs have been the subject of many works, both experimental and theoretical
[1–5]. Several geometries of QDs (cylindrical and conical) are used in the literature
to study their effect on electronic and optical properties [3–6]. In the framework of
the effectivemass and an infinite potential [7], in V-shapedQD, the electronic ground
state energy decreases with the increase of the volume with great sensitivity of the
electronic energy in small sizes of the dot [5]. The effects of temperature, external
electric field, and hydrostatic pressure on the exciton confined in cylindrical QD have
been examined. Their results show that the binding and the interband emission ener-
gies of the exciton depend strongly on the decrease of the temperature, the increase of
the hydrostatic pressure, and the decrease of the electric field. Using the variational
method and considering the effective mass approximation, the effect of temperature
on the uncorrelated energy of a negatively charged trion confined in a cylindrical QD
has been studied [8]. We have shown that the uncorrelated energy of the negatively
charged trion is more important for the small QD size and the augmentation of the
temperature leads to an increase in uncorrelated energy. So far, there is no study of
the ground state energy of an electron trapped inside a spindle torus with different
geometries controlled by the four geometric parameters (Rg, Rc, θ0, and ϕ0). We
are therefore interested in studying the electronic energy at different sizes of spindle
toroidal quantum dot (STQD).

This study aims to study theoretically the effects of quantum confinement on the
electron confined in a STQD defined by two radial parameters RC and Rg and two
angular parameters θ0 and ϕ0 with a condition of Rg > RC. In the first step, we
consider an infinite potential and solve the Schrödinger equation analytically using
the three-dimensional finite difference method. As a result, the work is structured as
follows: The theoretical model is discussed in Sect. 2; the main findings of the study
and their discussion are presented in Sect. 3, and the work conclusion is presented
in Sect. 4.

2 Theoretical Model

Consider a single electron confined in the STQD, characterized by two internal
parameters: the geometric angle θ0 and the geometric radius Rg. The torus is specified
by the radius of curvature RC measured from the center of the torus, the angle of
curvature ϕ0, and geometrical angle θ0. The STQD must always verify the condition
Rg > RC (Fig. 1).

In the effective mass approximation, the Schrödinger equation for an electron can
be written:

Heψe(r, θ, ϕ) = Eeψe(r, θ, ϕ), (1)
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Fig. 1 Xz-plan illustration
of the STQD at ϕ0 = π with
electron coordinates and
geometrical parameters (Rg,
Rc, θ0, and ϕ0)

where He = − �
2

2m∗
e
∇(r, θ, ϕ) + VC(r, θ, ϕ) presents the Hamiltonian of the system,

Ee represents the electron energy of the system and ψe(r, θ, ϕ) is the electron wave
function. The confinement potential VC(r, θ, ϕ) of STQD is given by:

Vc(r, θ, ϕ) =
{
0 inside STQD
∞ outside STQD

. (2)

The Laplace operator in toroidal coordinates has the following form [9]:

�(r, θ, ϕ) = ∂2

∂r2
+ RC + 2r cos θ

r(RC + r cos θ)

∂

∂r
+ 1

(RC + r cos θ)2
∂2

∂ϕ2
+ 1

r2
∂2

∂θ2

− sin θ

r(RC + r cos θ)

∂

∂θ
(3)

To solve theoretically our system of equations, we used the finite difference
method. Equation 1 is a three-dimensional second-order equation, andwe discretized
it on a mesh containing Nr , ∗Nθ ∗ Nϕ neouds and divide the interval [0−Rg−Rc],
[0−θ0], and [0−ϕ0], into Nr + 1, Nθ + 1 and Nϕ + 1, respectively. ∂

∂r ψ(r, θ, ϕ) and
∂
∂θ

ψ(r, θ, ϕ) are approximated by the second-order central difference for the first

derivative, and ∂2

∂r2 ψ(r, θ, ϕ), ∂2

∂θ2 ψ(r, θ, ϕ), and ∂2

∂ϕ2 ψ(r, θ, ϕ) are approximated by
the second-order central difference for the second derivative. Then, the discretization
of Eq. 1 is written as:

− �
2

2m∗
e

[(
1

�r2
+ RC + 2i�r cos θ

2i(RC + i�r cos θ)�r2

)
ψi+1, j,k

+
(

1

�r2
− RC + 2i�r cos θ

2i(RC + i�r cos θ)�r2

)
ψi−1, j,k

+
(

1

(i�r)2(�θ)2
− sin θ

2i(RC + i�r cos θ)�r�θ

)
ψi, j+1,k
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+
(

1

(i�r)2(�θ)2
+ sin θ

2i(RC + i�r cos θ)�r�θ

)
ψi, j−1,k

+
(

1

(RC + i�r cos θ)2�ϕ2

)
ψi, j,k+1 +

(
1

(RC + i�r cos θ)�ϕ2

)
ψi, j,k−1

+ �
2

2m∗
e

[
2

(i�r)2
+ 1

(RC + i�r cosβ)2�ϕ2
+ 1

(i�r)2(�β)2

]
ψi, j,k

]

= Eeψi, j,k (4)

3 Results and Discussions

This study aims to provide a global description of the variation of the ground state
electronic energy as a function of different parameters (Rg, Rc, θ0, ϕ0). We start by
Fig. 2, in which we have illustrated the energy as a function of the geometrical radius
Rg for several values of the angle and radius of curvature (ϕ0 and Rc). It is clear that
the electronic energy decreases as the geometrical radius increases for a given angle
and radius of curvature. On the other hand, an increase in energy is observed when
the curvature angle decreases, keeping the constant value of the curvature radius and
that of the geometric radius, which is the same behavior found with the decrease
of the curvature radius when the angle of curvature and the geometric radius are
fixed. These effects are more pronounced when the geometric radius is smaller. In
particular, in the range of small geometrical radius, we notice that the energetic shift
between two angles ϕ0 = 180° and 360° at Rc = 10 nm is more significant than
when Rc = 5 nm, which can be explained by the fact that the predominance of
confinement of the curvature radius than the confinement produced by the curvature
angle. In general, increasing the degrees of particle freedom produced by the increase
of the four geometrical parameters leads to a decrease of the electronic energy with
the increase of the STQD volume, which extend their wave function. These results
are similar to these obtained in the case of the variant cylindrical QD [7].

In order to show the effect of the curvature radius RC, we have illustrated in Fig. 3
the electronic energy as a function of the curvature radius, for two angle values and
two geometrical radii Rg. We can observe a similar behavior to that obtained in
Fig. 2 such as the electron energy decreases almost linearly with the augmentation
of the curvature radius, and this can be explained by the fact that the relief of the
electron wave function. On the other hand, for a given radius Rc and angle ϕ0 of
curvature, the augmentation of geometrical radius leads to decrease in the electron
energy, and the same results are obtained when both curvature parameters (Rc and
ϕ0) increase. Moreover, we have a very interesting behavior at Rc = 13.5 nm , such
that the energies correspond to a given geometrical parameters (Rg = 20 nm and
ϕ0 = 180◦) and (Rg = 25 nm and ϕ0 = 90◦) are equal.

Figure 4 shows the electronic energy as a function of the geometrical angle for
two geometrical radius (Rg = 15 and 20 nm) and two curvature angles (ϕ0 = 180◦
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Fig. 2 Ground state
electronic energy versus the
geometrical radius Rg of the
STQD for two angle values
(ϕ0 = 180° and 360°) and
two curvature radius values
(Rc = 5 and 10 nm)

Fig. 3 Ground state
electronic energy versus the
curvature radius RC of the
STQD for two angle values
(ϕ0 = 90◦ and 180◦) and two
geometrical radius Rg
(Rg = 20 and 25 nm)

and 360◦) with Rc = 10 nm. This figure shows a monotonic decrease of the elec-
tronic energy with increasing geometrical angle, and the effect of the second angular
parameter ϕ0 is more pronounced when the quantum system tends to the QDs of
the circular cross section. This is due to the predominance of the confinement effect
produced by ϕ0 on that produced by the geometrical angle θ0. In contrast, geomet-
rical radius effect is more important when their angle tend to small value, due to the
combined confinement effect produced by geometrical parameters (Rg and θ0).

In Fig. 5, we have plotted the electronic ground state energy as a function of the
curvature angle for two geometrical angle and two curvature radiuswith Rg = 15 nm.
The results that we have found confirm the results that obtained in Figs. 2, 3 and 4,
such as the decrease of the curvature angleϕ0 leads to a decrease in the STQDvolume.
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Fig. 4 Electronic energy as
a function of the geometrical
angle θ0 for two geometrical
radius (Rg = 15 and 20 nm)
and two curvature angles
(ϕ0 = 180◦ and 360◦) with
Rc = 10 nm

Consequently, the electronic energy grows, this is quite clear in the range [30–100] of
ϕ0. On the other hand, at a range [100–360], the electronic energy is less sensitive by
the variation of curvature angle,which can be explained that the electronic probability
density does not affect it more. Moreover, at a fixed curvature angle, the increase
of curvature radius or the geometrical angle decreases the electronic energy. In our
opinion, the theoretical study of the ground state electronic energy in STQD taking
into consideration the impact of different geometrical parameters (Rg, Rc, θ0 and ϕ0)
will lead to a better tuning the nanofabrication of nanostructure systems.

Fig. 5 Electron energy as a
function of the curvature
angle ϕ0 for two geometrical
angle (θ0 = 180◦ and 360◦)
and two curvature radius
(Rc = 15 and 20 nm).
Results are with a fixed value
of the geometrical radius at
Rg = 15 nm
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4 Conclusion

By using the effective mass approximation and in infinite confinement potential, we
have solved the 3D Schrödinger equation of an electron confined in a GaAs STQD
by the FDM.We have shown that a significant sensitivity of the electron ground state
energy to the two radial parameters (Rc and Rg) and two angular parameters (θ0 and
ϕ0). As we have already seen, the electron energy shows a decreasing behavior when
the size of the quantum dot becomes larger, either by increasing both angles and
radius. Moreover, we have shown that for large values of the angles, the influence
of the radius Rc and Rg is less sensitive than in small values of the angles θ0 and ϕ0.
We believe that this paper will contribute to a better understanding of the impact of
different geometries on the nanofabrication of these types of nanostructures.
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Impact of Electric Field Strength
on the Binding Energy of an Off-Center
Donor in Quantum Ring: Quarter Cross
Section Case

Soufiane Chouef, Omar Mommadi, Reda Boussetta, Mohammed Hbibi,
Laaziz Belamkadem, Abdelaziz El Moussaouy, Juan Alejandro Vinasco,
Carlos Alberto Duque, and Farid Falyouni

Abstract Using the finite difference method within the effective mass approxima-
tion, we have calculated the binding energy in a GaAs circular quantum ring with
a quarter-circle cross section. In the presence of an off-center donor atom, under
the contribution of electric field directed along the x-axis and assuming an infinite
confinement potential, the binding energy of electron-impurity is reported as a func-
tion of the applied electric field and the position of the donor impurity. We have
shown that the impurity binding energy depends strongly on the quantum confine-
ment, the applied electric field as well as the displacement of the impurity inside the
quantum ring. The binding energy decreases with electric field when the impurity
position is in the same direction of electric field and the opposite behavior when it
moves in a direction opposite to that of the electric field.

Keywords Quantum ring · Electric field · Off-center impurity · Binding energy

1 Introduction

Nanoscale semiconductor structures such quantum dots (QDs) and quantum rings
(QRs) are currently hot topics due to their potential use in optoelectronic device and
fabrication design [1]. The invention of recent nanofabrication techniques, including
electron beam lithography, chemical vapor deposition of organometallic compounds
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[2], and molecular beam epitaxy which are the techniques for producing arrays
of semiconductor nanostructures of different geometries [3]. In addition, it is well
known that the presence of impurity in nanostructures significantly alters the opto-
electronic properties of nanostructures. In Refs. [4–12], the effect of confinement on
the excitonic, optical properties and electronic states in low-dimensional nanostruc-
tures have been studied. Under the effect of external perturbations, such as hydro-
static pressure and temperature on the optoelectronic characteristics of QRs have
been studied [13, 14], In addition, the effect of the electric field has been the subject
of many experimental and theoretical reports, due to the importance of these systems
in the development of new semiconductor devices [5–10]. These works show that the
application of an external electric field produces significant changes in the optical
absorption response and the stability of the quantum systems.

For thisway,wepropose anewexaminationof the spectrum related to a conduction
electron coupled to an off-center donor atom confined in a GaAs circular quantum
ring (CQR) with a quarter-circle cross section, taking into account the electric field
factor. We discuss in detail the effect of this field and the effect of the donor position
as well as the geometrical parameters of CQR on the electron-impurity binding
energy. The solution of the Schrödinger equation, which depends on the effective
mass approximation, is solved by the finite difference method. We have organized
this paper as follows: in the next section, we describe the theoretical framework.
Section 3 presents the results and discussion, and finally, the remarkable conclusions
are summarized in Sect. 4.

2 Theoretical Frameworks

In this work, we consider the electron motion of the conduction band in CQR with
a quarter-circle cross section configuration, under the effect of an electric field F
directed toward the x-axis (see Fig. 1). The quantum system is described by four
parameters: (i)RC: is the torus radius that controls the internal circular hole of our
nanostructure along the x–y plane, (ii) Rg is the transversal cross-section radius that
controls the internal circular radius of our nanostructure, (iii) ϕ0 = 2π is azimuthal
torus angle of CQR, and (iv) θ0 generate the quarter-circle cross section which is
fixed at π

2 .
The electron coordinates (ρ, θ, ϕ) in CQR with a quarter-circle cross section are

limited as follow: RC − Rg < ρ < RC, 0 < ϕ < 2π and 0 < θ < π
2 . The cartesian

coordinates of electron related to the toroidal coordinates, which are presented in
Fig. 1a, b, are given by:

⎧
⎨

⎩

x(ρ, θ, ϕ) = (RC − ρ cos(θ)) cos(ϕ)

y(ρ, θ, ϕ) = (RC − ρ cos(θ)) sin(ϕ)

z(ρ, θ, ϕ) = ρ sin(θ)

(1)
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Fig. 1 a GaAs quantum ring in the presence of an applied electric field along the x-axis, and b
present the electron and impurity coordinates in xz-plan of our CQR system

The impurity cartesian coordinates which moves along the eϕ-direction and fixed
at di = Rg

2 and θi = π
2 is written as follows:

⎧
⎨

⎩

xi (di , θi , ϕi ) = (RC − di cos(θi )) cos(ϕi )

yi (di , θi , ϕi ) = (RC − di cos(θi )) sin(ϕi )

zi (di , θi , ϕi ) = Rg

2 sin(θi )
(2)

Within the effective mass approximation and in the presence of an applied electric
field along the x-axis, theHamiltonian of an electron-donor atom confined in theCQR
is expressed as follows:

HD = − �
2

2m∗
e

[
∂2

∂ρ2
+ RC + 2ρ cos θ

ρ(RC + ρ cos θ)

∂

∂r

+ 1

(RC + ρ cos θ)2

∂2

∂ϕ2
+ 1

ρ2

∂2

∂θ2
− sin θ

ρ(RC + ρ cos θ)

∂

∂θ

]

+ VD(ρ, θ, ϕ) + VC(ρ, θ, ϕ) + eF(RC + ρ cos θ) cos(ϕ) (3)

Concerning Eq. 3, the first term represents the kinetic energy of the electron with
m∗

e = 0.068m0 is their effective mass. The second term is the Coulomb interaction
between the donor impurity and the electron which is given by:

VD(ρ, θ, ϕ) = −e2

4πε0εr
∣
∣−→rDe

∣
∣

(4)
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with e, ε0 and εr are, respectively, the electron charge, vacuum permittivity and
dielectric constant of GaAs.

∣
∣−→rDe

∣
∣ presents the electron-impurity distance which can

be expressed by:

∣
∣−→rDe

∣
∣ =

√
√
√
√
√
√
√
√
√

((Rc − ρ cos(θ)) cos(ϕ) − (Rc − di cos(θi )) cos(ϕi ))
2

((Rc − ρ cos(θ)) sin(ϕ) − (Rc − di cos(θi )) sin(ϕi ))
2

+
(

ρ sin(θ) − 1

2
Rg sin(θi )

)2
(5)

The quantum confinement potential of our system is written by:

Vc(ρ, θ, ϕ) =
{
0 if RC − Rg ≤ ρ ≤ RC, 0 ≤ θ ≤ π

2 and 0 ≤ ϕ ≤ 2π
∞ otherwise

(6)

The last term of Eq. 3 eF(RC + ρ cos θ) cos(ϕ) describes the electron-impurity
electrostatic force due to the applied electric field. The ground state binding energy of
electron-impurity is defined by the energy difference between the electronic energy
without and with donor atom:

EB = Ee − ED (7)

where Ee and ED are, respectively, the electron energy with and without donor atom.
To solve our system of equations, we used the finite difference method. Equa-

tion 3 is a three-dimensional second-order equation, that we discretized it on a mesh
containing Nρ ∗ Nθ ∗ Nϕ nodes, and divide the interval

[
RC − Rg, RC

]
,
[
0, π

2

]
and

[0, 2π ] into Nρ +1, Nθ +1 and Nϕ +1, respectively. ∂
∂ρ

ψ(ρ, θ, ϕ) and ∂
∂θ

ψ(ρ, θ, ϕ)

are approximated by the second-order central difference for the first derivative,
∂2

∂ρ2 ψ(ρ, θ, ϕ), ∂2

∂θ2 ψ(ρ, θ, ϕ), and ∂2

∂ϕ2 ψ(ρ, θ, ϕ) are approximated by the second
order central difference for the second derivative. Then, the discretization of Eq. (3)
is written as follows:

�
2

2m∗
e

[(
1

	ρ2
+ RC + 2i	ρ cos θ

2i(RC + i	ρ cos θ)	r2

)

ψi+1, j,k

+
(

1

	ρ2
− RC + 2i	ρ cos θ

2i(RC + i	ρ cos θ)	r2

)

ψi−1, j,k

+
(

1

(i	ρ)2(	θ)2
− sin θ

2i(RC + i	ρ cos θ)	ρ	θ

)

ψi, j+1,k

+
(

1

(i	ρ)2(	θ)2
+ sin θ

2i(RC + i	ρ cos θ)	ρ	θ

)

ψi, j−1,k

+
(

1

(RC + i	ρ cos θ)2	ϕ2

)

ψi, j,k+1 +
(

1

(RC + i	ρ cos θ)	ϕ2

)

ψi, j,k−1
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+ �
2

2m∗
e

[
2

(i	ρ)2
+ 1

(RC + i	ρ cosβ)2	ϕ2
+ 1

(i	ρ)2(	β)2
+ 2m∗

e

�2
V i, j,k
D

+eF(RC + i	ρ cos(θ)) cos(ϕ)]ψi, j,k
] = EDψi, j,k (8)

where: 	ρ = Rg/
(
Nρ + 1

)
is the pitch (the distance between two consecutive grid

nodes in the−→eρ direction), 	θ = π
2(Nθ +1) is the pitch (the angle between two consec-

utive grid points in the −→eθ direction), and 	ϕ = 2π
Nϕ+1 is the distance between

two consecutive grid points in the −→eϕ direction. V i, j,k
D is the coulombic interaction

between the electron and the donor atom at point (i, j, k). The energy eigenvalues are
obtained by numerically solving this system of equations.

3 Results and Discussion

To give an overall picture of the effects of electric field, impurity position, and
geometrical confinement on the electron-impurity binding energy, we have plotted
in Fig. 2 the variation of the electron-impurity binding energy as a function of electric
field strength, for different impurity position (ϕi = 0° and 180°) and three quarter-
circle cross section radius of CQR Rg = 4, 6 and 8 nm with RC = 10 nm. From
this figure, the following behaviors can be noted: (i) When the impurity localized in
ϕi = 0◦ the application of the electric field produces a decreasing function of the
binding energy, especially at the interval [0, 20 kV cm−1]. The physical reason for this
behavior is that the electric field strength forces the electron to move away from the
impurity position, which leads to an increase in the average of the electron-impurity
distance and accompanied by a reduction in the Coulomb interaction energy, this
energy is decreased when the geometric radius of the quarter-circle cross section is
increased. However, close the electric field strength 20 kV cm−1, the binding energy
will be changing their behaviorwith the geometrical radius. From the value of electric
field intensity (F > 20 kV cm−1), the electron wave function is very strongly confined
away from impurity, which it does not respond to the effects of the electric field (the
impurity is localized in the same direction of electric field), consequently, the binding
energy remains stable at this electric field interval whatever the geometrical radius
Rg = 4, 6 and 8 nm. (ii) When the impurity localized at ϕi = 180◦, the impurity is
localized in the opposite of electric field direction, the application of this field leads
to increases the binding energy, and this is due to the fact that the electric field effect
pushes the electron toward the impurity.

In Fig. 3, we have studied the binding energy as a function of the electric field
strength for different curvature radius (Rc = 8, 10 and 12 nm) and two impurity
positions (ϕi = 0 and 180°) with Rg = 5 nm, di = Rg

2 and θi = 45. We can observe
that the effect of the impurity position on the bound electron-impurity energy versus
electric field behavior is similar to that obtained in Fig. 2. Also, the decrease of
the curvature radius leads to an increase of the binding energy when the impurity
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Fig. 2 Binding energy as a function of the applied electric field for different radius geometry
Rg = 4, 6 and 8 nm and two impurity positions ϕi = 0° and 180°. Results are with a fixed value of

the tore radius RC = 10 nm and azimuthal impurity position di = Rg
2 and θi = 45◦

is localized at ϕi = 0°. In this case (ϕi = 0°), the increase of the electric field
intensity leads to decreases the binding energy until reach critical value, and then
it saturates, the saturation energy values are dependent on the curvature radius. It
is clear that as the curvature radius increases, the saturation of the binding energy
is faster. On the other hand, the binding energy increases with the curvature radius
when the impurity is located at ϕi = 180◦, especially, when the electric field at the
range F < 30 kV cm−1. Also, for F > 30 kV cm−1, and for all curvature radius
Rc = 8, 10 and 12 nm and for a given impurity position ϕi = 180◦, the binding
energy converges to the same value with electric field.

As it is known, when the electric field is applied, the electrons start to localize
towards the opposite direction of the electric field. Depending on the position of the
impurity inside the CQR, the binding energy can be increases or decreases. In order
to show this behavior, we have presented in Fig. 4 the variation of the binding energy
of the donor atom in a GaAs CQR as a function of the electric field for different
impurity positions of ϕi = 0 (ϕi = 0, 90 and 180°). We can observe the following

Fig. 3 Binding energy as a function of the applied electric field for different curvature radius of
Rc = 8, 10 and 12 nm and two azimuthal impurity positions ϕi = 0 and 180°, with a fixed value of

the geometrical radius Rg = 5 nm and impurity position di = Rg
2 and θi = 45◦
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Fig. 4 Binding energy as a function of the electric field, for three impurity positions ϕi = 0°, 90°

and 180°, with a fixed Rg = 5 nm, Rc = 10 nm, di = Rg
2 and θi = 45◦

features: (i) When ϕi = 0◦, the binding energy decreases rapidly as the applied field
strength increases and tends to a saturation value with the electric field 20 kV cm−1,
due to the displacement of the electron away from the impurity position. (ii) For
ϕi = 90◦, the binding energy decreases slowly because the charge distribution is
less sensitive to the influence of the electric field. (iii) For ϕi = 180◦, the impurity
is in the opposite direction than the applied electric field, it is clear that the binding
energy increases with increasing electric field.

In Fig. 5, we studied the variation of the binding energy as a function of the
impurity position ϕi for different of the electric field strength (F = 40, 60 and
80 kV cm−1). Results are with a fixed value of the radius Rg = 5 nm, Rc = 10 nm

and impurity position di = Rg

2 and θi = 45. For each electric field strengths, we
notice a clearly increasing monotonic behavior of the binding energy as the impurity
moves away from the electric field direction to their opposite direction, this is due
to the fact that the impurity approaches the electronic probability density directed
by the direction of the electric field. Indeed, three regions can be discussed: For
the impurity position ϕi < 30◦, the binding energy is insensitive to the combined
effect of the impurity position and the applied electric field intensity, which becomes
constant at the average value of 7meV. When the azimuthal impurity position at the
region 30◦ < ϕi < 150◦, we clearly observe that an increase of the electric field
leads to a decrease of the binding energy. Also, for ϕi = 150◦, the effect of the
electric field is negligible. Also, when ϕi > 150◦, the increase of the electric field
leads to the increase of the binding energy. The effects of electric field and impurity
position in this figure are exactly the same as those observed in the previous figures.
As a summary to this section of the study, we can conclude that the electron-donor
atom binding energy under electric field strength is an essential basic parameter that
influences measurable properties of a nanostructures, such as solar cell efficiency
and optoelectronic devices.
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Fig. 5 Binding energy as a function of the impurity position (ϕi ) for three electric field strength F
= 40, 60 and 80 kV cm−1. Results are with a fixed value of the radius Rg = 5 nm, Rc = 10 nm and

impurity position di = Rg
2 and θi = 45◦

4 Conclusion

In conclusion, considering an infinite confinement potential, the dependence of the
binding energy on the applied electric field, an off-center donor atom and the CQR
size has been analyzed in detail within the effective mass approximation. By using
the finite difference method, we have found that the binding energy depends on the
geometry of the structure, the impurity position and the electric field strength. Our
results indicate that the binding energy is insensitive to the position of the impurity
and the high electric field strength when the impurity is close to the direction of the
applied electric field, and it is decreased with the electric field when the impurity is
located at the azimuthal-interval 30◦ < ϕi < 150◦, as well as this electron-donor
atom bound energy increases at ϕi > 150◦. Also, it is important to note the critical
impurity position (ϕi = 150◦), inwhich the electric field effect is negligiblewhatever
their intensity.
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Numerical Analysis of Various Hole
Transport Material (HTM)
for an Efficient Perovskite Solar Cell

Touria Ouslimane , Lhoussayne Et-taya , and Abdellah Benami

Abstract Component hybrid perovskites solar cells (PSC) are emerging as a new
class of semiconductors that combine high absorption coefficient and excellent trans-
port properties. In this context, we aremodeling perovskite solar cells using a number
of organic and inorganic hole transportmaterials (HTMs) using SCAPS-1D software.
A comparative theoretical study on the performance of PSCs is reported usingmethyl
ammonium lead iodide (MAPbI3) as an absorber layer and tungsten trioxideWO3 as
the electron transport material (ETM). After examining various solar cell configu-
rations, the Glass/FTO/WO3/MAPbI3/SnS/Au design has the optimum photovoltaic
performance. This model is made to optimize the thickness of the absorbing layer,
and its acceptor dopant density NA. Simulation results reveal that the higher power
conversion efficiency is 32.99% for an absorber thickness of 400 nm, and for dopant
density NA of 1 × 1017 cm−3, with a fill factor (FF) of 73.09%.

Keywords HTM · ETM · PSC · SCAPS-1D · Perovskite

1 Introduction

Perovskite solar cells (PSCs) research is substantially increasing from 2013, because
of the fast improvement in their power conversion efficiency (PCE), cheapness,
possibility to tune the bandgap, low recombination rate, high open-circuit voltage,
and strong and broad optical absorption. Power conversion efficiency (PCE) with
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adequate stability is the most crucial challenge for PSCs for commercial applica-
tions at a large scale. Various methodologies have been developed for realizing this
goal, among them absorber layer optimization. In contrast to absorber layer, very
scant studies have been reported on HTMs, which can be the electrical contacts
between absorber layers, and electrodes, and lead to enhancement of charge trans-
port and collection. Thus, the HTM in a photovoltaic device plays a pivotal role in
device stability, PCE, influencing the work function of the electrode and the prop-
erties of the absorber layer. The types of organic HTL materials are limited; the
most widely used is water soluble PEDOT:PSS, while several investigations have
demonstrated that due to the hygroscopic, acidic, and protonation nature of PSS in
PEDOT:PSS, it influences the device stability and degradation which limits their
possible commercial applications [1].

In this paper, we have analyzed several recent studies on the most adequate ETM.
Then, WO3 shows optimal results at the level of PCE and FF comparing it with
ZnO. Its properties like tunable bandgap (2.6–3.5 eV) [2] correspond to a wave-
length of 475 nm which in turn enables it to absorb light in the visible spectrum.
In addition, it has an appreciable transmittance of (80%) in the visible region. Also,
WO3 has good conductivity of the order of 10–3/�-cm with n-type semiconductor
properties, stable structure, non-toxic nature, availability, high surface area, low cost,
and good chemical stability which are some of its advantages [3]. A variety of mate-
rials such as NiO, CuO2, CuI, SnS, a-Si, SpiroMeOTAD, P3HT, CuSbS2, CuSbSe,
PEDOT:PSS, D-PBTTT are simulated in PSCs as HTMs and analyzed their PV
parameters. The perovskite layer is of CH3NH3PbI3 (methyl ammonium lead Iodide)
having a bandgap between 1.5 and 2.4 eV, showing both organic and inorganic
properties which gives increased carrier mobility, long charge diffusion length, low
non-radiative auger recombination, and higher absorption coefficient [2, 4].

2 Device Simulation with SCAPS-1D

In this work, a device simulator, SCAPS-1D developed by University of Gent was
employed to model PSCs. It is a more popular software in photovoltaic cells simu-
lation, and it is characterized by its ability to model a maximum seven-layer struc-
ture. J–V, C–V, C–f characteristics and quantum efficiency of the solar cell can be
measured [5–7]. It numerically solves one-dimensional equations that govern the
semiconductor material under steady state conditions.

Poisson Eq. (1), which presents the relationship between electric field of a p–n
junction (E) and the space charge density (ρ), is given by:

∂2ψ

∂2x
= −∂E

∂x
= − ρ

εS
= − q

εS

[
p − n + N+

D (x) − N−
A (x) ± Ndef(x)

]
(1)

where is ψ the electrostatic potential, q is elementary charge, εS is the static relative
permittivity of themedium, n(p) is the electron (hole) density, N+

D (N−
A ) is the density
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of ionized donors (acceptors), and Ndef is the possible defect (Acceptor or donor)
density. The electron and hole continuity equations in steady state are given by
Eqs. (2) and (3)

∂ jn
∂x

+ G −Un(n, p) = 0 (2)

−∂ jp
∂x

+ G −Up(n, p) = 0 (3)

jn, jp are the electron and hole current densities;Un,p is the net recombination rates;G
is the electron–hole generation rate. The electron and hole current density are given
by Eqs. (4) and (5) [2]:

jn = qnμnE + qDn
∂n

∂x
(4)

jp = qnμpE − qDp
∂p

∂x
(5)

q is the elementary charge, μn(p) is electron (hole) mobility, and Dn(p) is diffusion
coefficient of electrons (holes).

The perovskite (CH3NH3PbI3) solar cell simulated is a normal planar architecture;
it is illustrated in Fig. 1. The n region is the ETL, and the p region is the HTL. When
the cell is subject to light, excitons (bound state of an electron and a hole) are created
mainly in the perovskite layer. According to their diffusion length, they can reach the
n(p) region. The dissociation of excitons and the migration of electrons and holes is
favored by the electrical field between the n and p layers.

In a first step,we simulated different structures using organic and inorganicHTMs,
and we extracted that SnS gives good results. Then, we did the simulation with the
best HTM chosen previously by varying the ETM between ZnO and WO3, and
we conclude that structure Glass/FTO/WO3/MAPbI3/SnS/Au gives the best results.
Table 1 summarizes the input parameters for the layers of the optimal structure.

Fig. 1 Perovskite solar cell
structure simulated under
SCAPS
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Table 1 Input parameters of different layers used in the simulation [6–8]

Material properties FTO (SnO:F) ETL (WO3) Absorber (MAPbbI3) HTM (SnS)

d (nm) 500 50 50a 50

Eg (eV) 3.5 2.98 1.55 1.1

χ (eV) 4 2.1 3.9 3.52

ε (eV) 9 6.5 6.5 12.5

Nc (cm−3) 2.2 × 1018 2.8 × 1019 2.2 × 1018 7.5 × 1018

Nv (cm−3) 1.8 × 1019 1 × 1019 1.8 × 1019 1019

V the- (cm/s) 107 107 107 107

V thp (cm/s) 107 107 107 107

μn (cm2/V s) 20 1.7 × 10–4 50 100

μh (cm2/V s) 10 2 × 10–4 50 4

ND (cm−3) 2 × 1019 1018 0 0

NA (cm−3) 0 0 1013a 1019

N t 1015 1015 1015 1015

α (cm−1) File File File File

d Thickness, Eg Bandgap, χ Electron affinity, ε Dielectric permittivity, Nc/Nv Density of states
in CB/VB, V the-/V thp Thermal velocity of electron/hole, μn/μh Electron/Hole mobility, ND/NA
Donor/Acceptor density and α Absorption coefficient, N t Total defect density
a Is a variable parameter

The simulation is carried out under AM1.5G solar spectrum with an incident
power density of 100 mW/cm2 at room temperature (300 K) [8]. We have assumed a
Gaussian defect energy level of 0.6 eV below the perovskite’s conduction band with
a characteristic energy of 0.1 eV. To circumvent the simulator’s empirical absorption
coefficient, we have to input it from external files. Related to the extinction coefficient
calculated using

α = 4πk

λ
, (6)

where k and λ are extinction coefficient and wavelength, respectively. While the
absorption coefficient of the PVK was extracted from [6].

3 Results and Discussions

In this section, we present the results obtained from the effect of the thickness of
the perovskite absorber layer as well as the acceptor dopant density, on the electrical
performance of the PSC.
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3.1 Effect of Dopant Density of the Absorber Layer

To improve the performance of the solar cell, n-type or p-type dopants are introduced
into the absorber layer. In this study, the acceptor dopant density of the absorber layer
is varied from 1013 to 1020 cm−3. The PCE of the solar cells increases gradually with
increasing dopant concentration and reaches an optimum value at a concentration of
1017 cm−3. However, if the dopant concentration of the absorber layer is below the
optimum value, the performance parameters are found to be stable, but not optimal.
As a result, in this range of dopant density, the rate of generation and recombination
effects of charge carriers are almost in equilibrium, leading to a stable performance
of the device. The Jsc decreases as the dopant concentration increases, resulting in
a decrease in PCE at higher dopant concentrations, as shown in Fig. 2. At lower
concentrations, the Jsc and PCE values increase due to a decrease in the dark current
of the solar cell. However, at higher dopant concentrations, the diffusion length
of minority carriers decreases, and heavy doping causes an increase in dark current,
resulting in a decrease in JSC and PCE [9]. This result is consistent with the literature
results for a controllable design of solid-state PSCs [10].
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3.2 Effect of Thickness of the Absorber Layer

HTM and ETM thicknesses are optimized and fixed at 50 nm for both. The thickness
of the absorber layer is a critical parameter that influences the electrical properties
of the PSC. The thickness of the perovskite light harvesting layer is varied between
50 and 1000 nm in order to determine the optimum value required for maximum
performance parameters. The variation of VOC, JSC, FF and PCE with the thickness
of the perovskite absorber layer is shown in Fig. 3. The PCE of the solar cell increases
with thickness because the wider absorber layer absorbs more light, resulting in the
generation of a large number of electrons–hole pairs and a corresponding increase
in current density. The PCE reaches its maximum at a thickness of 400 nm and then
begins to decline gradually. Furthermore, as the absorber layer thickness is gradually
increased, the FF decreases with an increase in Jsc. However, when the thickness of
the absorber layer is increased above an optimal value, the generated electron–hole
pairs recombine, resulting in a reduction in the device’s PCE.

Fig. 3 The variation of Jsc,
PCE, FF, and Voc with
absorber thickness
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4 Conclusion

Numerical simulation using SCAPS-1D software allows us to get into the details of
thin film solar cell structure operation. PSC performance is improved in this work by
employing a variety of HTMs. The results show that the photovoltaic performance
of organic compounds such as HTM, such as PEDOT:PSS, P3HT, and others, is
poor. This demonstrates that inorganic HTMs, such as NiO, CuI, CuO2, and others,
can replace the costly and degradable organic HTMs in PSCs. It has been discov-
ered that the best performance is obtained with SnS, a non-toxic inorganic earth
abundant material, as HTM and WO3 as ETM. A detailed analysis of the perfor-
mance variation with absorber layer thickness reveals that a thickness of 400 nm
produces the best results. The performance of lead-based PSCs suffers as the absorber
becomes thicker. The acceptor dopant concentration in the absorber layer is also
changed to see how it affects the performance of the PSC. The chosen configura-
tion Glass/FTO/WO3/MAPbI3/SnS/Au has the best PCE value of 32.99% when the
dopant concentration NA and thickness are 1017 cm−3 and 400 nm, respectively.
It should be advantageous to design a device and comprehend its operation mecha-
nism,which can be used to guide and innovate experiment approaches and fabrication
processes.
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Photonic Flat Bands of Asymmetric Star
Waveguides Structure

Y. Errouas, Y. Ben-Ali, I. El Kadmiri, and Driss Bria

Abstract Using the interface response theory, we investigate the band structure and
transmission rate of 1D photonic star waveguides with asymmetric resonators grafted
onto N equidistant sites. The resonator lengths in each site depend on each other
following an arithmetic sequence. The results show that when we have one resonator
in each site, we obtain large band gaps and narrower pass bands. On the other hand,
the difference between the lengths of resonators in each site gives a rise to new pass
bands (called flat bands) inside the gaps. These flat bands move to lower frequencies
when the length step (difference between two successive resonators) of the resonators
increases. The quality factors of the modes situated in these flat bands become very
important, when the number of the resonators in each site increases. In addition, the
width of the gap bands becomes larger, when the sizes of the asymmetric resonators
in each site increase. The thinner created pass bands will be useful for telecom-
munication applications of types: filtering, dense frequency division multiplexing
(DFDM) and drop channel for the extraction of frequencies.

Keywords SWGs · Flat bands · Asymmetric resonators · Gaps · Pass bands

1 Introduction

Electromagnetic waveguide systems are used for a variety of applications, such
multi-frequency coherent electromagnetic waves communications, generation of
low-phase-noise or agile ultra-broadband microwaves, electromagnetic arbitrary
waveform generation, signal processing and filtering [1–6]. Recently, the study of
star waveguides (SWGs) systems based on the coaxial cables has been the subject of
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several works due to their interest as well as their extraordinary properties [7–10].
These SWGs are composed of the periodicity of the segment and grafted in each
site by a finite number of resonators that have the same length. The periodicity of
the system creates pass and larger gap bands where the propagation of electromag-
netic waves is forbidden [11]. These gaps are due to the periodicity of the segment
and the number of symmetric resonators grafted in each site. When the number
of symmetric resonators in each site increases, the width of the gaps increases too
[12]. In this structure, the theoretical model assumed that the cross sections of the
resonators and segments are small compared to their linear dimensions, which can
be considered one-dimensional waveguide. In this paper, we study the behavior of
electromagnetic waves in 1D SWGs composed by the periodicity of the segment
and grafted in each site by a finite number of asymmetric resonators. The resonator
lengths in each site depend on each other following an arithmetic sequence (see
Fig. 1). Many of the previous works are concentrated on the photonic comb-like
structure due to their applications, despite all these works which take the resonators
with the same lengths (symmetric resonators) [12]. The advantage of this work is
that we have been able to introduce our narrower flat bands, which is impossible
to obtain if we have symmetrical resonators. Recently, our team have presented
a perfect structure of 1D SWGs with the presence of Fibonacci sequences at the
resonators level; this study shows that this structure can present localized bands of
higher amplitude in the transmission spectrum. Such structure can be used in the
field of electromagnetic telecommunications, the design of new multichannel filters,
demultiplexers and other engineering devices [7]. The dispersion relation according
to an infinite SWGs system and the transmission rate concerning the propagation
of electromagnetic waves in finite SWGs are calculated using the formalism of the
green function cited in [7–9, 11, 13, 14].

Fig. 1 One-dimensional star waveguides structure with a periodic segment of length d1 grafted in
each site by a finite number of resonator lengths d2j [j = 1–5], D = d1 represents the period of the
structure
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2 Results and Discussions

Firstly, we study the dispersion relation and the transmission rate of the 1D SWGs
system composed of the periodicity of segments of lengths d1 and grafted in each
site by the resonators, which have different lengths. The resonators lengths depend
on each other by following an arithmetic sequence with d2j [j = 1–5]. The materials
constituting the segments and the resonators are assumed homogeneous, nonmag-
netic (μ1 = μ2j = 1), with identical relative permittivity, i.e., ε1 = ε2j = 4.We present
two principal results; the first one is the effect of the variation of the length of each
resonator on the behavior of the gaps corresponding to the infinite SWGs, and in
the second case, we are interested in the impact of changing the length of a single
resonator on the transmission spectrum. In this study, we define that the reduced
frequency � = ω

√
ε1μ1D/(c) with c is the velocity of electromagnetic waves in

a vacuum and ω is the pulsation (in s−1), and D = d1 represents the period of the
system.

2.1 Effect of the Different Resonator Lengths
on the Creation of Thin Pass Bands

In this section, we study in Fig. 2 the variation of the reduced frequency � versus
the real part of KD for different lengths of the resonators grafted in the structure.
The black lines show the pass bands, while the white areas correspond to the gap
bands where the electromagnetic waves cannot propagate. In the case (a), where the
resonators have the same lengths d2j = 0.5D [j = 1–5], we observe the existence of
large gap bands, separated by pass bands. This result is identical to the experimental
and theoretical results found in the reference [15]. In the case (b), where we take
the length of a single resonator d21 = 0.6D and the other resonators have the same
lengths d2j = 0.5D [j = 2–5], we observe the creation of narrow pass bands (flat
bands) inside the gap bands. For example, in the first gap, a flat band is created at
the reduced frequency � = 0.86, and in the second gap, it appears at the reduced
frequency � = 2.8. In addition, we observe the creation of narrow flat bands in
the third pass band at the reduced frequency � range varying between � = 4 and
� = 4.1. In the case (c), where d21 = 0.5D and the four other resonators have
different lengths, we observe the creation of new flat bands inside the gaps. These
flat bands are due to the asymmetric resonator lengths that break the symmetry at
the resonators level. Consequently, this new structure allows the creating of new
pass bands (flat bands) inside the gaps. Therefore, we deduce that the creation of
resonators of different lengths allows the creation of narrower flat bands, which is
not possible if we take the identical resonator lengths in each site [9–13].
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Fig. 2 Variation of the reduced frequency � versus the real part of KD for different cases; a d2j =
0.5D [j = 1–5]; b d21 = 0.6D, d2j = 0.5D [j = 2–5]; and c d21 = 0.5D; d2j = d(2j−1) + 0.1

2.2 Effect of the Number of the Resonators

In this part, we study the variation of the thinner pass bands width as a function
of the number N ′ of resonators grafted in each site. In each site, we consider N ′

1

resonators of length d21 = 0.5D and N ′
2 resonators of length d22 = 0.6D (N ′ =

N ′
1 + N ′

2). Figure 3 shows the variation of the reduced frequency � as a function
of N ′

2 for different values of N ′
1. For N ′

2 greater than or equal to 1, we notice the
creation of flat bands inside the band gaps. These flat bands shift slightly toward
higher frequencies when N ′

2 increases. At the same time, we can observe that the
width of the gaps becomes larger when the number of N ′

1 increases.

2.3 Effect of the Resonators Lengths

For a step (difference between two successive resonators step= d2j − d2(j−1)) equals
to 0, i.e., resonators of the same lengths, we show the existence of pass bands sepa-
rated by large gaps. The first gap is situated at 0.4 < � < 1.6. When we increase the
step, we remark the creation of new permissible bands inside the gap band. These
flat bands shift to lower frequencies, when the step increases. In addition, we observe
the creation of new gaps inside the pass bands associated to step different to zero.
These new gaps shift to lower frequencies as the step increases and become pass
bands for a well-determined step (step equal to 0.5 for � = 2.07). Figure 4b is a
zoom of Fig. 4a for the step range varying between 0 and 0.08. We notice the appari-
tion of a narrower flat band with a lower reduced width of �� = 0.008. Figure 4c
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Fig. 3 Variation of the reduced frequency � versus N ′
2 for different values of N ′

1. The others
parameters are d1 = 1D; d21 = 0.5D; and d22 = 0.6D

represents the variation of the transmission rate through a finite asymmetric SWG
system composed of N = 7 sites, as a function of the reduced frequency � for a step
equal to 0.08. This Fig. 4c demonstrates that the transmission rates of the flat bands
located in the first and the second gaps are higher with a frequency shift equal to��

= 0.008. Figure 4d is the same as Fig. 4b but with range step belonging to the range
[0.08–0.16]. This figure shows also that the flat bands shift into a lower frequency
by increasing the step. Figure 4e represents the variation of the transmission rate
through a finite asymmetric SWG system composed of N = 7 sites, as a function
of the reduced frequency � for a step equal to 0.16. Figure 4e demonstrates that
the transmission rates of the flat bands located in the first and the second gaps are
very important with the frequency shift equals to 0.014. Due to the presence of these
flat bands that are characterized by a higher value of transmission rate and a higher
quality factor, this system makes it possible to filter several frequencies belonging
to the bandwidth of these flat bands.

2.4 Effect of the Number of the Grafted Resonators

In this part, we focus our attention on the frequency range that varies between � =
1.6 and� = 2.3. For N ′

2 = 1 (Fig. 5a), we observe the presence of two absolute gaps
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Fig. 4 a Variation of the reduced frequency � as a function of the length step, b and d represent
the zoom of the case (a), respectively, when the step is varying between 0 and 0.08 (case b) and
between 0.08 and 0.16 (case d). c and e represent the variation of the transmission rate as a function
of the reduced frequency � for a step equal to 0.08 (case c) and for a step equal to 0.16 (case e)

(transmission equal to zero), one mini-gap (transmission different to zero) around �

= 2. When we increase the number of resonators N ′
2 (Fig. 5b–d), we observe that

the mini-gaps observed in the case Fig. 5a (N ′
2 = 1) become the absolute gap. At the

same time, the width of these band gaps becomes larger whenN ′
2 increases while the

pass bands become narrower. This result is identical with the theoretical result found
in reference [15], in which we have consider metamaterial symmetric resonators
in each site. Figure 5 shows also that the modes located in the second pass band
become narrower, and therefore, their quality factors become very important. The
frequency shifts between two consecutive modes are very important, which allowed
us to deduce that this frequency range associated to the second pass band behaves like
a high-performance multichannel system whenN ′

2 = 10. According to these results,
we conclude that we can control and manipulate electromagnetic waves through a
wider range of frequencies (gaps), when we increase the number of resonators N ′

2

and fix the number of other resonators at N ′
1 = 5.

In this last section, we study in Fig. 6, the effect of the number N ′
2 on the trans-

mission rate and the frequency of the flat band created in the first gap observed in
Fig. 3a (N ′

1 = 1). When N ′
2 = 1, a low transmission rate of this flat band (located

between�= 0.85 and�= 0.86) is observed at this band (transmission cannot exceed
0.03). When we increase N ′

2 from 2 to 7, we observe that the transmission rate of
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Fig. 5 Variation of the transmission rate versus the reduced frequency � belonging to [1.6–2.3]
for different values of N ′

2. We take d1 = 1D; d21 = 0.5D; d22 = 0.6D, N ′
1 = 5 and N = 7

this flat band increases, and at the same time, this flat band moves toward higher
frequencies. These narrower flat bands with higher quality factor are important for
the enhancement of the unidimensional electromagnetic interaction of materials [10,
11]. In addition, this system may present several applications in guiding, stopping
and filtering the electromagnetic waves with higher performance, when the number
of one resonator in each site increases.

Fig. 6 Variation of the transmission rate versus reduced frequency � belonging to [0.85–0.95] for
different values of N ′

2 (N ′
2 = 1 black curve; N ′

2 = 2 red curve, N ′
2 = 3 green curve, N ′

2 = 4 blue
curve, N ′

2 = 5 purple curve). We take d1 = 1D; d21 = 0.5D; d22 = 0.6D, N ′
1 = 5 and N = 7
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3 Conclusions

To sum up, we have investigated the band structure of 1D infinite SWGs and the
transmission through finite SWGs. This system is composed of the periodicity of
segments and grafted in its extremity by finite number of resonators of different
lengths. The lengths of resonators depend on each other following an arithmetic
sequence. In the casewhen the resonators grafted possess the same length (symmetric
resonators), we can obtain large gaps and pass bands. These large gaps and pass bands
are due to the resonators grafted and the segment periodicity. The width of these gaps
becomes very important when we consider the asymmetric resonators in each site,
which depend on each other following an arithmetic sequence. In addition, the results
show that when we have asymmetric resonators in each site, this system is able to
create narrower pass bands (flat bands) in the photonic gaps corresponding to the
system that has the same resonators lengths in each site. The number of these flat
bands depends on the different parameters of the system, in particular the length of
each resonator.Moreover, we have shown that the transmission rate of these flat bands
increaseswhen the number of resonators increases. The creation of these narrower flat
bands will be useful for telecommunication applications of types: filtering, DFDM
and drop channel for the extraction of frequencies. Note that we can find these results
by experiments using coaxial cables in the microwave domain.
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Binding Energy of an Off-Center Shallow
Donor Impurity in Wedge-Shaped
Quantum Dot Under Electric Field Effect

Mohamed Chnafi, Omar Mommadi, Soufiane Chouef, Reda Boussetta,
Laaziz Belamkadem, Mohammed Hbibi, Abdelaziz El Moussaouy,
Juan Alejandro Vinasco, Carlos Alberto Duque, and Farid Falyouni

Abstract In the present work, we have investigated the influence of the axial electric
field on an electron-donor atom confined in a GaAs wedge-shaped quantum dot. To
this end, we used the finite difference method to solve the Schrödinger equation. The
binding energy and the average value of the electron position were calculated for
different quantum dot radius, electric fields, and impurity positions. From the results
obtained, it can be seen that the electron-impurity binding increases with increasing
electric field intensity in low confinement and almost constant in high confinement,
and also, we noticed that the binding energy is very sensitive to the displacement
of the donor atom, it is maximum when the impurity is located in the center of
the quantum dot (QD). These different effects give a great vision to understand the
behavior of the electron-impurity interactions in this type of nanostructures.

Keywords Wedge-shaped quantum dot impurity · Electric field · Binding energy

1 Introduction

Researchers have been paying close attention to low-dimensional semiconductor
devices with specific geometrical patterns in recent years. Quantum pseudo-dots,
double ring-shaped quantumdots, wedge-shaped quantumdots (WSQD), hexagonal-
shaped quantum wires, etc. [1–6]. These structures have the ability to create new
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phenomena and have applications in laser and optical modulation technologies. The
behavior of their electrical and optical characteristics in the presence of an external
electric field, in particular, has been extensively investigated, both theoretically and
experimentally [7–14]. A good way to study impurity atoms and a method to control
their optoelectronic states is the application of an external perturbation (electric
field). For example, the electric field weakens the electron-impurity bond as in the
hydrogen atom.When the field intensity increases, the absorption peak in the absorp-
tion spectrum shifts toward the low frequencies (long wavelengths), the intensity of
the peak attenuating. The confined quantum Stark effect is the name given to this
issue. Several experimental and theoretical types of research have been conducted
on this phenomenon.

Using a parabolic confining potential, the effects of temperature, hydrostatic pres-
sure, and external electric fields on the confined exciton in cylindrical quantum dots
are examined by Mommadi et al. [15]. They have obtained that the binding energy
and interband emission is very sensitive to the electrical field, and they have found
that the existence of a dipole moment is demonstrated by the behavior of the exci-
tonic Stark shift as a function of the applied electric field. By using a variational and
perturbative approach, El Khamkhami et al. [16] have found that the polarizability of
a donor enclosed in a spherical quantum dot. Considering the perturbation approach
and parabolic lateral confinement,Xie [17] has evaluated the binding energy formany
states. It is assumed that the electric field is applied along the Ox-axis. He concluded
that the confinement effect and electric field have a significant impact on the optical
performance of the quantum disk. Wei et al. [18] calculated the binding energy of
donor atom confined in coupledZnO/MgZnOquantumdots by considering the effect
of the internal electric field due to the piezoelectric and spontaneous polarizations
of the material. The results of the calculations show that the binding energy of the
impurity depends on the position of the impurity, the structural parameters of the
coupled quantum dots such as the radius and the x-magnesium composition. The
strong internal electric field also produces an asymmetric distribution of impurity
binding energy toward the center of the coupled QDs, which is observed.

However, new theoretical investigations on the effect of an axial electric field on
(WSQD) suggest that the photonic properties of a specific QD can be controlled for
the emission of entangled photon pairs. We will investigate the influence of an axial
electric field on a donor confined in a WSQD in connection with this work, to better
understand the phenomena connected to the application of an axial electric field on
WSQD.

The following is a paper’s structure. The theoretical model for a shallow donor
impurity confined in a WSQD of GaAs type, surrounded by an assumed infinite
potential barrier, is presented in Sect. 2. The results of our calculations and discussion
are presented in Sect. 3. In Sect. 4, you will find the conclusions.
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2 Theory

We consider an electron-donor atom confined in a WSQD of GaAs type, surrounded
by an assumed infinite barrier, with the geometrical parameters: R, θ0, and H, which
describe, respectively, the radius, the geometrical angle, and the height of QD, all
we keep the height fixed at H = 5 nm and the angle of the nano-system 45°, the
illustration of the WSQD is presented on Fig. 1.

In the presence of a shallow donor impurity, the basic Hamiltonian of the electron-
impurity system in WSQD can be described in the effective mass approximation
by

HD = − �
2

2m∗
e

(
∂2

∂ρ2
+ 1

ρ

∂

∂ρ
+ 1

ρ2

∂2

∂θ2
+ ∂2

∂z2

)

+ VD(ρ, θ, z) + VC(ρ, θ, z) + W, (1)

where the first term represents the kinetic energy and m∗
e = 0.067m0 is the electron

masse effective for a GaAs semiconductor,m0 is the free electron masse, the shallow
impurity is fixed in (θi = 0◦ and zi = H/2) and the second terms of Eq. 1 is the
coulombic interaction between electron-impurity is given by

VD(ρ, θ, z) = −e2

4πε0εr ri−e
, (2)

where e, ε0, and εr are the electron charge, vacuum permittivity, and dielectric
constant of GaAs, respectively. ri−e represents the distance between electron and
impurity which can be expressed by

VD(ρ, θ, z) = −e2

4πε0εr

√(
ρ2 + r2i − 2ρri cos(θ)

) + (z − zi )
2

(3)

Fig. 1 Illustration for a
confined electron and an
off-center donor atom in
WSQD defined by the radius
R, the height
H = 5 nm, and θ0 = 45◦
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The third term in Eq. 1 represents the infinite confinement potential which can be
written as

Vc(ρ, θ, z) =
{
0 if 0 ≤ ρ ≤ R 0 ≤ θ ≤ θ0 and 0 ≤ z ≤ H
∞ otherwise

, (4)

where outside the surface of the WSQD, the probability density of the electron is
zero. As a result, the wave function is also zero. The contribution of the external
electric field is given by last term of Eq. 1 W = −eF �ρ = −eFρ cos(θ) cos(ϕF )

with ϕF = 0◦. The eigenvalue equation of the system can be expressed as follows:

(
− �

2

2m∗
e

(
∂2

∂ρ2
+ 1

ρ

∂

∂ρ
+ 1

ρ2

∂2

∂θ2
+ ∂2

∂z2

)
+ VD(ρ, θ, z)

+VC (ρ, θ, z) + W )ψD(ρ, θ, z) = EDψD(ρ, θ, z) (5)

where ψD(ρ, θ, z) and ED are, respectively, the eigenfunctions and eigenenergies
of a single donor confined in the WSQD. In absence of the shallow impurity donor,
the eigenvalue equation of the system becomes as following:

(
− �

2

2m∗
e

(
∂2

∂ρ2
+ 1

ρ

∂

∂ρ
+ 1

ρ2

∂2

∂θ2
+ ∂2

∂z2

)
+ VC(ρ, θ, z) + W

)
ψ0(ρ, θ, z)

= E0ψ0(ρ, θ, z) (6)

where E0 presents the electron energy and ψ0(ρ, θ, z) is the electron eigenfunction
in the ground state. By the difference between the electron energies with and with
and without impurity, we obtained the ground state binding energy as follows:

EB = E0 − ED (7)

Equation 5 represents the three-dimensional second-order differential equation.
We used the finite difference method (FDM) to solve this equation, which involves
replacing partial derivatives with divided differences or combinations of function
point values in afinite number of discrete points or nodes of themesh. Their advantage
is the ease with which they can be written and the low computational cost. We have
discretized the Eq. 5 on 3D containing Tρ ∗ Tθ ∗ Tz grid points by using the FDM.
We divide the [0, R], [0, θ0], and [0, H ], respectively, into (Tρ + 1), (Tθ + 1), and
into (Tz + 1) parts. We consider 1 ≤ l ≤ Tρ , 1 ≤ m ≤ Tθ and 1 ≤ n ≤ Tz
are, respectively, the integers identifying the positions of the grid points along the
WSQD directions �eρ , �eθ , and �ez , as well as the spaces between the grids along the
surface are presented by 	ρ,	θ, and 	z with ρ = l	ρ, θ = m	θ, and z = n	z.
Using the first- and the second-order central difference approximation, respectively,
for ∂

∂ρ
; ∂2

∂ρ2 ,
∂2

∂θ2 , and ∂2

∂z2 , we have obtained the discretized equation at a grid point
(l,m, n) in the following form:
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−�
2

2m∗
e

[(
1

2l(	ρ)2
+ 1

(	ρ)2

)
ψl+1,m,n

−
(

2

(	ρ)2
+ 2

l2(	ρ)2(	θ)2
+ 2

(	z)2

−2m∗
e

�2

(
V l,m,n
D + Wl,m,n + V l,m,n

c

))
ψl,m,n

]

+ −�
2

2m∗
e

[( −1

2l(	ρ)2
+ 1

(	ρ)2

)
ψl−1,m,n

+ 1

l2(	ρ)2(	θ)2
ψl,m−1,n + 1

l2(	ρ)2(	θ)2
ψl,m+1,n

]

+ −�
2

2m∗
e

[
1

(	z)2
ψl,m,n−1 + 1

(	z)2
ψl,m,n+1

]
= EDψl,m,n (8)

where 	ρ = R/(Tρ + 1), 	θ = θ0/(Tθ + 1), and 	z = H/(Tz + 1) are the pitch
(the distance between two consecutive grid nodes in the −→eρ ,

−→eθ , and−→ez direction,

respectively).
(
V l,m,n
D , V l,m,n

c , andW ,m,n
)
are the coulombic interaction between the

electron and the donor, confinement potential, and contribution of the external electric
field, respectively, at point (l,m, n). The energy eigenvalues of the electron in the
presence and the absence of the impurity are obtained by numerically solving Eqs. 5
and 6.

3 Numerical Results and Discussion

The problem we studied depends on several parameters: the intensity of the electric
field, the position of the donor atom, and the dimensions of the quantum dot. The
angle and thickness are fixed: θ0 = 45◦ and H = 5 nm.

In Fig. 2, we have illustrated the variation of the binding energy as a function of
the WSQD radius for different intensities of the electric field (0, 20 and 40 kV/cm).

It can be noted that for small values of the radius (R ≤ 9 nm), the effect of quantum
confinement is predominant in relation to the effect of the electric field, on the other
hand, for large values of the QD radius (R ≥ 9 nm), the electric field tends to enlarge
the electron-impurity distance and theWSQDbehaves like amassive semiconductor,
in this case, the carriers of the charges are free to move in the three directions of
WSQD.

In order to fully understand the above effects, Fig. 3 shows that the numerical
results of the impurity binding energy as a function of the intensity of the electric
field, for three values of the radius (R = 10, 20, and 30 nm) of the quantum dot
and for a given values of the angle and the height. We have noticed that for the
low confining regimes (large WSQD size) the electron-impurity bound followed an
increasing function with the intensity of the electric field, this effect is due to the



304 M. Chnafi et al.

Fig. 2 Variation of the impurity ground state binding energy as a function of radius of GaAs
quantum dot. The impurity is fixed in the symmetry axis at ρi = R

2 with H = 5 nm and θ0 = 45◦

electric field intensity which tends to diminish the impurity electron distance. For
the large confinement regime (large WSQD size), the electron-impurity bound is
presupposed insensitive to the electric field intensity due to the predominance of
quantum confinement in relation to the applied electric field.

Fig. 3 Variation of the impurity ground state binding energy as a function of the intensity of the
electric field in GaAs quantum dot, the impurity is fixed in the symmetry axis at ρi = R

2 with H =
5 nm and θ0 = 45◦
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In Fig. 4, we have illustrated the variation of the impurity binding energy as a
function of the normalized position of the impurity along the axis of symmetry,
considering three values of the electric field intensity. Our results show that the
binding energy is maximal in the region of the center of gravity. This behavior will
be close to the impurity that is localized near to the gravity center ofWSQD edge. As
the impurity moves toward the WSQD extremity ( ρi

R → 0 or ρi

R → 1), the average
electron-impurity distance increases, leading to a decrease in the Coulombic inter-
action and corresponding binding energy. We then analyze the oscillating behavior
shown by these curves, the electric field induces double comportment on the binding
energy, and they strengthen the coulombic interaction in small sizes which produces
an increase in the binding energy, and entrain an increase in the average electron-
impurity distance which implies a decrease in the electron-impurity binding. It is
noted that this figure is consistent with the results obtained in Figs. 2 and 3. As well
as this comportment is in agreement with the results obtained by Mohajer et al. [19]
in the case of hemispherical quantum dot and Chnafi et al. [4] in the case of a conical
quantum dot.

In order to understand the effect of the electric field on the average electron cloud,
we have examined in Fig. 5 the average electron distance from the origin of our
structure as a function of the quantum dot radius for three values of the electric
field intensity (F = 0, 20, and 40 kV/cm), the position of the impurity is fixed at
the center of the structure’s gravity

(
ρi = R

2

)
. We found that the average value of the

electron distance increases linearly with WSQD radius. Also, the electric field effect
is important in the low confinement regime which is in argument with the results
presented above and in good agreement with the results found by Mohajer [19].

Fig. 4 Variation of the impurity ground state binding energy as function of normalized impurity
position along the symmetry axis in GaAs quantum dot, the results are considering for three values
of the intensity of electric field with H = 5 nm and θ0 = 45◦
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Fig. 5 Variation of the average electron as a function of radius of GaAs quantum dot, the impurity
is fixed in the symmetry axis at ρi = R

2 with H = 5 nm and θ0 = 45◦

4 Conclusion

In this work, we have exposed the numerical method solution (finite difference
method) of the Schrödinger equation to an electron-donor atom confined in aWSQD,
by using the effective mass approximation and an infinite square confinement poten-
tial. We have given the expression of the discriminated Hamiltonian while discussing
each term and the boundary conditions. Thus, we have studied the effect of an axial
electric field on electron-impurity binding energy in a specific structure (WSQD).
We have obtained that the impurity binding energy is very sensitive to the combined
effects of WSQD size and electric field. The impurity binding energy varies linearly
with the electric field, and it follows a forte increasing function in the low confinement
regimes.Which enhance the non-dissociation of the quasi-particles and improve their
radiative lifetime. Therefore, it can be concluded that the effect of the electric field
leads to a shift of the energy peak toward the blue. Thus, we have deduced that the
binding energy strongly depends on the position of the donor atom. These influences
allow us to adjust the optoelectronic properties of nano-systems.
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Design and Optimization of a WPT
System for Powering Biomedical
Implants

Brahim Ouacha, Hamid Bouyghf, Mohammed Nahid, and Said Abenna

Abstract With inductive coupling, wireless power transfer (WPT) is possible.
Transmission of electricity without the need of cables has become one of the most
advanced approaches for powering biomedical implants in recent decades. The key
elements (indicators) of a wireless power transfer system are PTE and PDL. The geo-
metrical dimensions of the coils, the distance between transmitter (TX) and receiver
(RX), and the operating frequency are all reliant on these keys in the WPT system.
This work focuses on the creation, design, and optimization of coils square spirals in
a wireless energy transfer system employing a resonant inductive link. Among the
optimization approaches employed are metaheuristic algorithms.

Keywords Inductive coupling (IP) · Wireless power transfer (WPT) ·
Metaheuristic algorithms · Power transfer efficiency (PTE) · Power delivered to
load (PDL)

1 Introduction

Due to the requirement for invasive surgery to replace the battery, implantable devices
cannot employ a large-capacity battery as the principal energy source in long-term
investigations. In recent years, WPT has grown in popularity, and it is now routinely
used in near-field inductive coupling systems. Induction is now used to power the
bulk of bio-implanted devices [1–3]. Power transmission to biomedical implants
is often accomplished by inductive coupling [2]. This method eliminates the need
for transcutaneous connections, which can cause infection, as well as implantable
batteries, which must be replaced after a set amount of time [4, 5]. Power transfer
efficiency (PTE) and power transferred to load (PDL) are two significant parameters
(indicators) inwireless power transfer systems. The size of the transceiver (geometric
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characteristics), the separation distance, and the operating frequency all influence
these two variables. The problem resurfaces as an optimization problem, requiring
the determination of ideal values for parameters that are dependent on PTE and PDL
in order to maximize these two parameters. This is our contribution in this paper.
In [6], According to Kiani et al., a WPT system consists of two transmitting and
receiving coils as well as a repeater. In other words, a three-coil system. Despite
increasing the separation distance to 120 mm and using a resonance frequency of
f = 13.56MHz, the transfer efficiency dropped to 55% and the PDL power dropped
to only 83 mW.

In [7], the author showed and contrasted a multicoil wireless power transmis-
sion system to systems with two, three, and four coils. He claims that the four-coil
approach yields superior PTE outcomes, such as 66.7% for a 200 mm distance. On
the other hand, the usage of repeated coils exacerbates the disadvantages, such as
infections and implant size distribution. However, as shown in [8], using a multicoil
inductively coupled array can help achieve better PTE and PDL. The authors were
able to raise PTE and PDL to 76% and 115 mW, respectively.

The rest of the article is organized as follows: Sect. 1 depicts the WPT’s introduc-
tion aswell as the inductive coupling transfer technique, aswell as some similarworks
that influenced the development of the suggested technique. Section2 discusses the
theoretical underpinning of inductive coupling. Section3 discusses metaheuristic
algorithms, while Sect. 4 compares the DEA and GA results, and Sect. 5 wraps up
the paper.

2 Theoretical Background

2.1 Energy Transfer System

Thanks to inductive coupling, electrical energy can be distributed without the use
of any material support. Implantable devices, for example. A simple instance of a
two-coil inductive link is shown in Fig. 1. The parasitic resistance of coil windings
is a defining characteristic. The primary and secondary coils are designated by the
letters L1 and L2, respectively (R1, R2).

2.2 Expressions of Objective Functions PTE and PDL

The primary goal of implanted device developers is to improve power transfer effi-
ciency (PTE) and delivered to load (PDL). It is enough to maximize the quality and
coupling variables in order to maximize this coefficient. Also, both members of the
system should have the same resonance frequency. As a result, the following equation
may be used to calculate the PTE:
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Fig. 1 Equivalent schematic
of a two-coil inductive
connection

PTE = k212Q1Q2L

1 + k212Q1Q2L
∗ Q2L

QL
(1)

where Q2L = QL Q2
QL+Q2

, QL = RL
wL2

, k12 = M12√
L1L2

.
As shown in the equation below, the PDL is a quantity connected to the PTE.

PDL = V 2
s

Rs
∗ PTE (2)

where
Vs : source voltage.
Rs : resistance to the source.

3 Metaheuristic Algorithms

Many metaheuristic algorithms have been successfully used to solve difficult situa-
tions [10, 11]. Differential evolution algorithm (DEA) and genetic algorithm (GA)
are heuristic search methodologies that can be used to solve a variety of optimization
problems. They are appealing for many optimization issues in practice because of
their versatility [12].

DEA is a part of a stochastic and self-organizing metaheuristic search method.
Because DE employs real integers as solution strings, no encoding or decoding is
necessary. The population of a DE algorithm is randomly initialized within the initial
parameter bounds. The three basic processes employed in optimization are selection,
crossover, and mutation [13, 14]. Classical optimization approaches are not the same
as genetic algorithms. GA simulates the biological evolution of chromosomes. There
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Fig. 2 Objective function (PTE) versus number of iterations by DEA (a) and inverse of efficiency
(PTE) versus generation by applying GA (b)
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Fig. 3 Objective function (PTE) versus frequency (a) and separation distance (b)

are also different genetic operators in genetic algorithms like DEA [15] (selection,
crossover, and mutation). Figure 2 depicts the method’s convergence toward the
optimal value as iterations progress.

4 Simulation Results

MATLAB software was used to simulate these two technique proposals. Figure 3
shows the results of the two methods.

The power transfer efficiency changes as a function of operating frequency and
separation distance between the two connected coils, as shown in Fig. 3a and b. The
graph’s objective is to show Fig. 4 depicts the effect of transmission distance on the
quantity of energy delivered to the load (implant).
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Fig. 4 Power delivered to
load (PDL) versus separation
distance
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4.1 Results and Discussion

When compared to the genetic algorithm, the differential evolutionary algorithm
(DEA) shows a significant improvement in power transfer efficiency and power
delivered to load over long separation distances. The ability of the differential evo-
lutionary technique to avoid striking local maximums when hunting for an ideal
number enabled this development (maximum PTE).

5 Conclusion

These two metaheuristics approaches successfully optimize where to discover the
ideal values of the geometric parameters of the two connected coils, separation dis-
tance, and operating frequency in order to get the highest PTE and PDL values. In
the future, we will concentrate on improving the PTE and PDL at a longer distance
while also reducing the implant’s size.
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Prediction of Port A Cath Complications
Using Machine Learning Techniques
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Kamal Ahsayan, and Hamid Madani

Abstract The use of the Port A Cath in chemotherapy is increasing. It improves the
management of cancer patients by giving them a permanent and secure administra-
tion route, and although the placement of an implantable port is a common practice,
it is sometimes dangerous because of the significance of certain complications that
can range from a simple hematoma to septic shock threatening the patient’s vital
prognosis. It is necessary therefore to have a reliable, accurate, and feasible system
to detect these complications in time for appropriate management. Machine learning
(ML) techniques have been implemented on diverse medical datasets to facilitate
the analysis of large and complex data. Recently, many scientists have used various
machine learning techniques to help the medical industry and professionals to diag-
nose diseases, but rarely to predict complications related to Port A Cath. The main
objective of this work is to examine and compare the accuracy of different data
mining classifications, applying a set of ML algorithms, for the prediction of Port A
Cath complications. The dataset is built by conducting a retrospective study at the
Hassan II Oncology Center in Oujda (Morocco). The models are developed using
the Python language. The investigated ML techniques are support vector machine
(SVM), decision tree (DT), random forest (RF), and logistic regression (LR). The
experimental results indicate that LR method performs better than other investigated
ML techniques.
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1 Introduction

The Port A Cath, also known as a totally implanted central venous access (TIVAPS),
is a small reservoir connected to a venous catheter and placed in the subcutaneous
tissue. Its use began in the early 1980s in oncology patients, and today, these devices
are an integral part of daily clinical routine [1]. The complications of Port A Cath
related to their placement and long-term use are still a matter of concern. These
complications, such as infection, catheter fracture thrombosis, and extravasation,may
require device replacement, resulting in additional stress for the patient and delays
in treatment. Cancer patients have an inherently high risk of venous thrombosis,
both from the disease itself and from certain cancer treatments. This risk is further
increased by the placement of a catheter or TIVAPS [2–4].

In this paper, we use machine learning algorithms to predict the presence or
absence of Port A Cath complications. The dataset used to build the predictive
models is from a retrospective study conducted at the Hassan II Oncology Center
Fig. 1. The data is loaded in CSV format and cleaned for use. After data crushing
and attribute selection, machine learning (ML) algorithms including support vector
machine (SVM), decision tree (DT), random forest (RF), and logistic regression (LR)
are used, and then, the accuracy is compared to select the best model. All the analysis
and visualizations are performed in Python language.

This paper is organized as follows:Data collection andmethodology are described
in Sect. 2. Experimental results and discussion are given in Sect. 3. Concluding
remarks are reported in the last Sect. 4.

Fig. 1 Implantation of the
Port A Cath



Prediction of Port A Cath Complications Using Machine Learning … 319

Table 1 Extract of the dataset

Age Gender Cancer
types

WHO Pathway PU Difficulty Early
complications

Late
complications

30 Woman Ovarian 0 Right 6 days 6 Absence of
complications

Absence of
complications

56 Man Gastric 1 Left 20 days 3 Absence of
complications

Absence of
complications

71 Man Colon 3 Left 7 days 3 Thrombosis Absence of
complications

85 Woman Breast 4 Left 15 days 2 Absence of
complications

Infection

2 Data Collection and Methodology

2.1 Dataset

The dataset used for this study contains 794 patients with a total of 9 attributes
(age, gender, tumor type, WHO, pathway (left or right), time between placement and
use of the chamber (PU), difficulty of placement, and early and late complications).
Table 1 presents an extract of the dataset. However, several studies in cancer patients
have examined potential risk factors for TIVAPS-related complications, including
patient age and sex [5]. During the study conducted at theHassan II OncologyCenter,
WHO (World Health Organization) indicators were found to be another risk factor.
So, the attributes are age, sex, and WHO indicators (from 0 to 4). The main class
has two values, “false” and “true”, which correspond to the absence or presence of
a complications, respectively.

2.2 Methodology

In this article, four types of ML techniques have been employed to predict complica-
tions of implantable catheter chamber. The proposed method compares the classifi-
cation performance of SVMs, DTs, RF, and LR. The proposed processes for building
the predictive models are shown in Fig. 2.

• Exploring the dataset: The dataset is explored in the Python environment after the
nominal attributes have been transformed into binary attributes.

• Data preprocessing: The data available in the real world is more often incomplete,
with somemissing entries. Therefore, data preprocessing is one of the datamining
techniques to solve this problem. In this work, there is no missing data since the
database is extracted from a retrospective study.
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Fig. 2 Flowchart of developing the model to predict the Port A Cath complication

• Fitting and testing: After the selection of features, four classification algorithms,
which include SVM, DT, RF, and LR, have been employed with the selected
features. Performance comparison was done based on the confusion matrix,
including the recall, precision, accuracy, and F1-score. The size was set to 80%
of the data for classifier training to obtain the best RF and DT parameters. Thus,
to find the performance of our classifiers.

2.3 Programming Language

There are many languages for implementing ML algorithms, such as WEKA,
TANAGRA, MATLAB, ORANGE, Python, and others. Python is one of the most
popular programming languages for data science and the open-source community
for many reasons:
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Fig. 3 Google Colab tool used for developing machine learning methods

It has a variety of libraries and frameworks such as NumPy, which is used for
scientific computations, SciPy for more advanced computations, and scikit [6] for
learning data mining and analysis.

Simplicity: Developing applications with Python is fast and simple compared
to many other programming languages. In addition, it allows the developer to test
algorithms without implementing them.

Massive online support: Python is an open-source programming language and has
strong support from many resources and quality documentation around the world.

All these are reasons why Python is the most suitable for this application. The
developed codes were implemented and executed online by using Google Colab [7].
Figure 3 shows Google Colab tool used for developing machine learning methods.

2.4 Machine Learning Algorithms

2.4.1 Support Vector Machine (SVM)

Support vector machines are a set of supervised learning methods used for classifica-
tion, regression, and outlier detection. To classify, it finds a hyperplane in the feature
space that differentiates the classes. The SVMmodel presents training data points as
points in the feature space, mapped so that points in different classes are separated
by as large a margin as possible. The testing data points are then mapped into this
same space and classified according to which side of the margin they are on (Fig. 4).

The general form of Support Vector Classification estimating function is:

yn = wT xn + b where yn ∈ {1, −1} and n ∈ {1, . . . , N }

Here, xn denotes a data point, w is a weight vector, b is the bias, and yn is the model
prediction. In this case, each prediction can be equal to 1 or −1 for points that lie on
either side of the hyperplane and 0 for points that lie on the hyperplane itself. Given
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Fig. 4 Support vector
machine

a dataset that contains several x’s with their corresponding y’s, what we want to do
is find values for w and b that give us the best possible margin.

2.4.2 Decision Tree (DT)

The decision tree is a supervised learning algorithm, resembling the tree analogy
in real life, used for classification and regression analysis [6]. It is a tree graph that
starts with one node and branches out based on its possible outcomes.

The dataset is then divided into two or more similar sets based on the most
significant predictors. The decision tree algorithm starts by calculating the entropy
of each attribute. Next, the dataset is divided using the variables or predictors with
maximum information gain or minimum entropy. These two operations are then
performed recursively with the rest of the attributes [8] (Fig. 5).

Entropy (S) =
c∑

i=1

−pi log2 pi

Gain(S, A) = Entropy(S) −
∑

ϑεValues(A)

|Sϑ |
|S| Entropy(Sϑ)

2.4.3 Random Forest (RF)

The random forest is another supervised machine learning algorithm. This technique
is useful for both regression and classification problems, but it is usually more accu-
rate for classification problems. Random forest classifier is a series of decision tree
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Fig. 5 Decision tree

classifiers in which each tree is built with a number of random vectors and is capable
of voting for the most privileged class for prediction. The inclusion of random-
ness in the model protects it from being overfitted and gives a better score for the
classification analysis (Fig. 6).

Fig. 6 Random forest
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2.4.4 Logistic Regression (LR)

Logistic regression is an algorithm for classifying the probability of occurrence of
an event, i.e., whether or not the event will occur. It is used to represent a binary or
categorical result with only 2 classes. It is like linear regression, except that the result
of the variable is a categoric variable instead of a continuous variable. It utilizes the
logit link function, in which data values are adjusted, to predict. The mathematical
interpretation will define the logit function as the natural logarithm of the probability
that Y is equal to one of the categories [9]. If p is a probability, then the logit function
for p is defined as follows:

logit(p) = ln

(
p

1 − p

)

2.5 Performance Metrics

The confusion matrix can be generated for a classifier on a binary dataset, and it can
be used to describe the performance of the classifier. It is performed to obtain the
recall, precision, accuracy, and F1-score. These metrics are (case of two classes):

Accuracy = (TP + TN)

(TP + FP + TN + FN)
(1)

Precision = TP

(TP + FP)
(2)

Recall = TP

(TP + FN)
(3)

F1_score = 2
(Precision ∗ Recall)

(Precision + Recall)
(4)

where TP is a number of true positive, TN is a number of true negative, FP is a
number of fault positive, and FN is a number of fault negative.

To explain how a confusion matrix works, let us consider a confusion matrix with
2 × 2 dimension (two classes: true and false) as shown in Table 2.

Table 2 Confusion matrix: 2
× 2 dimensions

Observed true Observed false

Predicted true TP FP

Predicted false FN TN



Prediction of Port A Cath Complications Using Machine Learning … 325

3 Results and Discussion

Experiments and results from the differentMLalgorithms (SVM,DT,RF, andLR) are
being trained to predict the PortACath complication.Wehave encoded the prediction
attribute to classes 0 and 1 to represent the absence or presence of complication. The
experiments are constructed under Google Colab environment.

The dataset is divided into two groups, one for training and one for testing. The
proportions of training and testing data are 80%and 20% respectively. To evaluate the
performance of each binary classifier, the accuracy and confusion matrix are calcu-
lated for each algorithm. Table 3 shows the calculated error metrics, i.e., accuracy,
precision, recall, and F1-score.

For DT and RF, we experimented with depth = 3, 4, 5, and 10 and found that the
best performance for both techniques is for depth = 3. The accuracy of DT and RF
with different numbers of depth is shown in Table 3.

From Table 4, a good accuracy is obtained, since all values are between 88.05.5%
and 91.82%. It is also important to mention that these results are obtained without
optimization of hyperparameters except for DT and RF we optimized the number of
depths.

If we verify the confusion matrix (CM) shown in Fig. 7a (e.g., an SVM classifier),
out of 159 samples, 140 are correctly classified (140/159 = 88.05%, which is the
accuracy). Only 19 are incorrectly classified. The classification error rate is 19/159
(11.95%) (Fig. 7).

Let us study the case of the confusionmatrix DT andRF (see Fig. 7b, c), out of 159
samples, 143 are correctly classified, so the accuracy is 143/159 = 89.93%, and the
misclassification rate is 16/159 = 10.07%. Regarding the case of LR (see Fig. 7d),
out of 159 samples, 146 are correctly classified (146/159 = 91.82%, which is the
accuracy). Only 13 are incorrectly classified. The classification error rate is 13/159

Table 3 Accuracy of DT and RF based on different values of depth

Depth 3 4 5 10

Decision tree (%) 89.93 87.42 87.42 87.43

Random forest (%) 89.93 88.05 86.79 87.42

Table 4 Error metrics: accuracy, precision, recall, and F1-score based on ML algorithms (SVM,
DT, RF, and LR)

Classifiers Accuracy (%) Precision (%) Recall (%) F1-score (%)

Support vector machine 88.05 96 57.14 71.64

Decision tree 89.93 96.42 64.28 77.13

Random forest 89.93 96.42 64.28 77.13

Logistic regression 91.82 83.72 85.71 84.7
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Fig. 7 Confusion matrices: a SVM, b DT, c RF, and d LR

(8.18%). Experimental results reveal that LR has achieved the highest percentage of
accuracy.

4 Conclusion

In this paper, we present prediction models employing machine learning methods,
namely support vector machine, decision tree, random forest, and logistic regression
to predict the Port A Cath complication. From the experimental results, it can be
seen that LR classifier gives the highest accuracy. In addition, LR has the highest
recall and F1-score. Therefore, we can conclude that the LR classifier is suitable for
predicting the existence of complications.

Future improvements to this project are the use of a pipeline structure for data
preprocessing and optimization of hyperparameters of our classifiers, which could
contribute to improve the results.
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Fast and Accurate Color Image
Classification Based on Quaternion
Tchebichef Moments and Quaternion
Convolutional Neural Network

Abdelmajid El Alami, Abderrahim Mesbah, Nadia Berrahou,
Aissam Berrahou, Mohammed Ouazzani Jamil, and Hassan Qjidaa

Abstract This paper introduces a new architecture named QTMCNN for color
image classification based on quaternion discrete Tchebichef moments (QTM) and
quaternion convolutional neural network (QCNN) to improve the classification accu-
racy and to reduce the time of learning process. Color image is represented as a single
quaternion matrix where each color pixel is represented as a pure quaternion. From
this representation, quaternion Tchebichef moments are used to generate a matrix
of low-dimensional significant features and fed to QCNN as input layer instead of
color image. The proposed architecture reduces tremendously the number of param-
eters and consequently decreases the computational complexity while improving the
classification rates. Experiments are conducted on Coil-100 and ETH-80 datasets to
demonstrate the performance of the proposed architecture. The obtained results out-
perform other approaches in terms of classification accuracy and GPU elapsed time.

Keywords Quaternion Tchebichef moments · Quaternion convolutional neural
network · Classification · Color image · Complexity

1 Introduction

Quaternion moments have been used in many applications in computer vision and
color image classification. In [1],Wang et al. represented color imagebasedonquater-
nion radial harmonic Fourier moments (QRHFMs) and derived moment invariants
for image retrieval. Chen et al. [2] extended conventional Zernike moment used
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in grayscale image to color image based on quaternion numbers. They constructed
moment invariants to recognize color image under geometric transformations. The
main drawback of continuous moments is the discretization error that increasing-by-
increasing moment order. To avoid this inconvenience, various methods extracted
moment invariants from discrete orthogonal moments. In [3], a set of moment invari-
ants derived from quaternion discrete orthogonal Tchebichef moments introduced by
Zhu et al. for color object recognition and image classification. However, invariant
moments require a high computation time and are limited in the classification pro-
cess. To resolve this problem, different methods based on deep learning and discrete
moments without deriving invariant moments are realized for image classification
and pattern recognition [4–9]. El Alami et al. [10] used quaternion discrete moments
and neural networks for color face recognition.

Recently, many methods based on quaternion convolutional neural networks
(QCNN) have been developed. Zhu et al. [11] developed a QCNN model to extract
pertinent features from images for denoising and classification tasks. Yin et al. [12]
designed a QCNN model for color image classification and color image forensics.
They demonstrated the performance of QCNN against CNN with same structure.
El Alami et al. [13] developed a model based on quaternion representation of color
image as input vector in quaternion neural network for face recognition.

In this paper, we propose a new architecture based on QCNN and quaternion
discrete Tchebichef moments named QTMCNN. In fact, the QTM are integrated as
input layer to QCNN. QTM have the ability to extract pertinent information from
color image in first orders. The quaternion moments are calculated from the quater-
nion representation of color image. This makes it possible to reduce enormously the
parameters in QCNN and consequently to accelerate learning process.

The rest of this paper is organized as follows: Sect. 2 presents an overview on
quaternion discrete Tchebichef moments. The proposed architecture is explained in
Sect. 3. The simulation results based on our QTMCNN are provided in Sect. 4. We
conclude the present work in Sect. 5.

2 Quaternion Discrete Tchebichef Moments

2.1 Tchebichef Polynomials

The Tchebichef polynomials [14] are defined by using hypergeometric function as:

tn (x, N ) =3 F2

(−n,−x, 1 + n
1, 1 − N 1

)
, (1)
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Tchebichef polynomials satisfy the orthogonal property:

N−1∑
x=0

tm (x; N ) tn (x; N ) ωt (x) = ρt (n, N ) δmn, (2)

with ωt (x) = 1 and ρt = (2n)!
(
N + n
2n + 1

)
.

The normalized Tchebichef polynomials are given by:

t̃n (x; N ) = tn (x; N )

√
ωt (x)

ρt (n, N )
. (3)

The discrete polynomials of Tchebichef satisfy the following three-term recurrence
relation:

t̃n (x; N ) =
(2n − 1) t̃1 (x; N ) t̃n−1 (x; N ) − (n − 1)

(
1 − (n−1)2

N 2

)
t̃n−2 (x; N )

n
,

(4)
with t̃0 (x; N ) = 1 and t̃1 (x; N ) = (2x+1−N )

N .

2.2 2D Quaternion Discrete Tchebichef Moments

Quaternion numbers are defined by Hamilton [15] as a generalization of complex
numbers. A quaternion number q is given by:

q = q0 + q1i + q2 j + q3k, (5)

where q0, q1, q2, q3 ∈ Rwhile i, j , and k are imaginary units that satisfy the follow-
ing rules:

i2 = j2 = k2 = i jk = −1, i j = − j i = k, jk = −k j = i, ki = −ik = j. (6)

The conjugate and norm of q are:

q∗ = q0 − q1i − q2 j − q3k, |q| =
√
q2
0 + q2

1 + q2
2 + q2

3 . (7)

Tchebichef’s quaternion discrete orthogonal moments (QTM) of a (m + n)th order
of a two-dimensional color image with intensity function f (x, y) are defined over
the domain [0, M − 1] × [0, N − 1] as:
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QTMmn =
M−1∑
x=0

N−1∑
y=0

( fR(x, y)i + fG(x, y) j + fB(x, y)k)t̃m(x)t̃n(y)μ, (8)

where fR(x, y), fG(x, y), and fB(x, y) correspond to three channels of color image
f (x, y) and μ = 1√

3
(i + j + k) is the unit pure quaternion that corresponds to the

gray line in RGB color space.
Based on the orthogonality property of Tchebichef polynomials, color image

f (x, y) is reconstructed perfectly, when all moments are taken, by employing the
following inverse transform:

f (x, y) =
N−1∑
m=0

N−1∑
n=0

QTMmnt̃m(x)t̃n(y)μ, (9)

Table1 shows some reconstructions of original color imagewith size of 128 × 128
selected from Coil-100 dataset [17] using quaternion discrete Tchebichef moments
up to orders (11, 11), (23, 23), (63, 63), and (127, 127), respectively. We can clearly
see a greater resemblance between the original and reconstructed images in lower
orders. Indeed, the normalized image reconstruction error (NIRE) decreases with
increasing moment orders. This demonstrates the ability of quaternion Tchebichef
moments to extract sufficient features from image that are useful for classification
process.

3 2D Quaternion Techebichef Moments Convolutional
Neural Network

The proposed architecture QTMCNN for color image classification contains quater-
nion Tchebichef moments input layer, three blocks of quaternion convolution. We
downsample the features in maxpooling layer according to the split method from the
associated real-valued layers. Then, the extracted features are provided to quater-
nion dense layers. The last softmax layer produces the number of labels which cor-
responds to the used classes. To optimize our architecture, we adopted categorical
cross-entropy loss function, normalized Adam optimizer with the learning rate of
0.0001 and batch size of 80. The structure of the proposed QTMCNN is given in
Fig. 1. The activation functions in quaternion domain are used as a split activation
function ψ [16] defined by:

ψ(q) = ψ(q0) + ψ(q1)i + ψ(q2) j + ψ(q3)k, (10)

with ψ(·) as a standard activation function.
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Fig. 1 Proposed architecture (QTMCNN)

4 Experiments

In this section, based on the proposed architecture illustrated in Fig. 1, the simulation
experiments are performed by using two splits on Coil-100 and ETH-80 datasets.
For the first split noted S1, we randomly select 20% of each dataset for training and
keep the rest for testing; for the second split noted S2, we randomly select 50% for
training and 50% for testing. All experiments are realized in Google Collaboratory
framework with Tesla K80 GPU and 12.72 GB of RAM.

4.1 Results on Coil-100 and ETH-80 Datasets

Coil-100Dataset. ColumbiaUniversity Image Library (COIL-100) [17] dataset con-
sists of 7200 RGB images with size of 128 × 128 pixels divided into 100 objects.
Each object is captured under 72 different viewing directions and reflectance char-
acteristics.

Table2 gives the classification accuracy results. We obtained of 98.83% and
99.72% at order 16 in S1 and S2, respectively. The comparison to other methods
is shown in Table3; we can see the superiority of our QTMCNN against other
approaches.

ETH-80 Dataset. The ETH-80 dataset [18] consists of 3280 color images divided
into eight classes; each class contains ten object sets. Each object set is composed of
41 images taken under different view angles with the size of 256 × 256 pixels. The
classification accuracy results are displayed in Table4.

The best results are achieved at order 24 by 90.45% and at order 20 by 96.01%
in S1 and S2, respectively. Table5 shows the comparison to other methods; it can be
observed that our method outperforms other algorithms except DRMWV [22] which
exceed ours by 2.24%.
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Table 2 Classification accuracy (%) on Coil-100 dataset

Order 4 8 12 16 20 24 28 32

S1 98.33 98.07 98.38 98.83 98.41 98.02 98.29 97.67

S2 99.28 99.56 99.64 99.72 99.69 99.64 99.56 99.64

Table 3 Comparison accuracy (%) on Coil-100 dataset

Methods SalBayes [19] SIFT [19] HMAX [19] ALP-TMR
[20]

Our

S1 97.20 87.19 77.02 96.92 98.83

Table 4 Classification accuracy (%) on ETH-80 dataset

Order 4 8 12 16 20 24 28 32

S1 89.05 88.56 89.24 89.85 90.08 90.45 90.04 89.43

S2 94.29 94.76 95.00 95.30 96.01 95.36 95.36 95.06

Table 5 Comparison accuracy (%) on ETH-80 dataset

Methods ALP-TMR
[20]

IMTF [21] LRRC [23] DRMWV [22] Our

S1 88.92 89.84 – – 90.45

S2 – – 94.75 98.25 96.01

4.2 Ablation and Complexity

In this subsection, we compare the computational complexity between our QTM-
CNN architecture and the same QCNN structure using quaternion representation
(QR) of image as an input layer instead of quaternion Tchebichef moments (QTM).
Three simulations are performed on split S1 from Coil-100 dataset. We obtained
96.71% classification rate with QCNN, while the best classification result 98.83%
was achieved at order (16, 16) with QTMCNN. In addition, the number of parame-
ters is significantly decreased by using QTM compared to QR. The storage memory
usage is optimized by 98.38% approximately. Table6 shows the GPU elapsed time
after 200 epochs by both methods. We observe that our architecture is 35 times faster
than QCNN model.
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Table 6 GPU elapsed time in second on Coil-100 dataset

Methods First simulation Second
simulation

Third simulation Average

QCNN 3784.97 3825.08 3816.04 3808.69

QTMCNN 108.25 108.04 107.65 107.98

5 Conclusion

This paper introduced a new architecture QTMCNN for color image classification
based on quaternion Tchebichef moments and quaternion convolutional neural net-
work. The simulation results on Coil-100 and ETH-80 datasets demonstrate the
performance of the proposed architecture and give high recognition accuracy against
other existing methods. Furthermore, quaternion discrete Tchebichef moments have
the ability to represent perfect color image and to accelerate learning process by
decreasing the parameters. As future work, we will use quaternion moments with
QCNN to investigate and explore large datasets.
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Slew-Rate Enhancement of a Full-On
Chip CMOS LDO Based
on a Capacitorless Push–Pull Current
Booster Circuit

Kamal Zared, Hatim Ameziane, Aicha Alami Hassani, Hicham Akhamal,
Mohammed Jamil Ouazzani, and Hassan Qjidaa

Abstract In this paper, a full-on chip low drop-Out voltage regulator (LDO) with a
simple Slew-Rate Enhancement Circuit (SREC) has been proposed and simulated in
TSMC 0.18 µm CMOS process. The proposed SREC technique has been designed
mainly to improve the transient response at full load by using only active components
tominimize the space area of the chip as low as possible. The proposed LDOpresents
a quiescent current (IQ) of 14 µA at input voltage (V int) of 1.8 V, providing a 60 mA
load current (I load) with 1.6 V output voltage (V out) and drop-out voltage (VDO)
of 200 mV. The simulation results show the system stability under different load
conditions. The load regulation has been improved with a nominal output voltage
recovery time less than 900 ns and the output over/undershoot values are 156 mV
and 190 mV, respectively.
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1 Introduction

High performance of the latest generation of LDO voltage regulators such as sensi-
tivity to noise, low consumption, and stability of the provided power supply makes
them more used in power manager integrated circuit (PMIC) block for battery
powered embedded systems like medical devices, biomedical, domotics, electronic
wearables, Internet of Thing (IoT), etc. The LDO’s function in the PMIC is to
provide a stable and regulated power supply independently of the system line and
load conditions.

The major challenges of LDO conventional structure (LDOCS) are stability,
transient response rapidity and low consumption without a large off-chip capacitor
(OCC). The LDOCS consists of an error amplifier (EA), feedback, and output Power
Transistor (PT). Manymethods have been used to increase LDOCS performance and
decrease its OCC. Moreover, the integration of some pF capacitor on the System on
Chip (SoC) of PMIC presents more difficulties. In literature, many approaches are
focused on reducing the OCC using Miller compensation and slew-rate enhance-
ment techniques. In Ref. [1], a buffer stage is inserted at the gate of the PT to realize
low quiescent current LDO for low consumption is presented. In [2], a Q-reduction
circuit is implemented to minimize both the OCC for high integration density and
the quiescent current for low power consumption. To eliminate the undesirable effect
of removing or reducing the OCC a technique that generates a zero internally for
stability is presented and discussed in [3]. In [4, 5], a current amplifier is used as
a fast transient path between LDO output and EA output to improve the system
transient response and stability with a small value of OCC. In Ref. [6], the Miller
compensation technique is used to guarantee the stability using active capacitor and
optimized frequency shaping. In [7], an active capacitor in CMOS technology is used
with a Miller Compensation technique to stabilize the system and reduce the LDO
chip area.

In [8], a push–pull stage is used to enable output driving capability and enhance the
slew-rate at the PT gate by Common Mode FeedBack resistors. An evolved version
of Flipped Voltage Follower has been proposed in [9, 10] to ensure full-on chip LDO
with enhanced slew rate. In [11], a capacitorless LDO using multipath nested Miller
compensationwith embedded feedforward path for fully integrated system is studied.
An active compensation network based on a bootstrap flipped-voltage follower is
presented and discussed in [12, 13]. However, most of the previous studies do not
consider the difficulty of integrating a few picofarad capacitors on the chip.

In this work, a simple capacitorless circuit SREC consisting only of CMOS tran-
sistors to detect changes at the LDO output instead a large capacitor which used in
all references cited above to sense the output voltage variation. Firstly, a large capac-
itor value implies a large chip area. Secondly, the time for charging and discharging
capacitor and detect variation is not neglected is implemented to enhance the slew-
rate of a full-on chip LDO. The proposed SREC reduces the chip area of the full-on
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chip LDO and decreases its quiescent current at normal operation. Due to this perfor-
mance, the proposed full-on chip LDO is suitable for any SoC power management
and embedded systems.

The remainder of this paper is organized as follows. Section 2 presents the bloc
schematic of proposed LDO architecture. In Sect. 3, the proposed circuit SREC of
slew-rate enhancement will be presented and discussed. The stability analysis of the
proposed LDO is given in Sect. 4. Simulation results of the proposed LDO with
SREC circuit implementation are presented in Sect. 5. Section 6 summarizes the
results of this work and draws conclusions.

2 Implementation of the Proposed LDO

The proposed LDO structure is based on the LDOCS with three-stage EA which is
used to increase the regulation accuracy. The output capacitor Cpp (generally up to
100 pF) is used to module the line and load distributions.

The proposed technique is implemented in three-stage gain LDO as shown in
Fig. 1. The parameters gm1, gm2, gm3 and gmp are the transconductances of the
EA, second gain stage, source follower and PT transistor, respectively. The source
follower is used to split the no dominant pole at the gate of PT. RO1, RO2, RO3, and
RL//rp are the output resistances of the EA, second stage, source follower and PT
resistance in parallel with the load resistance, respectively. CO1, CO2, CO3, and Cpp

are the output equivalent capacitances of the EA, second stage, source follower, and
load, respectively.Cm1 andCG−PT represent the internal compensation capacitor and
the gate power transistor, respectively ,Gm−push, Gm−pull are the transconductances
of the push and pull current amplifier of the SREC circuit. Finally, Rpush and Rpull

present the equivalent resistances of the output push and pull current amplifiers,
respectively.

3 The Proposed SREC

A capacitorless slew-rate enhancement circuit, as shown in Fig. 2, is implemented
to convert the output voltage variation to the necessary current pushed or pulled
(not both) to (or from) the PT gate capacitor during load transient. In the proposed
SREC, no coupling capacitor is used to detect the load variation with no complexity
in bias voltage of slew-rate enhancement circuit as in many works in the art state.
As shown in Fig. 2, the proposed SREC circuit consists of three common source
amplifiers [(M22 −M23), (M24 −M25), (M28 −M29)], a common gate amplifier (M26

– M27) and a push–pull transistors (MPUSH, MPULL). K1 and K2 are the gains of
the current mirrors in SREC circuit.
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Fig. 1 Topology of the LDO with the proposed SREC

Fig. 2 Schematic of the proposed SREC

The operating of the proposed SREC is presented as follows: the variation voltage
at the LDO output will be converted to current, the latest provides the require-
ment current through the PUSH-PATH (PULL-PATH) to charge (discharge) PT gate
capacitor CG-PT as given in Eq. (1).

At steady state, the SREC bloc isolates the system output node from the PT gate
because theMOS transistors M23 and M28 are controlled by output voltage variation,
and the SREC block does not affect the function of the principal loop regulation.

The common source amplifiers M23 − M24 and M28 − M29 are used to detect and
amplify the LDO output voltage variation when the load current changes from low
to high values and vice versa. The charging and discharging current of the PT gate
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capacitor can be written as:

iG−PT = f (Vout) =
{

ipush, �Vout > 0
−ipull, �Vout < 0

(1)

With

ipull = gm−pullgm24Ro23gm27gm28Ro26Ro28Ro24

(1 + SRo26CG24)(1 + SRo28CD28)
(
1 + SRo24CG−pull

)Vout (2)

ipush = gm−pushgm23Ro23

1 + SRo23CD23
Vout (3)

where iG−PT, ipush, and ipull are the charging/discharging current of PT gate capac-
itor, the output current of the PUSH-PATH and PULL-PATH, respectively. gm−push

and gm−pull are the transconductances of Mpull and Mpush transistors, respectively.
gmi (i = 23, 24, 26, 27) and ROj ( j = 23, 24, 26, 27, 28) are the transconductances
and the equivalent resistances of transistors Mi and Mj , respectively. CD23 andCD28

are the parasitic capacitances at transistor’s drains M23 and M28. CG24 and CG−pull

are the parasitic capacitances at the transistor’s gates M24, Mpull.

4 Frequency Domain Stability Analysis

Toanalyze the behaviour of the proposedLDO in frequency domain, two assumptions
are taken into consideration:

Assumption 1: Cpp � CG−PT � Cm1 � Co1 > Co2 > Co3.
Assumption 2: RL � Ro1 � Ro2 � Ro3 � rp.
Based on the above assumptions, the open loop transfer function of the proposed

LDO expressed by:

H(s) ≈ GDC
(1 + a1s)

(
1 + a2s + a3s2 + a4s3

)
(1 + b1s)

(
1 + b2s + b3s2 + b4s3

) (4)

where GDC is the low frequency gain and is given by:

GDC = −gm1gm2gm3gmpRo1Ro2RGrp (5)

The nominator and denominator parameters of Eq. (4) are:

a1 = Ro1Cm, a2 = Cm

gm2gm3gmpRO2RG
,

a3 = CmCG

gm2gm3gmpRO2
, a4 = CmCGC02

gm2gm3gmp
(6)
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b1 = gm2gm3gmpRo1Ro2RGrpCm,

b2 = 1

gm2gm3gmprp

[
Co2

(
gmppgmp + 1

R01RG
+ 1

RGrp

)

+ CG

(
1

Ro2rp
+ Co2

RO1rpCm
+ 1

RGrp
+ Cm

CG

1

Ro1rp

)]
,

b3 = Co2

gm2gm3gmprp

(
Ro1

Ro2RG
+ CG

Ro1Cm

)
+ CG

gmpgm3gm2rp Ro2
, b4 = CmCGC02

gm2gm3gmp

(7)

From Eqs. (4), (6) and (7), the poles and zeros can be expressed as:

wpd = 1

gm20gmpRoR2R3Cm1
, wpnd1 ≈ 1

Ro1Co1
, wpnd2 ≈ −a2

a3
= gm20 + gmp

Cm2

wpnd3 ≈ −a1
a2

= gm20

Cm2
, and wzRH P = gmp

Cm2
, wzLH P = gm20

Cm1
(8)

The zeroes and poles locations are given in Eq. (8). The stability analysis will be
discussed in simulation results.

5 Simulation Results

As a part of the validation step of the proposedLDOperformance, several simulations
have been performed using 0.18 µm CMOS process. Figure 3 shows the simulation
result of the open loop frequency response, the system is stable in different load
conditions with a phase margin of 76°. The simulation result of the load transient
response is shown in Fig. 4. When the load current changes from 100 µA to 60 mA
with 500 ns rise and fall times and with the SREC technique, the maximum values of
under/overshoot are 156 mV and 148 mVwith a recovery times of 270 ns and 810 ns
respectively. Without SREC circuit, the under/overshoot are 440 mV and 190 mV
respectively with a recovery-times of 280 ns and 1.24 us, respectively. It is obvious
that the load regulation characteristic is significantly improved.

To evaluate the transient performance, the transient figure-of-merit (FOM) [9] is
used and it is given in Table 1.

F.OM = TR
IQ
Imax

(9)



Slew-Rate Enhancement of a Full-On Chip CMOS LDO Based… 345

Fig. 3 Open loop frequency response plots of proposed LDO

Fig. 4 Load transient response for ILoad up from 100 µA to 60 mA

6 Conclusions

A full-on chip regulator LDO that uses a capacitorless SREC to enhance performance
has been presented and simulated in 0.18 um CMOS technology. The simulation
results of the proposed LDO with capacitorless SREC technique prove the reduction
of over/undershoot amplitudes and with active area less than in comparing with other
work using coupling capacitor to detect output variation and then act. The proposed
LDO is suitable to be integrated on power management of embedded system.
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Table 1 The performances and comparison results with other works

[5] [12]. Sim [13] sim and exp This work. Sim

Technology (µm) 0.18 0.18 0.18 0.18

I load (mA) 0–100 0–100 0–50 0.1–50

V in (V) 1.8–3.8 >1.1 1.8 1.2–1.8

Vout (V) 2.25 1 1.6 1.6

VDO (mV) 200 100 200 200

Cout (pF) 100 NA 100 Free

IQ (mA) 0.046 NA 0.014 0.014

Slew-rate enhancement capacitor (pF) 2.5 12 0.3 0

Settling time (µs) 0.067 1.3 2.4 0.522

FOM (ns) 0.030 NA 0.672 0.146
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Abstract Teleconsultation is a type of medical practice similar to face-to-face
consultations, and it allows a health professional to give a consultation remotely
through information and communication technologies. In the context of the manage-
ment of the coronavirus epidemic, the use of teleconsultation practices can facilitate
healthcare access and limit the risk of avoidable propagation in medical cabinets.
This paper presents the monitoring of international teleconsultation referrals in the
era of Covid-19 to facilitate and prevent the suspension of access to care, the most
common architecture for teleconsultation, communication technologies and proto-
cols, vital body signals, video transmission, and the conduct of teleconsultation. The
aim is to develop a teleconsultation platform to diagnose the patient in real time,
transmit data from the remote location to the doctor, and provide a teleconsultation.
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1 Introduction

Telemedicine is now encouraged at the political level. It can provide answers to
current health problems such as the decrease in the population of general practitioners
and specialists, medical desertification in rural areas, and the growing aging of the
population. The current pandemic has led to enormous pressure on hospitals and
doctors’ surgeries to restructure and often cancel elective treatments and procedures.
This unprecedented health crisis has rapidly changed the way doctors provide care
to their patients [1].

Telemedicine provides essential support for developing neworganizations capable
of responding to the challenges facing health care today. Telemedicine must be
based on medical programs that respond to the priorities and needs of the popu-
lation and health professionals in the area [2]. Today, many applications and services
of telemedicine have been deployed in the field.

Telemedicine is defined by the World Health Organization (WHO) as “the provi-
sion of health care services, where distance was a factor, by health care professionals
using information and communication technologies” [3, 4]. Suppose telemedicine
is to be effective in managing health emergencies and crises. In that case, we need
to ensure that it is appropriately integrated into our health services and becomes
common practice for healthcare providers and patients [5]. The health crisis was the
starting point for the rapid development of telemedicine in Geneva.

The deployment of HUG@home at the University Hospitals of Geneva (HUG)
and of docteur@home, ease use of these remote consultation tools is essential for
sustainable telemedicine in practice [6]. Telemedicine, including communication
skills with caregivers by phone, video, or SMS instantly, is beyond geographical and
temporal constraints. It thus provides better access to care, including a wider range
of specialists, reduces health costs, and saves time for patients and doctors. So, the
need for training in communication and virtual physical examinations during video
consultations appears to be necessary to integrate telemedicine into daily practice
while ensuring quality care.

Taking into account the feedback from the ALS reference center of the Lille
UniversityHospital Centre [7], the objective is to offerAmyotrophicLateral Sclerosis
patients’ teleconsultations with the ALS center’s referral doctor. This new consul-
tation modality aims to avoid traveling for a physical consultation and to maintain
quality care by the expert center. Especially during the period of confinement in
March 2020 have favored the setting up of teleconsultation facilities at theALS center
in Lille, with more than 192 TCs being carried out. The more advanced patients of
the disease favor and request follow-up by TC.

The risk of being infected by the virus due to the number of patients in the waiting
room for a consultation has prompted patients to change their mode of access to care.
The recourse to teleconsultation engenders a decrease in the activity of doctors during
confinement, according to the data of the insurance of 2019, 2020, 2021, and 2022.
The exceptional crisis and the recourse to teleconsultation require monitoring and
quantification of the deployment of TCs.
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In order to anticipate the possible results on public health and examine the effect of
the integration of new tools in medicine, particularly teleconsultation as can be seen
in Fig. 1 that there is a drop in the use of physical consultation in 2020, especially in
the first confinement, which causes a breakdown in access to care for the population,
teleconsultation is a solution to avoid a breakdown in access to care, as indicated in
the statistics on the use of teleconsultation in Fig. 2, which shows that in the first
period of confinement, teleconsultation is the only thing that can improve continuity
of care.

Moroccan governmental commission considered a law on the practice of
telemedicine (No. 2-18-378) in May 2018, and a Moroccan telemedicine company
was born. An organization whose mission is to set up the technological infrastruc-
ture to develop telemedicine activities to benefit people in rural and remote areas.
In Morocco, [8] where telemedicine is still experimental in the province of Sefrou,
the experience of teleconsultation through the website tabib24.com launched by the
Ministry of Health during the containment phase only allows for simple medical
advice via voice or video chat with a volunteer doctor, but does not allow for the full
potential of telemedicine technology to be used.

The rest of this document is organized as follows. Section 2 presents a compara-
tive study targeting countries to represent a diversity of situations in the deployment
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Fig. 1 Weekly evolution of the use of physical consultation in the PROVENCE-ALPES-CÔTE
D’AZUR region [9]
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region [9]
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of telemedicine. Section 3 describes an architecture for the implementation of tele-
consultation and the technologies (communication protocol, WebRTC…) and the
vital human signals. Section 4 presents the sequences of a teleconsultation. Finally,
Sect. 5 concludes the paper.

2 Telemedicine Deployment Internationally

Table 1 summarizes the deployment of telemedicine at the international level; it is
clear that Morocco needs a complementary practice of telemedicine to compensate
the lack of health professionals in order to improve access to care for the population
(elderly, medical desert, etc.), which results in the development of the Moroccan
health system through the adoption and integration of information technology and
communication [10].

3 Teleconsultation IoT Architecture

The IoT has opened up new deployments within the healthcare field that benefits
both the patient side by reducing medical expenses, avoiding the risk of having
a health crisis and the quality and satisfaction of care [9]. IoT facilitates the task
of monitoring patients’ health more efficiently. The doctor can monitor patients’
adherence to treatment plans or any need for immediate medical attention. In this
approach, connected object technology is implemented to communicate between
the sensors implemented on the human body and the cloud to visualize them at the
platform.

Since teleconsultation relies on the accurate assessment of several vital signals in
real time such as blood pressure, heart rate, temperature, blood glucose, implemen-
tation of sensor networks to acquire, process, and exchange data between patient and
doctor is required. Figure 3 shows the main units of architecture between a doctor
and his patient and the exchange of data from sensors in contact with the patient to
extract vital signals and the passage of these signals from a gateway to the platform
for evaluation.

The patient places each sensor in its appropriate location to capture the desired
information. Once the data is processed, the IoT gateway sends it to the cloud for
further processing and analysis. Short-range wireless field connectors can hardly
communicate in larger networks. Therefore, the gateway uses long-distance wire-
less field connectors such as cellular data, satellite, LTE. Table 2 summarizes the
information about different wireless protocols and their application.

The major signals involve the measurement of magnitudes and are given in Fig. 4.
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Table 1 Telemedicine deployment in countries

Country

Germany Australia Canada Morocco France

Population (in
millions)

82.8 23.3 35.2 35.5 67

Density of
doctors (per 1000
inhabitants)

4.1 3570 2720 0.71 3.37

Density of
hospital beds (per
10,000
inhabitants)

80 38 32 9.9 61

Life expectancy
at birth (in years)

80.6 83 82 74.8 82

Internet users (%
of population)

90 82.3 86.8 63 77

There is a specific
regulatory
framework for
telemedicine?

Yes No No Yes1 Yes

Healthinsurance
companies for the
coverage of
telemedicine acts

Private CMA Public AMO Public AMO Public
AMO2

Public AMO

Specialized
national actor in
charge of the
development of
telemedicine on
the territory

No Yes Yes Yes3 No

The nature and
level of
telemedicine
services available
in the territory

Private offer
limited but
growing
development

Private offer
limited
sometimes
subsidized

Private offer
unevenly
developed

Very
weak4

Hybrid offer
(public and
private
abundant)

1 Telemedicine became part of Moroccan law in 2015. A 2018 decree provides a framework for the
practice of telemedicine and creates the Moroccan Society of Telemedicine.
2 Telemedicine procedures, as provided for by law, are reimbursable by the National Health
Insurance Agency (ANAM).
3 TheMoroccanSociety of Telemedicine (SMT) is an associative structuremandated by theMinistry
of Health to strategically pilot the deployment of telemedicine.
4 There is no public offer; the development of telemedicine in Morocco does not allow conclusions
to be drawn about future offer.
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Fig. 3 Patient evaluation architecture from the IoT to the physician

3.1 Video Transmission Solution

The teleconsultation act must be the subject of interpersonal video and audio
exchanges between the patient and the health professional. A solution must carry
out these exchanges as ergonomic and easy to use for all users. The solution
enabling interpersonal exchange may be based on proprietary technology (e.g., flash,
silver light, etc.) or open source (e.g., WebRTC). All related exchanges of personal
health data must comply with health data confidentiality guidelines and require the
information system’s data hosting server to be HDS certified.

Web Real-Time Communications (WebRTC) is a technology that allows applica-
tions and websites to collect and eventually broadcast audio and/or video media and
exchange arbitrary data between browsers without going through an intermediary.
The set of standards that comprise WebRTC allows for data sharing and peer-to-peer
teleconferencing without requiring the user to install plug-ins or any other third-
party software. WebRTC serves several purposes and overlaps considerably with the
Media Capture and Streams Application Programming Interface (API). Together,
they provide powerful multimedia capabilities to the web, including support for
audio and video conferencing, file exchange, identity management, and interfacing
with existing telephone systems. Peer-to-peer connections can be establishedwithout
special drivers or plug-ins and can often be established without any intermediate
server.

Table 3 presents the advantages and specifications of WebRTC, which is recom-
mended for peer-to-peer communication and is, therefore, the most widely used
communication platform and teleconsultation platform.
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Table 2 Wireless technologies and their application

Standards Range (m) Data rate Frequency Applications Purpose

ZigBee 10–20 m 250 kbit/s 868/915 MHz;
2.4 GHz

Bowel
activity
monitoring
device [11]
Bandage-size
non- ECG
heartrate
monitor
Digital
stethoscope
[12]

Gastrointestinal
motility
detection after
abdominal
surgery
Heart sound
monitoring

Blue-tooth 10–100 m 1 mbit/s 2.4–2.5 GHZ Digital
stethoscope
Wearable
Fitbit tracker

Heart sounds
detec tion and
monitoring
fitness health
track ing during
physical
activities [13]

RFID Up to 3 m Varies with
frequencies

LF/HF/UHF/micro
wave

Medical
equipment
tracking
system
The wearable
RFID tag
antenna

Quickly
locating and
tracking
medical
Equipment
under critical
time constraints
[14]

2 g/3 g 1– 8 km Varies on
network
type

Varies on network
type

Wireless
wearable

Monitor health
status remotely
Real-time
personal
skin-caring

Satellite
and 3 g/4 g

160–3600 km Varies on
model

Varies on model Real-time
wireless
health
monitor

Track and
approach
patients upon
emergencies
[15]

4 Conduct of Teleconsultation

The teleconsultation process is the same as a traditional physical consultation (face-
to-face at the doctor’s office). Firstly, a request for an appointment is sent sponta-
neously or by recommendation of the attending doctor. For this, the doctor sends an
e-mail address containing the invitation to join the session at the scheduled appoint-
ment time on a secure website or application. A computer or tablet equipped with
a webcam and connected to the internet is required. Patient approval prior to the
teleconsultation is mandatory regardless of the situation or pathology. At the end
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Fig. 4 Principal physiological parameters

Table 3 WebRTC advantages and specifications

Web RTC advantage Specification

Free open source • It provides browsers with end-to-end direct
communication and allows developers to
facilitate this connection easily

Speed enhancement • It no longer needs to be routed through a server;
it reduces latency and bandwidth consumption

• Direct communication improves the speed of
data transfer and file sharing

No third-party app required • Requiring no additional software, plug-ins, or
continuous server involvement

• Easily be embedded in any website and connect
peers across the internet

Provide a safe connection across many
browsers

• Encryption is mandatory for all of the WebRTC
components. Since it is not a plug-in, it runs
inside the browser’s sandbox without creating a
new process so that no malware can get into the
user’s system

of the teleconsultation session, the doctor may issue a prescription (for medication
or additional tests), which will be sent to the patients in paper form, by post, or in
electronic form, in particular via a secure messaging system, under conditions that
guarantee the confidentiality and security of the exchanges. Figure 5 summarizes the
steps of teleconsultation.
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Fig. 5 Consultation processes

5 Conclusion

The integration of new information technologies in the healthcare sector, and more
particularly in public sector hospitals, has been a major priority in developing coun-
tries, and the implementation of these technologies has been validated as a tool
for improving the quality of care, reducing errors, facilitating the tasks of health
professionals and the relationship with patients. It also offers tools to improve the
continuity of care at a reduced cost and automate the execution of clinical processes
to allow health professionals to devote more time to their patients. Telemedicine
covers several acts, namely teleconsultation, tele-expertise, remote medical moni-
toring, remote medical assistance, and remote medical response. This article focuses
on the study of the recourse toward the act of teleconsultation in the era of Covid-19,
the deployment of telemedicine at the international level and the implementation
of an architecture of the sensor networks and the technology of communication to
make the acquisition of the vital signals formonitoring the state of the patient’s health
at the doctor as well as to analyze the technology most responded in the world of
the peer-to-peer communication (WebRTC) and the scenario for the teleconsultation
process.

As a perspective to this works, the development of a teleconsultation platform
at the level of Morocco is planned, contributing to the acceleration of the national
deployment of telemedicine. In addition, the project will prepare a prototype of a
sensor pack connected to this platform to provide information to the doctor in real
time in order to guarantee the quality of the care.
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SiNW-ISFET Sensor Modeling Using
the k-Nearest Neighbor Machine
Learning

Nabil Ayadi, Hajji Bekkay, Ahmet Lale, Jerome Launay,
and Pierre Temple-Boyer

Abstract The silicon nanowire (SiNW)-based ISFET sensor is experiencing
tremendous development due to its multiple attractive advantages (small size, low
cost, robust, and portable real time). The ISFET sensor is widely used for pH detec-
tion but also for patient health monitoring, cancer detection, water and soil content
analysis, and other applications. Currently, fewpredictivemodels are used to estimate
the performance of the ISFET sensor and determine the most influential parameters.
In this study, a new model based on the machine learning (ML) technique named k-
nearest neighbor (KNN) is developed to estimate the performance of silicon nanowire
ISFET. TheKNNmodel was tested for different values of training data and compared
with experimental results. A good agreement was observed with the experimental
measurements. Moreover, the test results show that the accuracy percentage of the
KNN model with 90% training data could reach up to 99.96% and could meet the
practical demand.

Keywords SiNW · Sensor ·Machine learning (ML) · K-nearest neighbor (KNN)

1 Introduction

ISFET sensors have undergone unprecedented development over the past 30 years.
This development has been identified at all levels: new design, new detection mate-
rials, and new measurement circuits compatible with microelectronic technology
[1]. ISFET sensors are widely used in multiple applications: pH detection, patient
monitoring during surgery, water quality monitoring, food industry, etc. [2, 3].

However, some problems persist, such as the sensitivity which is limited to 59
mv/pH (Nerst sensitivity), the effect of temperature which affects the measurements
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and the drift of the measurements over time. This led researchers to innovate a new
type of SiNW-ISFET sensor, which has interesting advantages: high sensitivity, fast
response time, low cost [4].

To support this technological development, the researchers have simultaneously
developed high-performance design tools and methods for modeling ISFET sensors.
Several models have been proposed to evaluate the performance of the SiNW-ISFET
sensor, such as PSPICE, EKV, and BSIM combined with the site-binding model
or using the TCAD tool—COMSOL Multiphysics [5]. However, at present, few
predictive models are used to estimate the performance of SiNW-ISFET and the
most influential parameters.

Some experts believe that artificial intelligence (AI) is the most suitable solution
to effectively predict the performance of the SiNW-ISFET sensor [6]. Broadly, there
are three types of machine learning algorithms: supervised learning, unsupervised
learning, and reinforcement learning.

In supervised learning, algorithms make predictions based on a set of labeled
examples that you provide. In unsupervised learning, the data points aren’t labeled;
the algorithm labels them for you by organizing the data or describing its structure.
Reinforcement learning uses algorithms that learn from outcomes and decides which
action to take next. After each action, the algorithm receives feedback that helps it
to determine whether the choice it made was correct, neutral, or incorrect.

In this work, the k-nearest neighbor (KNN) technique, a supervised machine
learning (ML) technique, is used for the performance prediction of the SiNW-ISFET
sensor. This technique is used for both regression and classification. Its working
principle is to predict the correct class for the test data by calculating the distance
between the test data and all the learning points. Then, the number k of points closest
to the test data is selected.

This paper is structured in four sections: Section 1 presents an introduction to
ISFET sensors, Sect. 2 develops the KNN machine learning model applied to the
SiNW-ISFET sensor, Sect. 3 is devoted to the discussion of themain results obtained,
and the conclusion of this work is presented in Sect. 4.

2 SiNW-ISFET Model in Machine Learning Technique

2.1 Model in k-Nearest Neighbor (KNN)

KNN is a machine learning technique applied to classification and regression. The
principle of KNN regression is to choose the number of k-nearest neighbors to use in
the prediction. The nearest neighbors can be defined as the points with the shortest
distance and at an unknown point on its circumference [7]. The data from the simu-
lation were used to predict (k = 2), and the power exponent (p) was fixed at 2.
The technique has been applied in the Python language. Several ways to extract the
neighbor distance include the Minkowski distance function as given in Eq. (1) [8].
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)
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sample, p power exponent, and i the reference sample’s increasing rank, in order
similarity.

The k-nearest neighbor (KNN) technique is determined as the distance between
the neighbors by applying theKNN algorithm. Then, the output result of this method
is represented by Eq. (2) [8, 9].

ŷ
(
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wi y(xi ) (2)

where y response variable and y
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response variable prediction.
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(
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/
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(
x̂, xi

)−p
(3)

where wi weighting factor for xi and k number of neighbors used for interpola-
tion [10].

In this study, the objective output parameter is the source–drain current (Ids) which
is estimated as a function of the gate voltage (Vgs), the nanowire length (lnw), the
number of wires (N), the gate length (L), and the (pH). Those parameters are then
inputs data to the KNN model, which is given by Eq. (4).

(x1; x2; x3; x4; x5) =
(
Vgs; lnw; L; N ; pH)

(4)

where x̂ = (
x̂1; x̂2; . . . ; x̂n

)
are the predicted samples, as shown in the formula (5):

(
x̂1; x̂2; x̂3; x̂4; x̂5

) =
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∧

; lnw
∧

; L̂; N̂ ; pH
∧)

(5)

According to the KNNmodel computation steps, in the first step, we compute the
Minkowski distance function using Eq. (1), given the power exponent (p = 2) and
i = 1, . . . , k for our case k = 2.

d
(
x̂, x1

) =
√(

Vgs

∧

− Vgs1

)2 + · · · +
(
pH
∧

− pH1

)2
(6)

d
(
x̂, x2

) =
√(

Vgs

∧

− Vgs2

)2 + · · · +
(
pH
∧

− pH2

)2
(7)
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In the second step, we compute the weights associated with the two neighbors,
using Eqs. (3), (6), and (7):

w1 =
√
d
(
x̂, x1

)
/

√
d
(
x̂, x1

) +
√
d
(
x̂, x2

)
(8)

w2 =
√
d
(
x̂, x2

)
/

√
d
(
x̂, x1

) +
√
d
(
x̂, x2

)
(9)

Finally, the output corresponding to the predicted sample has been evaluated by
Eq. (2).

Ids(kNN) = w1 Ids1 + w2 Ids2 (10)

Figure 1 shows the flowchart of the k-nearest neighbors (KNN) program with
the computational phases. First, the input data are presented [gate voltage (Vgs),
nanowire length (lnw), number of wires (N), gate length (L), and the (pH)] and the
outputs are defined (Ids_experimental). Then, the choice of power exponent p and
the number k of neighbors are used for interpolation. Next, training and testing of
the data are performed. Finally, the predicted source–drain current (Ids) is estimated.

Fig. 1 Program flowchart of
the k-nearest neighbors
(KNN)
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2.2 Evaluation and Validation of the Quality Performance

In this study, two performance indicators were applied to assess the quality of the
developed model with respect to the experimental results, which are the coeffi-
cient of determination (R2) and the mean square error (RMSE). Both indicators
are represented by Eqs. (11 and 12).

R2 = 1−
∑n

i=1

(
yi − ŷi

)2
∑n

i=1(yi − y)2
(11)

RMSE =
√√√√1

n

n∑

i=1

(
yi − ŷi

)2
(12)

where n means the number of data items in the entire test process; yi and ŷi are the
correct value and the predicted value of the target [11, 12].

3 Results and Discussion

In this part,wepresent the results of themachine learning technique, namely k-nearest
neighbor (KNN), for the performance prediction of the silicon nanowire ISFET
sensor. About 300 data were used for training the k-nearest neighbor (KNN) model.
This model is developed using Python language. It is the most popular programming
language for data science and open access communities.

To test and validate the efficiency of the SiNW-ISFET sensor model, experi-
mental data are provided by the Laboratory for Analysis and Architecture of Systems
(LAAS-CNRS, Toulouse, France).

3.1 The Effectiveness of the KNN Model

Figure 2 shows the Ids − Vgs plot of SiNW-ISFET for different pH values 4, 7, and
10. The length of the nanowire used is 20µm, and the drain–source voltage is fixed at
1 V (Vds = 1 V). Measurement data are displayed as circles and simulation results as
symbols for the k-nearest neighbor (KNN) model. It is found that a good agreement
is obtained between the SiNW-ISFET measurement data and the simulation results
of the k-nearest neighbor (KNN) model with negligible errors. These results prove
that the k-nearest neighbor (KNN) model is accurate and efficient.

Figure 3 demonstrates the variation of the gate voltage Vgs of the SiNW-ISFET
sensor as a function of pH. The measured pH sensitivity of the SiNW-ISFET sensor
is 54 mV/pH, while that estimated by the k-nearest neighbor (KNN) model is
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Fig. 2 Verification between
the results of the technique
for machine learning and
measurement of
SiNW-ISFET of a single
nanowire 20 µm long, with a
gate length of 3.73 µm and
different pH

Fig. 3 Comparison the
sensitivity of the
SiNW-ISFET of the KNN
technique with the
experimental data (Ids =
1 µA and Vds = 1 V)

54.4 mV/pH. We note that the k-nearest neighbor (KNN) model gives a very precise
estimation of the sensitivity of the SiNW-ISFET sensor.

Figure 4 shows that the KNNmodel fits well to the measurement data carried out
for pH = 4, 7, and 10. In addition, after training with 100 data, the model was able
to estimate with great precision the tracing of the Ids − Vgs curve for pH value =
8.5. The estimated errors were 0.9995 for R2 and 5.4 × 10–8 for RMSE.

3.2 Study the Uncertainty Indices for the Training Data Set

The performance of the KNNmodel is evaluated based on the R2 and RMSE param-
eters. Figures 5 and 6 illustrate the evolution of these parameters (R2 and RMSE) as a
function of the percentage of the KNNmodel training data: 70, 75, 80, 85, and 90%.
From Fig. 5, it can be seen that the accuracy of theKNNmodel tends to increase with



SiNW-ISFET Sensor Modeling Using the k-Nearest Neighbor Machine… 363

Fig. 4 Prediction (pH =
8.5) of the results of the
technique (KNN) for
machine learning of
SiNW-ISFET of a single
nanowire 20 µm long, with a
gate length of 3.73 µm and
different pH

the increasing percentage of training data. This precision can reach up to 99.965%
(R2 is equal to 0.99965) with a percentage of 90% of the training data.

Figure 6 shows that the root mean square error (RMSE) decreases as the KNN
model training data of the SiNW-ISFET sensor increases. The RMSE displays a
value of 5.4 × 10–8 for 70% of the training data, while it can reach 4.6 × 10–8 for
90% of the training data.

Fig. 5 R2 according to training data
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Fig. 6 RMSE according to
training data

4 Conclusion

In this paper, a new model based on a machine learning technique named k-nearest
neighbor (KNN) was developed to estimate the performance of silicon nanowire
ISFET sensor. This model has been implemented in the Python environment.

The developed model was compared to the experimental data, and a good agree-
ment was observed. The performance of the KNNmodel was evaluated based on the
R2 and RMSE parameters. The results obtained indicate that the RMSE displays a
minimum value of 5.4 × 10–8, while R2 shows a value of 0.9995, close to 1.

Additionally, this KNN model was tested against the percentage of training data.
It turned out that the model becomes more accurate whenever the percentage of
training data exceeds the 70%.

As a result, the KNNmodel is more efficient in predicting the performance of the
silicon nanowire ISFET sensor and could meet the practical demand.
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Portable Device for Real-Time
Monitoring of Blood Samples

Ayat Yassine, El Moussati Ali, Choukri Mohammed, Mir Ismail,
and Benslimane Anas

Abstract Medical samples (tissues, cells) and accompanying documents require
bar-coding to be able to identify the donor of the tissue or cells collected, the loca-
tion, and the date and time of collection. The time at which the sample is taken this
time sets the starting point for the storage time. This paper proposes an application
of the Internet of Things in the medical field to resolve the problem of no-conformity
of blood samples. A hand-held scanner has been developed to communicate with the
developed server to determine and save in real-time the start of the sample conser-
vation and identify the person from the blood vial. A device based on a barcode
reader, from the barcode labeled in a vial. We have the possibility to know the person
concerned if the sample was already made or not. Once the sample will be made, the
sampler has the responsibility to click on the button to validate on the system that a
sample has been made at a time will be defined automatically and the information
will be returned to our server. Therefore, the proposed system aims at monitoring
the date and time of sampling which determines the time and delay of the transport
of samples to the laboratory of each hospital department to keep the sample in the
best conservation conditions.

Keywords Internet of Things (IoT) ·Wireless sensor network · Digital
health-systems · 3D conception
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1 Introduction

IoT is recognized as one of the most crucial future technology fields and attracts
attention from a wide range of industries. The Internet of Things, also known as
the Industrial Internet, is a new technology model envisaged as a global network
of machines and devices capable of interacting with each other [1]. These forms of
connection allow new masses of data to be gathered on the network and thus new
forms of knowledge. Considered as the third evolution of the Internet is called Web
3.0 (sometimes perceived as the generalization of the Web of objects but also as
that of the semantic Web), which follows the era of the social Web. The Internet
of Things is universal and designated connected objects with various uses in e-
health, home automation or quantified self [2]. According to ISO 15189 2007 [3],
the pre-analytical phase represents a series of steps beginning chronologically with
the clinician’s prescription of the tests [4], including the preparation of the patient for
sample collection, specimen collection, the timing of sample collection specimen,
the authenticity of specimen identification the patient’s contact details and a properly
completed test request form, the choice of the right tube or container for the sample,
the transport of the sample to the laboratory ending at the start of the analytical
procedure.

This paper proposes an application of the Internet of Things in the medical field
to resolve the problem of no-conformity of blood samples, including:

• Identify the person from the barcode labeled in a blood vial.
• Monitoring the date and time of sampling determines the time and delay of trans-

porting samples to the laboratory of each hospital department to keep the sample
in the best conservation conditions.

• Increase the reliability of analytical results in the biochemistry laboratory from
the following three criteria:

– Conformity Control of the non-conformity of the pre-analytical phase to
ensure reliable analytical results.

– Traceability One of the laboratory’s quality assurance program elements
begins with receiving and identifying biological samples. In ISO 15189, a
misidentification of a sample leads to a repeat sample [5].

– Exchange and save dataRetrieve from the database any information related to
the patient Name, type of analysis, service, etc., from the code barre scanning.

The rest of this paper is organized as follows. Section 2 describes the type of no-
conformity. It also explains different causes of the no-conformity of the pre-analytical
phase. Section 3 presents the proposed system, design, and implementation. Section 4
concludes the paper.
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2 Description of Type of No-Conformity (NC)

Pre-analytical (PA) errors could invalidate the proper conduct of the analyzes and
the reliability of the results. It is at the origin of 85% of the errors and faults that
affect the results of analyses [6].

The pre-analytical phase is divided into two stages: The first is outside the biomed-
ical laboratory (external pre-analytical phase), and the second is inside the laboratory
(internal pre-analytical phase).

2.1 External Part of the Pre-analytical Phase

The external part is done by the prescriber and the sampler, whose roles end when the
samples have arrived at the laboratory in a state that meets the biologist’s condition
as expected by the biologist [7].

In this phase, the NC concerns the failure to respect the sampling time (Figs. 1
and 2), particularly for certain biochemical parameters that have a circadian cycle,
such as Cortisol. The realization of the glycemic cycle, the postprandial glycemia,
or the HGPO is also affected by this type of no-conformity (NC).

Fig. 1 NC (no-conformity)
of the external part of the
pre-analytical step

External part of PA

Inappropriate time of 
sampling 

Fig. 2 NC (no-conformity)
of the internal part of the
pre-analytical step Internal part of PA

Date and time of 
sampling not 

specified

Identification 
patient

Retarded 
transmission 
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2.2 Internal Part of the Pre-analytical Phase

The NCs noted are related to the sampling procedure conditions.

2.3 Existing Systems and Their Limitations

CHU (university hospital center) adopts the patient management system within the
different services in Oujda city. In this system, we can register any patient for all
services and departments, two important dates of registration and prescription.

Limitations:

• Cannot identify the date and time of sampling, which determines the time and
delay of the delivery of samples to the laboratory;

• Lack of traceability of samples;
• There is no system in existence to manage the pre-analytical phase.

3 Proposed System

Awireless hand-held scanner has been developed to communicate with the server to
determine and save in real time the start of the sample conservation and identify the
person from the blood vial (Fig. 3).

Barcode scanner is used to scan barcodes, present on themedical biological exam-
ination. ESP32 is a series of microcontrollers, a feature-rich MCU, with integrated
Wi-Fi, Bluetooth and LoRa connectivity for various applications. We use it to treat
the information and ensure communication with the server.

Fig. 3 Architectural diagram for IOT hand-held device
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The application has been developed with the Django framework for real-time
data visualization. Design is a creative process in which a system organization
is established to satisfy the system’s functional and non-functional requirements.
Great systems are always decomposed into sub-systems that provide a set of related
services. The result of the design process is a description of the software architecture
[8].

3.1 Architectural Design

MBEMedical biology examinations contain a prescriptionof the tests by the clinician
[9], information about the patient, and a barcode.

Scanner barcode Barcode Scanner is used to scan barcodes present in blood vials or
MBE. The scanned barcode information number is eventually stored in the database,
and the barcode scanner is connected and controlled by the ESP32. MH-ET LIVE
Scanner v3.0 is a barcode and QR code reader module; it adopts an image processing
chip for barcode recognition; it can read quickly and accurately beneath the high
reading ability in complex environments.

ESP32 with display It is a series of microcontrollers to control the barcode scanner,
treat the information, and ensure communication with the server using Wi-Fi, the
display for visualization data. For our prototype, we used the ESP32-based TTGO
LoRa32 SX1276 OLED board is an ESP32 development board with an integrated
LoRa chip, Wi-Fi module, and a 0.96 in. SSD1306 OLED display [10]. The main
objective of using a microcontroller with a communicator module (LoRa andWi-Fi)
instead of a hand-held scanner commercialized, because the microcontroller always
allows a flexibility of improvement at the level of the programming and an extension
of the inputs/output that is in the order to use other sensor to improve the detection of
conformity of the samples and to send this information with module communicator
send this information over a long or short distance.

Application The application has been developed by Django using Python, REST
API, PostgreSQL, and C++ language (Arduino).

Django. The Django framework has remained true to its origins as a model–
view–controller (MVC) server-side framework designed to operate with relational
databases.

Nevertheless,Django has stayed up to datewithmostweb development tendencies
to operate alongside technologies like non-relational databases (NoSQL), real-time
Internet communication, and modern JavaScript practices.

All this to the point, the Django framework is now the web development frame-
work of choice for a wide array of organizations, including the photo-sharing sites
Instagram and Pinterest; Public Broadcasting System (PBS); United States, National
Geographic [11].
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Fig. 4 Data flow of a
RESTful API

DjangoRESTFramework. By default, Django is not ideal for creatingRESTfulAPIs,
as it does not comewith a directway to createAPIs. Instead, a parallel, collaboratively
funded project called the Django REST Framework. The Django REST framework
is a flexible and robust toolkit for building web APIs. Although it is free to use, it
is recommended that we fund the project when creating commercial projects [12].
Using Django’s REST framework, the MVC logic is moved to the front end. This
framework transforms Django’s role in the stack into that of a server; it does not
display any content but is only responsible for processing client requests to provide
and modify data. The RESTful API is shown in Fig. 4 [13].

PostgreSQL is an open-source object-relational database system that uses and extends
the SQL language combined with several features that allow the storage and scaling
of the most complex data workloads [14].

PostgreSQL began in 1986 as part of the POSTGRES project at the University of
California at Berkley and has been under active development ever since.

Fusion 360 is a platform for computer-aided design (CAD), computer-aided manu-
facturing (CAM), and computer-aided engineering (CAE). The software allows
industrial and mechanical design (surface and mechanical design (surface and
volume) and runs on multiple platforms (PC, Mac, and mobile devices). Wu et al.
[15] mention that Fusion 360 allows the creation of smooth and accurate surfaces
with the surfaces with T-Splines feature as well as with sketch curves and extrusions.
We used this software to create our device box Fig. 6.

3.2 Implementation

After the scan, ESP32 communicates with a server to retrieve data from the scanner
code name, status, etc. If the status is sampled, display the date of sampling; other-
wise, click on the button to register that the sample has been taken and the date will
be automatically registered (Fig. 5).
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Fig. 5 Portable hand-held
device works

Fig. 6 Portable hand-held device

Here is our prototype (Fig. 6) containing barcode scanner, display, the switch for
on/off, and the button has three functions:

• Wake up the microcontroller.
• Scan the label of barcode.
• Register that the sampling is done.

Figure 7a shows our dashboard which displays on the left side the navigator bar
(patient registration, graphs as well as the patient data table and the profile of the
connected person). In center of the interface, the blue card represents the number
of patients that have been sampled. The yellow card shows the number of patients
waiting to be sampled. The green card shows the total number of registered patients.
Below, the pie chart shows the percentage of samples taken and waiting to be taken
(red in progress; blue taken). The line graph shows the number of daily samples taken.
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Fig. 7 Application interface: a dashboard b data of patients

The tables interface Fig. 7b shows the registered patients with several columns last
name, first name, status date of prescription and collection.As you can see in the table,
the application allows you to reference the date and time of the sample collection.
For example in Fig. 7b, in line two so the sample has not been collected yet, the date
will be displayed as soon as the sample is collected. This starts the sample storage
period; once the sample is collected, the sampler has the responsibility to validate
on the hand-held with the yellow button (Fig. 6) to record the date and time.

4 Conclusion

The reliability of laboratory results depends not only on correct analytical technique
but on the correct preparation of the pre-analytical phase. Even when run on a good
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analyzer, a bad sample will give the wrong result. The concept of IoT is used for
various creative. In this paper, an application has been developed that has interfaces
to control no-conformity and traceability of the samples take and a wireless device to
validate and check the status of the samples, identify the patients and check the date
of the samples with a barcode scanner. The information from the scanning device is
sent to the application.

The proposed system can be deployed:

• In the organizations that require verification of stock.
• The system can also be used for any type of asset scanning.
• The system can be used anywhere.
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The Use of GA and PSO Algorithms to
Improve the Limitations of a Readout
Circuit of an pH-ISFET Sensor

Abdelkhalak Harrak and Salah Eddine Naimi

Abstract A readout circuit described in this paper to enhance the temperature sensi-
bility. An ISFET-based pH sensor type employed, with a temperature compensation
had been improved and high linearity over a large range of pH changed from 1 to 12.
In the beginning, the general optimization techniques used are the particle swarm
algorithm and the genetic algorithm. Then a local optimization was applied to find
a combination of geometry of the transistors for a good optimization result. With
the optimization techniques used, the simulation results give a very low-temperature
dependence of the circuit and good precision.

Keywords Evolutionary algorithm · pH-ISFET · Temperature insensitivity ·
Linearity

1 Introduction

In micro-nanoelectronics, we find a wide use of algorithms or of course artificial
intelligence used to optimize the behavior of a circuit that constitutes from many
transistors. The market need for sensors with high measurement accuracy requires
good optimization of different physical quantities of circuits, hence the arrival of
artificial intelligence [1]. Nowadays, the use of ISFETs chemical sensors is essen-
tial to confront the problems of detection of chemical and/or biological elements
in several fields. Many of the devices are developed for the chemical and biolog-
ical processing such as enzyme-substrate reaction, antigen-antibody bonding and
protein-protein interaction. The adaptation and study of this circuit must have the
implementation of optimization algorithms. Temperature is an important factor that
affects the pH measurement. The working mechanism of a pH-ISFET is described
by I (V ) equations similar to the MOS transistor. Studies that have been carried out
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by some research show that pH-ISFET is very sensitive to temperature, which gives
unreliable measurements. For this, it is very important to find good methods and
techniques to study the temperature behavior of ISFET sensors in order to improve
their temperature stability [2–4]. In this work, we will study the temperature sensi-
tivity of the circuit and linearity by using the genetic algorithm and particle swarm
optimization.

2 The Main Blocks of the Proposed Circuit

The readout circuit has been proposed to improve the linearity of the output
signal and to compensate the effect of temperature of the circuit. This readout circuit
operates in a differential mode, as shown by the circuit structure in Fig. 1. The readout
circuit consists of three main stages, and also of two power supply stages, these

Fig. 1 a The proposed circuit: R1 = 400 k�, R2 = 23.35 k� and Vcc = −Vee = 3V (the thermal
coefficients ofR1 are as: TC1= 1.510e−3 andTC2= 510-7).bMismatchmacro-model ofMOSFET
transistors
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circuit’s stages which contain the ISFET sensor, are designed, based on CMOS
technology. In the first stage, which called Caprios quad, there are four transistors,
the ISFET, M2, M3 and M4, which allow to extract a differential signal between V 1
and V 2, and this signal represents the threshold voltage variation of the pH-ISFET
sensor. The second block is made of two attenuators, receive the two voltages V 1 and
V 2, attenuate and shift them to be adapted to the inputs of the differential amplifier.
The third stage is a differential amplifier, operates in weak inversion and allows the
compensation of the temperature, of the difference of two signals V 3 and V 4, which
are the outputs of the two attenuators.

2.1 The Mismatch Analysis

The sources of mismatch between devices are mainly limited by mathematical and
experimental investigation into two, global and local variations ( fD and f A, respec-
tively).

σ 2(�P) = fL(W, L) + fG(D) ≈ A2
P

W L
+ S2P D

2 (1)

where, fL(W, L) is the component depending on the transistor size. While fG(D)

is associated with the dependence of the surface gradient (on the liquid) [5]. L and
W are the geometry of the gate; D is the separation between the devices.

We had to think about how these changes affect the temperature sensitivity and
linearity of the pH-ISFET readout circuit. Usually, the mismatch behavior mod-
eled using two parameters, the mismatch of threshold voltage δVT 0 = VT 01 − VT 02,
getting a standard deviation σVT 0 , and the mismatch of current gain factor δβ/β =
(β1 − β2)/β getting a standard deviation σβ (with Cox is the capacitance of gate, μ
is the carrier mobility and β = μCox). Each model of the transistor in the readout
circuit implemented in Spice appears in Fig. 1b. Based on the dependent variables,
a simple approach is used in this work, taking into consideration the total density
of sites constant (Ns = Nsil + Nnit). Modeling the mismatch behavior of the sen-
sitive membrane, generally requires an assumption of Gaussian PDF for the ran-
dom part of the mismatch. The simulation was done with Nsil = 4.5 × 1018 cm−2,
σ(Nsil) = 5 × 1017 cm−2 and Ns = 4.6 × 1018 cm−2. Even there is no experimental
validation for the approach, so the simulation is not very precise, but in general, it
gives an indication of its sensitivity to the variation of the process. The output distribu-
tion predicted by the method of Monte Carlo is performed by assigning the mobility
variation δμ and the threshold voltage variation δVT 0 as randomly generated:

σ(δVT 0) = AVT 0√
2WL

; σ(δμ) = Aμ√
2WL

(2)



380 A. Harrak and S. E. Naimi

With, Aμ = 2.34 × 10−4 cm3/V s and AVT 0 = 20.36 × 10−9 V m, L andW being
the size of the transistors.

3 Optimization Using Evolutionary Algorithms

3.1 The Genetic Algorithm

The change in temperature affects 37 transistors that make up the proposed read-
out circuit. Not like most traditional search and optimization problems, the genetic
algorithm works with a population of solutions [6]. An interval of the maximum and
minimum width of the transistors defined, is chosen as an initial population. As in
nature, the genetic algorithm evolves by selecting the best genes that can adapt to the
existing environment, based on the principles of reproduction and mutation [7, 8].
The fixed population size was kept at 2000. The mutation rate was applied at 0.1, the
crossover operator rate is 60%. At each production, 80% of promising individuals
replace the population. As a general rule, we need to give the algorithm some stop
criteria. Many criteria have been tested: the quality of the best result, the generation
numbers and the population convergence. Generation number 500 gave us the results
of this article. The simulation made in Xeon processor at @2.13GHz in about 74h.
Three objectives define the cost minimization function:

• Minimize the quadratic error �T 1 between the circuit output and the regression
line of Vout, for a pH from 1 to 12 and at a temperature T = 20 ◦C. The error �T1

is expressed by (3), where β1 and β2 are the parameter estimators of the linear
regression at T = 20 ◦C.

• The maximum residual error indicated in (4) must be minimized for a temperature
range from 20 to 80 ◦C and a pH from 1 to 12.

• Minimize the quadratic error �T 2 between the circuit output Vout at T = 80 ◦C
and the regression line of Vout, for a pH range from 1 to 12 and at temperature
T = 20 ◦C. The error �T 2 is expressed by Eq. (5).

�T1 =
√
√
√
√

pH=12
∑

pH=1

(Vout(pH)T=20 ◦C − (β1 × pH + β2))2 (3)

�Max = max[Vout(pH) − (β1 × pH + β2)] (4)

�T2 =
√
√
√
√

pH=12
∑

pH=1

(Vout(pH)T=80 ◦C − (β1 × pH + β2))2 (5)

Let us define three objectives G1,G2 and G3 for the above errors �T 1,�T 2 and
�Max. A single error � to be reduced is as follow:
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� = √

w1(�T 1 − G1) + w2(�Max − G2) + w3(�T2 − G3) (6)

The dimensions w1, w2 and w3 are width coefficients which must be adapted
manually to obtain the best optimization.

3.2 Particle Swarm Algorithm

The particle swarm optimization (PSO) algorithm is a heuristic method inspired by
the attitude of fish or bird populations [9]. A set of parameters is associated with a
particle (in our problemwe have associated the sizes of the channel of the transistor).
It needs a population of random solutions to initiate the search. The particles circulate
through the problematic space following the current optimal particles. The PSO is
different from the GA algorithm because it does not have scalable operators. The
PSO algorithm has shown its performance in various difficult optimization situations
[10].However, due to its information sharing action, all particles can rapidly converge
toward a local minimum. On the other hand, the low rate of convergence is one of the
drawbacks of GA. The PSO algorithm uses the recently introduced cost function.

4 Discussion and Simulation Results

The proposed circuit has been simulated using a standard BSIM3v3 provided by the
MOSIS AMI 1µm CMOS process. As a result of some simulations, the channel
width of the transistors takes an approximate upper and lower limit. The overall
optimization of the widths of the transistors was carried out by the PSO and the
GA algorithms; the transistors lengths were fixed at 4µm. The transistors width
obtained by the simulation are presented on the circuit Fig. 1. As expected, the PSO
and GA algorithms give two different optimal dimensions to the circuit. Indeed,
the temperature sensitivity was approximately 2.56 × 10−4 pH/◦C with the PSO
and 2.89 × 10−4 pH/◦C with the GA. According to the local optimization and as
shown by the sensitivity curve in Fig. 2, the highest temperature drift is fewer than
2.39 × 10−4 pH/◦C, while the precision of the circuit is approximately 0.014 pH.
At a temperature of 20 ◦C, the determination coefficient is approximately 99.99 and
99.98% at a temperature of 80 ◦C. A Monte Carlo simulation was executed for a
single final optimized conception. The result of about 2000 Monte Carlo analysis
demonstrate good circuit behavior, even when a mismatch between devices is taken
into account as described in Table1. Finally, the proposed readout circuit achieves
an efficiency of 15.7% for a temperature sensitivity of 0.001 pH/◦C and a resolution
of 0.05. Based on these results, in the future, the yield may be improved.
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Fig. 2 The output of the proposed circuit as a function of the pH, at a temperature variation from
20 to 80 ◦C. In the bottom corner: the temperature sensitivity of the output pH/◦C

Table 1 Efficiency of the readout circuit

Characteristics 2 point calibration (pH
2–4 or 7–10) (%)

3 point calibration (pH
4–7–10) (%)

Accuracy (pH) Sensitivity (pH/◦C)
0.01 0.0005 1.1 1.1

0.05 0.0005 8.2 8.5

0.05 0.001 14.4 15.7

0.1 0.0005 8.5 8.5

5 Conclusions

A pH-ISFET sensor has been improved and linked with a simple and efficient cir-
cuit, compatible with standard CMOS technology. The temperature sensitivity of
the sensor has been greatly improved. Through the use of site-binding theory, we
modeled the temperature dependence of the sensitive membrane (SiO2/Si3N4), and
subsequently, we used the Veriloge-a language to implement it, while the BSIM3v3
model of AMI CMOS 1µm supplied by MOSIS has been used for all transistors.
Intensive simulation validates the robustness and the operating principle of the pH-
ISFET readout circuit. In a wide range of temperature (from 20 to 80 ◦C) and pH
(from 1 to 12), the circuit presents a good linearity, which has been proved by the
coefficient of determination, was found around R2 = 0.9999. Three isothermal zones
were obtained at pH values (2.5, 6 and 11), with the temperature sensitivity equal
to 2.4 × 10−4 pH/◦C. The readout circuit accuracy was found to be 0.014pH. The
temperature sensitivity was found to be less than 0.001 pH/◦C for an unoptimized
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efficiency interval between 8.5 and 15.7%, indicating that the probability of circuit
manufacturing failure will be low.
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Modeling of Electromagnetic Field
Effects on Interconnections Between
High Frequency Deep Sub-micrometer
CMOS Integrated Circuits Using FDTD
Technique

Youssef Nadir, Khaoula Ait Belaid, Hassan Belahrach, Abdelilah Ghammaz,
Aze-eddine Naamane, and Radouani Mohammed

Abstract This paper presents an improved FDTD method applied to nonuniform
submicron CMOS interconnects to analyze the effect of a parasitic electromagnetic
field on the signals carried at different points in the structure. As application we
studied two structures of uniform and nonuniform interconnects loaded by nonlinear
terminals. The proposed algorithms are implemented in the MATLAB tool. The
results obtained are compared with those of PSPICE. A good agreement between the
two results is achieved. The analysis of the obtained results shows that the proposed
method is stable and precise. Also, it enables to simulate more complex structures.

Keywords Electromagnetic coupling · Nonuniform interconnections · CMOS
driver · FDTD · MATLAB · PSPICE

1 Introduction

Nowadays, integrated electronics are becoming increasingly important, allowing cir-
cuits to be easily inserted into many applications such as telecommunications, trans-
ports and domotics. This progress has improved fabrication techniques by producing
more efficient components embedded in complex systems [1]. The high integration
density of circuits contributes to the increasing problems of electromagnetic com-
patibility. On the other hand, the increase in the number of functions inside the same
chip leads to an increase in parasitic emissions in the form of radiation that can
reach the different neighboring circuits. The resolution of electromagnetic interfer-
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ence problems is difficult for systems integrating chips of different types. Let’s take
the example of a transmission-reception system, its front end stage corresponds to
the analog circuits located between the antenna and the signal processing stage [2].
With the recent development, manufacturers have been able to integrate the trans-
mission, reception, modulation, demodulation and signal processing stages in the
same device. This large scale integration means that engineers have to find solutions
in the design to avoid time consuming and costly redesign phases [3, 4].

Theobjective of this paper is to develop andproposemathematicalmodels that rep-
resent the electromagnetic field effects, associated with signal and power integrity, in
CMOS integrated circuits operating at high frequencies. Indeed, this work is divided
as follows: Sect. 2 is dedicated to the state of the art of the existing and electrical
interconnections problems in the presence of a parasitic electromagnetic field. The
third section discusses examples of electromagnetic coupling between uniform and
nonuniform interconnections and with linear and nonlinear loads. Finally, Sect. 4
concludes the paper.

2 Signal Integrity Analytical Study in Deep
Sub-micrometer Interconnect Lines

With thedevelopment of embedded systems, themodules (analog, digital,microwave,
power …) are more integrated. Therefore, the problems of signal integrity, electro-
magnetic compatibility (EMC) and reliability in different domain (microelectronics,
automotive, aeronautics …) are increasing [5, 6]. Signal integrity is described as
the management behavior of logic signals so as not to disturb the electronic board’s
functionality. This will require the study of the influence of passive elements (inter-
connects, packages and wires) on electronic systems. Electromagnetic emission is
generated by electromagnetic disturbances, emitted intentionally or not by the source.
This emission can be conducted through power and signal lines, or radiated. In the
near field, the mutual coupling mechanism corresponds to inductive and capacitive
coupling. The victim is characterized by its electromagnetic susceptibility, which
means that it is sensitive to incident electromagnetic interferences. The robustness
of the victim to electromagnetic disturbances is quantified by the concept of electro-
magnetic immunity [7, 8].

2.1 Electromagnetic Coupling Equations of Nonuniform
Interconnect Lines

For nonuniform coupled interconnections, to study and analyze the phenomenamen-
tioned above, the quasi transvers electromagnetic model is assumed [9].
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Fig. 1 Cross-sectional view
of multiple interconnects
illuminated by an incident

field
−→
E

Consider M imperfect interconnect lines immersed in an incident field, as shown
in Fig. 1, modeled by the following system of coupled partial differential equations
(Telegrapher’s equations) [10, 11]:

{
∂V(x,t)

∂x + R(x)I(x, t) + L(x) ∂I(x,t)
∂t = Vs(x, t)

∂I(x,t)
∂x + G(x)I(x, t) + C(x) ∂V(x,t)

∂t = Is(x, t)
(1)

where the voltages V and currents I are expressed in M × 1 column vector form,
and interconnect parameters R, L, C and G are expressed in M × M matrices per
unit length distributed voltages and currents, respectively, and are written as follows
[11]:

Vs(x, t) = −∂ET (x, t)

∂x
+ EL(x, t) (2)

Is(x, t) = −G(x)ET (x, t) − C(x)
∂ET (x, t)

∂x
(3)

where Vs and Is are expressed in M × 1 column vector form, ET and EL are the
transverse and longitudinal components of the incident electric field, respectively.

The cross-sectional view of modeled structure is shown in Fig. 1.
In this work we will present the finite difference method in the time domain

(FDTD) to solve the equations system (1). This method is based on the discretization
of the spatial domain into Nx cells each of length �x , and the time domain into Nt
intervals each of duration�t . This discretization uses an interlaced leap-frog scheme
such that the currents are computed at (t + �t/2) steps and (x + �x) positions,
whereas the voltages are computed at (t + �t) steps and (x + �x/2) positions.

The recurrence relations of voltage and current along the line interconnects, are
given by:

For k = 2, 3, . . . Nx

V n
k+1/2 = A−1

1

(
A2V

n−1
k+1/2 − I n−1/2

k + I n−1/2
k−1

+�x

(
GkE

n
k S + 1

�t
Ck(E

n+1
k − En

k

)
Ak

)
(4)

For k = 1, 2, 3, . . . Nx
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I n+1/2
k = A−1

3

(
A4 I

n−1/2
k − V n

k+1/2 + V n
k−1/2 + �x

�t
Dk

(
En+1
k − En

k

))
(5)

With A1, A2, A3 and A4 are square matrices M × M dependent on the line param-
eters R, L ,C and G. The M × 1 column vectors Ak and Dk depend on the posi-
tion of the interconnections, the characteristics of the incident field and the modal
velocities propagated in the structure. So, A1 = �x

�t C + �x
2 G; A2 = �x

�t C − �x
2 G;

A3 = �x
�t L + �x

2 R; A4 = �x
�t L − �x

2 R, and with En
k is the incident field at position

k and time n.
To determine the voltages and currents at the ends of the structure investigated,

the nature of the load circuits must be taken into account. In the following paragraph,
nonlinear loads based on CMOS inverters are described in detail.

2.2 Coupled Interconnect Lines with Nonlinear Loads

We consider the structure of Fig. 2. The interconnections are driven by CMOS invert-
ers and are loaded by parallel RC circuits.

In fact, the CMOS inverter can be modeled by several models. The most widely
usedmodel in submicron CMOS technology is the alpha power lawmodel. The drain
current of the PMOS and NMOS transistors can be given by:

IP =

⎧⎪⎨
⎪⎩
0, Vg ≥ VDD − |VT P |
kl p(VDD − Vg − |VT P |)αp/2(VDD − V1), V1 > VDD − VSAT P

ks p(VDD − Vg − |VT P |)αp, V1 ≤ VDD − VSAT P

(6a)

Fig. 2 a M-interconnects coupled with drivers and loads. b CMOS inverter model
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IN =

⎧⎪⎨
⎪⎩
0, Vg ≤ VT N

kln(Vg − VT N )
αn
2 V1, V1 < VSAT N

ksn(Vg − VT N )αn, V1 ≥ VSAT N

(6b)

where VDD and Vg are the supply voltage and excitation source voltage, respectively.
kl and ks are the parameters in linear and saturation states, respectively, α is the
velocity saturation index and VT is the threshold voltage.

The input voltage of the interconnections can be computed by the following recur-
rence relation:

V n+1
1 = Q1V

n
1 + Q2

(
I n0 − 2I n+1/2

1 + I n+1
P − I n+1

N + 1

�t
Cm

(
V n+1
g − V n

g

))

+PWn
1 (7)

where
Q1 = PA−1

1 (A2 + (Cm + Cd) /�t), Q2 = PA−1
1 , P = [

U + A−1
1 (Cm + Cd) /

�t
]−1

and Wn
1 = �x A−1

1

(
G (1) En

1 + 1
�t C (1)

(
En+1
1 − En

1

))
A (1),with En

1 is the
incident field at position k = 1 and time n.

The output voltage is given by the following recurrence relationship:

V n+1
Nx+1 = K−1

1

(
K2V

n
Nx+1 + I nNx + K3E

n
Nx + K4E

n−1
out + K5E

n+1
Nx

)
(8)

Whichmatrices K1, K2, K3, K4, and K5 have the following formulas: K1 = �x
2�t C +

�x
2 G + 1

�t CL + GL ; K2 = �x
2�tC + 1

�t CL ; K3 = �x
2 GA + �x

2�t C A − �x2

2�t2CD +
�x2

4�t GD; K4 = − �x
2�t C A + �x2

4�t2CD − �x2

4�t GD; K5 = �x2

4�t2 GD. With En
Nx is the

incident field at position k = Nx and time n. The relationships of the voltage and
current at the input, output and along the line interconnects are implemented in
MATLAB. Some examples will be studied in the following section.

3 Examples and Discussion

3.1 Uniform Interconnects Loaded with Nonlinear Circuits
and Excited by Incident Field

The example in Fig. 3 considers three coupled interconnects with nonlinear termina-
tions. The three lines are excited by a trapezoidal incident field of amplitude 1kV/m
and rise and fall time Tr = T f = 0.1 ns and pulse width Tw = 5 ns. In addition, the
2nd interconnect is excited by a trapezoidal voltage source of amplitude 5V with rise
and fall time T ′

r = T ′
f = 0.1 ns and pulse width T ′

w = 25 ns.
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Fig. 3 Example of a three
interconnect structure test
circuit with nonlinear loads

Fig. 4 Results at the output voltage of the second line, a MATLAB b PSPICE

After obtaining the input and output voltage recurrence relations, we implemented
them on MATLAB and obtained the following result at the output of the second line
(Fig. 4a). We also simulated the structure with the PSPICE tool (Fig. 4b).

As a conclusion, we found a good agreement between the two results obtained by
the MATLAB and PSPICE tools.This proves the accuracy of our model.

3.2 Nonuniform Interconnects Loaded with Nonlinear
Circuits and Excited by Incident Field

With the increasing flow of data in telecommunication systems and the increasing
demand for faster data processing, there has been a renewed interest in modeling
various non-ideal effects of the conductors that interconnect the different subsystems.
The example discussed here is frequently found in reality. This example illustrates
two nonuniform interconnect lines, the first is excited by a trapezoidal voltage source
of delay T = 1 ns and the whole is excited by an external field of delay T ′ = 3 ns as
shown in Fig. 5.

For this example, we performed simulations with theMATLAB tool. The induced
voltage at the input of the 2nd victim line is shown in Fig. 6a. Also, the structure was
simulated with the PSPICE tool (Fig. 6a).

Comparing both results obtained by MATLAB and PSPICE tools, we observe
good agreement between them. Therefore, the proposed models of coupled and
nonuniform interconnects are verified.
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Fig. 5 Schematic of two nonuniform interconnect lines in the presence of an external field
−→
E

Fig. 6 Input voltage of the 2nd interconnect nouniform victim line, a MATLAB b PSPICE

4 Conclusion

Based on the FDTD method, we have modeled and simulated the electromagnetic
coupling between nonuniform interconnect lines loaded by nonlinear circuits, using
the telegrapher equations. The signal propagationmode is assumed to be quasi-TEM.
Thuswe have analyzed the validity of our algorithm implemented onMATLABusing
PSPICE in the case of the presence of external conducted and radiated disturbances.
The obtained results show a good agreement between the simulations performedwith
MATLAB and PSPICE. The proposed algorithm has been validated numerically with
different examples.
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Design and Experimentation
of an Automotive Diagnostic Tool
for Headlamp ECU Based on the UDS

Meryam El Mahri, Tarik Jarou, Ihssane Sefrioui, Sofia El Idrissi,
and Jawad Abdouni

Abstract An Electronic Control Unit (ECU) diagnosis provides information about
the behavior of the ECU, which in turn provides the overall health of the vehicle. In
this paper, an effectiveController AreaNetwork (CAN) diagnostic fault tool based on
the Unified Diagnostic Services (UDS) protocol is presented. The diagnostic system,
as the name implies, diagnoses the failures of the ECUs so that the maintenance per-
sonnel can accurately fix them. As the vehicle’s network has become more complex,
CAN diagnosis is now implemented as the most important feature of communica-
tion. The simulated diagnostic tool uses the UDS protocol to query the ECUs that are
connected to the vehicle network, more precisely the headlamp ECU. The diagnostic
data collected will then be saved in files.

Keywords The CAN protocol · The UDS protocol · Diagnostic tool · ECU

1 Introduction

The increasing application of in-vehicle electronic components makes it necessary
to use diagnostic systems to monitor and control parameters. Development, industry
and aftermarket are all areas that use diagnostic systems to perform their tasks.
A diagnostic system must therefore contain a protocol to connect the diagnostic
tools that designers, testers, and repairers use to verify diagnostic information. Each
protocol can be tailored to a single diagnostic system and vehicle components. These
systems require a great deal of effort to implement the protocol for a particular
diagnostic system.

The application of communication protocols such as FlexRay, CAN, and LIN
allows devices in the vehicle network to communicate with each other according to
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standards. Diagnostics identifies, verifies, and classifies symptoms to get a complete
picture of the root cause of a problem in a car. The detection, improvement, and com-
munication strategies applied to the abnormal operation of systems are controlled by
electrical and electronic devices. Therefore, the goal of diagnostics is to identify the
root cause of the abnormal operation so that a repair can bemade. In the development
cycle of an automotive system, diagnostic functions can be used in the development,
manufacturing and service stages.

The purpose of this diagnostic tool is to detect faults that have occurred within
the functionality (ECU). The UDS protocol has become the de facto standard in
automotive diagnostics. It is standardized as ISO15765-3 [1]. The diagnostic services
available in the UDS are grouped into functional units and identified by a one-byte
code (Service ID) [2]. Each service defines a request message, a positive response
message and a negative response message. Since UDS uses messages of variable
length, a transport protocol is required on layers with well-defined (short) message
lengths, such as CAN. The transport protocol divides a long UDS message into
chunks that can be transferred over the network and reassembles these chunks to
recover the original message. One of the main diagnostic functions is the reading of
diagnostic trouble codes (DTCs) [3].

1.1 Implementation of the UDS on the CAN Bus

TheUDS protocol onCAN as per ISO 14229-1 and ISO 15765-3 is used in this paper.
It sends the data packet to the UDS application layer based on the data received at
the application layer. The corresponding response is sent over the CAN network [4].
The international standard ISO 15765-3 contains specifications of how, for example,
a data frame, which cannot fit into a single CAN-frame, should be handled by using
segmented messages [5]. The Single Frame, the First Frame, the Consecutive Frame
and the Flow Control Frame all contain a data domain of 8 bytes. The data domain
consists of information and control data for the transmission protocol. The structure
of all kinds of CAN messages is shown in Table1 [6].

Table 1 Structure of UDS frames on the CAN bus

Frame type Byte 1 Byte 2 Byte 3 Byte 4–8

Single frame SF_DL SID Data 1–6

First frame FF_DL SID Data 1–5

Consecutive frame SN Data 1–7

Flow control frame FS BS STmin –
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Fig. 1 Simplified CAN network in the automotive industry

The components of the different types of frames are:

• SF_DL: indicates the length of the Single Frame on 4 bits.
• FF_DL: indicates the length of the First Frame on 12 bits.
• SN: indicates the sequence number.
• FS: indicates the state of the data flow.
• BS: indicates the size of the block.
• STmin: is the minimum time interval.

1.2 Diagnostics with CAN

The CAN is an asynchronous serial network protocol using a bus topology. It is the
most popular communication method in vehicles in recent years [7] (Fig. 1).

The CAN bus is a system for the current communication (real time) of control
units. It is not used for the direct connection of sensors or actuators, but only to link
controllers. In the case of the exchange of information via the CAN data bus, all data
is transmitted only through two wires. Both bidirectional conductors will carry the
same data, regardless of the number of control units and the amount of transmitted
data. Transmission of information through the CAN bus has meaning only when we
need to send a lot of information between multiple controllers [8].

2 Design of the Diagnostic Tool

2.1 Hardware Requirements

Our tool can be broadly divided into three parts represented in Fig. 2:

• Microcontroller board.
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Fig. 2 General architecture of the tool

• PC allows the programming of the code, allowing the sending of the frames as well
as the acquisition of the answers to these sent frames and the design of a graphic
interface.

• HLI module, the device under diagnostic.

Essentially, the main board is the one that receives the input signals from the
outputs via the CAN interface. These signals are transmitted via the USB port to
the PC. An Human-Machine Interface (HMI) resides on the PC that processes the
signals received from the main board or requests the main board to send various
CAN messages back to the HLI.

2.2 Soft Design

More andmore automotive electronic controlmodules are starting to useCANinstead
of the traditional K diagnosis (ISO 14230) because of its higher speed and reliability.
In order to unify the various on-board network diagnosis services, ISO established
a general diagnosis communication protocol, ISO 14229, also called UDS. On the
one hand, our tool, in the case of ECU failure, freezes the frame data and provides
real time warning through the negative response. The tool can provide an accurate
diagnosis in real time, as well as guarantee diagnostic information for after-sales
diagnostic analysis. Our system achieves the goal of optimizing the repair time by
facilitating the detection of faulty boards. Figure3 summarizes the diagnostic steps.

As discussed before, theUDSprotocol overCANoffers two types of transmission:

1. Single frame: for non-segmented messages that can fit into a single CAN frame.
The message contains 8 bytes or less.

2. Multiframe: contains the first frame and one or more consecutive frames.

Figure4 introduces the algorithms that explains those two sorts of transmission.

3 Experimentation and Results

The unit test can only guarantee that each function has the correct outputs. But it
cannot guarantee the correct interaction between the different functions. So it is
necessary to do a functional test of all the components. This test can verify the
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Fig. 3 Algorithm of the diagnosis of the system

Fig. 4 Algorithms for the transmission of single frame (a) and multiframe (b)
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Fig. 5 Diagram of the diagnostic tool of the HLI module

operation of the system as defined. In order to test and verify the functionality of the
developed tool, the system has been deployed and tested.

Figure5 shows the real-world environment of this diagnosis tool.
As described in the diagram above, our system includes:

• Computer that houses the application that allows first to establish communication
with the set consisting of the MCP2515 CAN Bus and the Arduino.

• Arduino assembly and the MCP2515 CAN Bus.
• Headlamp Interface (HLI) module considered as a device under diagnosis.
• Cables and wires.
• Module power supply which is fixed at 13V.

Several aspects of the system have been tested, but due to confidentiality, only a few
of these tests will be discussed in this section.

3.1 Read Serial Number

In order to read the SerialNumber of the ECU, it is necessary to pass by several
services.

3.1.1 Activate L’extendedDiagnosticSession

The ECU gives positive answer so the extendedDiagnosticSession is activated
(Fig. 6).
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Fig. 6 Activation of the extendedDiagnosticSession

Table 2 Frames allowing the reading of the serial number

Byte 1 Byte 2 Byte 3 Byte 4 Byte 5 Byte 6 Byte 7 Byte 8

0x10 0x0F 0x62 0xFD 0x10 0x3F 0x04 0x00

0x30 0x00 0x00 0x00 0x00 0x00 0x00 0x00

0x21 0x30 0x05 0x4F 0x82 0x04 0x01 0x10

0x22 0x40 0x01 0xAA 0xAA 0xAA 0xAA 0xAA

3.1.2 Access to the Service ReadDataByIdentifier

We are now in the extendedDiagnosticSession, therefore we have the right to read
the static information of the ECU, for example, the Serial Number. We must first
access the ReadDataByIdentifier service.

To activate the service of ReadDataByIdentifier, we send the following frame:

0x03 0x22 0xFD 0x10 0x00 0x00 0x00 0x00.

Once we send this frame, we receive the following frames (Table2).
The First Frame beginning with 0x10, is the First Frame.The second byte of the

First Frame defines the size of the data that one wishes to read. As the second byte
is equal to 15, our data will be represented on 15 bytes beginning from the next byte
until the end of the First Frame. The second received frame is the Control Flow
Frame. It begins with 0x30 and the remainder of this frame is put back to 0x00. The
nine bytes which constitute the remainder of the Serial Number are introduced by
the two frames begun by 0x21 and 0x22. The remainder of the last one is filled by
0xAA (Fig. 7).
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Fig. 7 Reading of the serial number of the HLI module

When we finish the diagnosis of our module, we can export the received frames
to Excel. The Excel file generated will have the name of the day we performed the
diagnosis.

4 Conclusion and Perspectives

The details of the hardware and software construction of the tool, which interfaces
and communicates directly with the CAN bus and performs diagnostics based on the
UDS protocol, were presented. The frames extracted from the ECU can be exported
to an Excel file for saving. The purpose of this tool is to verify and validate the
functionality of the control systems.

As an outlook, future work should enhance the ability to perform an enhancement
of this diagnostic tool to perform HLI module testing and real time monitoring of
test data in the testing process to further improve the automation capabilities of the
system. It can also be enhanced by adding the diagnostic option for more ECUs
connected to the virtual vehicle network by implementing more UDS diagnostic
services, dedicated to each ECU.
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Design and Experimentation
of an Automatic Communication Tool
for Automotive Cards

Ihssane Sefrioui, Tarik Jarou, Meryam El Mahri, Sofia El Idrissi,
and Jawad Abdouni

Abstract The present study has allowed the realization of an automatic communica-
tion tool for electronic modules such as BCM and smart junction boxes. We propose
a platformwith a graphic interface developed by the C# language to achieve commu-
nication via the Controller Area Network (CAN) and Unified Diagnostic Services
(UDS) based on vector devices. This tool is designed to connect or disconnect to
the electronic automotive part and to allow sending periodic frames to visualize the
responses of the card in real time.

Keywords Controller area network (CAN) · UDS protocol · Automotive card

1 Introduction

In passenger cars, the automation industry uses CAN for vehicle engine manage-
ment as the in-vehicle engine management network (IVN). This application includes
managing the engine, the body electronics such as the door, the roof control, the AC,
and the car lightning. The European and the American car manufacturers are using
CAN-based IVNs [1].

The industrialization of the Body Control Module goes through several steps and
tests; among these tests, we have the functional test, which allows testing the good
functioning of these BCM before integrating them into the vehicle. To realize this
test, it is necessary first of all to succeed in the communication with our BCM, to be
able to diagnose it and to carry out the tests of several functionalities of the module.

This paper presents a realization of a communication tool that allows communi-
cation with the BCM to diagnose and test it. We started by describing our proposal
tool, both hardware and software parts. After that, we detailed the design part and
we finished by representing the experimentation results of our communication tool.
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The communication protocol CAN, ISO 11898, describes how information is
passed between devices on a network and conforms to the Open Systems Inter-
connection (OSI) model defined in terms of layers [2]. The actual communication
betweendevices connected by the physicalmedium is definedby themodel’s physical
layer [3]. The ISO 11898 architecture defines the lowest two layers of the seven-layer
OSI/ISO model as the data-link layer and physical layer [4, 5].

The UDS protocol is the most universal and suitable for the widest possible range
of projects. In particular, it allows the ECU reprogramming [6] and is designed for
offline diagnosis of vehicle malfunctions in a service station. For our tool, we choose
to implement the UDS protocol.

The protocol UDS is a communication protocol specified in the ISO15764-2
and ISO14229 for ECU diagnostics [7]. Diagnostics of the ECU based on UDS
are performed using standardized communication over the CAN bus. Basically, the
client sends a predefined request, and the ECU responds with a predefined answer.
The request and answer consist of a series of bytes (byte string) [8].

2 Description of the Proposed Tool

The proposed communication tool represents a connection of hardware devices
and software applications to manage messages exchange. The hardware part of the
communication tool comprises the following devices:

• CANCaseXL is a device from the company “Vector”. Using the CAN protocol
allows: the sending and receiving of data frames, detection and generation of error
frames, and time synchronization.

• The role of the fictive load is to transform the frames that arrive from theCANCase
into signals to communicate with the automotive card.

• The power supply is used to supply electricity to other electrical devices. It is
fixed on 12.5 V.

• We aim to realize a generic application that can communicate with several
automotive cards of brands such as BCM and smart junction box (Fig. 1).

Our system should initialize the driver, set up channels, and transmit and receive
messages to succeed in the communication. Figure 2 describes the global software
architecture of our communication system.

Figure 3 describes the steps followed to connect the automotive card and the
application using CANCase.
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Fig. 1 Hardware part of the
experimentation

Fig. 2 Software part of the experimentation

3 Design of the Communication Tool

The logic part consists of developing a well-structured algorithm broken down
into interfaces that inherit from the classes; these last ones contain methods of
initialization, communication, and deactivation of the drivers….

Concerning the driver, we will work either with the CANCase tester driver or with
the ESD tester driver.

Initialization: During the development phase, the first part of generating a communi-
cationmodule is to initialize the driverwithwhichwewill launch the communication.

We started by developing a function responsible for the initialization phase.
Figure 4 shows the different objectives of the function.

Transmission of amessage: Amessage is a frame of data. Sincewe have developed a
communication algorithm via the CAN protocol, this message will consist of several
fields.

Our transmission systemwill bemanaged by a function called “Send_Msg”which
includes the following tasks as Fig. 5 presents.

Reception of a message: The reception message is also a frame of data to allow
receiving a frame of the electronic automotive part; we developed a function that
allows recovering all the data sent by the part.
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Fig. 3 Communication
diagram by the CAN
protocol

Fig. 4 Initialization of the
communication tool



Design and Experimentation of an Automatic Communication Tool … 407

Fig. 5 Transmission of a message on the communication tool

We have developed several functions that allow retrieving the message from
the transmission according to the need. The first two functions developed are
“ReceiveMsg()” and “ReceiveFiltredMsg”.

The difference between them is the result of the return and the input parameters.
One contains an identifier filter of the frames of the reception, and the other one
contains no input parameters.

Generally, the two functions perform the following tasks described in Fig. 6.
Our tool should, first of all, communicate with the CANCase hardware. It needs

a software interface that acts as an intermediary between the system and the external
device; it is the CANCaseXL driver, also called “Vector Hardware Configuration”.
Using this driver, we can configure our application and the transmission channels.

Fig. 6 Reception of a message on the communication tool
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4 Experimentation and Results

4.1 Experimentation Procedure

To test the reliability of the application, we have to go through several steps. This part
of the test procedurewill describe the steps for connecting and powering the hardware
to make the application ready for communication. Then, a list of test modules will
be listed in the verification phase to demonstrate the software connection scenario.
Below are the tasks that must be followed to launch the communication tool:

• Power the automotive electronic part by linking these connectors with the ground
and the power source.

• Connect the CANCaseXl equipment with the CAN bus.
• Connect the two wires of the CAN bus to the connectors of the C1A automotive

card.
• Connect our communication tool with the CANCaseXl equipment via its USB

port.

4.2 Experimentation Result and Interpretation

During the realization of our application,we have dealtwith twomain parts (hardware
and software), each of which generates its part of errors, so we have to perform a set
of tests and verifications to find the right solution.

This part will present a list of test modules, test scenarios, and results obtained
from Table 1.

Configuration interface: This interface connects or disconnects the application to
the electronic automotive part. It allows displaying the type of the initialization result,
either OK or NOK (Fig. 7).

Communication interface: This interface allows sending and receiving frames. It
ensures communication with the automotive card. It manages the threads that allow
avoiding the blocking of the application at the time of the test to visualize the results
in real time. In addition, it allows sending periodic frames to prevent the automotive
card from entering the sleep mode (Fig. 8).

Table 1 Testing and verification

Test module Test scenarios Status

Application and drivers Configure the driver OK

Data management Extract and display the message on the graphical interface OK

The connectors Test the connectors OK

CAN connection Activate and choose the appropriate channel OK
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Fig. 7 “Configuration” interface

Fig. 8 “Communication” interface

5 Conclusion

Successfully communicating with the automotive card and allowing messages to be
sent and received is the initial step in diagnosing and testing the automotive card
when it is out of adjustment.

One of the main steps in the production of automotive cards is the functional
testing of these cards. It is carried out by specific machines for each type of card
which is too expensive. This test is performed by executing and simulating functions
such as window opening, rain sensor, central locking, windshield wiper…. For most
factories, it is difficult to perform this test for start-up projects. Therefore, a test and
diagnostic application suitable for any card will be cost-effective. The tool realized
in this paper represents the initial phase of communication that can be completed to
achieve a successful functional test and diagnostic tool for automotive cards.
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Portable Ultrasound Sensors System
for Breast Cancer Early Diagnosis

G. Zaz, M. Zekriti, and L. Fakri-Bouchet

Abstract This paper gives a description a new portable system for the detection and
prediction of breast cancer prognosis. This system is composed of a set of ultrasonic
transducers mounted on a flexible support. The transducers measure the Speed of
Sound (SoS) and attenuation from the density and stiffness of the tissues. Due to this
property, the proposed system can accurately detect the nature of the breast tumor.
As known, the speed of sound in the tissues is temperature-dependent; thus, to ensure
the reliability and the accuracy of the measurement, the proposed system will also
measure the local temperature of the tissue based on the spectral components of
the same ultrasonic transducers. This device uses artificial intelligence in cancer
diagnosis, which reduces relatively the margin of error.

Keywords Breast cancer · Ultrasonic transducers · Artificial intelligence (AI)

1 Introduction

Breast cancer is one of the major health problems in the world. In Morocco, it is the
most prevalent cancer in women. It is the first cancer among women both in terms
of incidence and in terms of mortality and the third of all registered cancer cases.
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According to the 2020 edition of Oncohighlights [1], in Morocco, over 48% of new
cancer cases were diagnosed in 2019. Sixty-five percentage of cancers affect women
versus 35% for men.

Breast cancer is the most common form of cancer in women in Morocco 35%,
followedby cervical cancer (11.2%), thyroid cancer (8.6%), colorectal cancer (5.9%),
and ovarian cancer (4.3%). In 2019, 10,414 new cases of breast cancerwere identified
in the kingdom.

In 2030, this figure will rise to 16,018, according to forecasts by the Greater
Casablanca Registry (RCGC). In 2004, this figure was 5465. Women aged 45–49
are the most affected, and it is the leading cause of their death. Breast cancer is the
leading cause of cancer mortality among women in Morocco, causing nearly 3700
deaths per year [2].

The increase in mortality is also due to limited access to medications; lack of
access to diagnosis and lack of wider use of multi-modality treatment from preven-
tive examinations and medical imaging such as mammography (MMG), ultrasound
tomography (UT) and computed one (UCT), or magnetic resonance imaging (MRI),
etc. These most common breast cancer detection modalities are generally limited
by radiation exposure, discomfort, high costs, inter-observer variabilities in image
interpretation, and low sensitivity in detecting cancer in dense breast tissue. All of
these imaging systems simply provide images of pathologies in the human body.
They do not characterize any features.

Moreover, in rural areas of Morocco where access to mammography is limited, a
portable breast ultrasound screening will be able to offer the benefits of tomography
at low cost, without ionizing radiation, without contrast agents and with minimal
impact on the clinical workflow.

2 Background

2.1 Techniques of Breast Cancer Detection

There are several techniques for detecting breast cancer. The first is X-ray mammog-
raphy, which provides images of the entire breast volume after compression of the
breast [3]. This examination has been considered the most effective way to detect
and diagnose breast cancer. However, the number of cancers that escape detection by
mammography is significant, especially in youngwomenwith dense breasts. In addi-
tion, mammography may lead to unnecessary biopsies due to its low specificity [4].
In this case, biopsies not only increase costs, but also put patients under emotional
pressure. Magnetic resonance imaging (MRI) has also been recommended by the
American Cancer Society (ACS) for breast cancer screening in women at very high
risk. Although very effective, MRI is expensive and can be risky because of the
contrast media required.
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As a complementary screening modality to X-ray mammography and MRI, the
ultrasound tomography can be used. This technique allows the volume of the breast to
be inspected with an acoustic probe manipulated by an operator in order to establish
a more precise diagnosis of the nature of the objects detected. The use of this tech-
nique is constantly being improved. Studies have also shown that the use of ultrasound
images increases the detection rate of any type of cancer by 17%compared to conven-
tional techniques [5]. Unlike mammography, ultrasound imaging is essential for the
examination of young women under 35 years of age (glandular and therefore dense
breasts) [6]. It also has the advantage of being inexpensive (compared to MRI), non-
restrictive (no compression of the breast) and non-irradiating (no ionizing radiation).
However, ultrasound imaging is limited by various factors: partial views, difficulty
in reproducing the results accurately by the same (operator-dependent nature of the
examination) and in conferring a quantitative character to the images.

In addition to the most commonly used diagnostic breast imaging examinations
(MMG,MRI and US), there are other imaging modalities under development, which
will play an increasingly important role not only in diagnosis but also for therapy
[7].

To the same end, the authors of this paper propose a new non-invasive, painless,
and three-dimensional imaging system to improve breast cancer detection. Using
ultrasonic probes, this system allows accurate and real-time 3D imaging of the entire
breast interior, independent of the operator. By extracting quantitative parameters
from the breast tissue, this system can distinguish a malignant and benign one.

2.2 Ultrasonic Solutions for Breast Cancer Detection

The most common form of ultrasonic transducers is a piezoelectric crystal. These
elements can be used either as a transmitter or as a receiver. These are available with
operating frequencies ranging from 20 kHz to 2 GHz.

In reflectionmode, anultrasonic pulse is transmitted throughultrasonic transducer.
The pulse generates acoustic pressure waves that propagate through the medium and
interacts with changes inmedium. The reflected signals are returned to the transducer
where the received echoes can be back projected to create an image of the medium
[8]. In transmission mode, the transmitter generates a continuous output, the echo of
which is detected by a separate receiver, on opposing sides of the media of interest
[9].

The transmission of acoustic signal can be used to extract certain quantitative
characteristics of breast tissue that help in diagnostic evaluation. For this purpose,
new practices have emerged, for example: sono-elasticity and elastography tech-
niques extract elastic properties of tissues from Young’s modulus, shear modulus,
or shear wave velocity by measuring the velocity displacement of tissues subjected
to a low-frequency vibration [10]. A disadvantage of these techniques is that the
diagnosis is strongly related to the mechanical properties of the tissue [11]. An
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alternative solution is currently recommended. This technique is based on the propa-
gation of longitudinal waves in the tissue to measure the Speed of Sound (SoS) [12].
The SoS of the acoustic wave between the transmitter and receiver is obtained by
counting the time elapsed between the beginning of the transmission and the end of
the reception, defined as the time-of-flight (TOF) [13]. In addition to this technique,
changes in ultrasonic wave amplitude can indicate tissue attenuation [14]. It has
been shown that the SoS and attenuation measurements combined to the reflected
ultrasonic image have great potential to distinguish benign and malignant tumors
with high accuracy. The ultrasonic image provides some criteria of breast nodule,
such as surrounding tissue, shape, margin contour, and lesion boundary [15]. The
SoS and attenuation measurements provide meaningful acoustic characteristics to
estimate breast tissue density and stiffness which can help the clinicians to detect
abnormalities and anticipate future development of breast cancer. Indeed, tumors are
stiffer than their surroundings, especially when cancerous: SoS is about 3% faster
through malignant tumors than through surrounding healthy tissue and 1.5% faster
through benign tumors [14].

Several research projects are therefore being conducted to develop and improve
this technique. For example, the ultrasound computer tomography (USCT) system
reconstructs the SoS and attenuation maps from transmission measurements based
on a large number of transducers located around the inspected tissue and immersed in
a tank of degassed water. The ultrasound waves are transmitted along several angular
directions to obtain a 3D image of the observed tissue [16, 17]. Apart from this tech-
nique, there are few ultrasonic systems that are currently undergoing clinical trials
or news preclinical research. These include Quantitative Transmission Ultrasound
Tomography (QT) Ultrasound’s QT Scanner 2000 [18], Delphinus Medical Tech-
nologies’ SoftVue System [19], and Mastoscopia’s Multimodal Ultrasound Tomog-
raphy (MUT) Mark II System [16, 20]. The objective of all these systems is the
same: the complete detection of breast cancer. However, they operate with different
center frequencies, with different numbers and positions of the transducer elements
and different ways to construct 3D ultrasonic image.

2.3 Artificial Intelligence for Breast Cancer Detection

Artificial intelligence (AI) is at the heart of the medicine of the future with numerous
applications such as telemedicine, intelligent prostheses, personalized treatments,
and diagnostic assistance. For the last ten years, AI has experienced a considerable
growth thanks to the emergence of new deep learning algorithms, made possible
by the massive amount of data and the computing power available through GPU
computing. This approach is based on neural networks (NN), a large amount of data
and proceeds by machine learning. The objective is to search for regularities in the
data in order to extract knowledge. Very recently, remarkable improvements in breast
cancer risk prevention have been achieved [21] using a mammography-based deep
learning algorithm [22]. Note that the relevance of these approaches in breast cancer
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risk prevention is highlighted in [23]. Considering the performances of deep learning
algorithms using mammography images, it seems to us very relevant to develop a
new approach based on ultrasound imaging using the newmedical devices presented
above.

3 Novel System for Breast Cancer Early Diagnosis

3.1 The Interest of the Ultrasonic System

Common disadvantages of previous systems include limited penetration distance
of the ultrasonic wave and inflexible scanning methods. Thus, these solutions are
primarily applicable for standard breast shapes and cannot be adapted to other parts of
the human body which are not easily submersible. In addition, the temperature varia-
tion aspect is not taken into account, which reduces the accuracy of themeasurement.
All of these disadvantages, however, can be mitigated and even overcome.

This solution, presented in this paper, is composed of a set of very thin ultrasound
transducers deposited on a flexible substrate. The flexible aspect allows the device
to adapt to different breast shapes. Thanks to the SoS and the attenuation maps,
combined with a reflected 3D image, the device detects the presence of a nodule and
extracts its features (malignant or benign).

Thanks to the multi-physics aspect of the device, the local temperature of the
tissue is also measured in order to improve the reliability of the diagnosis.

This innovative system allows collecting, communicate remotely and interpret
the available information in real time. Thanks to an intelligent algorithm based on
neural network, the device can help in the clinical decision-making.

3.2 Transduction Elements Design

The proposed system uses an array of transmitted and reflected ultrasonic transducers
fixed on flexible support. Conventional ultrasonic transducers are usually made of
several layers of material: an active element (piezoelectric disk), a backing element,
and a delay line, all acoustically coupled together. In our case, the transducers possess
the same multilayer structures composed of piezoelectric elements welded on one
surface to a golden electrode. An aluminum layer is deposited on the second surface
as an electric input and output electrodes. Then, a thin layer of glue welds the whole
system to a delay line, which is a cylindrical silica rod (6 mm in diameter and 2 mm
in height). Finally, an epoxy resin acts as a backing medium [24] (Fig. 1).

The transducers have a diameter of 1 cm and a thickness up to 4 mm. The trans-
mitting transducer emits a broadband pulse with a center frequency of up to 2 MHz
(f 1). At the same time, the reflected elements operate with a center frequency of
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Fig. 1 Structure of the proposed transducer

Table 1 Thickness of the
transducer layers

Parameters Thickness

Piezoelectric (LiNbO3) d1 = 1.5 mm for f 1 = 2 MHz; d2 =
750 µm for f 2 = 4 MHz

Silica (SiO2) d3 = 2 mm

Aluminum 20 µm

Gold and chrome Some µm

up to 4 MHz (f 2). The center frequency is an important component of ultrasonic
systems as a higher central frequency improves the resolution of the reflection mode.
The central frequency of the transducer changes according to the thickness of the
piezoelectric element (Table 1).

3.3 Operating Principle

The ultrasonic system uses transmitted transducers to generate the SoS and attenua-
tion maps, while the reflected transducers generate the reflection image. To perform
these measurements, transducers are excited with a pulse of greater bandwidth to
increase the SoS image accuracy (Figs. 2 and 3). Indeed, bandwidth is essential in
ultrasonic systems as a larger bandwidth will result in a shorter transmission pulse
(time domain), which is more easily recognized for travel time estimation in SoS
imaging [16]. After excitation, transducers emit a planarwave one by one.When only
one element is exited the others record to generate reflection, SoS, and attenuation
images and provide an image of the breast volume.

Before manufacturing the transducers, the development of accurate numerical
tools is important to model the behavior of the acoustic wave in the multilayer
structure. Nevertheless, interesting results can be obtained by modeling the samples
as infinite plates subjected to incident plane waves. Using the transfer matrix related
to each layer considerably simplifies the modeling [25].

Figure 4 shows series of echoes; the first echo corresponds to the piezoelectric
excitation. Then, for each reflection of the acoustic echo at the interface (delay
line/tissue), the wave undergoes a reduction of its amplitude and a phase shift (of
π /2). The time interval between echoes corresponds to the delay line thickness. The
second series of echo is a reflection of the first series of echoes on the surface of
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Fig. 2 Normalized pulse

Fig. 3 Frequency spectrum
of the pulse

the nodule. A primary cause of the first echo attenuation is mainly related to the
contact (gold/chrome/glue layers) between the piezoelectric element and the delay
line. From the time interval between different series of echoes, it can be possible to
locate the position of the nodule and measure the velocity and attenuation within the
breast nodule.

The temperature dependence of the SoS is an important parameter. To ensure the
reliability of themeasurement, the devicemeasures the local tissue temperature based
on the spectral components of the same ultrasound transducers [26]. The diagnostic
protocol thus takes into account the global parameters influencing the diagnosis. This
aspect of the device will be discussed in detail in a future paper.

To help in the decision, an AI algorithm for early diagnosis of breast is being
developed. More precisely, we propose a nodule classification system based on an
artificial neural network. The artificial neural network can classify nodules based
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Fig. 4 Propagation of the ultrasonic waves in the transducer/tissue mediums

on three morphological features representing the shape, edge characteristics, and
darkness of a nodule, as well as the speed of sound in the nodule and its temperature.
The constructed model will be tested on a set of simulated data collected from the
ultrasonic device and from a database of images of histologically confirmed cases,
containing benign and malignant nodules. This database will be provided by the
radiology department of the Centre Hospitalier Universitaire Hassan II (CHU) of
Fez, Morocco.

4 Discussion and Conclusion

This research work aims to contribute to the efforts led more globally and more
specifically inMoroccowith the help of the Lala Salma Foundation (RCGC: Registre
des Cancers du Grand Casablanca) to find a solution for the early diagnosis of breast
cancer accessible to all patients regardless of geography or socio-economic status.

This paper focuses on the development and miniaturization of a flexible ultra-
sound detection system. The proposed system is an array of ultrasound transducers
(transmission and reflection) fixed on a flexible support. This system is non-invasive,
painless, non-ionizing, and inexpensive. The transmission transducer emits a broad-
band pulse with a center frequency up to 2 MHz. At the same time, the reflected
elements operate with a center frequency of up to 4 MHz. Thanks to the multi-
physics aspect of the device; the local temperature of the tissue is also measured to
improve the reliability of the diagnosis.

The developed system will use all strategies offered by AI tools: artificial neural
networks: CNN used for US images and RNN used for signal processing.

This system represents a promising challenge and needsmore research to improve
its performance. In the future, it will play an important role in the early detection of
breast cancer.
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Cough Detection for Prevention Against
the COVID-19 Pandemic

Btissam Bouzammour, Ghita Zaz, Malika Alami Marktani, Ali Ahaitouf,
and Mohammed Jorio

Abstract This paper proposes a novel and robust technique for remote cough recog-
nition for COVID-19 detection. This technique is based on sound and image analysis.
The objective is to create a real-time system combining artificial intelligence (AI)
algorithms, embedded systems, and network of sensors to detect COVID-19-specific
cough and identify the person who coughed. Remote acquisition and analysis of
sounds and images allow the system to perform both detection and classification
of the detected cough using AI algorithms and image processing to identify the
coughing person. This will give the ability to distinguish between a normal person
and a person carrying the COVID-19 virus.

Keywords COVID-19 · AI algorithms · Cough detection · Embedded systems ·
Sensor fusion · Real-time processing
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1 Introduction

The world has suffered greatly from the consequences of the coronavirus on our
lives. The rapid spread of this pandemic continues to disrupt the balance of the
world, making any attempt to limit the spread of the virus one of the most important
priorities to be taken seriously.

Many research groups are trying to find a solution to this pandemic by using AI to
recognize the cases of COVID-19 quickly. The main goal is to distinguish this virus
from other similar pathologies by listening to a person’s voice when coughing.

Imran et al. [1] conducted a preliminary study to detect COVID-19-related coughs
collected with smartphone applications, where a combination of deep patterns was
trained from 48 patients who tested positive. Chloe et al. [2] used Web-based appli-
cations to download the population’s coughing sounds along with their demographic
data and medical history to develop a machine learning algorithm based on voice,
breath, and cough sounds. Gökcen et al. [3] develop an AI-based mobile application
to COVID-19 by real-time cough measurement. A public data set was used, features
(MFCC features, status, gender, respiratory condition, fever muscle pain, and status)
were selected, and they applied deep learning algorithm for classification. Themodel
provided an accuracy of 79%. Erdoğan et al. [4] propose a study to develop a system
able to detect COVID-19(+) patients from the acoustic data of cough. Data has been
selected from free access site. The feature extraction has been done by a traditional
approach using the empirical mode decomposition and the discrete wavelet trans-
form, and the feature selection was applied with the ReliefF algorithm. An accuracy
of 97.8%was obtained. Tena et al. [5] have developed amodel based on the automatic
diagnosis of COVID-19 from automatic extraction of cough characteristics. Autoen-
coder was implemented for extraction features, and supervised machine learning
algorithm was applied. The model provided an accuracy close to 90%.

This paper presents a novel technique to detect the presence of COVID-19 cough
through smart technologies using visual and sound methods to be able to detect and
identify any person carrying this virus. The rest of the paper is organized as follows.
In Sect. 2, coughing detection audio estimation is described. Section 3 presents the
coughing detection pose estimation technique. Section 4 gives experimental results
of the proposed solution. Finally, the paper is concluded in Sect. 5.

2 Coughing Detection Audio Estimation

The proposed algorithm is illustrated in Fig. 1. The system consists of four
main components: data segmentation, features extraction, classification, and data
separation.
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Fig. 1 Cough sound detection process

2.1 Data Segmentation

The dataset is labeled as cough and no-cough with a duration of 4 s that was chosen
experimentally. The cough class contains the sound of pure cough, and the no-cough
includes any sound except cough (environment, clear noise, speech …).
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2.2 Feature Extraction

Using the librosa python library, four features of the audio files were extracted.
These features are Mel frequency cepstral coefficients (MFCC), Short-Time Fourier
Transform (STFT), Chroma, and Contrast.

• Mel frequency cepstral coefficients (MFCC): It is a widely used feature in
automatic sound recognition. It is the result of the real short-term log-cosines
transformation of the energy spectrum, expressed by the Mel frequency scale [6].
The original sound is pre-processed by a pre-emphasis filter and a bandpass filter.
Then, the pre-processed signal is segmented into frames and a window is added.

• Short-Time Fourier Transform (STFT): It is performed on each frame, and the
spectrum is squared. Then, the result is filtered by a bank of filters Mel filters to
obtain an energy adapted to human frequencies (Mel Energy). The logarithm of
the Mel energy is used. Then, a Discrete Cosine Transform (DCT) is performed.
Finally, the MFCC are obtained.

• Chroma: Chroma or chrominance vector is a 12-element feature vector indicating
the amount of energy in each pitch class, which identifies the property that allows
the classification of the sound on a frequency-related scale, and the energy of
each frequency is represented by a color [7]. The blue color corresponds to a
low amplitude, and the more vivid colors (such as red) corresponds to amplitudes
progressively stronger.

• Contrast: The contrast characterizes the light distribution of an image [8]. Visu-
ally, it can be interpreted as a spread of the histogram of brightness of the image.
A high contrast image has a good dynamic distribution of gray values over the
entire range of possible values, with clear whites or deep blacks. On the contrary,
a low contrast image has a low dynamic range, with most pixels having very close
gray values.

2.3 Classification

Convolutional Neural Network (CNN) is a machine learning technique inspired
by the structure of the brain. It comprises a network of learning units called neurons.
These neurons learn to convert input signals (in our case the spectrogram image of
the cough) into corresponding output signals (the label “cough”), forming the basis
for automated recognition.

A CNN architecture is made of a succession of processing blocks allowing to
extract the features that discriminate the image class from the others. A treatment
block consists of [9, 10]:

• Convolution layer (CONV), which processes the data from a receiver field, it is
used to extract the different characteristics of the input images.
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• Activation layer (ReLU), it is a non-linear activation function, which replaces all
negative values received as inputs by zeros.

• Pooling layer (POOL), it allows to compress the information by reducing the size
of the intermediate image, to improve network efficiency and avoid overlearning.

• Grouping layer (Flatten), which allows the grouping of feature maps in vector
columns.

• Fully connected layer (FC), which allows to classify the input image of the
network. It returns a vector where each element indicates the probability for the
input image belongs to a class.

2.4 Data Separation

The general principle of audio classification systems includes two stages [11]:

1. A learning stage which can be seen as a development phase leading to the
implementation of a classification strategy.

2. A testing stage bywhich the performance of the classification system is evaluated.

In general, a system is ready for real use only after a succession of learning and
testing steps that allow the implementation of an efficient classification strategy.

2.5 Performance Evaluation

After training the model, the results obtained are observed and the training char-
acteristics are varied in order to increase the accuracy rate and decrease the error
rate.

The model should perform as well on the training data as on the validation data.
This is the ideal case; it means that the model is efficient and recognizes the images
it knows as well as those it has never seen.

3 Coughing Detection Pose Estimation

To indicate the movements of a person with the camera, this paper proposes to use
the “multi-person pose estimation” model that detects the main points in the human
body, knowing that in general a person who coughs places his hand or his elbow
facing his mouth [12]. The developed algorithm calculates two indexes indicating
whether a person is coughing or not. All the details are given bellow.
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Fig. 2 Presentation of the
“multi-person pose
estimation” model indices
[12]

3.1 Multi-person Pose Estimation

The multi-person pose estimation model is a model that estimates the position of the
18 points (x, y) of P0–P17 in a 2D plane [13], where we can distinguish different
points in the body such as elbows, knees, neck, shoulders, hips, and chest.

A person who coughs makes specific gestures and movements and then makes a
coughing sound. The first reaction is to move the hand toward the mouth (right or
left hand) and sometimes the whole arm toward the same sound outlet (the mouth)
(Fig. 2).

We defined two main indices:

Index_R for the right side:
d5,6 + d6,7
2 ∗ d0,7

(1)

Index_L for the left side:
d2,3 + d3,4
2 ∗ d0,4

(2)

Each index uses the distances between different points. These are calculated from
their coordinates (x, y), in order to propose an equation that allows us to define a
cough threshold.

3.2 Threshold Validation

The idea was taken from a project on wink detection by Soukupova and Cech [14]
who were able to validate the results by using the SVM model to have a threshold.
The latter was also based on distances between specific points in the eye.

The same steps are used to validate the final index threshold in the next section.
To find a threshold that indicates the existence of cough, we first collect data to

build a dataset, then apply a classification to obtain the threshold of detection of
cough that we will integrate in our program, and finally make tests.
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3.3 Dataset

To collect a real database, the first step was to use a video of a person coughing and
another video where the person is not coughing, and then we store the values of the
two indices (Index_R and Index_L), as shown in Figs. 3 and 4. For this purpose,
the stored videos were cut in 60 frames per second in order to process each frame
(Frame by Frame), as we aim to increase the accuracy of the results. The results are
stored in an Excel sheet (.xlsx) to facilitate classification.

From Figs. 3 and 4, we can visualize the margin or the person coughs, and for
both indices, the next step is to apply a classification algorithm to properly indicate
and validate the chosen threshold, based on the Support Vector Machine.

Fig. 3 Presentation of
Index_L

Fig. 4 Presentation of
Index_R
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3.4 Support Vector Machine

Support Vector Machines (SVM) are a class of learning algorithms initially defined
for discrimination. They have been then generalized to the prediction of a quantitative
variable. In the case of discrimination of a dichotomous variable, they are based on the
search of the optimal margin hyperplane which, when possible, correctly classifies
or separates the data while being as far as possible from all the observations. The
principle is therefore to find a classifier, or a discrimination function, with the highest
possible generalization capacity (predictive quality) [15]. The choice of this model is
motivated by non-negligible technical constraints, and SVM present in practice very
good performances, it is able to provide good classification performances from a
reduced number of learning examples while acting in very high dimensional spaces.
We apply the SVM algorithm and repeat it until the final accuracy increases to 1.0,
where the two index thresholds are: Index_L = 1.23 and Index_R = 1.23.

3.5 Performance Evaluation

To detect the person who coughs, the program must indicate the values of the two
indexes (Left, Right):

• If Index_L ≥ 1.23 OR Index_R ≥ 1.23 → it’s a coughing person.
• Else if Index_L < 1.23 and Index_R < 1.23 → it’s a non-coughing person.

4 Results

4.1 Audio Detection

The proposed architecture consists of four convolution layers, followed by pooling
layers. The activation function (ReLU) [10] is performed with the convolution and
finally a fully neural network layer for classification. The accuracy of learning and
validation increaseswith the number of epochs, i.e., the number of times an algorithm
uses the dataset, this reflects that at each epoch the model learns more information.
Similarly, the learning and validation error decreases with the number of epochs.
There is no evidence of over-training or under-training, so the model has done the
training well and can generalize on audio files that it has never seen.

The result of our model is as follows:

• A “waiting for detection” message is displayed when the program is executed.
• A “cough detected” message is displayed when the cough is identified.



Cough Detection for Prevention Against the COVID-19 Pandemic 429

Fig. 5 Real-time results

This model has been developed using a TOSHIBA PROTÉGÉ laptop. It is charac-
terizedby:Windows10Professional x64, Intel(R)Core (TM) i7CPU2.70–2.90GHz,
16 GO, and 237 Go SSD.

The model achieved an accuracy of 95.90% in one hour, 31 min, 34 s, with a
learning error rate of 3.9472%.

4.2 Image Detection

To visualize the program results, the desktop camera is used. And the result is
displayed in the video in real time, either Coughing or Good State as shown in
Fig. 5.

The estimated time during the processing of a single image was between 0.3 and
0.5 s depending on the number of persons on the image. The estimated time during
processing of each frame of the video was between 0.7 and 0.85 s depending on
the condition of the person as well as the quality of PPI (Pixel Per Inch) and the
resolution of the video (most of the time the tests are done by our computer camera).

5 Conclusion

This paper proposes an intelligent system capable of identifying one of the most
common symptoms of COVID-19 (cough). The design of this system was carried
out in several stages based on 2 main components: The first one allows to detect
the sound of the cough, and the second one allows to locate the person who coughs.
During this study, significant results are obtained. These results were presented and
interpreted to show the effectiveness of the proposedmethods. This progress gives the
possibility to integrate this system in another more powerful system which includes



430 B. Bouzammour et al.

the detection of other symptoms of COVID such as body temperature and respiratory
rate detection in order to give a more accurate diagnosis for carrying the COVID-19
virus.
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Impact of Grid-Connected Photovoltaic
System in the Power Quality
of a Transmission Network

M. Dib, A. Nejmi, and M. Ramzi

Abstract This article presents the results of the impact study on the high-voltage
(HV) transmission network of a 40 MW PV plant connected to the high impedance
Moroccan HV network. The analysis of the power plant’s behavior at the connection
point includes the calculation of the active and reactive power flux and the harmonics.
The simulation results from the Electrical Transient Analyzer Program (ETAP) soft-
ware showed the influence of the short-circuit power of the network and the type of
inverter on the harmonic ratio at the connection point of the photovoltaic (PV) plant
with the HV network. The study recommends installing a low-pass filter to reduce
harmonic distortion at the short-circuit power (PCC) connection point.

Keywords Renewable energy · Photovoltaic power plant ·Harmonic ·HV network

1 Introduction

Renewable energy sources are becoming an increasingly important part of the global
energy mix. Morocco is no exception to this trend because it has a particularly rich
potential compared to other countries.

A series of medium-sized PV plants (20–40 MW) are planned in Morocco’s solar
energy program.

However, the structure of the existing HV and medium voltage (MV) networks
needs to be changed in order to effectively manage the integration of these renewable
energy sources [1–6].

High penetration of photovoltaic systems will certainly have consequences for the
operation of the electricity grid. However, the performance of PV systems connected
to the grid can be affected due to the intermittent nature of PV, its high penetration,
and the presence of nonlinear loads in the distribution system [7–9].
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The energy quality problems encountered in the grid-connected PV system are
slow and fast voltage fluctuations, overvoltages, imbalance, and harmonics [10–12].

These parameters must be in the range specified by the standards IEC and IEEE
[10–12].

It is, therefore, important to analyze the PV plant’s impact on the power quality
parameters associated with the power system before connecting to the grid. The size
and location of the plant are important parameters for evaluating the influence of the
photovoltaic system on the HV network.

This part of the study evaluates the compatibility of a PV installation with the
requirements concerning the harmonic disturbance generated at the PCC connection
point with the HV network, i.e., the 60 kV voltage for our case study.

Harmonics are caused by the introduction on the network of nonlinear loads
such as equipment incorporating power electronics. More generally, all materials
incorporating inverters, rectifiers, and switching electronics deform currents and
create voltage fluctuations on the low voltage distribution network.

Harmonic currents flowing through the impedances of the network give rise to
harmonic voltages. The frequency domain that corresponds to the study of harmonics
is generally between 100 and 2000 Hz, from the harmonic of rank 2 to the harmonic
of rank 40. The maximum levels rank by rank are defined in the standard IEC 61000-
3-6. The harmonic distortion rate (THD) is limited to 3% in 60 kV and 6.5% in
22 kV.

As far as their effects are concerned, harmonic currents and voltages may, in the
long term as well as in the short term, have harmful consequences for equipment and
network elements.

Further induced heating may reduce the service life of rotating machines, capac-
itors, power transformers and neutral conductors. Temporary or even permanent
malfunctions of sensitive equipment may be recorded [13].

2 Description of the Study System

A harmonic study is necessary because the photovoltaic plant with inverters will be
connected to the Moroccan low-power HV short-circuit network.

The study center will be a central site of one of the sites to be built and connected
to the Moroccan HV network. The chosen 35 MVA PV plant consists of 130,560
panels, 17 inverters, 17 transformers 0.4/22 kV, and 2 transformers 60/22 kV one in
service and the other of reserve.
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Fig. 1 Electrical diagram by ETAP

3 Modeling and Simulations

The representation of the photovoltaic installations in the ETAP calculation software
is carried outwhite generators. Figure 1 represents a simplified diagramof connection
of the plant to the 60 kV network.

4 Results and Discussions

PV inverters are modeled as power sources. The spectral behavior used is taken from
manufacturer data. The individual voltage harmonics and the harmonic distortion
rate (TDH) are calculated by injecting a harmonic current into the frequency scan of
the impedances (Fig. 2).

The simulation results by ETAP show that the distortion rate is of the order of
3.47%. This rate exceeds the value of the standard which is 3%.

Figure 3 shows the individual harmonic rates THDi.
Note that the higher harmonics of ranks H23, H25, and 26 have fairly high values

which are responsible for this value of 3.47% of the overall rate.
The harmonic distortion depends on the types of inverters that are harmonic gener-

ators and the short-circuit power of the network to which the PV plant is connected.
The smaller this value, the higher the distortion rate. As the voltage distortion exceeds
the limits defined in IEC 61000-3-6, the harmonic processing must be taken into
consideration.

Two solutions to reduce the harmonic rate will be presented.
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Fig. 2 Harmonic simulation result without filter

Fig. 3 % the harmonics individuals-without filter

4.1 Harmonic Reduction by Increasing Short-Circuit Power

The short-circuit power is inversely proportional to the impedance of the network.
More than the short-circuit power is large, the network impedance is low.

To reduce the THD values, the level of short circuit in the appropriate sectors of
the network can be increased. This can be done by additional connections to the main
branch or by new connections to other parts of the network.
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Fig. 4 Connection method

In order to respect the criterion of operation of the network in situation N − 1
and to increase the power of short circuit, the variant consists of producing a double-
dotted line with two departure spans at the elevator station and to make another line
between the existing posts. In this case, the connection mode of the control panel
will be as follows (Fig. 4).

With this configuration, the short-circuit power will become 130 MVA.
For this short-circuit power, the VDH will be 2.92%.
For a short-circuit power equal to 125MVA, the THD is the 3% limit value

indicated by IEC 61000-3-6.
With the increase in short-circuit power, it was possible to reduce the harmonic

distortion at the connection point. However, these network enhancement measures
would be very expensive since the distances are very long and are not required from
the point of view of power flow. So it is not recommended to strengthen the network
just to reduce the THD.

The distortion is influenced mainly by the type of inverter installed which is a
source of higher order harmonic currents that must be filtered.

4.2 Reduction of Harmonics by Installing the Low-Pass Filter

To limit the current harmonics injected by the inverters, it is recommended to install
a low-pass filter.

The values of the low-pass filter components are as follows: C = 19.73 µF, L1=
0.51 H, R = 10 �.

The results of harmonic distortion of the voltage at the point of connection, after
the addition of the low-pass filter, are presented in Fig. 5.

THD became 0.89% well below the limit of IEC 61000-3-6.
Figure 6 represents the spectrum of the individual harmonics.
The higher harmonics object of the filtering is well eliminated. On the other hand,

some harmonics of lower ranks have become significant.
Without a filter, the upper ranks H23, H25, H26, and H28 subjected to filtering

respectively represented 1.68%, 2.7%, 0.82, and 0.28%. After filtration, these ranks
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Fig. 5 % harmonics with filter

Fig. 6 % harmonics individuals with filter

respectively represent 0.26%, 0.37%, 0.11, and 0.03%. These ranks have fallen below
the values of the norm.

By tale, the lower rank harmonics H5, H7, and H8 have undergone an increase
compared to their states before filtering and exceed the limits of the norm. After
filtering, the lower ranks H5, H7, and H8, respectively, represent 0.29%, 0.57%,
and 0.28% against the values 0.17%, 0.20%, and 0.13 before filtering. Despite this
increase, the overall rate became 0.89% after filtering against 3.47% before filtering.

A peak is observed at harmonic level 7. The resonance problem can appear.
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The resonance phenomenon is at the origin of the most important harmonic
distortions in the network.

5 Conclusions

The simulations carried out on the network showed the influence of the photovoltaic
systemon the quality of the energyof theMoroccan transmission network. The results
show that, without harmonic filtering, total harmonic distortion (THD) exceeds the
limit. The reason is the low level of short circuit at the end of the antenna network,
where the PV plant will be connected. With the installation of filters, total harmonic
distortion (THD) became acceptable.

To maintain harmonic levels below acceptable thresholds in order to limit their
impact, network operators can use several levers:

• The installation of filters that can absorb some of the harmonic currents emitted
by the installations.

• The limitation of disturbances at the source, by setting emission limits for the
devices and for the installations.

• Increased the short-circuit power at the connection point by creating the loop lines
of the source stations.

In addition, an impact study of all the PV power plants that will be granted on the
same HT artery of the Moroccan HV network is necessary in order to evaluate the
influence of one on the others on the one hand and their impact on the network at the
connection points on the other hand.
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Nonlinear Control of a Three-Phase,
Double-Stage Grid-Tied Photovoltaic
System

Salwa Naddami, Najib Ababssi, and Mohcine Mokhlis

Abstract In this paper, a robust backstepping control technique is proposed to
enhance the power quality of a double-stage, three-phase grid-connected photo-
voltaic (PV) system. A two-step control process is used in the research. On the PV
array side, P&O-backstepping MPPT is employed to extract the maximum power
by controlling a boost DC converter. On the grid side, the backstepping controller is
designed to ensure a quasi-total transmission of the extracted PV power to the grid
with a unity power factor and reduced harmonic distortion by controlling the d- and
q-axis grid currents. The DC link voltage is regulated to maintain a constant value
under various conditions, which is employed to obtain a reference value of the direct
current vector, that is responsible for active power control. The performance of the
backstepping controller in terms of robustness under different operating conditions
and disturbances is validated in the MATLAB/Simulink environment.

Keywords PV modules · Grid · Boost converter · Inverter · Backstepping
control · P&O ·MPPT

1 Introduction

In today’s world, as conventional energy resources are limited, there is a significant
increase in demand for renewable energy because it produces clean, pollution-free,
and renewable energy. For the same purpose, the Kingdom of Morocco has adopted
since 2009 under the High Royal Directions an energymap as an objective, the rise in
power of renewable energy, strengthening energy efficiency and regional integration
[1].
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The integration of wind and solar energy source into the power grid at the distribu-
tion level is a new development. These energy resources inject electric power directly
through a solar system based on power electronic converters [2]. Consequently, solar
photovoltaic systems are composed of an array of solar modules, a DC–DC power
converter, and an AC–DC inverter as the final interface [3, 4].

DC converter employed in this work is a boost, which is stepping up the voltage
to the required level through the Maximum Power Point Tracking strategy selected.

In the literature, we find some techniques based on the perturbation and obser-
vation (P&O) algorithm [5], others on artificial neural networks such as the fuzzy
algorithm [6], the ripple correlation control (RCC) [7], and the sliding mode control
[8].

The first suggested controller in this study comprises the backstepping command
combined with the P&O MPPT technique, which serves a good performance. A
classic P&O provides an optimal voltage reference that is employed on a backstep-
ping controller and adjusts the duty cycle of the switching pulse [9]. Several studies
were conducted for injecting the maximum active power with a unit power factor. In
this research [10], the author proposed a traditional method to control active power
by implementing a PI regulator. However, the inverter is a highly nonlinear system,
and the use of a linear controller may not follow the reference value across a large
operating range.

Nonlinear control of the AC inverter is presented in this paper to resolve the
problem of linearity and enhance the global stability of the system by implementing
a backstepping approach to ensure the injection of three-phase current into the grid
while maintaining a unit power factor (UPF).

2 Description of the System Architecture

As shown in the system (see Fig. 1), the considered system contains subsystems such
as PV array, DC converter, VSI, RL filter, grid, and control blocs.

2.1 Photovoltaic Array

Modeling PV array starts with the solar cell. Providing a good ratio
simplicity/accuracy, the simple model of solar cell contains five parameters as in
[11].

The equation that governs the voltage–current characteristic is as follows:

Ipv = Iph − Is
(
e

Vpv+Rs Ipv
aVt − 1

)
− Vpv + Rs Ipv

Rsh
(1)
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Fig. 1 Grid-tied PV system configuration

where Ipv, photo current; Is, cell saturation of dark current; Vt , Thermal voltage
which is / V = kT /q; q, 1.6 × 10–19 C charge of an electron; T, the cell’s working
temperature; A, an ideality factor; Rp, shunt or parallel resistance; and Rs, series
resistance.

2.2 DC Converter Model

The DC converter, also known as a chopper, is a switching converter with an output
voltage that can be smaller or higher than the input. In the study system, a DC
converter is used to level up the output voltage. By application of the basic theory of
boost converter (see Fig. 1), the dynamic equations can be formulated as follows:

dV p

dt
= 1

Cpv
Ip − 1

Cp
IL (2)

di L

dt
= 1

L
V p − 1

L
(1− d)V dc (3)

dV dc

dt
= 1

Cdc
(1− d)i L − 1

Cdc
Idc (4)

2.3 Voltage Source Inverter Model

The inverters are themostwidely used power converterswhen interfacingDC sources
like PV generators to the power grid (see Fig. 1). The basic architecture of the
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inverter consists of six bidirectional switches (S1–S6). Three-phase PWM signals
are synchronized to the grid by applying PLL control. The control of VSI will also
assure regulation of the input DC voltage by using the PI regulator.

The inductive filter (see Fig. 1) is used to reduce the majority of harmonics from
the inverter producing a pure sine wave and due to its simplicity of manufacturing.

In this research, the inverter provides only active power to achieve unity power
factor (UPF).

From the state space equations of the inverter stage and after the PARK
transformation, we obtain the representation in the DQ frame.

dV dc

dt
= 1

Cdc
(1− d)i L − 3

2Cdc
(Cd id) − 3

2Cdc
(Cq iq) (5)

did
dt

= wiq − R f

L f
id − 1

L f
V sd + V dc

L f
Cd (6)

diq
dt

= −wid − R f

L f
iq − 1

L f
V sq + V dc

L f
Cq (7)

3 Control Strategy

In this work, the proposed control strategy is based on the backstepping nonlinear
technique. The first control acts on the PV array side, to extract the maximum power
and to boost the voltage to the required level dictated by the power grid voltage.

The second control is applied on the grid side, to regulate the active and reactive
power injected into the grid and obtain a unit power factor (UPF).

3.1 Maximum Power Point Tracking (MPPT) Control
on the PV Array Side

The P&O-backstepping approach is used to control the DC converter in the consid-
ered system to optimize the extracted power. The voltage reference (V ref) from the
P&OMPPT block is tracked by this controller. Taouni et al. [12] describes the design
of the boost converter’s backstepping controller. The backstepping controller must
generate the following control low:

d = L

Vdc

(
−C2E2 + 1

Cp
E1 − 1

L

(
Vp − Vdc

) + α̇

)
(8)

where
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E1 = Vpv − Vref (9)

E2 = IL − α (10)

α = Ipv + Cpv
(
C1E1 − V̇ref

)
(11)

With α is the desired value of inductive current, C1 and C2 are gain parameters
of the controller.

3.2 Power Controller Design on the Grid Side

The objective of this control strategy is to inject the power extracted from the PVarray
into the grid with lower harmonic distortion, by controlling direct and quadrature
currents of inverter.

First Step. To control the reactive power, we set the tracking error and its derivative:

Eiq = iq − iqref (12)

Ėiq = wid − R f

L f
iq − 1

L f
V sq + Vdc

L f
Cq (13)

Lyapunov function and its derivative are expressed as follows:

Viq
(Eiq

) = 1

2
E2
iq (14)

V̇iq
(Eiq

) = Eiq
[
wid − R f

L f
iq − 1

L f
V sq + Vdc

L f
Cq

]
(15)

The control low Cq is chosen so as to obtain the following expression:

wid − R f

L f
iq − 1

L f
V sq + Vdc

L f
Cq = −CiqEiq (16)

Then the expression of the control low is as follows:

Cq = L f

Vdc

[
−CiqEiq + wid + R f

L f
iq + 1

L f
V sq

]
(17)

Second Step. This step aims to regulate the direct current to the desired value i dref
to inject the maximum active power into the grid.



446 S. Naddami et al.

Eid = id − idref (18)

Ėid = wiq − R f

L f
id − 1

L f
V sd + Vdc

L f
Cd (19)

The Lyapunov function and its derivative are as follows:

Vid(Eid) = 1

2
E2
id (20)

V̇id(Eid) = Eid
[
wiq − R f

L f
id − 1

L f
V sd + Vdc

L f
Cd

]
(21)

The control low Cd is chosen so as to obtain the following expression:

wiq − R f

L f
id − 1

L f
V sd + Vdc

L f
Cd = −CidEid (22)

Cd = L f

Vdc

[
−CidEid + wiq + R f

L f
id + 1

L f
V sd

]
(23)

whereCid,Ciq are parameters of the controller that determine tracking performance.
The tracking error converges asymptotically to the origin, which ensures the global
stability of the system.

After obtaining the control low Cd and Cq , the park transformation from DQ
to ABC is used to get the three modulating signals CA, CB , CC . Using a PWM
generator, these three modulating signals will create six switching pulses for the
inverter as illustrated (see Fig. 1).

4 Simulation and Results

In this paper, the simulation of the grid-connected PV system is performed under the
MATLAB/Simulink platform, with a real-time reduced profile of solar irradiance
and temperature (see Fig. 2). The values are taken from PVGIS tool [13], for the
geographic location of Settat City in Morocco during a normal day of April.

The PV generator can produce up to 100 KW (under STC), and the inverter
receives the PV power through the boost converter, which regulates the DC voltage
at the value of 600 V. Finally, the inverter injects the active power into a 400 V line
to line grid.

The power injected into the grid, compared to the produced PV power, indicates
that the tracking of the maximum power is achieved with accuracy and rapidity (see
Fig. 3).
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Fig. 2 Real profile of irradiation and temperature of the Settat City, Morocco, reduced in time

Fig. 3 a Active power injected into the grid, b the PV array power
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Fig. 4 DC link voltage

Fig. 5 Inverter output voltage and current

The simulation takes environmental and load variations. The DC link voltage is
regulated to the required value of 600 V, and a small drop of 5% of DC bus voltage
is noticed from 0.6 to 2.5 s, due to irradiation increase (see Fig. 4).

The simulation shows that the output inverter current is sinusoidal and in phase
with the grid voltage (see Fig. 5), which means that the unit power factor is achieved.

5 Conclusion

This paper presents the backstepping control of a two-stage three-phase grid-
connected PV system, where the whole system is modeled by mathematical equa-
tions. For the first stage, the boost regulator consists of a P&O-backstepping MPPT
to extract themaximum power generated by the PV array. This power will be injected
into the grid with a unit power factor (UPF) and low harmonic distortion. A second
backstepping regulator is designed to control the inverter current id and iq in such a
way that the grid current tracks the reference idref and iqref.
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The simulation results show that all the set objectives are achieved under variable
irradiation and temperature conditions, respecting the parameters of accuracy and
rapidity that qualify the good quality of the adopted control.

Future work will focus on hybrid generation systems, power flow, and energy
storage integration.
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Experimental Test of a Three-Phase
Inverter Using a Launchpad
TMS320F28379D Card

Chaymaâ Boutahiri, Ayoub Nouaiti, Aziz Bouazi,
and Abdallah Marhraoui Hsaini

Abstract This paper presents an experimental test of a three-phase inverter feeding
an inductionmotor. The studied system is composedof a didactic three-phase inverter,
and a Launchpad TMS320F28379D card. A sinusoidal pulse width modulation
(SPWM) control technique is applied to generate alternating sinusoidal currents.
The simulation tests through MATLAB Simulink are verified experimentally at the
laboratory. The obtained results prove the efficiency of the adopted control.

Keywords Three-phase inverter · Induction motor · SPWM · DSP

1 Introduction

In the industrial areas, electrical drives require more and more variable speeds. For
this purpose, the progress of power electronics has allowed the development of several
techniques to realize variable speed AC drives [1, 2].

Inverter is one of the solutions provided by power electronics to get AC currents
without being limited to conventional electricity generators, and also to improve
energy quality. It is based on fast and robust control devices. The applications of
inverters differ according to their work field. There are mainly used to feed induction
motors and standalone systems [3].

Several switching techniques are used to control the DC-AC converter such
as hysteresis controller, sinusoidal pulse width modulation(SPWM), discontinuous
pulse width modulation, and space vector pulse width modulation techniques [4].

Digital signal processing cards (DSP) are used to control converters; there are
based on microprocessors to run digital applications as fast as possible. Indeed,
these processors allow providing not only very important computational efforts in
order to reach real time performances but also flexibility at the programming level
[5–7].
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The presented work exposes the test of the SPWM switching method for a three-
phase inverter. The over system is based on a three-phase inverter from Semikron
and a Texas instrument TMS320F28379D Launchpad card. To observe the behavior
of voltages and currents, the simulation and experimental results are exposed.

2 Description of the Studied System

The studied system, as shown in Fig. 1, consists of an induction motor supplied with
a three-phase Semikron inverter. This latter is powered through a direct voltage
and controlled by SPWM signals generated with a development kit from Texas
instruments.

2.1 Semikron Inverter

The Semikron inverter consists of a diode rectifier, a three-phase voltage inverter,
a chopper, four drivers for the four IGBT arms, two capacitors to filter the DC bus
voltage, and a cooling system with external sockets. Figure 2 and Table 1 present
some specifications of the Semikron inverter (Max current 30A),while Fig. 3 exposes
its main structure [8].

2.2 Induction Motor

The induction motor (IM) is composed of a stator winding and the rotor winding
(or squirrel-cage). Figure 4 shows the electrical model of the IM. X1 and X2 are the
reactance of stator and rotor, respectively, Xm the magnetizing inductor, Rs the stator
resistance, and S is the velocity slip [9].

Fig. 1 Structure of the
studied system
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Fig. 2 Overview of the Semikron inverter

Table 1 Some specifications
of the used Inverter

No Function Voltage

3 Rectifier input 230/400 V

5 DC IGBT inverter inputs 600 VDC

6 AC IGBT inverter + chopper
outputs

400 VAC/600 VDC

7 PWM input of inverter C-MOS logic 0/15 V

Fig. 3 Structure of the Semikron inverter

Fig. 4 Steady state IM model
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2.3 LAUNCHXL-F28379D Microcontroller Development Kit

Texas instrument TMS320F28379D Launchpad (see Fig. 5) is a 32-bit dual core.
Its main components are general purpose input/output (GPIO), analog to digital
converter (ADC), digital to analog converter (DAC), and enhanced pulsewidthmodu-
lator (ePWM) module. Each ePWM module is identical with two PWM outputs,
ePWMA and ePWMB, and multiple modules can be synchronized to work together
as required by the system application, to generate complex pulse width waveforms
[10, 11].

3 Programmed SPWM Technique

The conventional sine-triangle pulse width modulation (SPWM) in the three-phase
version is performed by comparing a low frequency modulating signals (three sinu-
soidal referenceswaves phase-shifted by 120°with each other) with a high-frequency
carrier signal (triangular wave) (see Fig. 6) [12, 13]. Two parameters characterize
this technique:

The modulation index m which is the frequency ratio of the carrier fc to the
reference fref (Eq. 1), and the modulation rate r which is the ratio of the voltage
amplitudes of the reference Vref to the carrier Vc (Eq. 2).

Fig. 5 TMS320F28379D
card

Fig. 6 Three-phase SPWM
technique
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Fig. 7 SPWM control
technique

Fig. 8 Counting modes of
the CPU timer

m = fc
fref

= Tref
Tc

(1)

r = Vref

Vc
(2)

The SPWM technique is applied to control the three arms of the Semikron
inverter using the TMS320F28379D card. The ePWM modules are programmed
with MATLAB Simulink to obtain the gate pulses of the inverter (Fig. 7) [14]. The
ePWM module units compare the reference wave with the internal carrier signal.
This latter is programmed using the counting modes of the CPU timer (Fig. 8). The
reference signals are three positives sine waves shifted by 120° and configured to
adjust the modulation rate r.

4 Simulation and Experimental Results

4.1 Simulation Results

The studied system supplied with a DC voltage (300 V) is tested with MATLAB
Simulink to feed an induction motor of 1.5 Kw with a torque load of 3 Nm (see



456 C. Boutahiri et al.

Fig. 9). The SPWM technique is applied with a modulation rate r = 1 and a carrier
frequency fc = 4 kHz. Figures 10, 11 and 12 expose the obtained results.

Figure 10 shows the AC voltage and current across the IM with a frequency
of 50 Hz. Figure 11 indicate the AC currents per phase, while Fig. 12 expose the
obtained speed and the electromagnetic torque. The RMS value of the voltage per
phase is 128 V and per line is 222 V, while the RMS value of the AC currents per
phases is 2.9 A. The developed speed and torque of the IM are 1380 Rpm and 3.8Nm,
respectively.

Fig. 9 Simulink blocks diagram

Fig. 10 AC voltage and current (×46)
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Fig. 11 AC currents per
phase

Fig. 12 Speed and torque

It can be seen from the results that the waveforms of the currents are sinusoidal
with low THD, using just a low SPWM frequency. This proves the correctness of the
simulation results and the efficiency of the used control.

4.2 Experimental Results

The experimental test bench at the laboratory is shown in Fig. 13. It consists of the
Launchpad card, the Semikron inverter, DC voltage source (300 V), and a 1.5 Kw
three-phase induction motor (see Table 2). The gate pulses of the inverter must be
in a range of 0–15 V, while the used card generates pulses with 0–3 V. For that, an
interface circuit based on transistors is adopted. The obtained results were analyzed
using a C.A 8336 three-phase electrical networks analyzer (Qualistar+).

Figures 14, 15 and 16 present the recorded results with a modulation rate r = 1
and frequency fc = 4 kHz.

From the above results, the RMS value of the voltages per phase is 114 V and
per line is 198 V. The RMS value of the AC currents per phase is 2.8 A, while the
THD is 1.3%. This latter is very low without using filters, which leads to a normal
operation, without mechanical noise, and torque ripples for the induction motor.

The experimental results are similar to the simulation ones. This proves the
efficiency of the tested system.
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  Three Phase 
Induc�on Motor 

Semikron
 Inverter

Voltage
Source

Fig. 13 Experimental test bench

Table 2 Characteristics of
three-phase IM

Power 1.5 Kw

Voltage �220 V/λ 380 V

Current �6 A/λ 3.5 A

Speed 1400 Rpm

Fig. 14 THD of the AC
currents

Fig. 15 AC voltage and
current

Fig. 16 AC voltage per line
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5 Conclusions

In this paper, the SPWM control technique is applied to a three-phase
inverter supplying an induction motor. The SPWM was generated using the
TMS320F28379D Launchpad programmed with MATLAB Simulink. The exper-
imental results confirm the efficiency of the system to reduce THD. The future work
will be focused on more performant controls.
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Efficient Fuzzy Logic MPPT Controls
for Sudden Change in Load

Mohammed Boutaybi, Yamina Khlifi, and Hajji Bekkay

Abstract The objective of this paper is to study the performance of a photovoltaic
(PV) system controlled by two types of Maximum Power Point Tracking (MPPT)
commands under a rapid change in load. These commands are, respectively, perturb
and observe (P&O) and improved fuzzy logic (FL) based on two types of algorithms:
Mamdani and Takagi-Sugeno (TS). These improved FL commands are based on two
inputs which represent the slope of the power-current curve and changes of this slope
instead of the power-voltage curve slope. The designed PV system consists of a typi-
cal PV panel (1Soltech 1STH215-P) feeding a resistive load via a (DC/DC) converter
where the MOSFET is controlled by PWM signal generated by the MPPT control.
The simulation results obtained using MATLAB/Simulink environment show that
the performance of the boost converter is very satisfactory (97%) in efficiency and
that FL-Mamdani, and FL-TS MPPTs controls are more efficient than the classi-
cal P&O. Indeed, the comparison of different performance parameters, such as PV
system efficiency and response time to achieve MPP, shows that the PV system effi-
ciency obtained by fuzzy logic method is about 99.60% for FL-Mamdani, 99.64%
for FL-TS and 99.20% for P&O method under the rapid change in load. In addition,
the response time is shorter for FL methods (25.7ms for FL-Mamdani and 21.9ms
for FL-TS) than in P&O method which records 31.5ms. Furthermore, the proposed
FL controls (FL-Mamdani and FL-TS) reduce the oscillations obtained by the P&O
method and converge quickly to the maximum power point (MPP) regardless the
load change.
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1 Introduction

The energyof photovoltaic systems is a very important source, free andnon-polluting.
The photovoltaic panel has nonlinear characteristics. It varies continuously according
to the atmospheric conditions and the connected load.

To study the performance of the PV system, photovoltaic models are used to
determine the PV characteristics under different weather or load conditions. The
photovoltaic model usually consists of a photocurrent source, diodes and resistors.
The most common photovoltaic designs are the single-diode and dual-diode designs.
For theMPPTmethods, there are classical techniques such as perturbation and obser-
vation (P&O) [1, 2], and incremental conductance (IC) [3] controls. They present
disadvantages such as a slow tracking speed and/or oscillations around the MPP and
misinterpretation of the MPP location during rapid changes in weather conditions
or load. Therefore, to improve the performance of PV systems and overcome these
drawbacks, more robust controls and techniques have been suggested, such as fuzzy
logic [4] and ANN algorithms [5] in order to increase the efficiency of PV system.
For fuzzy logic control, two improved types of algorithms are proposed in this study:
FL-Mamdani and FL-Takagi-Sugeno (TS) to enhance the efficiency of the PV system
under rapid change in load. Most of published works [6–8] relating to fuzzy logic
MPPT commands are based on two inputs error and change of error which represent
the slope of the power-voltage P(V ) curve and changes of this slope. In the proposed
study, the inputs of FL control are defined instead as the slope of the power-current
P(I) curve and changes of this slope in order to achieve an efficient control of PV
system under sudden change in load. In this context, our work consists in modeling,
in MATLAB/Simulink environment, an autonomous PV system including a typical
photovoltaic panel connected to a resistive load through a boost converter (DC/DC)
whose operation is controlled by the MPPT command and operating at a switching
frequency of 5kHz. The aim of this work is to analyze the performance and evaluate
the dynamic response of the PV system controlled by three types of MPPT con-
trols. These simulations mainly concern the different electrical parameters (current,
voltage and power), the efficiency of the MPPT and the response time under rapid
changes in load.

2 Mathematical Model of PV Cell

The most common PV cell model is the single-diode model. This model consists of
five parameters, namely the photocurrent (IPh), the saturation current of the diode
(Is), the ideality factor (a), the series resistance (Rs) and the shunt resistance (Rsh)
[9]. This model is shown in Fig. 1.

The current generated by the photovoltaic cell is given by following relation [9]:

Ipv = Iph − Is

[
exp

(
Vpv + IpvRs

aVt

)
− 1

]
− Vpv + IpvRs

Rsh
(1)
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Ish
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Fig. 1 Equivalent circuit of single-diode model for PV cell

Table 1 Electrical characteristics of 1Soltech 1STH-215-P PV panel under STC

Parameter-variable Value Parameter-variable Value

Number of cell (Ncell) 60 Rated power 213.15 (W)

Short-circuit current (Isc) 7.84 (A) Optimum current (Im ) 7.35 (A)

Open-circuit voltage (Voc) 36.3 (V) Optimum voltage (Vm ) 29 (V)

T coefficient of Isc (Ki ) 0.102(%◦C) Shunt resistance (Rsh) 313,3991 (�)

T coefficient of Voc (Kv) −360,099 (%◦C) Series resistance (Rs) 0.39383 (�)

where Vt = K .T
q the thermal voltage, T : the PV cell temperature in K, q: Charge of

the electron (1.6 × 10−19 C), K : Boltzmann Constant (1.38 × 10−34 J/K), a: Diode
ideality factor (a = 0.98117).

The essential parameters, required for PV panels modeling, are given in Table1
under standard test conditions (STC) where T = 25 ◦C and G = 1000W/m2.

3 Photovoltaic System

MATLAB/Simulink software is used to model, simulate the whole PV system under
variable load and fixed temperature and irradiation level values. The crucial problem
of the PV system is to design an adaptation approach (MPPT control) that allows the
automatic MPP tracking and fast convergence to the optimal conditions regardless
of sudden changes in load. Figure2 shows the synoptic diagram of a photovoltaic
system feeding a resistive load.

The DC/DC converter included in the PV system is of boost type where its various
components (inductance L, the input and output capacitors: Ce and Cs) are sized by
considering the following conditions: the converter provides an adaptable voltage to
the chosen value (46V) from the PV panel, with residual ripple of 1% in the input
and output voltage. The converter operates in continuous conduction at a switching
frequency of 5KHz. The outputs voltage and current (Vpv, Ipv) of PV panel are
linked to the outputs (Vo and Io) of the boost converter by the following relationships
[10, 11]:
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Fig. 2 Synoptic diagram of the photovoltaic system whose operation is controlled by the MPPT
command

Fig. 3 Typical plot of
power-voltage characteristics
Ppv (Vpv) at STC for PV
panel and different values of
load
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where: D is the Duty cycle.
Figure3 shows the typical plots of power-voltage characteristics at STC for both

the PV panel and different resistive load values.

4 Proposed Maximum Power Point Tracking Commands

Two types of MPP tracking controls are studied in this work: the P&O algorithm and
fuzzy logic method of Mamdani and Takagi-Sugeno types. Each of these techniques
has its ownadvantages anddisadvantages in termsof simplicity, efficiency, robustness
and response time to reach the MPP.
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Fig. 4 Organigramme
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4.1 Perturb and Observe (P&O) MPPT Control

The Perturb andObservemethod is one of themost popular andwidely used classical
algorithms. The principle of this method is to perturb the voltage of the photovoltaic
panel and observe its effect on the power variation. Figure4 presents the flowchart
of this algorithm [12, 13].

4.2 Fuzzy Logic MPPT Control

Fuzzy logic control has been used in PV systems to track the MPP [14]. This method
consists of three essential steps: fuzzification, inference procedure and defuzzifica-
tion as shown in Fig. 5.
Where:
E(k): is the error at simpled time k. It is given by:

E(k) = P(k) − P(k − 1)

I (k) − I (k − 1)
(3)

where: P(k) and I (k) are the power and current of the photovoltaic panel, respec-
tively.

CE(k): is the variation of error defined as follow:

CE(k) = E(k) − E(k − 1) (4)
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Fig. 5 Flowchart of fuzzy controller

Fig. 6 Fuzzy member
functions (MFs) used in
fuzzification process

-b -a 0 a b
0

1
NB NS ZE PS PB

Fuzzification step consists to transform the input variables (E, CE) into linguistic
variables or fuzzy variables [15]: They are expressed in terms of five linguistic
variables which are Negative Big (NB), Negative Small (NS), Zero (ZE), Positive
Small (PS) and Positive Big (PB). Their typical member functions are presented in
Fig. 6.

In the inference step, decisions are made. Indeed, we establish logical relations
(rules) between the inputs E and CE and the output D as shown in the inference
Table2. Figure7 shows the member functions surface for FL-Mamdani and FL-TS
MPPT commands.

The defuzzification step concerns the conversion of the output fuzzy sets into
a numerical value. This defuzzification step depends on the type of FL command:
In the case of FL-Mamdani method, it is based on the center of gravity which is
the most widely used method. However, in the case of the FL-TS method, it uses a
weighted average method to determine the output D. This output is not in the form
of a fuzzy set, but is instead a constant or a linear equation.
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Table 2 Fuzzy rules relating the inputs and output variables

E CE

NB NS ZE PS PB

NB ZE ZE NB NB NB

NP ZE ZE NS NS NS

ZE NS ZE ZE ZE PS

PS PS PS PS ZE ZE

PB PB PB PB ZE ZE

0.05

E-mam

0

-0.05

-0.04

200

CE-mam

150 100

-0.02

50 0 -50 -100 -150

0

-200

D
-m

am

0.02

0.04

0.05

E-sug

0
-0.1

200
100

CE-sug

-0.05

-0.05

0
-100

-200

0
D

-s
u

g

0.05

0.1

MFs surface view of FL-Mamdani MPPT MFs surface view of FL-TS MPPT

Fig. 7 MFs surface view of FL-Mamdani and FL-TS MPPT controls

5 Simulation Results and Discussions

5.1 Effect of Rapid Change in Load

The PV system is simulated in the MATLAB/Simulink environment under STC and
a rapid change in load (R) as shown in Fig. 8a.

Figures8b and 9 show the simulation results, at STC, of voltages, currents and
powers values at the input and output of the boost converter (DC/DC) as a function
of time when the load varies according to Fig. 8a.
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Fig. 8 aWaveform of rapid changes in load (R) and b input and output voltages (Vpv, Vo) of boost
converter controlled by (PO and FL) MPPT commands according to the fast change of load
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Fig. 9 a Input and output currents (Ipv, Io) of boost converter, b duty cycle, according to the fast
changes of load under STC
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Fig. 10 Waveforms of: a calculated maximal power (Pmax), input (PPV) and output power (Po). b
Boost efficiency (ηConv), according to the fast changes of load

It should be noted that the converter plays its roles correctly: increasing voltage,
decreasing current as shown in Figs. 8b and 9a and duty cycle value is adjusted to
the adequate value corresponding to MPP, with high accuracy for FL-TS method as
shown in Fig. 9b. On the other hand, as shown in Fig. 10a, the maximum power deliv-
ered by PV panel is almost transferred to the load using either PO or FL commands.

Furthermore, the proposed FL controls reduce the oscillations obtained by the
P&O method and converge rapidely to the maximum power point (MPP). It should
be noted that the boost efficiency is very satisfactory. Its value is in order of 97%
regardless the load changes as shown in Fig. 10b.

5.2 Validation and Evaluation of MPPT Controls

The efficiency values of the MPPT commands are defined as [16]:

ηMPPT = PPV
Pm

(5)
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Fig. 11 MPPT efficiency
(ηMPPT) according to the
load changes
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Table 3 Comparison of the performance of P&O and FL MPPT commands

MPPT methods Response time (ms) Efficiency (%)

FL-Mamdani 25.7 99.60

FL-TS 21.9 99.64

P&O 31.5 99.20

The obtained results in Fig. 11 show that the fuzzy logic command based onMamdani
or TS methods exceeds the classical P&O control in terms of response time and
efficiency. Indeed, as shown in Table3, very satisfactory efficiency value of 99.64%
and response time of 21.9 ms are obtained for FL-TS.

6 Conclusion

In this work, a comparative study between the conventional P&O and intelligent
MPPT algorithms such as FL-Mamdani and FL-Takagi-Sugeno is presented. These
improved FL commands are based on two inputs which represent the slope of the
power-current curve and changes of this slope instead of the power-voltage curve
slope.

This study is based on the comparison of different performance parameters, such
as: PV systemMPPT efficiency and response time to achieve maximum power point
under rapid changes in load. Among the evaluatedmethods, the intelligent techniques
FL-Mamdani and FL-TS have a good performance compared to P&O command.
Furthermore, FL-TS command is simple, show reduced oscillations around MPP
and records the highest MPPT efficiency (99.64%) and the lowest response time
21.9ms compared to other commands. Thus, the intelligent FL-TSMPPT command
can be considered as an efficace solution to control PV systems under rapid changes
in load.
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A Nonlinear Control of Energy Storage
System-PV-Based Stand-Alone
DC-Microgrid

B. K. Oubbati , Abdelhamid Rabhi, S. Benzaouia, M. Boutoubat,
M. Belkheiri, and Y. Oubbati

Abstract In this paper, a nonlinear integral sliding mode control (ISMC) for Hybrid
Energy Storage System (HESS)-based stand-aloneDC-microgrid has been proposed.
This hybrid system consists of a PV system, supercapacitor, and battery. A classical
PI-based linear control strategy has been considered to control battery and superca-
pacitor systems, based on the decoupling of high- and low-frequency component to
estimate reference current. Due to frequent discharge during operation, supercapac-
itor power can reach the lowest value, which affects controller performances and even
makes the system unstable. Thereby, a nonlinear ISMC is performed as an inner loop
controller to regulate the battery and supercapacitor powers. Also, the PI controller is
implemented as an outer loop controller to regulate the DC-link voltage. As a result,
the proposed control strategy has achieved high dynamic system performances.

Keywords Integral sliding mode control (ISMC) · Hybrid energy storage system
(HESS) · PV · DC-microgrid

1 Introduction

Currently, renewable energy sources are becoming a very attractive solution to guar-
antee our daily load needs. Photovoltaic systems are widely used recently to produce
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electricity. Their use is increased for many reasons such as the decreasing of the clas-
sical energy sources (gas andoil…), their abundant availability, and their eco-friendly
aspect.

The production of power from the PV systems depends strongly on the quantity
of solar irradiations. Also, due to the nonlinearity behavior of the PV system, the
maximum power point tracking controller is necessary to push the PV system to
produce maximum power [1–4]. However, since the load demand and PV system
have variable behavior, the PV system is not able alone to satiate load demand.
Hence, the battery storage system seems to offer a promising opportunity to alleviate
the issues of load demand.

Since the load demand and PV system have variable behavior, the PV system
is not able alone to satisfy load demand. Hence, the battery storage system seems
to offer a promising opportunity to alleviate the issues of load demand. Batteries
are commonly implemented in a stand-alone PV power system to fulfill the power
mismatch between the load andPVsystemproduction.Moreover, due to the changing
output of the PV system and the intermittent high power demand of the load, batteries
are becoming encounter frequent deep cycles and irregular charging [5]. These draw-
backs would increase the replacement cost of the battery and shorten the battery life
span. Supercapacitor-battery Hybrid Energy Storage System (HESS) is thus a prac-
tical solution to reduce the capital cost of the battery, battery stress, and sizing.
The advantage of using the HESS with a stand-alone PV power system would be
able to provide both power capacities and high energy to solve situations such as
variation of the load and weather changing conditions (irradiation and temperature).
So, a control strategy is necessary for HESS to manage energy sustainability to the
maximum extent as it is the control structure that manages the power flow of the
battery and supercapacitor (SC) and the energy utilization [6, 7].

In the literature, many control strategies have been proposed for this kind of HESS
for remote area power system (RAPS) consisting of supercapacitor-battery and PV
power systems. In [8], the authors proposed an optimal control structure for HESS
with a PV system. This control strategy is fully achieved using a low-pass filter and a
Fuzzy Logic Controller (FLC). In addition, the membership functions of the FLC are
optimized by Particle Swarm Optimization (PSO) to achieve optimal battery peak
current reduction. But, the implementation complexity of this method is quite high.

In [9], a comprehensive study of HESS for stand-alone PV system has been
presented to review the state of the art of HESS and discusses potential topologies
that are suitable for improving the life span of the battery.Moreover, a control strategy
for battery-supercapacitorwith a stand-alone PVpower system is proposed [10]. This
control strategy consisting of PI-based linear control has been proposed to enhance
the battery life span and battery stressminimization. The obtained results have shown
low performances. Another nonlinear control strategy has been used for HESS with
PV power system-based DC-microgrid [11], in order to overcome the limitation of
a linear PI controller.

In this paper, an integral sliding mode control (ISMC)-based nonlinear control
structure is proposed for battery-supercapacitor with PV power system-based stand-
alone DC-microgrid. This control structure is based on decoupling of low and high
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frequency. The performances of this ISMC-based nonlinear control strategy have
been tested under fast change variations of theweather conditions in termsof reducing
the battery stress and improving the battery life span. Moreover, the main advantage
of this proposed control is the robustness and system stability.

2 Control Strategy Based on Integral Sliding Mode
Controller

Figure 1 shows the global control system. The main objective of the ISMC is to
minimize the stress and increase the lifetime of battery simultaneously. As can be
seen from Fig. 1, the DC-bus voltage (Vdc) is regulated to its reference value (Vref ),
through a proportional integral (PI) controller. This controller generates the necessary
total current reference (I t−ref) to control theDC-link voltage. Then, I tot−ref is separated
into low-frequency component (ILFC_ref) and high-frequency component (IHFC_ref) as
writing hereafter:

ILFC_ ref = lowpass filter (It−ref) (1)

IHFC_ ref = It−ref − ILFC_ ref (2)

The low-frequency component gives the reference current of battery as given
below:

Ibat_ ref = ILFC_ ref (3)

Fig. 1 Structure of stand-alone DC-microgrid with proposed control strategy
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The battery current (Ibat) is controlled to follow its reference value by using
the integral sliding mode controller. Then, the ISMC controller generates the control
signal (u) for the bidirectional DC-DC converter. This command is given to the PWM
generator to generate switch control corresponding to DC-DC converter interfaced
with battery (see Fig. 1). The uncompensated battery power is written as follows:

Pbat_ uc =
(
IHFC_ ref + Ibat_ err

)
Vbat (4)

This uncompensated battery power is to be compensated by SC. Consequently,
the reference current of SC is given as:

ISC_ ref = Pbat_ uc

VSC
= (

IHFC_ ref + Ibat_ err
)Vbat

VSC
(5)

According to Fig. 1, Isc ref is compared with the actual SC current (Isc), and the
error is given to the ISMC controller. The ISMC controller generates the command
(u). These duty ratios are given to the PWM generator to generate switching
pulses corresponding to SC switches. Finally, to push the PV system to produce
maximum power under fast changing irradiation, we used nonlinear controller
(integral backstepping sliding mode) developed previously [1].

2.1 Integral Sliding Mode Controller

For battery control, the averagemodel of the bidirectionalDC-DCconverter iswritten
as follows:

{
d
dt iL = 1

L [vbat − (1− u)vbus]
d
dt vbus = 1

Cbus
[(1− u)iL − ib]

(6)

To develop the ISMC, we consider the sliding surface as follows:

S = e + ks

∫
e dt (7)

where e is the error between the actual I current and the reference value Iref and is
given as:

e = Iref − I (8)

In order to force the sliding surface to be zero. So, the derivation of sliding surface
is given as:
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Ṡ = ė + kse = İref − 1

L
(Vbat − (1− u)Vdc)+ ks(Iref − I ) (9)

The equivalent control of integral sliding mode is given as:

ueq = 1− L

Vdc

(
Vbat − İref − ks(Iref − I )

)
(10)

The classical control law of integral sliding mode controller is given as:

u = ueq + udis (11)

Hence, the duty cycle for controlling the bidirectionalDC/DCconverter for battery
system is given as:

u = 1− L

Vdc

(
Vbat − İref − ks(Iref − I )

) − k1sign(S) (12)

Note that, the same steps are used to design the ISMC for the supercapacitor
current control and for supercapacitor system:

u = 1− L

Vdc

(
VSC − İref − ks−SC(Iref − I )

) − k1−SCsign(S) (13)

Stability System Proof

The Lyapunov criteria have been considered in this work, to prove the stability of
the hybrid system. So, the candidate of the Lyapunov function is taken as follows:

V = 1

2
S2 (14)

By deriving this equation, we obtain:

V̇ = SṠ < 0 (15)

The system stability is fully guaranteed if the derivative Lyapunov function is
always negative. From Eqs. 9 and 15, one can write:

=
(
e + ks

∫
e.dt

)
⎛

⎝
V̇ = SṠ

İref − 1
L (Vbat − (1− u)Vdc) . . .

+ks( Iref − I )

⎞

⎠ (16)

replacing Eq. 12 into Eq. 16
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V̇ = S

(
İref − 1

L

((
L
Vdc

(
Vbat − İre f − ks(e)

))
Vdc

)

+ks(e)− Vdc
L k1sign(S)− Vbat

L

)

(17)

The simplification of last equation leads to:

V̇ = S

(
−k1sign(S)

L

)
= −k1

L
|S| < 0 (15)

where k1 is a positive value. So, the system is always stable. The same steps are used
to proof the stability of the supercapacitor system.

3 Simulation Results

The nonlinear controller (ISMC) has been evaluated and tested under changing
weather conditions (irradiations). The aim is to satisfy the load demand. The HESS
parameters are presented in Table 1. Moreover, the initial state of charge (SoC) of
the battery is taken equal to 60% (Table 2).

From Figs. 2, 3, 4, 5, 6 and 7, one can remark that:

• For [0 s < t < 1 and 1.5 s < t < 2 s], the produced MPPT PV power is greater than
the load demand, so the battery intervenes to store the power surplus. In case of
constant irradiation, the PV produces a power of 980 W.

• For [0 s < t < 1 s], the PV-produced power is lower than the load demand, and the
battery operates as generator and supplies the pour deficit to the load (discharge
mode). At the beginning (t = 0), the battery has absorbed an important peak of
current and power which can cause its damage (see Figs. 3a and 4). In order to

Table 1 Parameters of DC-link

Energy sources and converters Parameters

PV system one module Energies WU-120 MPP = 120.7 W, Voc = 21, Isc = 8 A, Vmax = 17 V,
Imax = 7.1A, array data (parallel= 4 and series = 2)

Battery Lithium-Ion; Vn = 24 V, Ic = 14A, initial SOC =
60%

SC V = 40 V, C = 29f

Converters and DC-link Lpv = 0.352 mH, Lbat = 0.3mH, Lsc = 0.36 mh C =
320 uF, Vdcref = 50 V

Table 2 Parameters of
controllers

Controllers Gains

ISMC ks_bat = 400, k1_bat = 0.01, ks_SC = 2430, k1_SC
= 0.01



ANonlinear Control of Energy Storage System-PV-Based Stand-Alone… 477

Fig. 2 Irradiation curve (W/m2)

Fig. 3 Battery current and power response in case without adding supercapacitor
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Fig. 4 All-power responses of the hybrid system without adding the supercapacitor

extend life span of the battery, a supercapacitor system is added to the hybrid
system whose principle role is to absorb the peak current caused by the load and
increase consequently the life span of the battery. SC absorbs a high-frequency
component of excess power supply temporarily (see Fig. 5a, b)), owing to slow
dynamics of battery, and battery current converges to the steady state slowly. Also,
Fig. 5c shows a slow incrementation in the % SoC of the battery.

In order to evaluate the performances of these controllers (ISMC, IBSMC), the
output powers are shown in Figs. 3 and 7. They show that the ISM controller is
able to ensure the required power to load and IBSMC achieved the MPPT for PV
system. Figure 5c shows increase or decrease in %SoC of battery according to the
functionality mode of battery (discharging or charging mode). Also, using of the
ISM controller has led to reduce the responses overshoot and the adding of SC has
permitted the battery to operate with a slow dynamic current, and consequently, its
life span is extended.

4 Conclusions

Asweknow, theESShas nonlinear dynamics. So, it ismore suitable to use a nonlinear
control strategy to improve the life span of the battery, minimize the stress on the
battery, and enhance the stability of the hybrid system. In this paper, an integral
sliding mode ISMC-based nonlinear control strategy is proposed for a remote area
power system consisting of ESS that is associated with a PV system. This control
structure is based on high-frequency power and low decoupling, and it can regulate
the DC-link at a constant value. The performances of this strategy control have been
tested under the fast change irradiation. The obtained simulation results demonstrate
an improved battery life span and battery stress minimization, using the proposed
strategy control.
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Fig. 5 Different responses of the hybrid system in the case of adding the SC: a battery and SC
current (A), b battery power (W), c SoC of battery (%), and d load power (W)
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Fig. 6 DC voltage (V) of the hybrid system

Fig. 7 All-power responses of the hybrid system controller in the case of adding the SC
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Real-Time Control for PMSG System
Without Mechanical Sensor

Badreddine Lahfaoui

Abstract The demand for energy is increasing rapidly due to the population growth
and development that the state experienced in their various sectors. Environmental
concerns and the need for new sources of electricity generation have arisen in recent
years. So, it is necessary to innovate renewable energy sources to reduce the envi-
ronmental impacts on the one hand and to meet the demand for electrical energy on
the other. In order to extract the maximum power from our wind turbine, the MPPT
algorithm is put on a dSPACE card. The input of our system is a small horizontal
axis wind turbine while the output is a resistive load. The objective of this work is
to track the maximum power of wind turbine system for a constant value of wind
speed and transfer this optimal power to the DC load. We are focused on the use of
a large value of the load to validate the algorithm. The data acquisition of all our
experimental results is carried out using the Controldesk software.

Keywords Systems and applications · Power electronics engineering · Command
and control systems for renewable energy ·Wind turbine · Control card · Electric
power generation

1 Introduction

In isolated sites, people often use small power wind turbines (from 100 W to a few
kW) coupled to a permanent magnet synchronous generator without the need for a
mechanical multiplier or gearbox required in the conversion chains.

The role of the electronic power interface between the load and the generator is
often to control the latter in order to extract the maximum power from the wind.
These converters make it possible to place the working point of the wind turbine
at the MPP. The maximum power is regulated either mechanically by acting on the
orientation of the blades or electrically by matching the impedance of the load with
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that of the system. Various research studies are published on the control of PMSG
for wind turbine [1–6] or DFIG wind turbine [7–10].

The objective of this paper is to study the power control of a small wind
turbine permanent magnet synchronous generator (PMSG) with an internal recti-
fier connected to a DC-DC converter (boost) and a resistive load for using its in
isolated site.

This paper is structured as follows: first of all, a presentation of the wind turbine
studied as well as its characteristics in the second section. The third section summa-
rizes in detail the different blocks of our system (the algorithm, DC-DC converter, all
the equipment used). Then, the fourth section will focus on the experimental results
developed during this research work. And, finally we end with a conclusion.

2 Small Wind Turbine System: The Specification

2.1 Small Wind Turbine

It is clear that the output of power supplied by small wind turbines is lower than
that of large ones. They are generally used to power homes, farms and isolated sites.
The physical and technological laws are the same as large wind turbines. Small wind
turbines often have direct drive generators, direct current output without the need for
a parallel device such as the mechanical multipliers used for large wind turbines.

The wind turbine used for optimization in our research study is a small horizontal
axis wind turbine with six blades (see Fig. 1), rated power equal to 300 W [1]. The
Sect. 2 presents all the measurements captured practically such as the power, voltage
and current; all these data are modeled on two graphs, the first with a power abscissa
axis and the other with a current axis, knowing that the ordinate axis is relative to
voltage.

Fig. 1 Engineering drawing of wind turbine
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Fig. 2 Experimental electrical characteristics of the wind turbine

2.2 Experimental Data Measurements: Power, Voltage,
Current

To draw and trace the technical characteristics of our wind turbine in the laboratory,
we put this wind turbine inside a tunnel with a variable airflow thanks to a bellows
tunnel, a connection of the machine with a variable resistance and carried out while
measuring the voltage and the current at the terminals of the load (VWT, IWT). These
last electrical parameters are measured for each wind speed value and each resistance
value. Figure 2 illustrates all these measured data.

3 Digital Control of the Wind Turbine System

3.1 The Digital Algorithm: Applications in Control Card

The perturb and observe numerical control have been implemented on a dSPACE
1104 card to perform power regulation.

The power regulation of our horizontal axis wind turbine was made with the use
of the dSPACE 1104 board. The algorithm that follows theMPP point is called P&O.

The command starts at the beginning by taking measurements of current and
voltage VWT(k), IWT(k) in order to calculate the power at instant k and also recorded
the power calculated at the previous instant k − 1. After that, a parameter of voltage
�VWT = VWT(k) − VWT(k − 1) is calculated following the steps of the algorithm
which will control the sign of the value of �PWT based on the sign of the value of
�VWT. In the end of the control process, an increment and decrement of the duty
cycle DWT by a value of �DWT is made.
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For a real-time implementation, this algorithm is translated into MATLAB
language via the Simulink tool and then sent to the dSPACE card to be manipulated
by the ControlDesk software [11, 12].

3.2 The Digital Experimental Control Wind System

Looking to transfer the optimal energy of the small wind turbine, we have imple-
mented the algorithm shown in Fig. 5 in the dSPACE hardware. Figure 3 represents
the equipment used in the test, a schematic block (see Fig. 4) formed by:

• Wind turbine source 300 W,
• Artificial wind speed source (m/s),
• One step-up converter,
• Resistive load,

Load DSpace Card 

The Step-Up Converter 

Wind turbine terminals 

Fig. 3 The equipment used in the experiment

Ar�ficial 
wind speed 

source (m / s) 

DSPACE Card 
Electronic 
 Interface 

The Step-Up Converter The wind 
turbine  

source 300W 

Computer 
and 

Control desk 

A

V

Fig. 4 Schematic block used in the experiment
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Fig. 5 Digital control implemented in dSPACE 1104

• Current sensor,
• Voltage sensor,
• dSPACE hardware,
• Desktop computer.

3.3 Specification of Step-Up Converter

In this part of this paper, we present the type of converter used in the actuator part of
our system, and all the electronic components with these values are cited in Table 2.

Table 1 contains the voltage and current sensors used in the experiment.
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Table 1 Measuring
equipments

Equipment Parameters

Current sensor 10 A to 1 V and 100 A to 1 V

Voltage sensor ST1000

Table 2 DC-DC converter
components

Elements Values

Inductances L’1 = 100 µH

internal resistance r’1 = 0.2 �

Input capacities C1 = 1000 µF/250 V

Output capacities C2 = 1000 µF/250 V

R (load) 2 k�

Switch IRF3710

Diode MUR820G

4 Experimental Results of Numerical Control System

The results mentioned in this paper is carried out under conditions without distur-
bance, i.e., with a fixed load equal to 2 k� and a constant speed equal to
10 m/s.

In this work, we are focused on the use of a large value of the load to validate the
algorithm.

We can clearly notice in Fig. 6 that the electrical power is regulated at a maximum
value due to the P&O algorithm implemented in the dSPACE card:

• The regulated power at the terminals of the wind turbine is approximately equal
to 50 W.

• The duty cycle is approximately equal to 0.8.

We used the ControlDesk software as a single work environment, from the start
of experimentation right to the end. It performs all the necessary tasks of calculation,
display. The interval of visualization along this test is 200 s.

5 Conclusion

The curve representing the characteristics of a wind system (power as a function of
rotational speed) has a point of maximum power that can be extracted from the wind.
Each wind turbine has what is called a power coefficient (Cp), the value of the latter
depends on the mechanical design form of the blades of the wind turbine, the speed
of the wind, the speed of the rotor of the turbine. Therefore, the main purpose of the
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Fig. 6 Tracking the maximum power using dSPACE 1104 card (in ControlDesk)

monitoring process MPPT is to regulate the wind turbine to operate very close to
this maximum point.

The work developed in this paper is focused on the maximization of power of a
wind turbine with horizontal axis by a numerical control called P&O carried out in
real time within our laboratory by the use of the dSPACE card and also a DC-DC
converter connected to a resistive load. The results found show the validity of our
technical proposal even for a large resistive load.
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New Strategy for Unbalance
Compensation Based on PWM
AC-Chopper for Railway Applications

Mir Ismail, Benslimane Anas, Bouchnaif Jamal, Lahfaoui Badreddine,
Ayat Yassine, and Yandouzi Mimoun

Abstract This paper focuses on the problem of voltage unbalance for single-phase
railway substations using the AC-chopper controlled impedance concept (CCI).
This topology is based on the use of an active Steinmetz circuit. The sizing and
control method of the compensator has been studied based on real data provided
by the Moroccan railway office (ONCF). A comparison was realized between the
CCI compensator, voltage source inverter-based STATCOMVSI, and current source
inverter-based STATCOM CSI in terms of power losses in the semiconductors. The
three topologies have been implemented in the MATLAB/Simulink environment.
The obtained results prove the efficiency of the CCI topology compared to the VSI
and CSI compensators.

Keywords Unbalance compensation · STATCOM · VSI · CSI · CCI ·
AC-chopper · Railway

1 Introduction

The high-speed railway lines are supplied by a 2 * 25 kVvoltage between the catenary
and a complementary cable called NEGATIVE FEEDER. A 25 kV voltage between
the catenary and the rail is obtained due to an autotransformer with a midpoint [1].

Railway substations are two-phase loads, as shown in Fig. 1, which are dynamic
loads with high power, giving the unbalance problem. It will influence the quality of
the power supply by increasing the power generator losses, reducing the transformer
output capacity, disturbing protection relay devices, and consequently operating
errors. These negative effects seriously affect the safe operation of the power system.
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HV power grid 

C B A

Fig. 1 Power circuit of the high-speed railway substation’s supply AC system (2 * 25 kV–50 Hz)

The unbalance problem is an electrical disturbance that degrades the power quality
of the Moroccan energy supplier (ONEE); for this reason, the use of compensators
is mandatory [2, 3].

In order to overcome the unbalance problem, different strategies have been devel-
oped. The first compensator is the STATCOM based on the voltage source inverter
(VSI) topology; it is composed of a number of compensation cells coupled in parallel
to the secondary of a three-phase transformer connected through Yy0 each cell
contains an AC-side filter inductor (L), a voltage source inverter with sinus-triangle
PWM control, and a DC-side voltage storage source constituted by a capacitor (Cdc).
The second is the STATCOMcompensator based on the current source inverter (CSI);
it is composed of several cells coupled in parallel with the secondary of the three-
phase transformer with a Yy0 connection. Each cell contains a DC source realized
by an inductor Ldc, a CSI converter composed of six unidirectional power electronic
switches (only IGBT), and an LC filter connected between the AC side of the inverter
and the secondary of the transformer; the IGBT switches are controlled by PWM
signals [4, 5]. The efficiency of the CSI compensator is high compared to the VSI
in terms of power losses, but the disadvantage is the complexity of the design of the
protection devices due to the current source. For this reason, a new compensation
topology based on voltage sources with AC-chopper controlled impedance concept
(CCI) is proposed. Generally, CCI is controlled by current loops; in [6, 7], authors
proposed a control loop based on measuring the inner current provided by railway
substation in order to estimate the reference current and after obtain the duty cycle
for controlling the AC-chopper.

This paper presents an unbalance compensation topology for substations used
in high-speed railways using the CCI compensator for Tangier (Pk10) and Kenitra
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(Pk185). The compensator structure, sizing, control, and a comparison of power
losses with the topologies VSI and CSI are presented.

The rest of this paper is organized as follows: In the second section, the technical
characteristics provided byONCF and the results obtained without compensation are
presented. The third section deals with the sizing and control of the CCI compensator.
Finally, the calculation of power losses in the CCI semiconductors and comparison
with VSI and CSI topologies.

2 Unbalance Analysis

In order to simulate and analyze the unbalance caused by HSR substations, ONCF
has provided the characteristics of both substations (Tangier and Kenitra) for the
2030 horizon as well as the information on the high voltage (HV) power supply line.
Table 1 presents the relative characteristics of the substations, including the technical
specifications of the power supply line [8–11].

The powers consumed by both substations for 9 h from 7 am to 4 pm are shown
in Fig. 2a for Tangier (pk10) and Fig. 3a for Kenitra (185). Figures 2b and 3b present
the unbalance factor without compensator for the substations under study (Tangier
and Kenitra, respectively); note that the unbalance factor is more than 2% and the
Moroccan energies provider (ONEE) imposes an unbalance factor limited to 1%;
therefore, the ONCF will be penalized. For this reason, the railway operator has
engaged to install compensators based on the FACTS system to respect the standards
and avoid penalties.

Table 1 Characteristics of the Kenitra and Tangier substations

Characteristics Tangier-side substation
(PK10)

Kenitra-side substation
(PK185)

Rated power of the single-phase
transformer

40 MVA 40 MVA

Rated voltage of the line HT 225 kV 225 kV

Short-circuit power at the PCC 2800 MVA 3000 MVA

Line parameters Rline (�/Km) = 0.07 Rline (�/Km) = 0.07

Lline (mH/Km) = 1.26 Lline (mH/Km) = 1.26
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Fig. 2 a Daily rail traffic for the Tangier substation (pk10) in 2030. b Predicted unbalance factor
for the Tangier substation

Fig. 3 a Daily rail traffic for the Kenitra substation(pk185). b Predicted unbalance factor for the
Kenitra substation

3 Sizing and Control Strategy of the Active Steinmetz
Compensator (CCI)

The classical Steinmetz circuit is used to compensate the unbalance of fixed loads
by coupling fixed capacitive and inductive impedances. For a variable load (railway
substations), the classical Steinmetz circuit is not able to compensate the unbalance.

The CCI compensator is inspired by the concept of the Steinmetz circuit instead of
injecting fixed impedances; the injection will be by variable capacitive and inductive
impedances.

Figure 5 shows the general structure of the CCI compensator; this structure
is divided into two main parts: the power part and the control part. The setpoint
impedance (zin,c) is calculated from the power consumption SSS using Eqs. (1) and
(2). After the calculation of Z in c, a nonlinear control method will be used to generate
the duty cycle α and transform it to PWM signals to control the AC-choppers of the
compensator, an LC filter is installed between the input part of the compensator and
the transformer secondary in order to reduce THD.
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Rss = U (V )2

Sss(V A)
(1)

where: U is the voltage of the high voltage line (225 kV), RSS is the equivalent
resistance of the substation, SSS is the power consumed by the substation.

ZC = ZL = √
3Rss (2)

where: ZC is the capacitive impedance and ZL is the inductive impedance.

3.1 Sizing of the CCI Compensator

The IGBTs have been chosen from the manufacturer ABB (model 5SNA
1200G450300) to satisfy the technical constraints in the high voltage application,
the Table 2 shows the technical characteristics of the IGBTs used.

Transformer 225/3.5 kV ensures the voltage adaptation for the IGBTs as well as
the galvanic isolation between the high voltage line and the compensator; Eq. (3)
shows the transformation ratio of the transformer.

Table 2 Technical
characteristics of the IGBT

Component Parameter Value

IGBT V0T : Threshold
voltage of the
transistor

3.2 v

rdT : Dynamic
resistance of the
transistor

2.94 m�

Vref: Rated voltage 4500 v

aon + aout 1.2 × 10−6

bon + boff 6.1 × 10−3

con + coff 1.08

Antiparallel diode
integrated with IGBT

V0D : Threshold
voltage of the
diode

3.25 v

rdD : Dynamic
resistance of the
diode

2.98 m�

Vref: Rated voltage
of the diode

4500 v

arec −5.25 × 10−7

brec 2.61 × 10−3

crec 375 × 10−3
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Table 3 Parameters of the CCI compensator

CCI Capacitive CCI Inductive

Single-phase coupling
transformer

225 kv/3.5 kv
34 MVA

225 kv/3.5 kv
34 MVA

Numbers of AC-chopper cells N1 = 12 N2 = 8

LC filter LF1 = 92 μH, CF1 =
65.51 μF/QCF = 250 KVAR

LF2 = 92 μH, CF1 =
65.51 μF/QCF = 250 KVAR

AC-chopper output impedance
Zout

LCV = 0.362 mH, Cv =
831 μF

LV = 8 mH, r = 31.2 m�

A step-down AC-chopper is used, based on the interval of the setpoint impedance
variation to define the duty cycle α, if Z in,c = Z in,min the duty cycle takes the max
value (α = 1) and Z in,min = Zout, Eq. (4) shows the relation between alpha and the
input/output impedance of the AC-chopper.

Equation (5) is used to calculate the reactive power produced by the compensator
to determine the capacitive/inductive parameters. The parameters of the CCI are
presented in Table 3.

mT1 = mT2 = 3.5

225
= 15.55 × 10−3 (3)

Z in ≈ Zout

α2
(4)

where: Z in is the input impedance and Zout is the output impedance.

QC = U 2

Zcomp
(5)

where: QC is the reactive power of the compensator, and Zcom is the impedance of
the compensator.

3.2 Control Strategy of the CCI Compensator

The look-up table method with a PID corrector has been used to control the system
due to the nonlinearity between alpha, Z in and Zout as in Eq. (4). Look-up table
requires an increasing function for the order of the data, to satisfy this condition we
use the admittance Y = 1

Z Y = 1
Z . Tables 4 and 5 presents an extract of the data

inserted in Look-Up Table. Figure 6 shows the direct chain of the system, applying
a step input to determine the open-loop transfer function (Eq. 6).

To improve the system’s performance (speed, precision and stability), a PI
corrector is introduced in the direct chain (Fig. 7). Table 6 shows the parameters
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Table 4 Extract capacitive
data from look-up table

α Z in(k�) Yin

0.28 15.6846613 0.063756557

0.285 15.2070623 0.065758921

0.29 14.7208141 0.067931026

0.295 14.281267 0.070021798

0.3 13.942297 0.071724193

Table 5 Extract inductive
data from look-up table

α Z in(k�) Yin

0.27 20.87892 0.047895198

0.275 20.21945 0.049457329

0.28 19.31513 0.051772885

0.285 18.44628 0.054211472

0.29 17.89582 0.055878971

Table 6 Parameters of the PI
corrector and the performance
of the system in closed loop

PI CCI Inductive CCI Capacitive

kp 14.4 × 10−3 14.4 × 10−3

τi (ms) 0.4 0.4

Tr (ms) 59 59

Static error (%) 0 0

Overflow in closed loop (%) 0 0

of the PI corrector obtained by the application of the Ziegler–Nichols method as
well as the response time (Tr ), static error and overflow in closed loop. The system’s
response in the open and closed loops is shown in Figs. 8 and 9.

H(p) = 1.003

1 + 3.87 × 10−3 p + p2

314.742

(6)

3.3 Result of the Unbalance Compensation by CCI

The results obtained are simulated by MATLAB Simulink environment which are
presented in Figs. 10 and 11. The unbalance factor (Tiv) for both substations has been
respected the limits imposed by ONEE (Tiv ≤ 1), and also, the harmonic distortion
factor of the voltage (T HDL ) and of the current (T HDC ) do no exceed the standard
(8% imposed by NF EN 50160); the CCI compensator approves its efficiency to
resolve the unbalance problem.
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4 Power Losses for the CCI Compensator

Two types of power losses are considered for the present system: conduction and
switching losses. To determine the conduction losses due to the internal construction
of the IGBTs (IGBTs are based on semiconductors modeled by an internal resistor
and a voltage source), and for a PWM control, the output current is defined by Eq. 7.

The power losses at the level of the transistors (T 1 and T 1C) and antiparallel
diodes (D1 and D1C) are determined by the Eqs. 8, 9, 10 and 11 for the switching
cell 1 (Fig. 4).

Still, due to the symmetry of the switching cells, the expressions of the losses for
T2, D2, T2C, and D2C are respectively equal to those obtained for T1, D1, T1C,
and D1C.

Commutation Cell 2 Commutation Cell 2

Inductive controlled impedance Capacitive controlled impedance

Fig. 4 Inductive and capacitive variable impedances for CCI compensator

HV ligne HSR Substation

Filter

AC-chopper 
Capacitif

AC-chopper 
Inductif

PWM Impedance 
Control

Filter

PWM Impedance 
Control

Setpoint impedance 
calculation

Sss

Zin,c

Fig. 5 General structure for CCI compensator
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Fig. 6 Open loop of the CCI
compensator

CCILook-up
Table

Zin,c Zinα
Fig. 7 Closed loop of the
system

PI
corrector

Look-up
Table

Zin,c ZinError CCI

Fig. 8 Response of the system in the open loop

Fig. 9 Response of the system in the closed loop

Fig. 10 Tiv , T HDC , and T HDL according to daily railway traffic Tangier 225 kV with unbalance
compensation by CCI
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Fig. 11 Tiv , T HDC , and T HDL according to daily railway traffic Kenitra 225 kV with unbalance
compensation by CCI

For switching losses, the voltage applied during the change of state of the
semiconductor varies according to Eq. 12.

The switching phase of the semiconductors in a cell is one quarter of a grid period.
Switching cell 1 switches the voltage V in when it is positive. The semiconductors
are charged according to the sign of the current, which changes every quarter. If the
voltage V in is negative, the components are forced to close. The calculation of the
losses is done from Eq. (13 and 14) [8, 12].

iout(t) = Iout ·
√
2 · sin

(
ωnet · t + π

2

)
(7)

PCond,T 1 = V0T · α · Iout ·
√
2

π
+ rdT ·

(
Iout ·

√
2
)2

4
· α (8)

PCond,T 1C = V0T · (1 − α) · Iout ·
√
2

π
+ rdT ·

(
Iout ·

√
2
)2

4
· (1 − α) (9)

PCond,D1 = V0D · α · Iout ·
√
2

π
+ rdD

(
Iout ·

√
2
)2

4
· α (10)

PCond,D1C = V0D · (1 − α) · Iout ·
√
2

π
+ rdD

(
Iout ·

√
2
)2

4
· (1 − α) (11)

Vin(t) = Vin · √
2 · sin(ωnet · t) (12)

PComT 1 = PCom1C
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= fdec
2π

Vin · √
2

Vref

[
(Iout ·

√
2)2

3
· (aon + aoff) + Iout ·

√
2

2
(bon + boff) + (con + coff)

]

(13)

PComD1 = PComD1C

= fdec
2π

· Vin · √
2

Vref

[
(Iout ·

√
2)2

3
· arec + Iout ·

√
2

2
· brec + ·crec

]
(14)

The results of the modeling and implementation of the different equations in the
MATLAB/Simulink environment of the total losses in each inductive and capacitive
controlled impedance in the two substations of Tangier andKenitra and the efficiency
are represented by Figures 12 and 13, respectively.

For the Tangier substation, the total power losses in the two AC-choppers (capac-
itive and inductive) reach 0.42 MW; the results obtained show a high efficiency as a
function of consumption variation.

For the Kenitra substation, the losses are extremely low in both impedances,
resulting in a high efficiency. Table 7 shows the different values of power losses for
the three different topologies (CSI, VSI, and CCI). It is clear that the losses in the

Fig. 12 Inductive and capacitive power losses for the Tangier substation as well as the efficiency

Fig. 13 Inductive and capacitive power losses for the Kenitra substation as well as the efficiency
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Table 7 Comparison of the
semiconductor energy power
losses between the three
topologies CCI, VSI, and CSI
STATCOM

Unbalance
compensator
topology

Energy lost daily
(MWh)

Energy lost
annually (MWh)

CCI 2.8901 1054.89

VSI_STATCOM
[8]

44.46 16,227.9

CSI_STATCOM
[8]

38.7 14,125.5

CCI topology are very low compared to the VSI and CSI structures, according to
[8], which has a huge advantage in minimizing power losses.

5 Conclusion

The electrical power supplied to the substations of high-speed railway lines neces-
sitates permanent control to ensure the power’s quality and avoid penalties to the
ONCF. Therefore, the railway operator is obliged to install compensators to opti-
mize the power consumption respecting the norms required by the power supplier
ONEE. This paper focuses on the study on a new unbalance compensation topology
based on the concept of controlled impedance CCI starting from the dimensioning
of the components (transformers, IGBT, filter, …) then the method of control of the
compensator until the implementation and the modeling at the level of MATLAB
Simulink. The results constated that the standards were respected (Tiv, THDL, and
THDC). A comparative study was established between the CCI compensator and
the compensators (VSI and CSI) proposed in [8] concerning the power losses in the
semiconductors; the results approved a high performance of the CCI compensator
compared to the VSI and CSI compensators.
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Evaluation of an MPPT DC–DC Boost
Controller using a PV Emulator-Based
Test System

Mohammed Chaker, Driss Yousfi, Mohammed Essoufi, and Amine El Houre

Abstract This paper proposes a PV Emulator with the objective of testing MPPT
algorithms under controllable weather conditions. The emulator is based on a Phase-
Shifted Full-Bridge converter with a current regulation loop. The reference current
of this loop is generated using a mathematical PV model. In this work, the main
focus is on testing the P&O algorithm, which is implemented on a DC–DC boost
converter. First, simulation work under Matlab/Simulink environment is realized to
check the robustness of the implemented algorithm for different loads and irradiance
levels. Then, the P&O-controlled boost converter is tested experimentally using the
developed PV Emulator. The control part is ensured by using the EZDSP F28335
board. Both simulation and experimental results are presented at the end of this paper.

Keywords PV Emulator ·MPPT · P&O · DC–DC converter · Phase-Shifted
Full-Bridge converter · Boost converter

1 Introduction

In recent years, solar PV (photovoltaic) energy has become one of themost important
renewable energy sources [1–3], owing to technological breakthroughs and their
impact on climate change.

The MPPT (Maximum Power Point Tracker) controller is a fundamental part of
PV systems. That is why test systems for MPPT algorithms have been developed [4,
5]. The purpose of MPPT is to extract and conserve the maximum power from the
PVmodules under any environmental condition by outputting their optimal current–
voltage operating point according to the load [6].

Several MPPT algorithms have been presented throughout the years to track the
maximum power of a PV panel. Although these algorithms share the same main
objective, they differ significantly in terms of efficiency, complexity, steady-state
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oscillations, tracking speed, hardware implementation, and whether or not they track
global MPP [7, 8]. Among these algorithms, the P&O (perturb and observe) method
is the most popular, thanks to its simplicity and ease of use [8–10].

The biggest obstacles for the experimental validation of MPPT algorithms are the
PV panel cost, their large space requirements, and, of course, the need for controlled
weather conditions that affect the solar cell performance [11]. In order to overcome
these difficulties, a PV Emulator has been designed to test MPPT algorithms. The
main power circuit of this PV Emulator is an isolated DC–DC power converter.

In this paper, the developed PV Emulator is used to test anMPPT converter with a
built-in perturb and observe technique to verify the emulator’s effectiveness in terms
of testing MPPT algorithms.

2 System Description

As illustrated in Fig. 1, the overall system is composed of two power subsystems:
The PV Emulator is the first, and the MPPT-controlled DC–DC converter with the
load is the second.

2.1 Description of the Developed PV Emulator

The developed PVEmulator can reproduce the behavior of real PV panels at different
climatic conditions. It is built around a PSFB (Phase-Shifted Full-Bridge) DC–DC
converter with a current controller.

Fig. 1 Block diagram of testing P&O algorithm using the PV Emulator
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Figures 2 and 3 show the synoptic diagram and the power circuit of the devel-
oped PV Emulator, respectively. The power circuit is mainly composed of an LF
(Low Frequency) rectifier feeding a Full-Bridge inverter, an HF (High Frequency)
transformer, and an HF rectifier with an LC filter.

The control circuit takes in charge the PV characteristic generation using the
mathematical model of the PV module described in Eq. (1). Furthermore, the PI
controller uses a Phase Shift PWM control technique to ensure PV current tracking.

Under STC (Standard Test Conditions), i.e., Gn = 1000 W/m2 and Tn = 25 °C,
the current of a PVmodule can be expressed as a function of voltage by the simplified
exponential expression shown in Eq. (1) [12]:

IPVn = Iscn.

(
1− K1.

(
exp

(
Vpvn

K2.Vocn

)
− 1

))
(1)

where
Ipvn, Vpvn: current and voltage supplied by the PV module at STC.

K1 =
(
1− Imppn

Iscn

)
.

(
exp

(−Vmppn

K2.Vocn

))
(2)

Fig. 2 Synoptic diagram of the designed PV Emulator

Fig. 3 Power circuit scheme of the designed PV Emulator
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K2 =
(
Vmppn

Vocn
− 1

)

ln
(
1− Imppn

Iscn

) (3)

K1 and K2 depend on the following parameters at STC.
The PVmodule short-circuit current Iscn, the PVmodule open circuit voltage Vocn ,

the PV module maximum power point current Imppn, and the PV module maximum
power point voltage Vmppn.

Equation (1) allows defining the electrical characteristic Ipvn as a function of
Vpvn of the PV module at STC. Replacing Eqs. (4–7) in Eq. (1) allows gener-
ating the current–voltage characteristic of the PV module corresponding to the new
temperature and solar irradiance values.

Isc(G, T ) = Iscn
G

Gn
(1+ α(T − Tn)) (4)

Voc(T ) = Vocn + β(T − Tn) (5)

Impp(G, T ) = Imppn
G

Gn
(1+ α(T − Tn)) (6)

Vmpp(T ) = Vmppn + β(T − Tn) (7)

where α and β are the current and the voltage temperature coefficient, respectively.

2.2 Description of the MPPT-Controlled DC–DC Boost
Converter

To extract the maximum power available at the terminals of the PV Emulator at any
time and transfer it to the load, a boost DC/DC power converter (Fig. 4) with an
implemented P&Omechanism is integrated into the system. The power components
used for the realization of the boost converter are the IRF530 power MOSFET and
the ESM765-100 diode, whereas the passive components used have the following
values: Cin = 60 µF, Cout = 100 µF, and L = 2 mH.

The P&O method works by perturbing the system and observing its impact on
the output power of the PV generator. The perturbation is provided by changing the
duty cycle of the PWM signal sent to the boost converter transistor.

According to Fig. 5, if the operating voltage is perturbed in a given direction and
the power increases, then the perturbation has shifted the operating point to the MPP
(maximum power point). The P&O algorithm will continue to perturb the voltage in
the same direction. On the other hand, if the power decreases, then the perturbation
has moved the operating point away from the MPP. The algorithm will reverse the
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Fig. 4 Power circuit scheme of the DC–DC boost converter

direction of the next perturbation. This process is repeated periodically until theMPP
is reached.

Any change in weather conditions results in a different MPP, which triggers the
algorithm to look again for this point.

Fig. 5 Flowchart of the P&O algorithm
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3 Simulation Results

For an extensive study before starting the experimental part, the general system
(PV Emulator + boost converter with P&O control + load) is simulated under
Matlab/Simulink environment.

First, to verify the robustness of the implemented P&O algorithm, the global
system is tested by implementing the reference PV characteristic (Fig. 6) with two
different loads R = 100 � and R = 150 �. It is noticed that the maximum power
point of the reference PV characteristic is equal to 143.1 W.

The obtained results presented in Fig. 7 show that the steady-state power supplied
to the first load (R= 100�) oscillates around an average power of 141.3W, whereas
the power of the second load (R = 150 �) oscillates around 140.6 W. Hence, the
P&O algorithm is working properly. The time of the dynamic regime of the generated
power is 0.18 s and 0.23 s for R = 100 � and R = 150 �, respectively.

In a second test, the PV characteristic is generated for a constant temperature
equal to 25 °C and with varying irradiance. The power delivered, in these conditions,
to 100 � load is presented in Fig. 8.

Table 1 shows that for each irradiance value, the overall system delivers an average
power, which is very close to the reference MPP. The largest value of the difference
between themeasured average power and the referenceMPP is 1.7W for 1000W/m2.
This means a relative error of only 1.25% to the reference.

Consequently, the simulation results show that the implemented P&O algorithm
is able to extract the maximum power generated by the PV Emulator for both loads

Fig. 6 Reference P–V characteristic implemented in simulation
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Fig. 7 Power delivered to the load for R = 100 � and R = 150 �

Fig. 8 Power delivered to R = 100 � for different irradiance levels

100 � and 150 �. It is also clear that the MPPT controller can detect the maximum
power following any change of irradiance.
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Table 1 Reference MPP and average power generated for different irradiance levels

Irradiance (W/m2) MPP of the reference PV
characteristic (W)

Mean value of the generated power (W)

400 54.21 53.61

600 81.32 80.36

700 94.87 93.7

800 108.4 107

1000 135.5 133.8

4 Experimental Results

For validation purposes, a PV Emulator feeding an MPPT-controlled DC–DC boost
converter (Fig. 9) has been experimentally designed.

The PV Emulator is built around MOSFETs Full-Bridge converter and an HF
transformer (Fig. 3), resulting in a power converter with a high efficiency that exceeds
94%. The boost converter (Fig. 4) is designed using the IRF530 power MOSFET
and ferrite core-based inductor.

The real-time control part, including the PV characteristic generator and the
current loop, is implemented using eZdspF28335 controller board.

Making use of the mathematical model described in Sect. 2.1, the reference P–V
characteristic shown in Fig. 10 is deployed into the PV Emulator. Table 2 shows the
main electrical properties of this reference PV module.

Fig. 9 Photograph of the experimental test bench
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Fig. 10 Reference P–V
characteristic implemented
in real-time

Table 2 Main electrical
properties of the reference PV
module

Electrical property Value

PMPP 110.6 W

VMPP 57.97 V

IMPP 1.909 A

Voc 86.78 V

Isc 2.67 A

From Fig. 11, it is clear that after activation of the two power converters at t1,
the P&O power controller starts looking for the MPP available at the terminals of
the PV source represented here by the PV Emulator. The power delivered to the load
oscillates around the MPP after a short transient time equal to 0.27 s.

As a result, these findings demonstrate that the built PV Emulator can be used to
evaluate MPPT controllers such as P&O algorithm-based DC–DC boost converter.

5 Conclusion

In this paper, the capabilities of the Photovoltaic Emulator in terms of testing MPPT
algorithms with significant power level are demonstrated. The test system consists
of a PV Emulator feeding a P&O-controlled DC–DC boost converter.

First, the simulated test system with implemented P&O algorithm under
Matlab/Simulink shows that for two different loads and varying irradiance, the deliv-
ered average power stabilizes in less than 0.23 s. Furthermore, the steady-state power
error, relatively to the referenceMPP, does not exceed± 1.25%. The simulation study
was very helpful for PV generator test and current controller design.
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Fig. 11 Power delivered to
the resistive load in real-time

Afterward, the first experimental results of the test system show the high perfor-
mances of the implemented P&O algorithm which is able to track the MPP in 0.27 s.
These findings demonstrated the effectiveness of the designed PV Emulator for
testing MPPT-controlled converters.

In perspective, more experimental tests will be conducted on theMPPT controller
for different loads and environmental conditions.
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Introduction of a Correction Factor
for Predicting Real Stirling Engine
Efficiency Based on Ideal Adiabatic
Modelling

Kaoutar Laazaar and Noureddine Boutammachte

Abstract Stirling engine presents an excellent opportunity for power production
based on renewable energies thanks to its multi-fuel capacity, high efficiency, silent
operation, low maintenance requirement and ecological suitability. Previous studies
focused on developing mathematical models for predicting real Stirling engine
performance which is based on complex equations. However, there is no simple
method that enables the estimation of real engine outputs without the necessity to
add many equations into modelling. In the present paper, we introduce a new correc-
tion factor for predicting the real Stirling engine efficiency for its three types (Alpha,
Beta and Gamma) based on ideal modelling only. This will help Stirling engine
researchers to estimate the practical engine performances quickly based only on the
correction factor without the necessity to add complex equations. To do this, we have
used the non-ideal adiabatic model because it has been regarded as one of the high
accurate models among second order approaches since it can provide accurate results
with a reasonable time. The results demonstrate that Stirling engines can produce
high work output and efficiency close theoretically to that of Carnot if the engine is
well designed. In addition, it was found that the consideration of pressure drop loss
reduces the output power by 18.92% and decreases the thermal efficiency by 11.51%
for Alpha type Stirling engine. It was also concluded that the non-ideal recovery of
regenerator loss has the second effect on Stirling engine performances; its account
reduces the efficiency by 10.69%. Moreover, a correction factor of 0.66, 0.52 and
0.53 has been found for predicting the real efficiency of Alpha, Beta and Gamma
types, respectively.

Keywords Stirling engine · Renewable energies · Correction factor · Adiabatic
modelling · Efficiency prediction
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1 Introduction

The excessive demand for energy, the decrease of fossil fuels stocks and the green-
house gases emissions rise are the main factors for looking for other alternative
solutions. One of the best promising solutions is the use of renewable energies with
thermo-mechanical conversion systems such as Stirling engines technology. Stirling
engine (SE) is one of the performant technologies that can convert any source of heat
input into mechanical or electrical power. It is a type of heat engine in which the prin-
cipal of operation is based on a closed regenerative thermodynamic cycle [1]. The
particularity of Stirling engines is their ability to operate with an external combustion
unlike other thermalmotors [2]. This advantage allows the use of several heat sources
including renewable energies. In fact, Stirling engines are constructed with different
mechanical configurations namelyAlpha, Beta andGamma. The three configurations
have the same thermodynamic cycle but are different in theirmechanical construction
[1].

A number of researchers in previous studies have sought to determine the real
performance of Stirling engines including its output power and efficiency based
on mathematical modelling. Udeh et al. [3] have developed governing differential
equations of Stirling engines by coupling some additional losses into the traditional
model. They have found an optimummean effective pressure for maximum energetic
efficiency of the engine. Cheng et al. [4] have proposed an energy method for solving
the relationship between the crank angle of the main shaft, and the work generated
by the working gas for an Alpha type four-cylinder double-acting Stirling engine.
Their findings have revealed that the maximum shaft power of the proposed engine
is 1103 W at 878 rpm at a heating temperature of 1200 K with a loading torque of
12 N m.

Most studies in the existing literature have only focused onmodelling ideal model
and integrating the different losses occurring insideStirling engine. These approaches
require solving complex mathematical equations and take a long time in numerical
simulations. Although extensive research has been carried out on evaluating Stirling
engine output power and efficiency, far too little attention has been paid to predicting
the real Stirling engine performances without the necessity to add complex equations
into the models. In the present paper, we propose a correction factor for estimating
the real Stirling engine performance for Alpha, Beta and Gamma types based on
ideal adiabatic modelling only. This will help the researchers in the field to predict
practical engine performances in a quick manner while providing accurate results.

2 Principle of Operation and Mathematical Model

Theoretically, the cycle of Stirling engine can be the most efficient device converting
heat into mechanical work since its efficiency can be equal to that of Carnot cycle
which is themost efficient thermodynamic cycle. Stirling engine cycle consists of four
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Table 1 Set of mathematical
equations dTe =

Te
(
dP
P + dVe

Ve
− dme

me

)
; dTc =

Tc
(
dP
P + dVc

Vc
− dmc

mc

)
(1)

Temperatures in compression
and expansion spaces

dQr =
Vr d Pcv

R −cp(Tkrmkr −Trhmrh)

(2)

Heat transfer in regenerator

dW = dWe + dWc (3)

ηadi = W
Qh

(4)

Network output and thermal
efficiency

dpi = 2 fiμVi GLi

mi d2i
(5) Pressure drop in heat

exchangers

Qr loss =
(1− ε)(Qr max− Qr min). fr (6)

Non-ideal recovery of the
regenerator

thermodynamic processes (isothermal compression, isochoric heating, isothermal
expansion and isochoric cooling) [5].

The mathematical model used in this research is the non-ideal adiabatic model.
It consists of the division of the engine into five control volumes including the
compression space, expansion space, heater, cooler and regenerator [6]. The set of
mathematical equations is summarized in Table 1. More details can be found in [1].

3 Results and Discussions

3.1 Model Validation

In order to validate the non-ideal adiabatic model used in the present paper, the
geometrical and physical specifications of the GPU-3 Stirling engine manufactured
by General Motors Corporation were chosen for the model validation. Figure 1
shows the comparison between our model, the experimental results of NASA Lewis
Research Center and previous numerical model. The current model presents better
performance in comparison with the simple analysis [7] because in the later, less
mechanical losses are considered. The output power of our model is closer to the
experimental results because in the present model, several mechanical losses are
taken into consideration. The slight difference between the experimental findings
and the current analysis could be attributed to the frictional losses of the engine crank
angle mechanism. Furthermore, the pistons movement in the adiabatic approach is
simplified to sinusoidal volume variations. Nevertheless, it is very difficult to achieve
this assumption in practical engines since the piston’s movement is quasi sinusoidal
and depends on the crank shaft mechanism.
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Fig. 1 The effect of speed on GPU-3 stirling engine power

Table 2 Comparison between current model, previous thermal models and experiment [7]

Model Power (KW) Efficiency (%) Power error (%) Efficiency error (%)

Ideal adiabatic model 8.30 62.30 176.70 41.00

Finite speed
thermodynamic
model

4.80 29.27 60.00 7.97

Timoumi model 4.27 38.50 42.30 17.20

Developed analytical
isothermal model

6.09 52.90 103.00 31.60

Third order analysis 4.26 42.00 42.00 20.70

Current study 3.90 24.19 30.00 2.89

Experimental results 3.00 21.30 – –

Another comparative study is given in Table 2. The present model demonstrates
high accuracy in comparison with previous models thanks to the consideration of
different mechanical and thermal losses.

3.2 Analysis of Ideal Adiabatic Model and Losses Assessment

Figure 2 presents the variations of pressure and volume inside the expansion and
compression spaces of Alpha type SE during an engine cycle at 1500 rpm rotational
speed.
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Fig. 2 Pressure–volume diagram of ideal model

The integration of each curve allows obtaining the work generated and consumed
by the expansion and compression processes, respectively. A large area of work
output can be obtained in ideal model as no loss is considered. In ideal operating
conditions, the expansion and compression works are being equal to 336.25 J and
131.59 J, respectively, which results in a network output of 204.66 J with an ideal
thermal efficiency of 60.86%.

Figure 3 depicts the variation of heat flow inside Stirling engine heat exchangers.
In the ideal adiabatic model, the regenerator is assumed to be perfect (effectiveness
= 1), which means that the heat absorbed by the matrix is equal to the heat released
to the working gas and no thermal or mechanical loss occur during the engine cycle.
It must also be noted that the heat transferred to the heater during an engine cycle
is equal to 336.26 J which is the same as the work done by the expansion process;
whereas the heat rejected to the cooler is equal to 131.74 J which is the same as the
work consumed by the compression process.

The pressure drop inside Stirling engine heat exchangers is one of the mechanical
losseswhich takes place in practical engines. Its effect on output power forAlpha type
Stirling engine is studied in Fig. 4. The non-ideal model deviates significantly from
the ideal one while integrating the pressure drop effect especially in higher speed
values in which the frictional losses undergo an important increase. At 3500 rpm
rotational speed, the output power produced in ideal case is equal to 11,938.73 W
while this value does not exceed 5022.88Wwhen the pressure drop loss is considered.
The large difference between the twomodels is due to the decrease of engine pressure
knowing that this parameter is very important in Stirling engine operation since the
work output is defined as the product of pressure and volume. Consequently, the
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Fig. 3 Heat flow rate inside stirling engine heat exchangers in the ideal model

decrease in pressure leads to the work output decrease, hence the reduction of output
power.

The effect of regenerator non-ideal recovery loss on ideal model for different
hot temperature values of Alpha configuration Stirling motor is shown in Fig. 5.
The consideration of non-ideal recovery of the regenerator significantly reduces the
engine thermal efficiency.

For instance, the thermal efficiency decreases by more than 13% at 1200 K heater
temperature. This is because the regenerator, in real case, is non-perfect hence its

Fig. 4 The effect of pressure drop loss on ideal adiabatic model
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Fig. 5 The effect of non-ideal recovery of regenerator on ideal model

effectiveness is less than 1. As a result, a huge amount of heat transferred to the heater
is not absorbed by the regenerator leading to the decrease of the engine efficiency.

The shuttle loss contributes to the decrease of the expansion space temperature
and the increase of the compression one. Consequently, more heat input must be
added in the heater which increases the energy cost of Beta and Gamma Stirling
engines. The requirement of more heat input due to shuttle loss is depicted in Fig. 6.

Fig. 6 Effect of shuttle loss on heat input of Beta and Gamma types stirling engine
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It must be noted that the prediction of real output power and thermal efficiency of
Stirling engine types from the ideal adiabatic model must consider a correction factor
which takes all the thermal and mechanical losses into account. The correction factor
resulted from our analysis can be calculated as K = real efficiency/ideal efficiency.

The value of the correction factor for Alpha, Beta and Gamma types is 0.66, 0.52
and 0.53, respectively.

4 Conclusions

This paper presents the ideal adiabatic model which has been used for estimating the
ideal performances of different Stirling engines configurations namely Alpha, Beta
and Gamma. The results of the ideal analysis show that Stirling engines can provide
high performances in terms of output power and efficiency. Afterwards, the thermal
and mechanical losses have been integrated into the ideal model to predict the real
outputs of Stirling engine types. The losses have been added separately into themodel
to evaluate their effect on Stirling engine performances. It has been found that the
pressure drop has the important effect on Stirling engine output power and efficiency.
The non-ideal recovery of regenerator loss has the second effect on Stirling engine
performances; its account reduces the efficiency by 10.69%. To help Stirling engine
researchers to predict the output performances, we have proposed a correction factor
for each of Stirling engine types namely Alpha, Beta and Gamma.

The introduction of this factor will help on the assessment of real Stirling engine
efficiency by calculating only the ideal one without the necessity to add complex
equations into the analysis.
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Enhancement of Standalone PMSGWind
Turbine System Utilizing Nonlinear
Proportional-Integral Control Technique

Ahmed Omar Elgharib, Soufyane Benzaouia, and Aziz Naamane

Abstract This paper studies the control of a wind turbine connected system using
permanent magnet synchronous generator (PMSG) driven by a wind turbine and how
to achieve the maximum power point tracking (MPPT) using nonlinear proportional-
integral controller (NPIC), and also, such a controller permits the PMSG to operate
at an optimal speed and high efficiency, especially by utilizing PMSG. This wind
turbine is connected to the load by means of controlled rectifier. The controlled
rectifier is used for transferring power to the load. A variable wind speed profile is
used in such a system. This paper shows the dynamic performance of the complete
system using Matlab Simulink.

Keywords Wind turbine stand alone system ·Wind turbine modelling · Nonlinear
control

1 Introduction

The last two decades have seen a few vital improvements within the plan of feed-
back controllers for solid shape behaviour settlement (set-point control) and move
following targets. [1, 2] In any case, there are certain open issues still stay in this
subject that are of extraordinary hypothetical and viable interest. In specific, from the
point of view of outside unsettling influence torque rejection, no bound together sys-
tem for planning basic control structures available right now that is motivated from
linear control hypothesis such as proportional-integral (PI), proportional-integral-
derivative (PID), and their variations.

This outcome employs the Euler parameter (quaternion) kinematics and a lack
of involvement channel whose situation empowers development of position stabi-
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lizing controller. Structure of channel vector state is appeared to be administered
across steady first-order linear differential condition carried out by vector portion
of quaternion (position estimation). Furthermore, lack of involvement channel does
not have high-pass features and in hypothesis concedes subjectively moderate trans-
mission capacity. Moreover, for adequately less frequencies within filter’s input flag,
channel yield approximates a pseudo-velocity-like state. In any case, this false for
input signals with higher size of frequencies. Ensuing expansions to this velocity-
free controller system were displayed by [3]. Energize generalizations to the case
of position tracking along endorsed reference directions were presented by [4, 5].
In a later advancement, [5] is drawn closer to the position stabilization issue from
nonlinear PID control point of view in which the full-state vector counting precise
speed was utilized for criticism purposes. In spite of the fact that control plot requires
full-state criticism when compared to the lack of involvement channel-based devel-
opments, this result brings valuable arrangement for necessarily input. In terms of
strength with regard to idleness parameter instabilities, PID development of [5] is
nearly autonomous of dormancy network within sense that it certainly needs ear-
lier information on the biggest eigen value of idleness network. Position control
with universally steady closed-loop elements utilizing Euler parameters is moreover
examined in [6]. This work combines viewpoints of details for passivity filter in con-
junction with the choice of a Lyapunov work containing cross/mixed terms including
the conditions. Nearby unsettling influence dismissal is outlined through a lineariza-
tion approximately the ostensible harmony point.Wind turbines can generate electric
force by using the wind intensity in order to manage electric generator [7]. Genera-
tor can originate power and shifts from crest to attainable transformer and changes
from output voltage to individual utilization or an across the nationwide grid [8].
Effectiveness and capability for wind farms have huge influence on wind power that
can alter with large scope towards variable geographical areas [9]. The coherence of
the ability to produce energy is the key distinction between the onshore and offshore
wind farms. Offshore wind farms have the capacity to deliver more electricity at a
steadier rate than their onshore partners [10], and the power circuit shown in Fig. 1
is studied firstly in [11].

This paper is organized as follows: Sect. 1 is the introduction; Sect. 2 discusses the
modelling fo the WECS; Sect. 3 proposes the control of the PMSG side converter;
Sect. 4 shows the results and its discussion, and Sect. 5 is the conclusion.

1.1 Nomenclature

PMSG: Permanent Magnet Synchronous Generator, NPIC: Nonlinear Proportional-
Integral Controller, MPPT: Maximum Power Point Tracking, WECS: Wind Energy
Conversion System.
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Fig. 1 Schematic diagram for WECS

2 Wind Energy Conversion System Modelling

2.1 Model of the Turbine

The wind power is described by:

pv =
(
ρ · A · v3

w

)

2
(1)

where vw is the wind speed, A is the circular area, and ρ determines density of air.
The mechanical power that can be evaluated by the turbine is as follows:

pm = 1

2
Cp(λ, β) · ρ · A · vw

3 (2)

λ = �m R

vw

(3)

where Cp indicates to the power coefficient, it is concerned with the pitch angle β

and the tip-speed ratio λ. R indicates to turbine radius and �m is the rotor speed for
turbine. The coefficient of power Cp is expressed by the following two equations:
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cp(λ, β) = c1

(
C2

γ
− C3 · β − C4

)
e

−C5
γ + c6 · λ (4)

1

γ
= 1

λ + 0.08β
− 0.035

β3 + 1
(5)

whereC1 = 0.5176,C2 = 116,C3 = 0.4,C4 = 5,C5 = 21,C6 = 0.0068. Themain
model shows a changeable pitch model. However, for this situation, the model is
varied to clarify the firmed pitch turbine by reaching to zero according to pitch
angle. Therefore, the coefficient of power is only utilized as lambda function. The
mechanical torque generated by the turbine is determined by this equation:

Tm = pm
�m

= 1

2 · �m
Cp(λ, β) · ρ · A · vw

3 (6)

As the wind turbine is linked directly with permanent magnet synchronous gen-
erator (PMSG), the shaft system of the WECS can be clarified by a one-mass model.
The motion equation is represented by the following:

Tm = J
d�m

dt
+ f · �m + Tem (7)

J = Jturbine + Ja (8)

where J is the overall inertia moment for rotating parts, f is the friction coefficient,
and Tm is the electromagnetic torque obtained by generator.

2.2 Model of PMSG

The d–q voltages of stator for the generator are introduced by the next equations:

Vds = Rs Ids + Ld
dIds
dt

− ωrψqs (9)

Vqs = Rs Iqs + Lq
dIqs
dt

+ ωrψds (10)

ψds = Ld Ids + ψ0 (11)

ψqs = Lq Iqs (12)

where Ld and Lq are the inductance of the generator on the d and q axis respectively,
Rs is resistance of the stator, ωr is the electrical rotating speed of the PMSG that is
introduced by
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Fig. 2 a Wind curves at different wind speeds, b features Cp versus λ for various ratings for pitch
angle β

ωr = p · �m, (13)

and ψ0 is the permanent magnetic flux. By substituting Eqs. (11) and (12) into Eqs.
(9) and (10), the differential equations of PMSG are presented by the following:

⎧
⎪⎨

⎪⎩

Ld
dIds
dt

= Vds − Rs Ids + ωr Lq Iqs (13)

Lq
dIqs
dt

= Vqs − Rs Iqs − ωr Ld Ids − ψ0ωr (14)

The electromagnetic torque is explained by:

Tem = 3

2
p

[(
Ld − Lq

)
Ids Iqs + ψ0 Iqs

]
(15)

where p is the number of pole pairs. The PMSG is supposed to be wound-rotor, then
Ld = Lq , and the term of the electromagnetic torque in the rotor is presented as shown
below (Fig. 2):

Tem = 3

2
pψ0 Iqs (16)

3 PMSG Side Converter Control

A vector control technique is used in the AC/DC converter so as to control the speed
of the generator Fig. 3.

The speed of the generator (ωm) can be constrained by changing the electromag-
netic torque (Tm) to its reference T

∗
em . This is happened by acting on the q-axis current

Iqs utilizing the equation:



532 A. O. Elgharib et al.

Fig. 3 Control system strategy based on NPIC

I ∗
qs = 2

3pψ0
T

∗
em (17)

The stator current of the d-axis Ids part is limited to zero to accomplish the
optimized torque of the generator. The rotational velocity for themaximum reference
can be determined utilizing

�mopt = λ∗ · vW

R
(18)

λ∗ addresses the optimum tip-speed ratio. The power circuit shown in Fig. 3 discusses
the control technique for such a system across the MPPT utilizing three online NPIC
controllers on such a system.

3.1 Nonlinear Control Law

It is apparent from nonlinear control law that the portion of exponential one head
for moving close to zero, in case either of the two factors “ε” and “r” is significant,
making the expression tends to “1,” and there will be no serious variance will happen
within the integral gain. This can be required as well in the event that either “ε” or
“r” is significant then the integral gain required to be constrained and ought to be
adjusted as it is. Taking into consideration a case where, “ε” is near to zero but “r” is
significant. It is didactic to seem that how alpha changes with respect to ‘ε’ and ‘r’.
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3.2 Inner Loop

For regulating the components of current Ids and Iqs to the reference belong to them
(i∗sd and i∗sq ). The error expression can be illustrated as follows:

{
εIds (t) = Ids

∗(t) − Ids(t) (19)

εIqs (t) = Iqs
∗(t) − Iqs(t) (20)

The control voltages of q and d axis are planned utilizing NPIC; they can be
introduced as follows:

⎧
⎪⎪⎨

⎪⎪⎩

V ∗
ds(t) = kpIdsεIds (t) + αIds (t)kiIds

∫
εIds (t)dt − p�mLq Iqs (21)

V ∗
qs(t) = kpIqs εIqs (t) + αIqs (t)kiIqs

∫
εIqs (t)dt + p�m (Ld Ids + ψ0) (22)

with
⎧
⎨

⎩
αIds (t) = [

1 − exp
{− (

aε̄2Ids (t) + br2Ids (t)
)}]2

(23)

αIqs (t) = [
1 − exp

{− (
aε2I qs(t) + brIqs

2(t)
)}]2

(24)

3.3 Outer Loop

The error expression for the speed controller is given by:

ε�m (t) = �mopt (t) − �m(t) (25)

The outer control is utilized to regulate rotor speed to its reference and provides
reference current of q-axis to the inner current loop. Speed controller is designed
using nonlinear proportional-integral controller version to allow dealing with highly
nonlinear behaviour of wind turbines. The NPIC speed controller is given as follows

⎧
⎪⎨

⎪⎩

Iqs
∗ = 2

3pψ0

(
kpoε�m (t) + αo(t)kio

∫
ε�m (t)dt

)
(26)

αo(t) = [
1 − exp

{− (
aε�m

2(t) + br�m
2(t)

)}]2
(27)

where Kp0 and Ki0 represent, respectively, proportional and integral gains of NPIC,
alpha (node) is the modification factor and Iqs∗ is the reference q-axis current pro-
vided to inner current loop.
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4 Results and Discussion

This section shows the results of such a system utilizing nonlinear proportional-
integral controller (NPIC) onvariablewind speed profile, power coefficient according
to wind turbine and its efficiency, and the theoretical maximum mechanical power.

Figure 4 shows the variable wind speed profile with the time given in the system,
in order to show the range of working on such a system.

Figure 5 indicates the maximum power coefficient for such a system which is
around 0.48.

Fig. 4 Wind speed variation

Fig. 5 Power coefficient: Cp
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Fig. 6 Ratings of power

Fig. 7 Rotor speed with its reference

Figure 6 discusses three main parts of the system which are as follows: (1) Theo-
retical maximum mechanical power, (2) Proposed MPPT technique according to the
nonlinear proportional-integral controller(NPIC) and (3) Absorbed electric power
by load that indicates losses for both mechanical and converter ones.

Figure 7 shows speed rotor tracking with the reference in order to be followed in
the best way.

Figure 8 proves that the q axis and d axis current have the same tracking error;
moreover, it shows the speed tracking error of the wind turbine.

Figure 9 identifies the performance of the balanced three phase currents (abc).
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Fig. 8 Tracking errors for overall system

Fig. 9 Generator three phase current

5 Conclusion

A new control technique (NPIC) is utilized in this paper that has good performance
by utilizing MPPT technique in a wind turbine connected system for increasing
power from the wind, as it is common and well control method with favourable
dynamic performance. The PMSG was controlled by the new controller (NPIC) as
it assigns a very well dynamic performance and improves the influence and validate
researchmethods onwind turbine system.Moreover, the utilized controlmethods can
take advantage of high efficiency, particularly by using the PMSG. The standalone
wind turbine system has been validated by simulation results using Matlab Simulink
environment.
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NARX Black-Box Modeling
of a Lithium-Ion Battery Cell Based
on Automotive Drive Cycles
Measurements
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Asmaa Maali, and El Mehdi Laadissi

Abstract In this work, we developed an accurate voltage estimation solution for
Li-ion batteries using the NARX model. The proposed estimator is based on experi-
mental data that represents actual battery usage in electric vehicles. Three versions of
the NARXmodel with different configurations are presented. The prediction perfor-
mance of the proposed model is evaluated in term of the mean squared error criteria
(MSE) between the measured battery cell output and the NARX model output for
different driving cycles of an electric vehicle. One NARX model was selected and
was compared with other model types including a linear model, a nonlinear model
and an equivalent electrical circuit model using the same datasets. The NARXmodel
developed in this work is more accurate for the estimation of the battery voltage
compared to the other models. It can be considered as an interesting candidate for
integration in a battery management system for an electric vehicle.
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1 Introduction

Energy production is heavily based on fossil resources, such as coal, oil, and gas.
However, these resources are not renewable and there will come a day when they will
run out, whether in a few tens or even hundreds of years depending on the resource. In
addition, the excessive use of these fossil fuels pollutes the planet and causes climate
change, the consequences of which we are already beginning to feel, particularly in
terms of weather conditions [1].

In order to contain this global warming within the limits provided by the global
climate agreement many governments wish to engage in an energy transition to end
these fossil fuels [2].

In addition, global warming and forecasts of a shortage of fossil resources are
warning the governments of developed countries, who are introducing policies to
reduce greenhouse gas emissions. The electrification of the means of transport is
the best solution to reduce these emissions [3, 4]. In this process, the use of electric
vehicles (EVs) is encouraged and subsidized.

In the global economic context, the sale of electric vehicles has exploded. A
forecast for the size of the global fleet in 2030 is around220million electric andhybrid
vehicles. This boom is due to the considerable reduction in the cost of manufacturing
batteries, since batteries are very important and expensive components in an electric
vehicle [5, 6].

There are a wide variety of batteries with different properties. Inexpensive and
capable of delivering high currents, lead-acid batteries arewidely used in industry and
in the automotive industry for starting heat engines [7–9]. Nickel-cadmium batteries
are very reliable, robust and require little maintenance. They are appreciated in areas
where security is critical, such as aeronautics, offshore platforms or the military [10].

In this work, we focus on another technology. Developed thirty years ago, lithium-
ion batteries have literally invaded our daily lives. More powerful, more efficient,
more durable, lighter, and less bulky than their predecessors. We rely heavily on this
technology to sweeten our future [11–13].

Lithium-ion batteries are systematically equipped with a management system
to overcome the problem of instability. This is the "Battery Management System".
This is a small electronic card whose main function is to ensure that the battery
remains within its safe operating range. This system protects the battery against
overcurrent, overvoltage, undervoltage, overheating, overload, over-discharge, and
imbalance [14–16].

The development of mathematical models is essential to estimate the best battery
parameters such as voltage, state of charge etc. which are used by the batterymanage-
ment system of electric vehicles [9]. Several types of models in the literature have
been developed to estimate these parameters. These models can be divided in two
large families. The first family is formed by the models which describe the electrical
behavior of the battery. These are the equivalent electrical circuit models [17–19]. A
second family includes black box models type. These models use various theoretical
approaches, such as linear models like the Box-Jenkins polynomial model [20], or
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a nonlinear models based on structured blocks like the Hammerstein-Wiener model
[21–23] or models based on neuron networks like the NARX model (Nonlinear
Auto-Regressive with exogenous input) [24] developed in this work. These models
succeeded in modeling the li-ion battery of electric vehicles and they gave interesting
results in terms of precision.

2 NARX Model Structure

The problem of identifying linear dynamical systems based on black box models
is currently well known and a large number of techniques have been developed to
estimate the parameters of linear, discrete, or continuousmodels. The best alternative
to these approaches is to model the system using a nonlinear model and estimate
these parameters. In this type of approach, several models have been proposed,
starting from the classic work of wiener until recent development in the field of
neural networks.

The identification of nonlinear systems by neural networks has been the subject
of much research for a long time because of the capacity for learning, approxima-
tion, and generalization that these networks possess [24]. Indeed, this new approach
provides an efficient solution through which large classes of nonlinear systems can
be modeled without a precise mathematical description. In this work, we present the
resolution of identification problems by neural techniques using the NARX model,
and show the ability of this approach to identify batteries with great success, since it
has the advantage of being able to approximate the nonlinear behavior of the battery
cell during the driving cycles of electric vehicles with interesting accuracy.

In Fig. 1, we have represented a block diagram of the NARX model. It is char-
acterized by the nonlinear relations between the predicted process output, the past
outputs and the past inputs. The NARX model output is defined by Eq. (1):

y(t) = f
(
y(t − 1), y(t − 2), . . . , y

(
t − ny

)
,

u(t − 1), u(t − 2), . . . ., u(t − nu))
(1)

where

• y(t − 1), y(t − 2), . . . , y
(
t − ny

)
are lagged terms of model output;

• u(t − 1), u(t − 2), . . . ., u(t − nu) are terms of lagged input;
• ny and nu are the orders of output and input for the dynamical model providing

that f is a nonlinear function.
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u(t-2)

u(t-1)

u(t-nu)

y(t-1)

y(t-ny)

NARX
y(t)

Fig. 1 NARX structural model

3 Experimental Data

In order to develop this model, it is a question of the offline analysis of the data accu-
mulated during the various missions carried out by electric vehicles to broaden the
field of application of the proposed model. Given the large amount of data available,
as well as the diversity of uses, the data will be processed beforehand. The main
objective in this work is to obtain indicators of the battery condition using this data.
We specify that the proposed solutions are in a context of offline use.

The University of Wisconsin-Madison maintains a database for new Panasonic
18650 battery cell with a lithium nickel cobalt aluminum oxide (LiNiCoAlO2 or
NCA) chemistry [25, 26]. These measured data represent the dynamics of the battery
during the driving cycles of electric vehicles on urban, rural and highways roads and
it consists of a random mix of the following driving cycles [27]:

• LA-92: the unified cycle driving schedule (UCDS), also known as The California
Unified Cycle. LA-92 it was developed in 1992 by the California air resources
board (CARB) is a chassis-dynamometer driving schedule for light-duty vehicles.

• US06: It addresses the need for aggressive, high-speed driving behavior and/or
high-acceleration, rapid speed fluctuations, and driving behavior following
startup.

• UDDS: (UDDS: The urban dynamo driving schedule) is the standard driving cycle
for the certification of light-duty trucks and passenger vehicles.

• HWFET: it simulates interstate rural and highway conditions of driving, known
as the highway fuel economy test.

• Neural network: it consists of a portions combination of the two driving cycles
LA-92 and US06, and it was designed to may be useful for training neural
networks, since it provide additional dynamics.

To identify our NARX model for the battery cell, the measurements used in
the driving cycle process are shown in Fig. 2. These measurements consist on the
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Fig. 2 Experimental data for NARX model estimation [28]

measured voltage at the battery cell terminal state in (V) and the measured current
applied to the battery cell in (A). The time of test, measured in (s) which starts from
0 s at the beginning of each data set.

4 Results and Discussion

4.1 NARX Model Estimation

In order to compare the various identification configuration of the NARX model,
three simulation examples are setup. The first version of these examples (NARX1)
corresponds to the identification of the output of the battery cell whose number of
hidden neurons have been set at 10 and number of delays at 2 for NARX neural
network. In the second example (NARX2), the number of hidden neurons is set to
15. And for the third scenario (NARX3), we have considered 20 hidden neurons.
For each configuration, the identification of the NARX model is carried out with the
same experimental data that represents the driving cycles of electric vehicles using
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Table 1 Performance of the
NARX model for different
configurations using MSE
criteria

Model version Mean squared error

Training Validation Test

NARX1 1.61371e − 4 5.60150e − 4 1.28311e − 4

NARX2 7.36306e − 4 1.44954e − 3 1.07881e − 3

NARX3 2.35234e − 3 2.02340e − 3 1.94927e − 3

the levenberg-marquardt algorithm. These experimental data are divided in a random
way in three groups:

• A group for training using 70% of the dataset.
• A group for validation using 15% of the dataset.
• And a group for testing that uses 15% of the dataset.

To determine the accuracy of the identified model, three indicators are observed
as shown in Table 1.

• The mean squared error in the learning phase
• The mean squared error in the validation phase
• The mean squared error in the test phase.

Table 1 presents the three proposedmodelswith different configurations (NARX1,
NARX2, and NARX3) and the performances of each model using the MSE criteria.
We note that the model NARX1 presents the best accuracy in term of MSE. In this
model, the selected number of hidden neurons is 10 and the number of delays is
2. The structure of this model is presented in Figure 3, where x(t) represents the
input current vector at time instant “t” and y(t) is the corresponding output voltage
at the terminal of battery cell, “W” are the weight vectors in the output layer and the
hidden layer and b the biases vectors of the NARX1model. The training algorithm of
Levenberg–Marquardt (LM) is used for training the NARX1 model. LMmethod has
the combined advantage of gradient descent method, which is assured to converge
and Newton’s method, which converges rapidly. The LM method is an efficient
method to train neural networks with high accuracy. Figure 4 presents the simulation
results obtained in training phase of NARX1 model, in term, of the error between
measured and simulated responses. We can conclude that these two responses are
similar, which confirms the precision of the NARX1 model.

4.2 Comparison Between the NARX Model (NARX1)
and Other Models

The performances of the NARX model (NARX1) using the mean squared error
(MSE) between simulated and measured data are compared to the following three
other models:
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Fig. 3 NARX1 model structure

Fig. 4 NARX1 model results for training phase

• Second order model: This model was developed using equivalent electrical
circuit model and consists of an internal resistance R0 in series with an ideal
voltage source Uoc and two dipoles RC parallel circuit pairs to capture charge
transfer resistance effects and double layer capacitance [17].

• Box–Jenkins linear model: This is a linear polynomial model of order 7 [20].
• Nlhw2: This model was developed based on Nonlinear Modeling using a

Hammerstein–Wiener Model [21].

We notice that all these models are based on the same measurement dataset. Table
2 presents the performance of different models. We can conclude that the NARX
model (NARX1) have the best accuracy compared to the three other models.
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Table 2 The models
performance using the MSE
criteria

Model type MSE

Second order model 0.0013

Box–Jenkins model 0.001177

NARX1 0.000161371

Nlhw2 0.0002777

5 Conclusion

In this work, we restricted ourselves to the identification of the li-ion battery using
neural networks based on the use of the NARX model. We offer this model for the
li-ion battery as part of its use in electric vehicles. We presented three versions of the
NARXmodel with different configurations. After a comparative study between these
models, only one model referenced to as NARX1 was selected using quantitative
statistical analyzes based on MSE criteria in the phase of learning, validation, and
test. Finally the selected model was compared with other model types including a
linear model, a nonlinear model and an equivalent electrical circuit model using the
same datasets. The NARXmodel developed in this work achieved interesting results.
It can be considered as an excellent model to use in a li-ion battery management
system which requires high accuracy.
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Design and Demonstrate an Attack
Strategy to Control a Vehicle’s Computer
by Targeting Its Electrical Network

Mohammed Karrouchi, Abdelhafid Messaoudi, Kamal Kassmi, Ismail Nasri,
Ilias Atmane, and Jalal Blaacha

Abstract The functionality of most modern automobiles is controlled by electronic
control units (ECUs) that interact with one another via the CAN communication
protocol (controller area network), as defined by the ISO 11898 standard, which is
one of the fundamental features of most modern cars. This physical bus provides
excellent data transfer quality by providing wide propagation reaching all areas of a
vehicle in a short amount of time.However, because of the absence of secrecy and ease
of access (physical or remote), this protocol does not place a high value on security,
which causes the CAN bus control system to be vulnerable. Due to this weakness, it
is possible to control the car from the outside and place the vehicle’s passengers in
jeopardy. The objective of this paper is to describe the existing vulnerability of the
security system against attacks, and also a demonstration of a hacking technique used
to manage the dashboard of a 2014 DACIADokker automobile using the automotive
network.

Keywords CAN bus vulnerability ·Ways of hacking · CAN Bus · OBD2 protocol

1 Introduction

Many electrical units are integrated into modern cars and process the measured data
using different sensors installed to perform relevant tasks, such as route planning,
collision prevention, automatic parking, and pedestrian detection, as well as current
technologies such asWi-Fi, Bluetooth for powerful operation, efficient data flow, and
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to make life easier for the driver. The electronic control units (ECU) communicate
with each other via the controller area network (CAN), and this serial protocol uses
a pair of twisted wires as a common means of transmission between the nodes. The
CAN bus is a local area network and multi-master broadcast serial bus standard for
connecting electronic control unit peripherals, or microcontroller devices. Each node
can send and receivemessages [1].When a unit fails, it does not affect others. Figure 1
shows us the topology of the CAN module as well as describes the structure of the
OBD2 connector. This standard port is a door to access the CAN bus, its a protocol
that is implemented in most of the vehicles which are manufactured lately [2]. The
OBD2 standard covers only the exchange of diagnostic data [3]. Each message is
distributed on the CAN bus containing an identifier (ID) used to identify the content
of the frame and define it according to the needs which among the nodes must exploit
[4]. This mutation makes cars like computers with wheels, simplifies many things
but also opens a possibility of hacking the local networks of these vehicles with the
connection [5, 6]. Nowadays, many university researchers have demonstrated the
possibility of attacking the vehicle’s control system and accessing its physical CAN
bus [6, 7]. By design, this bus suffers from aweakness of confidentiality and security,
including message authentication and data encryption. This allows hackers to gain
access to the network and trigger malicious activity, and this is what Miller and
Valasek proved in 2015 by an attack on the JEEP Cherokee [8]. They demonstrated a
hacking technique on automotive systems, and they were able to remote control the
2014 Jeep Cherokee and represented how to exploit a vulnerability in the main units
of the vehicle to control certain actions including steering and braking. Costantino
and Matteucci [9] showed a real example of an attack called CANDY CREAM,
and they discovered and targeted the existing vulnerabilities on the Android IVI
operating system, connecting to the physical CAN bus; therefore, they were able
to take control over the vehicles, on which the android system has been installed.
Abbott-McCune and Shay [10] presented current research on local vehicle networks,
as well as described techniques for collecting data circulating on the CAN bus, based
on a simulation system for further research. Koscher et al. [11] indicated the fragility
of the modern vehicle security system and experimentally determined its security
frameworks. They have proven that an attacker is capable of targeting virtually any
ECU, and bypassing a wide range of critical systems to safety and to control various
automotive functions, including stopping the engine and disabling the brakes.

2 Methodelogy

2.1 System Block Diagram

The handling structure is illustrated in Fig. 1, which has consisted of four compo-
nents: computer, OBD2 port specific to the vehicle, CAN bus control circuit, which
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Fig. 1 System block diagram

consists of an ATmega 328 microcontroller to act and supervise the communica-
tions between the peripherals, CAN Bus shield consisting of an MCP2515 CAN
controller to manage the send and receive rules, and CAN line interfaceMCP2551 to
adapt the voltage levels. The transmission rate on the CAN bus is 500kbit/s, and the
frequency value of the quartz connected to the microcontroller used is 16 MHz. The
main CAN circuit extracts the data circulating in the vehicle through the OBD2 port,
and then broadcasts these messages to the computer using UART serial communi-
cation (Universal Asynchronous Receiver-Transmitter). The utility of the computer
is to program the ATmega 328 microcontroller board, to read the sequenced data
and display it in the serial monitor, also configuring the microcontroller to broadcast
unauthorized frames on the physical bus, and create an intrusion on the vehicle. It can
be noted that our equipment behaves as an electronic external control unit (ECU),
which sends and receives information on the CAN physical line at the same time as
the other units.

2.2 The Instructions Followed

Our program implemented in the microcontroller is restructured in three steps. The
first contains a program whose role is to collect and read in real-time all the data
circulating on the CAN bus and to display them according to their identifiers [12].
Figure 2 summarizes the organization chart of this first internship.

The messages received are filtered according to their identifier thanks to the filter
and mask registers. So, to be able to receive the content of all the frames circulating
in the physical bus, it is necessary to make an appropriate configuration on the masks
and filters and to reset them to zero.
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START

Statement of CAN bibliotheque

Serial monitor configuration

Statement of CAN bibliotheque

Initialized CAN at 500Kbit/s 
(Transmission speed)

Set the Masks and the Filters to 
zero

If the data is  
received 

Read the data (data length, data 
buff) and their IDS

Display IDS and each 
corresponding data

END

Yes

No

Fig. 2 Software structure for first program

At this stage, and after this recovery, we need a second task whose goal is to
accept only a single frame of an identifier that we specified. This task was described
in the second program which is identical to the first, except that the masks are at 1
and the filters take the value of the chosen identifier. This technique allows you to
extract a single frame and hide the others. In each frame, it is necessary to repeat
certain actions (press the accelerator pedal, for example) and observe the changes of
bytes in the data corresponding to each identifier. Consequently, we can know the
identifier and their responsible frame at each action in the vehicle. Figure 3 shows
an example of changes in the content of the CAN message and the updated change
at the byte level of an identifier (ID = 0 × 186) after certain actions. The strategy
followed in the second program is illustrated in Fig. 4.

After identifying the frames and their identifiers responsible for the various
actions, we need a third task, which is to intrude into the vehicle in an external
way. Figure 5 shows the flowchart of the third program used to inject frames of an
identifier specified in the CAN bus, with modification of the content of the data (byte
change) to see the actions taken by the calculator (ECU) targeted in the attack.

3 Results

In this way, we were able to identify the frame containing the revolutions per minute
(RPM) display data in the dashboard, as well as the frame which reacts with the
dashboard lights (represents the signals from the car). After several attempts, it
showed us that the first byte of these two frames which interacts with the variation of
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Fig. 3 Change of data of an identifier after an action

The Masks 
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Set the Filters 
to the chosen 
identifier value 

If the content 
of the frame 

change

It’s the 
responsible 

frame

No

Yes

Fig. 4 Follow-up procedure in the second program

START

Statement of CAN bibliotheque

Serial monitor configuration

Statement of CAN bibliotheque

Initialized CAN at 500Kbit/s 
(Transmission speed)

Define the chosen identifier 

i < data 
length

Send the data vie the CAN Bus

END

Yes

No

i=0

Fig. 5 Injection program of data into the CAN bus
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the RPMdisplay and the signals (left turn signal, right turn signal, distress, headlight,
code, and pilot) in the dashboard. Figure 6 shows the experimental results. Table 1
shows some first-byte values for the two frames and their correspondence. The tests
are carried out on a DACIA Dokker vehicle available at the Oujda Higher Technical
School. Figure 7. defines the variance of the engine speed (RPM) and their values
which correspond to the first byte.

Fig. 6 a Takes the control of the revolutions per minute. b Takes the control of the indicator lights

Table 1 First-byte values
and its correspondence

Identifier value Value of the first
byte of the frame
(Hex)

Correspondence

ID: 0 × 186 RPM
tachometer

0 × 00 0000 Tr/min

0 × 60 3000 Tr/min

0 × C8 5500 Tr/min

0 × FF 7000 Tr/min

0 × 20 A left turn signal

ID: 0 × 5DE
indicator lights

0 × 40 A right turn signal

0 × 60 Distress

0 × 01 Deadlights

0 × 04 Sidelights

0 × 06 Base light

0 × 61 Deadlights +
Distress
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Fig. 7 Variation of the engine speed according to the values of the first targeted byte

4 Conclusion

Modern vehicle functionalities have become increasingly connected to the world
around them to help the driver control his vehicle lightly and without fatigue. In
this paper, we mentioned the vulnerabilities that we used to carry out an attack via
the OBD2 port. The design code was divided into various sequences of processes,
listening on the bus, identifying each ID corresponds to each action and in the end
building the intrusion. Our study was carried out on a DACIA Dokker, we were able
to modify externally the content of the dashboard such as the engine RPM display,
light signals. We plan to expand the attacks to other computers (engine control unit,
for example) and work to find solutions to fight against these attacks.
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Real-Time Power Management Strategy
of Battery/Supercapacitor Hybrid
Energy Storage System for Electric
Vehicle
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and Abdelhafid AIT Elmahjoub

Abstract Due to the most important impact of the transportation sector on climate
changes, the Li-ion batteries deployed in electric vehicles (EV) are considered as
a suitable choice for reducing the toxic gases and save our climate. But, given the
driving range limitations and the lifetime degradation of Li-ion batteries, the EVs
based only on batteries still unable to be competitive against ICE vehicles. In this
way, the integration of hybrid energy storage systems (HESSs) represents a trending
research topic in EVs domain with the expectation to enhance the battery lifetime.
However, the battery/supercapacitor topology requires a real-time energy manage-
ment strategy that allows tomanage the energy flux in the powertrain efficientlywhile
optimizing the lifetime of the battery. This paper proposes a real-time powermanage-
ment control system based on two levels in which the high level is focused on power
sharing between the HESS on-boarded in the EV using If-else rules and frequency-
decoupling methods while taking into consideration the electrical limitations of each
source. On the other hand, the low level is focused on ensuring the good regulation of
the DC bus voltage and control of the battery/SC electric currents. The performance
of the proposed strategy is validated over Extra Urban Driving Cycle (EUDC) using
MATLAB/Simulink. The results obtained show an improvement in the lifetime of
Li-ion batteries which validates the efficiency of the proposed framework.

Keywords Lithium-ion battery · Supercapacitor · Electric vehicle · Power
management strategy · Frequency-decoupling
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1 Introduction

Nowadays, the negative and dangerous contribution of the transport sector on the
environment is alarming and it is expressed by the rapid warming of our planet,
the increase in the concentration of CO2 and the depletion of the ozone layer, as
well as by the increase in the demand for energy and the constant decrease of fossil
fuels [1]. Therefore, finding a green solution has become an obligation. With the
technological progress in electric motors, power electronics and especially batteries,
the automotive market has started to see a growing penetration of electric vehicles
based on lithium-ion batteries [2]. However, the battery electric vehicles (BEV) have
many challenges to overcome, such as driving range, lifetime, and cost. To address
these challenges, the integration of Hybrid Energy Storage Systems (HESSs) has
attracted the attention of many researchers in recent years [3].

The HESS concept is based on combining two or three sources and deploying
them in an electric vehicle to exploit the advantages of each source. Batteries, super-
capacitors, and fuel cells are the main sources used in EVs. In the literature, there
are several topologies and configurations for HESS, and they can be classified into
four types: passive, semi-active, multi-mode, and fully active [4, 5]. In this study,
we will focus on lithium-ion batteries and supercapacitor HESS while using fully
active parallel topology. The choice of this topology is due to its qualities in terms
of reliability, performance, and efficiency. Indeed, with this configuration we can
reduce the size of the storage sources [6].

In fact, the battery and SC HESS require an energy management strategy to
control and manage the power flow between the sources on-boarder not only that,
but also in the entire powertrain system, in which the main objective is to satisfy the
energy demanded by the load, improve the lifetime of the batteries and to enhance
the driving range of the vehicle. In this way, the energy management strategies can
be categorized into three types: rule-based strategy, optimization-based strategy, and
data-driven strategy [7]. The flowchart below presents the types and sub-types of
EMSs.

For many years, the If-else rules and frequency-decoupling methods have been
handled separately. Therefore, in this work we tried to develop an EMS based
on the advantages of If-else rules and frequency-decoupling techniques. So, our
approach is based on two levels: power electronics control system and power
sharing algorithm. The first level is dedicated to regulating the DC bus voltage
and controlling the charging and discharging currents of each source while using
a PI controller. The second level is responsible for sharing the electric power
demand/regenerated between the on-boarded electrical sources. The algorithm of
power sharing system merges two real-time strategies: rule-based strategy and
frequency-decoupling method.

This paper is structured as follows: A general description and system modeling
are provided in Sect. 2. Section 3 explains the proposed bi-level real-time power
management control system. Then, the results of the simulation are presented and
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discussed in Sect. 4. Finally, in Sect. 5 we conclude our study and discuss some
perspectives.

2 System Description and Modeling

The objective of this section is to briefly describe the proposed HESS topology and to
model the main elements of our study such as the Li-ion battery, the supercapacitor,
the bidirectional DC/DC converters, and the electrical power demanded by the EV.

In this study, a fully active parallel topology has been used owing to its advantages
in terms of efficiency, reliability, and performance. The on-boarded electric sources
are linked to theDCbus via twobidirectional buck–boostDC/DCconverters. Figure 1
shows the synoptic schematic of the system under study.

It should be noted that the traction system part (inverter + electric motor) is not
included in our study, so they are modeled as a controllable electric current source.

2.1 Electric Vehicle Modeling

The electric vehicle model aims to convert a driving cycle speed profile to a power
demand profile for HESS. The electric power required by a vehicle Pev moving at
speed V is calculated as the product between the total road forces and the vehicle
speed, in which the total forces are the sum of the road slope force, inertial force,
friction force, and aerodynamic drag force [7]. So, the Pev is calculated as follows:

Pev =
[
MV .g.Crr + 1

2
.ρ.Cd .A.V 2 + MV .aV

]
.V (1)

Energy Management Strategies

Rule-Based

If-Else 
rules

Frequency-
decoupling

Fuzzy-logic

Optimization-Based

Online

MPC

ECMS...

Offline

GA, 
PSO...

LP, QP, 
DP...

Learning-Based

Reinforcement 
Learning

Deep learning

Fig. 1 Classification of EMSs techniques
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where V is the vehicle speed; MV is the mass of the vehicle; Crr is the aerodynamic
drag coefficient; g is the gravitational acceleration constant; and ρair is the air density.

2.2 Lithium-ion Battery Model

The equivalent circuit model of Li-ion battery in Fig. 2 is used due to its simplicity
and its availability in MATLAB/Simulink library [8].

Where the charge model is as follows:

Vbat = E0 − K · Qmax

0.1Qmax − q
· i∗ − K · Qmax

Qmax − q
· q + A · e−B·q (2)

And the discharge model is as below:

Vbat = E0 − K · Qmax

Qmax − q
· i∗ − K · Qmax

Qmax − q
· q + A · e−B·q (3)

where E0 is the constant voltage; K is the polarization constant in V /Ah; A is the
exponential voltage; and B is the exponential capacity in Ah−1.

Fig. 2 Fully active parallel architecture of battery and supercapacitor HESS
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2.3 Supercapacitor Model

The supercapacitor is modeled using a RC equivalent circuit composed of a capaci-
tance (Csc), an equivalent parallel resistance Rp representing the self-discharging
losses, and an equivalent series resistance Rs representing the charging and
discharging resistance. This model is also available in MATLAB/Simulink libraries
[9].

The supercapacitor output voltage Ut is given as follows:

Ut = Rs .i +
⎡
⎣UC0 −

t∫
0

i

C
e

t
Rp.C dt

⎤
⎦e

−
(

t
Rp.C

)
(4)

where UC0 is the initial voltage of the ideal capacitor (C).

2.4 Bidirectional Buck–Boost DC/DC Converter Modeling

The bidirectional buck–boost DC/DC converter is composed of two MOSFET
switches S1 and S2, an inductor L with an internal resistance R and a filter capacitor
Cdc. The switches are controlled by applying a PWM signal to their gates which
takes values between [0, 1] and determines the operation mode (boost or buck) of
the converter [10]. Therefore, in discharging mode the converter works as a boost
converter and in charging mode it operates as buck converter. A global model of
the bidirectional buck–boost converter besides the battery and that combines the
charging, and discharging modes are introduced as below:

dibat
dt

= Vbat

Lbat
− Rbat

Lbat
ibat−(u12)

vdc

Lbat
(5)

dvdc

dt
= (u12)

ibat
Cdc

− i1
Cdc

(6)

where u12 is a control signal expressed as follows:

u12 = [K (1 − u1) + (1 − K )u2] (7)

And K is a binary variable equal to 0 in charging mode and 1 in discharging
mode. It should be noted that the two converters next to the HESS are, respectively,
the same.
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3 Power Management Control System

The philosophy behind the battery/SC hybridization is to operate the SCs to meet
sudden and fluctuating load demands while the batteries meet the slow power
demands in order to reduce the RMS of the battery current and therefore improve
its lifetime [11]. In this section, we will highlight the proposed power management
control strategy based on two levels: PI controller level and power sharing algorithm
level.

3.1 PI Controller Design (Low Level)

Given the non-minimum phase of our bidirectional buck–boost converters, a cascade
control architecture is adopted. In this way, the control of our converter will be
conducted by two control loops. Furthermore, this type of control allows to improve
the dynamic performance and the robustness of the controller [12]. The cascade
control structure adopted is represented in Fig. 3.

The transfer functions F1(s) and F2(s) were obtained following a linearization
of the nonlinear model in (6) and (7) of the converter around a point of operation in
steady state [13]. The transfer functions are as follows:

F1(s) = Ibat
αbat

= 2 · Vbus

R · (1 − αbat)
2

1 + R·C
2 s

1 + L1

R·(1−αbat)
2 s + L1·C

(1−αbat)
2 s2

(8)

Fig. 3 Equivalent circuit model of Lithium-ion battery [10]
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Fig. 4 Cascade control architecture of battery—DC/DC converter

F2(s) = Vbus

Ibat
= R · (1 − αbat)

2

(
1 − L1

R·(1−αbat)
2 s

)
1 + R·C

2 s
(9)

To design our PI controller, we are based on the SISOTOOL graphical tool of
MATLAB by introducing the transfer functions obtained and finding a compromise
between stability, precision, and rapidity [13].

3.2 Power Sharing Algorithm (High Level)

The high level of our strategy proposed is dedicated to distributing the electric
power demand/regenerated between the electric sources. The algorithm proposed is
a combination of frequency-decoupling technic and rule-based methods. Indeed, the
rule-based method allows to determine the operating modes of our sources according
to their voltage levels and the power of the load. The flowchart in Fig. 4 describes
the operation modes of our system.

After defining the operation mode using the rule-based strategy, a frequency-
decoupling technic based on a high-pass filter (HPF) is used to extract the high-
frequency electric powers for the supercapacitors and then the rest is for the batteries.
The mathematical formula of a HPF is as follows:

High Pass Filter(s) = τ s

τ s + 1
(10)

We have chosen τ = 50 s while based on the Ragone plot and the studies done in
[11].

4 Simulation Results and Discussion

To evaluate the performance of the proposed real-time power management control
strategy, the electric vehicle model based on Li-ion batteries and supercapacitor
HESS is simulated in MATLAB/Simulink over EUDC driving cycle. Therefore, a
comparative study between the proposed strategy and rule-based EMS has been



566 M. A. Mossadak et al.

Table 1 Electrical
characteristics of the HESS
and DC bus voltage

Li-ion battery pack (12.8 V; 30 Ah) 18 series and 4 parallel
branches

DC bus voltage 400 V

Supercapacitor pack (310 F; 2.7 V) 60 series cells 2 parallel
branches

Table 2 Vehicle
characteristics

Vehicle Mass Mv [Kg] 1500

Gravitational acceleration g [m/s2] 9.81

crr [−]—road rolling resistance coefficient 0.011

ρ [kg/m3]—air density at 20 °C 1.202

cd [−]—air drag coefficient 0.36

A [m2]—vehicle frontal area 2.42

conducted to show the impact of our strategy on the battery life. The vehicle and the
HESS characteristics are presented in Tables 1 and 2.

Using Eq. (1), the electric power demand is calculated through the EUDC illus-
trated in Fig. 5. We can observe in Fig. 6 that the electric power required by the
vehicle is absolutely fulfilled by the battery and supercapacitor while using both
methods. Not only that but also, we can confirm from Fig. 7 that the lifetime of the
battery is improved using our strategy compared to rule-based method. Indeed, the
RMS of the battery current managed by the proposed strategy has a smooth curve
compared to the RMS of the battery managed just with (If-else)rules, which implies
that in case of RB-EMS, the battery was exposed to more current fluctuations than
the case of RBFD-EMS. We can also conclude that from Fig. 8 in which in case of
RB-EMS the state of charge of the battery has been rapidly reduced compared to
the battery managed by RBFD-EMS. For the DC bus voltage shown in Fig. 9, we
observe that it is well-regulated at its reference (400 V) despite the small fluctuations
due to load variations in Fig. 10.

5 Conclusion

In this paper, a bi-level real-time power management control strategy for elec-
tric vehicles powered by lithium-ion batteries and supercapacitors HESS has been
proposed. A simulation under EUDC driving cycle while using MATLAB/Simulink
environment has been established to evaluate the performance and effectiveness
of the proposed strategy. A comparative study between a typical rule-based(If-else)
energymanagement strategy and a combination of frequency-decouplingmethod and
rule-based method. The simulation results obtained by implementing the proposed
strategy illustrate the high efficiency of the power sharing between the on-boarded
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Fig. 5 Flowchart of the rule-based strategy
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Fig. 6 Velocity of EUDC driving cycle

Fig. 7 Electric power demand by the vehicle and the power generated by the sources
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Fig. 8 Electric current of the on-boarded sources

Fig. 9 State of charge of the on-boarded sources

Fig. 10 DC bus voltage
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sources while taking into consideration the electrical limitations of each source. This
has allowed to reduce the stress on battery byminimizing the RMS of battery current,
and in this way, it was possible to increase the lifetime of our Li-ion battery.
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Controlling Powered Two-Wheeled
Vehicles in Bends Using Machine
Learning

Fakhreddine Jalti, Hajji Bekkay, and Abderrahim Mbarki

Abstract The artificial intelligence is experiencing tremendous development due to
its multiple uses conquering wide range of fields; however, few predictive models are
used to estimate the dynamics parameters of two-wheeled vehicles. Thiswork focuses
on the prediction of the parameters that contribute the most to vehicle dynamics in
cornering using artificial intelligence techniques. Two artificial intelligence algo-
rithms, namely the K-nearest neighbor (KNN) and the artificial neural network
(ANN) were tested and evaluated for road adherence prediction (regression context)
and predicting a scenario of losing control of the two-wheeled vehicle (classification
context). The test results show that the KNN technique is more performant in the
prediction of road grip, while the ANN technique is better in the prediction of a loss
of control scenario. By adjusting the optimal conditions for our chosen ML model,
we succeeded to reach an accuracy percentage that exceeds 98.77%.

Keywords Powered two wheeler (PTW) · Road grip · Critical driving events ·
Cornering speed ·Machine learning

1 Introduction

Since the appearance of road traffic, drivers of powered two-wheeled vehicles (PTW)
presented the most vulnerable category on the roads, indeed a fatal motorcycle acci-
dent is 22 times more likely to occur than a fatal accident by car. Several causes
have been singled out for this alarming figure, including the lack of driver assistance
systems. Moreover, the complexity of the dynamics of PTWs constitutes a brake on
their development. As for AI in relation with this transport field, some works that
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were conducted ([1–4]) still did not cover the full range of areas of assistance needed
for PTW users.

The objective of this work is to present specialized driving aids for PTWs, which
will take into account the environment especially the road grip in order to ensure
good control of the vehicle in question. To do this work, several learning algorithms
have been implemented in order to make a suitable choice with minimal error. In the
context of the situations faced, it was necessary for us to work with classification and
regression both by calling each time on two algorithms (K-nearest neighbor (KNN)
and artificial neural network (ANN)).

After implementing these algorithms, we conducted a comparison that showed
the efficiency of KNN regression algorithm in the prediction of road grip based on
velocity. But in order to strengthen the method of maximum speed prediction, we
have chosen the classification-based approach which is destinated to serve detect
critical events in driving situations, where we concluded that ANN is more precise.

So, organization of the paper will be as follows: Sect. 2 is dedicated to the problem
statement and resolution method, Sect. 3 describes the results that we get after
implementing the learning models and their efficiency, and Sect. 4 the conclusion.

2 Problem Statement and Resolution Method Presentation

2.1 Problem Statement

Consisting of a triplet {Driver, Vehicle, Environment} our system is meant to deal
with dangerous situations [5] which until now modeled by the dynamic parameters,
this conventional method imposes an expensive equipment by the sensors however
does not guarantee a prevention because, unlike the four wheeled, the PTW has a
very weak capacity to correct their dynamic state if a critical situation is already
presented.

So, in this article, we are focusing on risk prevention using AI to estimate adher-
ence loss while taking a curve. We are using a dataset of PTW having undergone the
experience of falling on bends [6]. We compared different technics of ML, then we
studied the accuracy of our selected AI algorithm by simulating real-time data.

2.2 Experimental Protocol and AI Development

The detailed study [7] on detection of critical situations for PTW used instru-
mentalized motorcycle by a data collection unit in order to record the dynamic
parameters.

Our developedmodel (Fig. 1) uses the results of the study on the driving sequences
carried out: normal driving sequence and driving sequence with fall.
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Fig. 1 AI learning model

The first part of the project is devoted to predict the value of road grip using the
regression-based approach. And the second part is dedicated to the detection of PTW
slippage based on the event classification approach.

Thus, our model consists of a machine learning module which uses two AI
technics, regression and classification, in the prediction of critical scenarios.

2.3 Machine Learning Algorithms Implementation

In this section, we are giving an overview on different ML technics applied on our
dataset; we can roughly consider such an algorithm a learning function f which maps
the input variables X (x1, x2, …, xn) to output variables Y (y1, y2, …, yn).

Y = f (x) (1)

In our computer development, we are using Python because of suitability to AI
algorithms. Thus, to implement artificial neural network (ANN) and the K-nearest
neighbor (KNN).

K-nearest neighbor uses “feature similarity” to predict the values of any new data
point. This means that a value is assigned to the new point based on how it resembles
the points in the training set. The output result is flowing by Eq. (2)

ỹ(x̃) =
k∑

i=1

wi y(xi ) (2)

where wi weighting factor for xi , k number of neighbors, y response variable, and ỹ
response variable prediction.
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Fig. 2 Artificial neural
network methodology

Artificial neural network. Amulti-layered neural network or perceptron is a percep-
tron that works with additional perceptron, stacked in multiple layers, to solve
complex problems. Backpropagation is a method of updating the coefficients of
a neural network by taking into account the true and desired outputs. The deriva-
tive with respect to each coefficient w is calculated using the chain rule. Using this
method, each coefficient is updated by Eq. (3):

w = w − α
∂L

(
ŷ, y

)

∂w
(3)

where −ŷ, y, α, L are, respectively, predicted value, real, learning rate, the cost
function to be minimized.

It is done in three stages: Calculation of the cost => calculation of the gradient
=> the gradient to update the coefficients w.

We therefore need to find the optimal structure of the model, that is to say: number
of simple layers (with single neurons), number of neurons in each layer, the activation
function to be used for neurons: the ReLU function (Fig. 2).

The flowchart (Fig. 3) presents the machine learning procedure used to link the
inputs with the outputs that are represented in Table 1. The initial parameters for the
KNN and ANN models are configured. Next, training and testing data are injected.
Finally, we get the expected output results.

With:

2.4 Performance Evaluation

Machine learning is the discipline of applying algorithms to a set of data in order
to extract models from it. Certainly, for a regression problem (our case), there are
different types of machine learning models. Therefore, we will study the different
ML algorithms in order to compare their performances.
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Fig. 3 Flowchart of the
KNN and ANN

Table 1 Input and outputs
variables definition

Inputs Outputs

Regression {Velocity, curvature} {Road grip}

Classification {Road state, Velocity,
Curvature,

{Control loss}

As a conclusion, we found that we should improve the method of prediction by
combining the regression algorithm with that of the classification of critical events;
it should be based on a determining parameter: the recognition of the state of the
road.

In this section, we use the following abbreviations for each algorithm: K-nearest
neighbor (KNN), artificial neural network (ANN).

Quality of the prediction, we use Pearson’s linear coefficient of determination,
denoted R2, which indicates how closely the predicted values correlate with the true
values Eq. (4):
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R2 = 1−
∑n

i=1

(
yi − yi

∧)2
∑n

i=1

(
yi − yi

)2 (4)

The mean absolute error (MAE): Models are evaluated on the test data by the
absolute error between the actual value and the predicted value Eq. (5):

MAE = 1

n

n∑

i=1

∣∣yi − ŷi
∣∣ (5)

where n, yi , ŷi , yi , are, respectively, the number of measurements, the value of
measurement i, the corresponding predicted value, the mean of the measurements.

3 Results and Discussion

3.1 Road Grip Prediction Results Using Regression

In this section, considering the nature of output, we will be preferring regression ML
technics by using the KNN and ANN algorithms that go with regression.

As an output (Table 1), the road grip is being evaluated using test data as a function
of velocity (input). In Fig. 4, we can compare the prediction results given by the two
technics (KNN and ANN *) with experimental data (◯).

Fig. 4 Road grip as function of velocity for different ML regression algorithms
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Fig. 5 K-nearest neighbor as a function of MAE

We can clearly observe that the predicted road grip given by the KNN model
is the closer to the experimental values. More than that, ANN is instable given its
probabilistic behavior. By calculatingR2 indicator, we found that the ANN algorithm
gives different values that variate from 25 to 90%.

After realizing the efficiency of the KNN algorithm in front of the ANN, we are
evaluating its precision by acting on its parameter K (Fig. 5).

We can clearly state on the negative correlation between the parameter K and the
MAE indicator, that means the less we have close values (smallest k), the more the
prediction of road grip is precise, thus our selected value of k = 2 which gives an
accuracy of 98.77%

3.2 Improved Detection Method of Critical Events in Driving
Mode

Prediction of grip on a curve using only velocity has its limits; the model needs to
be reinforced with a determining module. We have chosen to use image recogni-
tion to determine road adherence, this technic is widely developed, and datasets are
available.

Hence, we trained our classification algorithm on virtual dataset by using NHTSA
formula in speed calculation. By doing so, we made it sure that our model is learning
values close to theoretical maximum speed (Eq. 6).
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Table 2 Variable’s values definition

Road state Curvature Speed Critical situation

Description of
variable

{0; 1; 2; 3}
designating:
{slippy, wet,
normal, dried}

{0.01; 0.02; 0.03;
0.04; 0.05}

[0, 205 km/h] {0; 1}

Vx =
√
g

ρ

φr + μlat

1− φr · μlat
(6)

where μlat, ρ, vx, φr are, respectively, coefficient of static friction, the curvature of
the turn, the longitudinal speed, the tilt angle of the road.

As for ML algorithm, we roughly can express it as (Eq. 7):

Y = f (X) (7)

With: X = (Road state, curvature, Speed) and Y = Critical situation

Where (Table 2):
In order to detect critical events (cases of fall) in the driving of a PTW, we used

the Python software to implement K-nearest neighbor (KNN) and artificial neural
network (ANN).

We split the dataset randomly into two subsets for which we variate the rate of
training data to see its impact on precision R2.

Figure 6 shows that the ANN model is more precise than the KNN. On the other
hand, we can observe the positive correlation between the rate of training data and
R2 indicator of precision, it means that the more we increase the rate of training data,
the more we get precision on the prediction of the critical situation state (Fig. 7).

The same statement can be made on the comparison between ANN and KNN
using MAE indicator. On the other hand, the ANN could be configured by acting on
the training data rate to get an accuracy of 88.13% (R2 indicator).

3.3 Prevent Loss of Control When Cornering

Our developed model is able to predict the road grip using a regression algorithm,
then distinguish whether the vehicle is losing control by the classification algorithm.
In both cases, we can reach an excellent accuracy of prediction reaching 98.77%.
Thus, the maximum velocity can be predicted to prevent a critical situation (Fig. 8).
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Fig. 6 Testing data as a function of R2

Fig. 7 Testing data as a function of MAE

4 Conclusion

The work carried out aimed to contribute to the reduction of the vulnerability of
powered two-wheeled vehicles by predicting a critical situation.

We had the opportunity to conquer the field of machine learning and apply it to
PTWs by analyzing and preparing data for machine learning as well as comparing
the different types and algorithms of automatic/machine learning.
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WET ROAD

Recommended speed: 64Km/h

Fig. 8 HMI loss control prevention

Considering that the loss of control in bends and the unsuitable speed are one of the
major causes of accidents for PTW; in the first, place we opted for the development
of the learning model to predict road grip. Secondly, we presented the supervised
classification approaches allowing to detect critical events in the driving of a PTW
from data collected via simulated sensors and a camera.

The results obtained are satisfactory, with an accuracy reaching 98.77%; our
developed model is able to predict whether the vehicle is about to face a critical
situation, and with an HMI, the driver is capable to avoid the danger.

Our model is meant to be developed in further steps; wewill detail more the image
processing in order to have more precision on the prediction.
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Modeling and Analysis of a Fuel
Cell-Battery Hybrid Electric Vehicle

M. Essoufi, Hajji Bekkay, and Abdelhamid Rabhi

Abstract In recent years, the lack of energy and the emission of greenhouse gases
has led the research community to devote time and effort; to develop solutions for the
new generation of vehicles. In this context, modeling and numerical simulation bring
real added value because they reduce the cost and time of development. This article
dealswith themodeling and performance analysis of a fuel cell-battery hybrid electric
vehicle (FCHEV). The power supply system consists of a fuel cell as a primary
source and a battery as a secondary one. The various topologies are analyzed, and
the commands used to control the current and voltage of the DC bus are presented.
The performance of the proposed FCHEVmodel is verified by numerical simulations
for the Urban Dynamometer Driving Schedule (UDDS), using MATLAB Simulink,
considering a rule-based energy management strategy. Finally, the results show the
performance and efficiency of the drive system under different operating modes of
the FCHEV over a complete cycle: acceleration, deceleration, battery charge during
acceleration, and regenerative braking.

Keywords Fuel cell · Hybrid vehicle · Battery · Energy management ·
Modeling · Rule-based strategy

1 Introduction

Greenhouse gas emissions are a direct cause of climate change. In its first assess-
ment report, the Intergovernmental Panel on Climate Change (IPCC) predicted that
carbon dioxide (CO2) concentrations would double between 2025 and 2050 with-
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out significant changes in human activity. In addition, the IPCC Fifth Assessment
Report found that greenhouse gases and carbon dioxide emitted by fossil fuels have
the greatest impact on global warming. In light of these findings, one of humanity’s
priority concerns for its survival and that of the planet is the reduction of greenhouse
gas emissions, particularly CO2 [6].

More specifically, among all the sectors responsible for pollution, we find the
automobile sector. Indeed, the number of vehicles in the world is more than one
billion. A number that is growing exponentially, particularly in recent years. Almost
all vehicles on the road are powered by an internal combustion engine (ICE). How-
ever, even under optimal operating conditions, this type of engine can only achieve
an efficiency of about 36% for a gasoline and 42% for a diesel. This means that a
significant part of the energy supplied by the fuel is wasted. As a result, the internal
combustion engine industry is responsible for about 32% of carbon dioxide (CO2)
emissions.

The need to minimize CO2 emissions and greenhouse gases has led to the emer-
gence of hybrid vehicles in recent years. One of them is the hybrid electric vehicle
that uses the fuel cell as primary source. Zero emissions, high efficiency, low noise
and high energy density are the main advantages of fuel cells. However, when used
as the single source, fuel cells are not able to respond to fast fluctuations of power
requirements due to their slow dynamics, and their non-reversibility does not allow
for the storage of energy recovered by regenerative braking. Therefore, at least two
energy sources must be combined. The fuel cell acts as the primary source, while the
secondary source is an energy storage device such as batteries or supercapacitors,
which supply the vehicle’s power demand peaks, and store the recovered energy.
However, the combination of these two sources requires an optimal topology, as well
as adequate energy management strategy to ensure power distribution between these
sources [7].

This paper is devoted to themodeling of the fuel cell-battery hybrid electric vehicle
using MATLAB Simulink. To test the vehicle model, a deterministic rule-based
energy management strategy is used. The objective of this modeling and simulation
is to recognize the performance factors and behaviors of different vehicle parts to
guide the design and optimization of such vehicles.

2 Vehicle Topologies

The main electrical power components of a fuel cell-battery hybrid electric vehicle
are: the electrical machine (AC motor), the fuel cell system and secondary energy
source (Battery). In order to connect these elements on one bus, it is necessary to
define an electrical architecture.

In all topologies, the AC motor is systematically equipped with a DC–AC con-
verter to control its torque. The converter is reversible in power to supply the nec-
essary energy during the traction phases and to restore the energy produced by the
electric machine during the braking phases of the vehicle [10].
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Fig. 1 Topologies of fuel cell-battery hybrid electric vehicle

Figure1 shows the different FCHEV topologies reported in the literature:

• In the first topology ( Fig. 1a), the fuel cell and the battery are connected directly
to the DC bus. With this topology, its difficult to control the DC bus voltage, but
the benefit is its simplicity [10].

• The second topology ( Fig. 1b) shows that the fuel cell is connected directly to the
DC bus and imposes its voltage, while the battery is interfaced via a bidirectional
DC–DC converter. This topology is rarely used due to the higher losses of the
bidirectional converter [13].

• In the next topology ( Fig. 1c), the fuel cell is connected to the DC bus via an
unidirectional DC–DC converter, while the battery is connected directly [13]. In
this topology, the battery imposes its voltage on the DC bus. This configuration is
widely used because of its simplicity, the reduced number of converters and the
ease of power split control.

• The last one ( Fig. 1d) shows that all sources are interfaced by DC–DC converters.
This configuration is the most preferred because it offers two degrees of control,
allows to freely control the DC bus voltage, to protect the sources, and to better
control the power flow.
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Fig. 2 General block diagram of the vehicle modeling

3 Hybrid Electric Vehicle Modeling

In this study, the architecture of Fig. 1d is adopted. The general block diagram of the
implemented vehicle modeling system is presented in Fig. 2.

3.1 Vehicle Model

All applied forces to the vehicle in motion are illustrated in Fig. 3 [3].
The vehicle dynamics take into account the specific coefficients of the studied

vehicle and the imposed dynamic performances. Thus, according toNewton’s second
law, and based on Fig. 3, the vehicle dynamics can be expressed by the Eq. (1).

Mv
d−→v
dt

= −→
Rr + −→

Fair + −→
Fr + −→

Ft + −→
P (1)

The principal forces acting on the vehicle are:

−→
Fair = −1

2
ρairV

2ACx
−→x (2)



Modeling and Analysis of a Fuel Cell-Battery Hybrid Electric Vehicle 587

Fig. 3 Forces applied to the
vehicle

−→
Fr = −PCr cosα

−→x (3)

−→
P = −Mvg sin α

−→x (4)

where
−→
Fair represents the aerodynamic force, which is the resistance force of the air

in the direction of the vehicle motion.
−→
Fr is the resistance of the wheels on the floor,

and
−→
P the vehicle’s gravity force [3].

From the Fig. 3 and the Eqs. (1–4), the expression of the mechanical tensile force
Ft, which is the traction force of the vehicle is defined by the Eq. (5).

Ft = Mv
dv

dt
+ 1

2
ρairV

2ACx + Mvg sin α + MvgCr cosα (5)

The mechanical power Pm is expressed as a function of the total traction torque
and the rotation speed of the wheels as follows:

Pm = Ct · �wheel (6)

where Ct = Ft · r and �wheel = v
r .

So the mechanical power needed to move the vehicle is given by the Eq. (8).

Pm = v · Ft (7)

Pm = v

(
Mv

dv

dt
+ 1

2
ρairV

2ACx + Mvg sin α + MvgCr cosα

)
(8)
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Fig. 4 Model of the fuel
cell [9]

3.2 Fuel Cell Model

The fuel cell converts chemical energy (hydrogen and oxygen) into electrical energy.
This electrochemical reaction is a reversed electrolysis ofwater. The electrical energy
is produced by an redox reaction between oxygen (oxidizer) and hydrogen (reducer).
The oxidation takes place at the anode and the reduction at the cathode. These two
reactions are isolated by a membrane that plays the role of electrolyte. The cathode
is supplied with oxygen gas ( generally air), and the anode is supplied with hydrogen
gas. The chemical equations of oxidation–reduction are the following [1]:

• Anode oxidation
H2 −→ 2H+ + 2e−

• Cathode reduction
O2 + 2H+ + 2e− −→ H2O

• Global reaction
H2 + 1/2O2 −→ H2O + heat

Figure4 depicts the dynamic model of the fuel cell available in MATLAB/
Simulink [9]. This model is represented by a controlled voltage source in series,
with an internal resistor and a diode to protect the fuel cell against reverse currents.
The voltage at the fuel cell output is given by the Eq. (9) [9].

Vfc = E − Rohm · ifc (9)

where the controlled voltage source (E) is defined by the Eq. (10).

E = Eoc − N A ln

(
ifc
i0

)
· 1

sTd/3 + 1
(10)

The oxygen and hydrogen flow rates for a given reference current are calculated
by Eqs. (11) and (12) [9].
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Fig. 5 Fuel cell system efficiency curve [2]

UO2 = 60, 000RT N Ifc
zFPairVlpm (air)O2%

(11)

UH2 = 60, 000RT N Ifc
zFPfuelVlpm (fuel)H%

(12)

Figure5 shows the efficiency curve of the fuel cell system. From this figure, we
can notice that there is a zone where the efficiency is maximum (red area), so its
interesting to operate the fuel cell in this zone to reduce hydrogen consumption [2].

3.3 Battery Model

A battery is an electrochemical cell that transforms chemical energy into electrical
energy. Its use in electric vehicles is justified by its high energy density compared to
fuel cells. In this model, the lithium-ion battery is used because of its better response
compared to other types of batteries and itswide use in the transportation field. For the
simulations, the dynamic battery model available in MATLAB/Simulink presented
in Fig. 6 is used [11].

Depending on the operating mode, the value (Vbatt) is calculated by two different
equations [11]:

• Discharge mode:

Vdischarge = E0 − R · i − K
Q

Q − i t
· (i t + i∗) + A exp(−B · i t) (13)
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Fig. 6 Nonlinear battery model [11]

• Charge mode:

Vcharge = E0 − R · i − K
Q

it − 0.1Q
· i∗ − K

Q

Q − i t
· i t + A exp(−B · i t)

(14)

The estimation of the battery state of charge is calculated by the Eq. (15).

SOCbatt = 100

(
1 −

∫
i(t)dt

Q

)
(15)

4 Energy Management Strategy

The problem of energy management is to find the optimal power split of the vehicle’s
energy sources to minimize hydrogen consumption and increase its lifetime. In the
literature, the different approaches used in this regard can be classified into three
categories.

4.1 Rule-Based Strategy

Rule-based energymanagement strategies are based on the definition of a set of rules,
which are designed according to the experience of the designer. These rules can be
defined by deterministic rules or by fuzzy rules. This technique is easy to implement
in real time but it is difficult to achieve optimal results [12].



Modeling and Analysis of a Fuel Cell-Battery Hybrid Electric Vehicle 591

4.2 Optimization-Based Strategy

Optimization-based strategies are identified based on the mathematical modeling
approach chosen to formulate the energy management problem for a hybrid vehicle.
The objectives of these strategies can be quantified by a cost function that can rep-
resent fuel economy, energy source sustainability and other objectives. Equality and
inequality constraints are defined in the optimization function [4].

4.3 Learning-Based Strategy

Due to the development of artificial intelligence, learning-based energy management
strategies have recently received more and more attention and can overcome the
challenge and achieve optimal results. These strategies can be divided into several
categories based on the feedback available to the algorithm to learn over time. In
the literature, different learning-based strategies, such as clustering learning, neural
network learning and reinforcement learning, are used to supervise the energy flow
in a fuel cell hybrid electric vehicle [8].

In order to test the performance of our vehicle model, the deterministic rule-based
energymanagement strategy is implemented, as shown in the flowchart in Fig. 7. The
reference power of the fuel cell is determined based on the power demanded by the
vehicle and the variation of the battery SOC.Themanagement strategymust therefore
supervise the battery’s state of charge, in real time, in order to respond to the vehicle’s
power demands while avoiding overcharging and deep discharges.

5 Simulation Results and Discussion

To evaluate the performance of the proposed vehicle model, a real-time rule-based
energy management strategy is implemented. The fuel cell hybrid electric vehi-
cle model is simulated using the MATLAB/Simulink environment for the Urban
Dynamometer Driving Schedule (UDDS). The results of the simulation are presented
and show the efficiency of the model to simulate the different operating modes as
well as the proposed energy management is shown the correct distribution of power
between the sources, and the battery state of charge is maintained within an accept-
able range.

Figure8 shows the reference speed and the measured speed of the vehicle with
the UDDS driving cycle. This driving cycle lasts 1369s and the distance cov-
ered is 11.26km with an average speed of 30.57km/h, and a maximum speed of
91.24km/h [5]. The measured speed follows the reference speed with a minimum
error, which confirms the proper functioning of the accelerator pedal system to gen-
erate the reference torque to achieve the desired speed.
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Fig. 8 Speed vehicle for UDDS drive cycle (Reference, measured)
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Fig. 10 Accelerator pedal position

Figure9 shows the evolution of the DC bus voltage, which is kept equal to the
reference value of 288V by the control loop of the bidirectional DC–DC converter.
The DC bus has a smooth form, and the perturbations caused by load variation do
not influence the constant form of this voltage.

Figure10 depicts the pedal position, which is determined by the proportional-
integral control unit. The basic principle is to compare the desired speed (the drive
cycle used) and the actual speed of the vehicle, and from the difference, the traction
or braking command (between +1 and −1) is inferred.

The traction or braking command, which represents the pedal position, is multi-
plied by the value of the maximummotor torque to calculate the required torque. On
the other hand, the torque available to the motor is determined using a lookup table
that has the vehicle speed as input (Fig. 11). Between these two torques, the one with
the lower value is chosen as the reference torque for the motor (Fig. 12).
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Fig. 12 Reference torque

Figure13 shows the current demand of the electric motor measured in the DC bus,
which corresponds to the reference torque. The three operating modes of the vehicle
are shown in the figure :

• Stop mode: zero current.
• Braking mode: negative current.
• Traction mode : positive current.

Figure14 illustrates the evolution of the power supplied by the two sources as
well as the power of the electric motor. The power required by the electric motor is
always the sum of the two powers (Fuel cell and battery). The battery is charged by
recovering energy from braking, and also assists the fuel cell during the acceleration
phases of the vehicle.

The battery state of charge is shown in Fig. 15. The SOC value is bounded by
SOCmin < SOC < SOCmax, which varies around its initial value during the driv-
ing cycle and the difference between the initial and final SOC is �SOC = 2.5%.
According to the Fig. 15, the battery is not solicited enough during the driving cycle,
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Fig. 13 Motor current

Fig. 14 Powers of battery, motor and fuel cell

except in the case where it recovers the power from braking and supplies the power
demand peaks. Therefore, to improve battery utilization, the algorithm of the energy
management strategy needs to be developed.

The effectiveness of the proposed vehicle model is validated. Indeed, the different
electrical and mechanical elements modeled simulate the behavior of the vehicle.
The rule-based energy management strategy perfectly splits the power between the
sources. The resulting battery state of charge is maintained within the admissible
ranges.
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6 Conclusion

In this paper, a fuel cell-battery hybrid electric vehicle model has been proposed and
simulated using MATLAB/Simulink. The drive cycle Urban Dynamometer Driv-
ing Schedule (UDDS) is selected to evaluate the performance and efficiency of the
proposed model.

To test the model, an energy management strategy based on deterministic rules
is proposed, and these rules are deduced by expertise. This strategy is based on the
comparison of the power demand of the motor and the power of the fuel cell in order
to operate it in a high efficiency zone and to maintain the battery state of charge in
admissible ranges.

The simulation results give insight into the behavior of the different vehicle com-
ponents and the prediction of the power demand of the electric motor. In order to
improve energy management strategy, to reduce consumption, and increase the life-
time of the different sources, it is necessary to base on this modeling study.
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Interleaved Boost Converter Control
Technique Improvements for Fuel Cell
Electric Vehicles

Soufyane Benzaouia, Nacer M’Sirdi, Abdelhamid Rabhi,
Brahim Khalil Oubbati, and Smail Zouggar

Abstract This study presents some control technique improvements for an inter-
leaved boost converter for fuel cell electric vehicles. Self-tuning PI controller and an
adaptive PI controller using fuzzy logic technique have been designed and developed
to improve the voltage tracking accuracy. Several scenarios and tests including load
disturbances were carried out to evaluate and to compare the performance of the
improved controllers with the conventional one. The obtained results show a supe-
rior and high performance of the improved techniques compared to the fixed gains
PI controller without adding any extra sensors.

Keywords Interleaved boost converter (IBC) · Proportional–integral (PI)
controller · Self-tuning PI controller · Fuzzy-logic concept

1 Introduction

Recently, electric vehicles using fuel cell start gaining more and more attention and
importance and representing a promising alternative to the traditional vehicles [1]
(Fig. 1). One among the major drawbacks of fuel cells is their low output voltage,
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Fig. 1 System configuration of the fuel cell electric vehicle

and the DC–DC converter adaptation stage is required so that the output voltage
can be step up to higher values. Several DC–DC converters topologies have been
proposed in literature; one among this converters is the interleaved boost converter
(IBC). This latter has the advantage of offering high efficiency, low current ripples
and reliability [2].

Interleaved boost converter control is an important issue. In literature, many
control techniques have been designed, developed and employed for controlling
the output voltage. The regulators found in literature are the proportional–integral
controller [3], the proportional–integral derivative controller [4] and linear quadratic
controller [5]. The poor and the limited performance in over a wide load varia-
tion range has made the researchers thought of other more reliable and robust tech-
niques. In [1], the authors propose a dual-loop control scheme based on H-infinity
controller for three-phase interleaved boost converter. In [2], a robust controller based
on extended state observer (ESO) is proposed, designed and validated experimen-
tally for an interleaved boost converter for fuel cell application. A robust adaptive
controller based on active disturbance rejection control algorithm is proposed in [6].

Proportional–integral controllers are simple and easy to implement, but are less
efficient and cannot guarantee a high regulation performance in dynamic regime and
face of external disturbance such as load variations, this is because the PI controllers
do not adapt to changing conditions. Self-tuning PI control technique is one of the
most interesting approaches to avoid the classical PI controller drawbacks. This
approach allows an online adaptation without any extra sensors or development
complexity. In this study, two PI controller improvements have been designed: the
first one is called self-tuning PI controller and the second one is called adaptive
PI controller using fuzzy logic technique. The two techniques allow avoiding the
traditional manual gains tuning solution. A comparison result is provided to show
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the efficiency of each technique in case of reference output voltage variation and
load disturbance.

This article is organized as follows: Sect. 2 presents an overview, an analysis
and the modeling of an interleaved boost converter, Sect. 3 focuses on the control
strategy, Sect. 4 shows the obtained results with a discussion, and Sect. 5 concludes
the paper.

2 Interleaved Boost Converter Overview, Analysis
and Modeling

TheN-phase interleaved boost converter (IBC) topology is shown inFig. 2 [6], in each
phase, we have one diode Dk , one switch Sk , one inductor Lk and a common capacitor
C , (k = 1, 2, . . . , N ). vin, vo, io and rk represent, respectively, the input voltage, the
output voltage, the output current and the circuit lumped parasitic resistance. iin
represents the input current, and it is expressed as follows:

iin =
k=N∑

k=1

iLk (1)

where iLk represents the current flowing through the inductor Lk . Considering a
symmetrical circuit parameters, therefore,

Lk = L , rk = r, dk = d, k = 1, 2, . . . , N (2)

Fig. 2 N-phase IBC



602 S. Benzaouia et al.

Fig. 3 Topology of a two-phase interleaved boost converter

dk is the duty cycle/control signal for the switch Sk . δk is the switch state (ON–OFF).
In continuous conduction mode, the static voltage gain of an ideal IBC is given

as follows:

M(d) = Vo

Vin
= 1

1− d
(3)

Vo and Vin represent, respectively, the dc values of vo and vin, and d represents
the duty cycle.

In this paper, a DC–DC two-phase interleaved boost converter (Fig. 3) is
considered (N = 2). The average mode of the two-phase IBC is given as follows [2]:

⎧
⎨

⎩

d
dt iLk = 1

Lk
(vin − rkiLk − (1− dk)vo), k = 1, 2

d
dt vo = 1

C

(
k=2∑
k=1

(1− dk)iLk − io

)
(4)

IBC operation: In case of anON switch state (δk = 1), the inductor starts charging
via the input source, and capacitor discharges to supply the load. In case of an OFF
switch state (δk = 0), the input source and the inductor charge the capacitor and
supply the load.

3 IBC Control Strategy

For fuel cell application, this converter kind suffers from two factors: the variation
of the input voltage and the change of the load current [2]. In order to regulate
the output voltage to a constant desired voltage, a cascade control configuration is
employed. Figure 4 shows the cascade control block diagram of N-phase interleaved
boost converter.
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Fig. 4 Control scheme for interleaved boost converters

For a two-phase IBC, a dual-loop control strategy is used. It is composed of the
following:

• An outer voltage control loop used to regulate the output voltage vo to its reference
Vref and generating the reference current ILref to the inner loops.

• Two current controllers for the inner current control loop, used to regulate the
inductor currents iL1 and iL2 to their reference ILref and generating the duty cycles
d1 and d2. These latter are used to generate the control signals δ1 and δ2 for the
IBC using aPWM block. ForN-phase IBC, theON–OFF signals are phase shifted
by 360°/N, which means by π in two-phase IBC case [6].

In the conventional cascade control strategy, the IBC is controlled using an entirely
proportional–integral controllers approach [7]. In the next subsections, improved
techniques for the outer voltage control loop will be discussed.

3.1 Outer Voltage Control Loop

• Fixed gains (standard) PI controller

The outer control loop is used for regulating the output voltage vo to its given refer-
ence Vref. The designed control law using constant gains proportional–integral
(PI) controller is given as follows [2]:

{
u = kpεo(t) + ki

∫
εo(t)dt

εo(t) = Vref(t) − vo(t)
(5)

where kp and ki are the PI control parameters.
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Fig. 5 Self-tuning PI
controller scheme

• Self-tuning PI controller

Self-tuning PI controller (Fig. 5) is a technique used to vary the PI controller
gains over a predetermined range for different operating conditions [8]. In a
PI controller, the proportional gain kp impacts the overshoots and the rise time
response, and the integral gain ki impacts the steady-state error. The self-tuning
PI controller form is given as follows:

⎧
⎪⎪⎨

⎪⎪⎩

u = kp(t)εo(t) + ki (t)
∫

εo(t)dt
εo(t) = Vref(t) − vo(t)

kp(t) = kp(max) −
(
kp(max) − kp(min)

)
e−[ke(t)]

ki (t) = ki(max)e−[ke(t)]

(6)

The parameter k indicates the rate of kp(t) variation between the maximum
and the minimum values.

• Adaptive PI controller using Fuzzy Logic Technique

Fuzzy logic technique can be also employed for generating the PI controller param-
eters (Fig. 8). ki is the parameter influencing the controller performance [2]. In
case of step load disturbance, increasing the ki value would reduce the voltage drop
and accelerate the voltage recovery; however, in case of step voltage reference, the
increase of ki could introduce an overshoot in step response. In the applied adaptive
PI controller, the fuzzy logic controller receives as input the error between the refer-
ence and the measured output voltage (εo(t)) and provides as output the change in
the integral gain (�ki (t)). The adaptive PI controller expression is given as follows:

⎧
⎪⎪⎨

⎪⎪⎩

u = kpεo(t) + ki (t)
∫

εo(t)dt
εo(t) = Vref(t) − vo(t)
ki (t) = k0i + ρi (t)

ρi (t) = ρi (t − 1) + �ki (t)

(7)

The parameter k0i is a time-invariant constant while the PI controller is working,
and ρi (t) is time varying and updating parameter in real time, in other words ρi (t)
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Fig. 6 Membership function for εo(t)

represents the adaptation for of ki (t). The fuzzy membership functions for input and
output variables are shown in Figs. 6 and 7. The fuzzy rules are given in Table 1.

Fig. 7 Membership function for �ki (t)

Fig. 8 Adaptive PI
controller scheme using
fuzzy logic technique

Table 1 Fuzzy logic control rules

εo(t) NB NM NS ZE PS PM PB

�ki (t) NB NM NS ZE PS PM PB
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3.2 Inner Current Control Loop

The current control is designed using super-twisting sliding mode control concept
[6, 9], and the inner-loop controllers form are given as follows:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

s1 = ILref − iL1
s2 = ILref − iL2

d1 = λ|s1| 12 sign(s1) + α
∫
sign(s1)dt

d2 = λ|s2| 12 sign(s2) + α
∫
sign(s2)dt

(8)

The controllers’ expression (8) is considered as a nonlinear PI controller form.
s1 and s2 are the sliding surfaces for the inner-loop controllers, and λ and α are the
super-twisting controller parameters.

In order to reduce the chattering effect, the sign function has been replaced by the
hyperbolic tangent function tanh. The inner-loop control low becomes as follows:

⎧
⎪⎨

⎪⎩

sk = ILref − iLk, k = 1, 2
dk = λ|sk | 12 tanh(sk) + α

∫
tanh(sk)dt

tanh(sk) = sinh(sk )
cosh(sk )

= esk−e−sk

esk+e−sk

(9)

The stability analysis as well as the asymptotical convergence of this controller
can be found in [6] and [9].

4 Results and Discussion

In this part, we provide the comparison results between the fixed gains PI controller,
the self-tuning PI controller and the adaptive PI controller using fuzzy logic tech-
nique. The IBC and the control strategy have been simulated in MATLAB/Simulink
using SimPowerSystem library. The circuit interleaved boost converter parameters
are L = 400 μH , rL = 0.43 	, C = 1000 μF , rc = 0.04 	, and the switching
frequency is equal to 25 kHz [2]. The reference output voltage is chosen to vary from
48 V between t = 0 and t = 0.5 s to 56 V between t = 0 and t = 0.5 s and finally to
66 V between t = 1 and t = 1.5 s.

Figures 9, 10, 11, 12 and 13 show the variation of the desired output voltage
and the output voltage response using the fixegains and the improved PI controllers.
The obtained results at t = 0, 0.5 and 1 s correspond to the output voltage response
under step variation of the desired output voltage, and at t = 1.25 s, the obtained
results correspond to the output voltage response under step variation of the load
disturbance.

During all simulation time, the input voltage was fixed at 18 V. Between t = 0
and 1.25 s the load resistance value is equal to 100 	. From the obtained results, it
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Fig. 9 Results for the output voltage response

Fig. 10 Zoom 1

Fig. 11 Zoom 2

can be seen that the improved PI techniques are able to reduce the voltage overshoot
observed when using fixed gains PI controller and also ensuring fast convergence
response compared to the conventional technique. At t = 1.25 s, a step resistance
load disturbance is applied, and the resistance value has been changed from 100 to
50	. The obtained results show superior performance of the improved PI controller
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Fig. 12 Zoom 3

Fig. 13 Zoom 4

techniques with a good acceleration voltage recovery compared to the fixed gains PI
controller.

5 Conclusion

This paper presents an analysis of PI controller improvements applied on an inter-
leaved boost converter. The obtained results show that the self-tuning PI controller
and the adaptive PI controller using fuzzy logic technique provide superior perfor-
mance compared to fixed gains PI controllers in case of reference voltage variation
and load disturbance. The studied improved techniques have also the advantage of
not requiring any extra sensors and avoiding the unnecessary complexity.
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Synergy of Sentinel-1 and Sentinel-2
Satellites for Surface Soil Moisture
Retrieval Over Wheat Crops
in Semi-arid Areas

Nadia Ouaadi, Jamal Ezzahar, Lionel Jarlan, Saïd Khabba,
and Pierre Luis Frison

Abstract Surface soil moisture is a key parameter of crop monitoring, water stress
detection and irrigation management, particularly in the mediterranean region where
the water resources are very limited. The aim of the study is the synergy of radar
Sentinel-1 and optical Sentinel-2 data for surface soil moisture (SSM) retrieval over
wheat crops. The backscattering coefficient derived from Sentinel-1, is modeled
using the Water Cloud Model (WCM) combined with Oh model. The normalized
difference vegetation index (NDVI) computed from Sentinel-2 is used as descriptor
of vegetation in the WCM. The combined model is calibrated and validated using
Sentiel-1/2 data and in situ measurement collected from two irrigated wheat fields
located in the Haouz plain in the center of Morocco. The calibration is done at
VV and VH polarizations and at 35.2° and 45.6° of incidence angles. Hereafter,
an inversion approach is developed basing on the combined model for surface soil
moisture retrieval. Results showed that SSM is retrieved with significant statistical
metrics at VV polarization with R = 0.65, RMSE = 0.08 m3/m3

, and bias = −
0.01 m3/m3 at 35.2° of incidence angle and R = 0.57, RMSE = 0.09 m3/m3 and bias
= 0.01 m3/m3 at 45.6°.

N. Ouaadi · S. Khabba
Faculty of Science Semlalia, LMFE, Cadi Ayyad University, Marrakech, Morocco
e-mail: khabba@uca.ac.ma

N. Ouaadi · L. Jarlan
CESBIO, University of Toulouse, Toulouse, France
e-mail: lionel.jarlan@ird.fr

J. Ezzahar (B)
MISCOM, ENSA, Cadi Ayyad University, Safi, Morocco
e-mail: j.ezzahar@uca.ma

J. Ezzahar · S. Khabba
CRSA, Mohammed VI Polytechnic University UM6P, Benguerir, Morocco

P. L. Frison
LaSTIG//MATWAS, University of Paris-Est, Champs Sur Marne, Paris, France
e-mail: pierre-louis.frison@u-pem.fr

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
H. Bekkay et al. (eds.), Proceedings of the 3rd International Conference on Electronic
Engineering and Renewable Energy Systems, Lecture Notes in Electrical
Engineering 954, https://doi.org/10.1007/978-981-19-6223-3_63

613

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6223-3_63&domain=pdf
mailto:khabba@uca.ac.ma
mailto:lionel.jarlan@ird.fr
mailto:j.ezzahar@uca.ma
mailto:pierre-louis.frison@u-pem.fr
https://doi.org/10.1007/978-981-19-6223-3_63


614 N. Ouaadi et al.

Keywords Sentinel-1 · Sentinel-2 · Surface soil moisture · Modeling ·
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1 Introduction

The south-mediterranean regions are threatened by increasing water scarcity. In fact,
the countries of these regions are already classified in shortage or total water shortage.
Climate change and drought intensify the problem. On the other hand, the demand
for water is increasing for an ever-growing population and therefore the quantities
of agricultural irrigation demanded are increasing. Agriculture deserves exceptional
attention in this context as it is the main consumer of water in semi-arid regions (up
to 90% in Morocco for instance) and optimization of water use therefore becomes a
crucial aspect of research. Special attention has been given to wheat in this study as
it represents the most cultivate cereal in the world, and particularly inMorocco when
it presents 75% from 59% of the useful agricultural area reserved for cereals. One
of the key parameters in the water-optimization process is the surface soil moisture
(SSM). Active microwave remote sensing is widely used for the estimation of this
parameter. The sensitivity of the microwave backscattering coefficient to SSM is
heavily documented in the literature for bare or covered soils [1]. Over bare soils,
radar signal ismainly affected bySSMand surface roughness.Numerous electromag-
netic backscatter models are used for the analysis and understanding of radar signal
sensitivity to soil parameters [2, 3] and thereafter for SSM retrieval using different
approaches [4]. Over a vegetation canopy, the estimation of SSM is more compli-
cated because of the interaction of the microwaves with the canopy components,
whichmakes the backscatter signalmore sophisticated and ambiguous to understand.
However, several approaches and models are developed based on the resolution of
the radiative transfer equation [5]. The most common is the semi-empirical Water
Cloud Model (WCM) [6]. The vegetation is described in the WCM by one or two
vegetation parameters. Descriptors such as vegetation water content [7], biomass
[8], Leaf Area Index (LAI) [9], and normalized difference vegetation index NDVI
[3], are used. These parameters are directly computed from in situ measurements
or derived from optical satellite imagery. Coupling to a bare soil model, WCM is
widely used in SSM and biophysical parameters retrieval especially for crops such
as wheat [3, 8]. With the launch of the new C-band radar satellite Sentinel-1 and
afterwards, the optical Sentinel-2, open access products are provided for the globe
with high spatial and temporal resolutions (5–6 days at 10 m spatial resolution).
This availability allows the coupling of synthetic aperture radar (SAR) and optical
data for soil moisture mapping at the field scale every 6 days. Within this context,
the objective of this work is to develop an approach for SSM retrieval based on the
synergy of Sentinel-1 and Sentinel-2 data. The WCM coupled with Oh model [10]
is used and the approach is tested over a study area located in the center of Morocco.
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Fig. 1 Location of the study sites in the Haouz plain in the center of Morocco

2 Study Area

The study site is located in the province of Chichaoua at 65 km west of Marrakech
city, in the Haouz plain, center of Morocco (Fig. 1). The region is characterized by
a semi-arid Mediterranean climate with a dry summer season. Two fields of about
1.5 ha each (Field 1 and Field 2 in Fig. 1), are selected within a private farm and
monitored during two crop seasons 2016–2017 and 2017–2018. The fields are sown
with winter wheat and irrigated using the drip technique. The sowing is generally at
the end of November (25–27) and the harvest occurs from mid-May to mid-June.

3 Methodology

Field measurements

In situ measurements of SSM and surface roughness are collected over the two
irrigated wheat plots. SSM is automatically measured every 30 min using TDR
sensors buried at 5 cm of depth. The soil roughness is measured once a week during
the early stages of wheat development (from the sowing until the wheat cover the
soil) using a pin profiler of 1m in length. The root mean square surface height (Hrms)
is computed by averaging six teen measurements carried out every week. The SSM
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values are ranging between 0.04 and 0.35 m3/m3 while the Hrms values are between
0.7 and 1.5 cm.

Satellite measurements

Sentinel-1 is a C-band synthetic aperture radar mapping the world in 175 orbits. The
main operational mode (IW) provides Ground Range Detected (GRDH) products
with a revisit time of six days. In this mode, the sensors provide acquisitions in
VV and VH polarizations. The backscattering coefficient is extracted by processing
GRDH products using the Orfeo Tool Box command (OTB). Over the study area,
two incidence angles are available (35.2° and 45.6°) thanks to the pass of two orbits.

Sentinel-2 is an optical satellite provides images every 5 days at a resolution
ranging between 10 and 60 m according to the spectral band. Products corrected
from atmospheric effects are downloaded from the Theia site web (https://theia.
cnes.frhttps://theia.cnes.fr/). The Normalized Difference Vegetation Index (NDVI)
is computed from individual bands 4 and 8 and averaged over each field.

Radar Signal Modeling

The backscattering coefficient is modeled using WCM combined with Oh model.
NDVI is used as descriptor of wheat in the coupled model. The total backscattering

coefficient
(
σ 0
pq, canopy

)
is given as the incoherent sum of two contributions:

σ 0
pq, canopy = σ 0

pq, vegetation + L2
pqσ

0
pq, soil (1)

where pq is the polarization mode (V or H). σ 0
pq, vegetation denotes the contribution

from the vegetation computed using the WCM:

σ 0
pq, vegetation = ApqNDVI cos θ

(
1 − L2

)
(2)

L2
pq = e−2BpqNDVI sec θ (3)

L2 is two-way transmissivity factor of the canopy. θ is the incidence angle and
Apq and Bpq are the model’s coefficients that depend on the canopy type, sensor’s
frequency and incidence angle.

σ 0
pq, soil is underlying bare soil backscatter calculated usingOhmodel as following:

σ 0
VV, soil = g ∗ (cos θ)3 ∗ (�V + �H )

/√
p (4)

σ 0
VH, soil = q ∗ g ∗ (cos θ)3 ∗ (�V + �H )

/√
p (5)

Where : q = 0.23 ∗ (
1 − e(−k∗Hrms)

) ∗ √
�0 (6)
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√
p = 1 − e(−k∗Hrms) ∗

(
2θ

π

) 1
3 ∗�0

(7)

g = 0.7 ∗
(
1 − e(−0.65∗(k∗Hrms)1.8)

)
(8)

�V , �H , and �0 denote the Fresnel coefficients given by the following expres-
sions:

�V = εr cos θ −
√

εr − sin2 θ(
εr cos θ +

√
εr − sin2 θ

)2 , �H = cos θ −
√

εr − sin2 θ(
cos θ +

√
εr − sin2 θ

)2 and

�0 =
∣∣∣∣
1 − √

εr

1 + √
εr

∣∣∣∣
2

(9)

where k is the number of wave and εr is the relative dielectric constant of the soil
surface computed following Hallikainen et al. [11].

The coupled WCM and Oh model is calibrated and validated using the data of
both fields during 2016–2017 and 2017–2018 season, respectively. The calibrated
model is then implemented in an inversion procedure for SSM estimation and the
inverted SSM is compared to the field measurements.

4 Results and Discussion

4.1 Backscatter Time Series

Figure 2 illustrates the temporal evolution of the simulated backscattering coefficient
using the coupled WCM and Oh model over Field 1 at 45.6° of incidence angle and
for both agricultural seasons (2016–2017 and 2017–2018). The contributions from
the vegetation and from the attenuated soil are also displayed. Sentinel-1 data are
superimposed on the simulations for both VV and VH polarizations.

Results of the simulation show that themodeled signal is in a good agreement with
the measured radar backscatter (from Sentinel-1) until the end of March. After this
date, the simulated signal is observed to decrease while the observed backscatter is
increasing again. This mechanism is obviously clearer on VH than on VV because of
the high sensitivity of VH to vegetation canopies. The end ofMarch is corresponding
to the heading phase. During this period, the canopy structure changes due to the
thick and wet head layer formed on the top of the wheat field. This behavior has been
marked by some studies before. For instance, [12] reported thatminimumbackscatter
is reached at the heading stage and the signal increased again as the crops continued to
mature. The contribution of the attenuated soil dominates the signal at the beginning
of the season when the soil is not completely covered. With wheat development, the
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Fig. 2 Time series of the different contributions simulated using the WCM fitting the Sentinel-1
observations at VV andVH polarizations over Field 1 for both seasons (2016–2017 and 2017–2018)
at 54.6° of incidence angle

contribution of vegetation volume increases to dominate the backscatter mechanism
fromFebruary 1 until the end of the seasonwhen vegetation begins to dry out with the
onset of senescence. Attenuated soil is important at VV for the whole seasonwhereas
at VH it becomes lowwhen the wheat is well developed. This is an expected behavior
because of the vertical structure of the stems. Similar results are obtained at 35.2°
of incidence angle (not shown) with higher values at 35.2° than at 45.6° for both
polarizations.

4.2 Surface Soil Moisture Retrieval

The results of implementing the already calibrated model in an inversion procedure
for SSM retrieval are shown in Fig. 3. The figure illustrates the estimated SSM
compared with in situ measurement taken over Field 1 at 35.2° and for both polar-
izations. The best results are evidently obtained at 35.2° of incidence angle at VV
polarization. At this angle of incidence, SSM is retrieved with acceptable accuracy
at VV (R = 0.65, RMSE = 0.08 m3/m3 and bias = −0.01 m3/m3). The results at
VH are poorer than at VV because of the higher contribution of vegetation in this
configuration (R = 0.53, RMSE = 0.09 m3/m3and bias = −0.04 m3/m3). For 45.6°
of incidence angle, the SSM is poorly estimated (especially at VH) compared to
35.2° due to the effect of vegetation on the C-band signal at higher incidence angles.
At VV, the obtained statistical metrics are R = 0.65, RMSE = 0.08 m3/m3

, and bias
= 0.01 m3/m3. Overall, the obtained results are in good accordance with previous
studies used the same approach over the wheat [9, 13].
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Fig. 3 Retrieved surface soil moisture (SSM) versus in situ measurements at VV and VH polar-
izations at 35.2° of incidence angle for the study site: Field 1 using the NDVI as descriptor of
vegetation in the WCM

5 Conclusion

The backscattering coefficient is modeled using the Water Cloud Model and Oh
model. The combined model is calibrated and validated over irrigated wheat crops
based on Sentinel-1 backscattering coefficient. The NDVI derived from Sentinel-2
is used as descriptor of the wheat in the model. The time series of the modeled total
backscatter, vegetation and attenuated soil contributions are analyzed together with
Sentinel-1 data. The results of this analysis show that the model can acceptably simu-
late the C-band radar backscatter until the heading stage when a noticeable disagree-
ment is observed between the simulations and the observations: the cycle related to
the heads layer. Additionally, an inversion approach of the model is implemented
for SSM retrieval using data from Sentinel-1 (radar) and Sentinel-2 (optics). The
proposed approach presents the advantage of SSM estimation over wheat field using
spatial data only with high temporal and spatial resolution thanks to ESA’s satellites
Sentinel-1/2. Although the obtained results are sound, they can be improved if the
model can reproduce the cycle after the heading. For this reason, further works on
wheat backscatter modeling are needed, in particular, the head’s layer needs to be
added to the various contributions in the modeling of the backscatter from wheat
crops.
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Smart Greenhouse with Plant Diseases
Classification Using Transfer Learning
and Deep CNNs

Adel Mellit and Hajji Bekkay

Abstract In this paper, we apply transfer learning (TL) method with three deep
convolutional neural networks (DCNNs) for plant diseases classification. First, a
smart greenhouse designed at the RELab, University of Jijel (Algeria), is described.
Subsequently, a dataset (images of tomato leaf diseases) has been used to train and test
the three classifiers (ResNet-50, VGG-16 and AlexNet). Finally, the three classifiers
have been evaluated, based on the confusion matrix, and the best accuracy was
obtained by the VGG-16 classifier with a classification rate of 95.45%.

Keywords Smart greenhouse · Plant diseases · Classification · Transfer learning ·
Deep learning · IoT

1 Introduction

It is well known that plant diseases can seriously affect the crop as well as the quality
of agriculture. Thus, the process of producing high-quality crops is very significant to
meet the growing demand of food products around theworld. Designing an automatic
and effective method to detect and classify plant diseases is a crucial task [1, 2].

Recently, many researchers are attracted to the application of artificial intelligence
(AI) techniques, including deep learning-based algorithms in this field. For instance,
in [3], the author designed a deep convolutional neural networks DCNN-basedmodel
for tomatoes disease classification. The classification rate was 98.49%. Various deep
CNN configurations were applied to classify disease of tomato leaf and rust corn [4].
The authors used the Internet of things (IoT) technique to collect and notifying users.
In [5], the authors used the EfficientNet model for plant disease classification and the
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accuracy was 97%. A new approach was developed for automatic classification and
detection of plant diseases from leaf images; the precision ranges between 91 and
98% plant diseases from leaf images [6]. A good extended review on the application
of deep CNNs is given in [7], in which various structures were evaluated.

In our previous study [2],wehave designed a smart greenhouse prototype using the
Internet of things (IoT) technique, and only one type of deep CNN is considered (the
accuracy was 88%); thus, the main objective of this work is to make a comprehensive
comparative study between three DCNN configurations using transfer learning (TF)
method. This will help users to select the appropriate method in terms of accuracy
and simplicity.

This paper is organized as follows: Sect. 2 provides materials and methods; it
includes the greenhouse presentation, the dataset collected and used to develop the
classifier, the used language, and the evaluated metrics. A brief introduction to deep
CNN configurations is given in the same section. Results and discussion are provided
in Sect. 3, in this section, we investigate and evaluate the three classifiers.

2 Materials and Methods

2.1 Greenhouse Description and Database

Figure 1 shows the designed smart greenhouse, it consists mainly of an electronic
board and other sensors and actuators; more details can be found in [2]. A low-
cost Wi-Fi camera was used to capture the tomato plant images and sending them via
firebase to the cloud.Then, stored imageswill be used for plant diseases classification.

Figure 2 depicts an example of the dataset [8] used to train and evaluate the
three deep CNNs.

Image data augmentation technique is employed to expand the training dataset,
in order to improve the performance and ability of the DCNN-based algorithms to

Fig. 1 Prototype of the
designed smart greenhouse
[2]
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Fig. 2 Example of collected images (dataset), numbers 0, 1, 2, 3, 4, 5, and 6, mean the classes:
Bacterial spot (D1), black leaf mold (D2), gray leaf spot (D3), healthy (H), late blight (D4), and
powdery mildew (D5), respectively

generalize. Figure 3 shows an example of the transformed images based on random
horizontal flip technique [9].

2.2 Deep CNN Configurations

This subsection describes briefly the deep CNN configurations. A basic block
diagram of the classifier based on a deep CNN is shown in Fig. 4. It consists basically
of various layers: convolution layers, pooling layer, dropout layer, flatten layer, fully
connected, and softmax layer. The compared DCNN architectures are given below:

• AlexNet: It consists of five convolutional layers and three fully connected layers
[10].

• VGG: There are various type of VGGNet (VGG-16, VGG19, etc.) which differ
only in the total number of layers in the network [11].

• ResNet: There are multiple versions of ResNet architectures. It consists of various
layers, and the most commonly used are ResNet-50 and ResNet101 [12].
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Fig. 3 Augmented images

Fig. 4 Block diagram of the basic deep CNN classifier

To develop the three classifiers, transfer learning method is used [13].

2.3 Programming Language and Tools

DCNN classifier-based models have been implemented online using Google Colab,
a cloud platform that provides Jupyter netbook services. Codes are written in Python
language; in addition, libraries such as TensorFlow and Keras have been employed.
Figure 5 shows Google Colab interface used for running the investigated classifiers.
The Google Colab can be easily utilized and provides a virtual machine with GPUs
(up to 16 GB of RAM).
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Fig. 5 Google Colab interface used for running the examined DCNN-based classifiers

2.4 Performance Evaluation Metrics

To evaluate the performance of the three investigatedDCNNclassifiers, the confusion
matrix technique, denoted by CM, has been used [14]. It permits to calculate the
precision, the accuracy, the sensitivity, and theF-score. The corresponding equations
are given below:

Accuracy =
∑

i CM(i, i)
∑

i

∑
j CM(i, j)

(1)

Precisioni = CM(i, i)
∑

j CM( j, i)
(2)

Recalli = CM(i, i)
∑

j CM(i, j)
(3)

F1− score = 2
(sensitivity× Recall)

(sensitivity+ Precision)
(4)
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3 Results and Discussion

The dataset was divided into two subsets, 80% (3120 images) for training and 20%
(780 images) for testing of the three DCNNs. For example, Fig. 6 represents the
loss and the accuracy plots during the training and the validation (case of the DCNN
model #2). As can be seen from Fig. 6a after 75 epochs, the loss is very close to
0.001 and the accuracy is also closer to 1. From Fig. 4b, we can clearly observe
that the accuracy reached 0.99 after 35 epochs, while the loss reached 0.25 after 175
epochs. Globally, both training and validation results are very acceptable. To assess
the performance of the explored classifiers, we have calculated the confusion matrix
for each classifier, and the results are reported in Table 1.

From Table 1, it can be seen that the accuracy ranges between 90.25 and 95.45%,
the best accuracy is obtained by the VGG-16 model. It should be noted that data 308
images have been used to evaluate the classifiers accuracy.

Figure 7 displays the confusion matrix for the three DCNN classifiers. Taking
the case of the CM (b) (model #2: VGG-16), the classification accuracy is 294/308
(95.45%). From the first line of the CM, the recall of D1(disease class 1) is 52/52
(1.00); from the first column, the precision is 52/55 (0.945), and then the F1-score
can be calculated based on the value of the recall and the precision as follows 2 ×
(0.954 × 1.00)/(1.00 + 0.945) = 0.971, and so on for other lines and columns (see
Eqs. 1–4). The cases of diseases D4 and D5 the same results are obtained by the
three compared classifiers.

Fig. 6 Loss and accuracy evolution of the second DCNN (model #2), for disease classification of
tomatoes. a Training and b validation
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Table 1 Error metrics: precision, recall, F1-score, and accuracy for tomato diseases classification
using the three DCNNs (model #1 ResNet-50, model #2 VGG-16, and model #3 AlexNet)

Classes Precision Recall F1-score Accuracy (%)

Model# 1 (ResNet-50)

D1 0.91 0.92 0.91

D2 0.93 0.88 0.90

D3 0.89 0.98 0.93 92.53

H 0.93 1.00 0.96

D4 1.00 0.96 0.98

D5 1.00 0.78 0.88

Model #2 (VGG-16)

D1 0.95 1.00 0.97

D2 1.00 0.93 0.96 95.45

D3 0.90 1.00 0.95

H 0.97 1.00 0.99

D4 1.00 0.96 0.98

D5 1.00 0.78 0.88

Model #3 (AlexNet)

D1 0.88 0.87 0.87

D2 0.89 0.83 0.86 90.25

D3 0.84 0.98 0.90

H 0.97 0.97 0.97

D4 1.00 0.96 0.98

D5 1.00 0.78 0.88

Fig. 7 Confusion matrices of the three investigated DCNN classifiers based on transfer learning
approach: a AlexNet, b VGG-16, and c ResNet-50
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4 Conclusion

In this paper, a smart greenhouse prototype is presented, while the main contribution
was the examination of the well-known deep CNN classifiers based on transfer
learning (AlexNet, VGG-16 and ResNet-50) for plant diseases classification. The
case of the tomato plant diseases was considered in this study.

Results showed that the VGG-16 outperforms the other investigated classi-
fiers (AlexNet and ResNet-50). Using this configuration VGG-16, the accuracy is
improved by 7.45% compared with the one of 88% obtained previously in [2].

As further action, more efforts should be put on the database preparation, dataset
size, images quality, and designing more advanced algorithms to improve the
accuracy.
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IoT-Based Data Acquisition and Remote
Monitoring System for Large-Scale
Photovoltaic Power Plants
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and Şafak Sağlam

Abstract The amount of solar capacity deployed worldwide has doubled in the past
decades. The increasing use of solar energy makes photovoltaic (PV) power plants
substantial. In PV power plants, reducing maintenance and operating costs positively
affects efficiency. A failure in any module can reduce or interrupt the production of
electrical energy, causing significant losses in both efficiency and revenue. Therefore,
responding to a fault as quickly as possible in PV power plants is critical. The
ability of the PV plant operator to react to potential faults is directly related to
the rapid detection of faulty modules. In this paper, IoT-based data acquisition and
monitoring system is designed to diagnose module failures and remotely monitor for
PVpower plant’s performance.The current, voltage,module surface temperature, and
solar radiation values are measured for each PV module. These data are transmitted
wirelessly to long distances with LoRa modules. All data acquired in the central
recording unit device are transferred to the Internet, enabling online access and also
stored on the memory card.
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1 Introduction

Renewable energy systems are an alternative to fossil fuel-based energy production
systems to meet the increasing energy demand and prevent environmental problems
such as globalwarming and climate change.Global photovoltaic (PV) power capacity
increased by more than 126–707 GW in 2020, accounting for 48% of renewable
energy installations [1]. PV systems are installed at different scales and in different
environments. PV systems are installed at different scales, from kW-sized rooftop
systems to MW-sized power plants. PV plants have various malfunctions and main-
tenance requirements changes depending on the installation area’s geographical and
meteorological conditions. Manual methods are risky for the maintenance operator’s
health and time-consuming procedures. Wired communication in remote monitoring
systems needs extra cabling and, therefore, additional cost. These reasons reveal
the need for wireless remote data acquisition and monitoring systems in PV plants.
Various monitoring PV systems based on Internet of Things (IoT) technique are
presented in [2]. The main objective of this paper is to propose a wireless data acqui-
sition and monitoring system to diagnose PV module failures and remotely monitor
PV plant performance.

2 Method

The performance of PV system is affected by environmental variables such as solar
radiation and module surface temperature. In addition, it is important to measure
and monitor the current and voltage values produced by PV modules to understand
the system’s performance. Each PV module’s surface temperature, current, voltage
data, and solar radiation values are measured in this paper. Figure 1 shows a general
schematic of the proposed data acquisition and monitoring system.

Fig. 1 General schematic of proposed data acquisition and monitoring system
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Inverters are used to collect data in the majority of existing monitoring systems.
This technique does not allow for understanding each module’s performance data
separately. The presented method provides data acquisition and monitoring at each
PV for a low cost. This wireless communication technique can be used in large-scale
PV systems at the module level.

2.1 Solar Radiation Measurement

Total solar radiation is defined as the total power of the sun striking a unit area (given
in units of W/m2) [3]. Pyranometer devices are generally used to measure total solar
radiation. Due to the high cost of professional pyranometer devices, photodiode
and reference cell methods are frequently used in low-cost systems. The presented
system is intended to be low cost; therefore, solar radiationmeasurement ismadewith
a BW34model silicon photodiode instead of a pyranometer. The current produced by
the photodiode is measured over the voltage drop across the resistor connected to the
photodiode output. Due to themV level change in themeasured voltage value despite
the large changes in the solar radiation value, the signal is amplified using an oper-
ational amplifier (LM358). Silicon photodiode is calibrated by comparing measure-
ment results under the same conditions with a professional commercial pyranometer
(KIMO CR-100).

2.2 Module Surface Temperature Measurement

The temperature change in the PV modules seriously affects the module efficiency
and power output. PV modules work better at low temperatures. The expression of
photocurrent (Iph) as a function of radiation and temperature values is as follows:

Iph = E

Eref

[
Iph,ref + μ1(T − Tref)

]
(1)

I ref is the current produced by a PV cell operating under standard test conditions
(STC) reference conditions (provided by the manufacturer). E and T represent radia-
tion and temperature. Eref and T ref represent standard irradiance values (1000W/m2)
and standard temperature values (298.15 K), respectively. μ1 is the temperature
coefficient at the short-circuit current [4, 5].

In the developed system, the waterproof version of the DS18B20 model digital
temperature sensor is used to measure the PV module temperature. The thermal
conductive paste is applied to increase the measurement accuracy when mounting
the sensor to the PVmodule. In addition, thermal insulators are used on surfaces that
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do not contact the module, so the temperature sensor is less affected by the outdoor
temperature during the measurement.

2.3 Voltage Measurement

Voltage divider circuits are the most commonly used method for measuring the
voltage of PV modules. Low cost is one of the most important advantages of voltage
divider circuits. The voltage value of the divider circuit is reduced to the determined
level by using two series resistors. Resistor selection is made considering the open-
circuit voltage (V oc) specified in the catalog of the PV module. In this way, the
module’s output voltage is reduced to a certain level and measured over the resistor
(4.7 and 47 k� used, assuming V oc up to 50 V).

2.4 Current Measurement

Measurement of current is necessary for an effective PV monitoring system. The
current measurement methods used may differ depending on the type of the appli-
cation, the need for sensitivity, circuit size, and cost. Hall effect current sensor is
chosen due to its advantages such as wide measuring range, high accuracy, and good
linearity [6, 7] compared to other methods. A unidirectional, 185 mV/A sensitivity
version of the ACS715 sensor model that can measure up to 20 A is selected [8].

2.5 Data Acquisition Card

Data acquisition (DAQ) card helps to convert analog signals into digital signals and
interface with computers and similar environments. Arduino Nano is preferred in
the presented system because of its cost-effectiveness, small size, ease of use, and
accessibility. Themicrocontroller is chosen according to the number of analog inputs
and resolution requirements. Three analog output sensors (voltage divider circuit,
ACS715, radiation sensor) are connected to the analog pins of Arduino Nano, and
the digital temperature sensor (DS18B20) is connected to the digital pins. The values
obtained from all these sensors are interpreted in the Arduino software.

The developed data acquisition system is tested on a solar simulator. The solar
panel output current is measured with an average deviation of ± 0.08 A relative to
the reference ammeter. Figure 2a shows the comparative results for the current. The
solar panel voltage measurement results are compared with the voltmeter, as shown
in Fig. 2b. Temperature and solar radiation values are also measured and compared to
those of reference devices, as shown in Fig. 2c and d. The average error in measuring
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Fig. 2 Comparative measurement results; a current, b voltage, c temperature, and d solar radiation

solar radiation is 6%. Flowchart of proposed data acquisition and monitoring system
is shown in Fig. 3.

2.6 Wireless Data Transmission

Wireless data transmission is one of themost important parts of this paper. DAQcards
are used for each PV module because the measurement is made at the module level.
Since there are many PV modules in large-scale PV plants, wired data transmission
from numerous DAQ cards to the central recording unit (CRU) causes high cost
and cable complexity. Wireless data transfer aims to provide remote monitoring of
PV module performances without cable clutter and additional costs. There might
not be Internet infrastructure in large-scale PV plants, LoRa technology is chosen
among the wireless data transmission technologies with low energy consumption,
which communicates using radiofrequency. LoRa is a low-power wide-area network
(LPWAN) technology that uses industrial, scientific, andmedical (ISM) bands. LoRa
technology has a low data rate [9]. Since themeasurement data has several characters,
the low data rate does not negatively affect the system. LoRa communication is based
on the star topology. Star topology has less power consumption as it eliminates data
transmission to intermediate devices. It is a more suitable topology for long-range
communication than mesh networks [10]. The data of each PV module is stamped
with the digital identity specific to themodule before it is sent to the CRU (see Fig. 4).
Thus, the data of many PV modules reaching the CRU does not interfere with each
other. The tests have showed that the LoRa SX1278 module can transmit data up to
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Fig. 3 Flowchart of
proposed data acquisition
and monitoring system

625 m without a line of sight. Assuming that the PV plant is square, and the CRU is
located in the middle of this area, all measurement data in an area of 78 hec can be
easily collected in a single device.

The spreading factor (SF) parameter of the LoRa module takes values between
6 and 12. A larger SF increases energy consumption, reduces the data rate, and
improves the communication range. Communication is carried out at a distance of
625 m with a bandwidth of 20.8 kHz when the SF value is 11.

2.7 Data Storage and Analysis

The data of each module is transmitted to the CRUwirelessly, then to the Internet via
an Ethernet connection. CRU saves the data on the SD card with date information, so
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Fig. 4 Example of LoRa
wireless communication
architecture

the data is not lost in case of any failure or interruption in the Internet infrastructure.
Once the Internet connection is restored, this data is transferred to the Internet.

2.8 Energy Consumption and Cost of the System

Each DAQ card is powered by a rechargeable lithium-ion (Li-ion) battery. The
rechargeable battery charges itselfwith a simple charging circuit from thePVmodule.
Since the study aims to increase the efficiency of PV plants, components with low
power consumption are selected. In Table 1, the currents drawn and the power
consumed by the electronic components used for the DAQ card are given.

The LoRa module operates as a receiver; it typically draws current in the range of
10.8–12 mA while in transmitter mode 120 mA. LoRa modules on DAQ cards work
in transmit mode.

The total cost of the data acquisition systemper PVmodule is calculated as approx-
imately $18.72.Assuming that 450Wp (watt-peak) PVmodules are used,which costs
about $200, the generation performance of the PVmodule can bemonitored remotely
with an additional cost of 9.36%.
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Table 1 Power consumption of the components on the designed DAQ card

Component Current drawn Frequency of use Energy
consumed per
hour

Energy
consumed per
day

ACS715 10 mA Day time period
(15 h)

0.05 Wh 0.75 Wh

LoRa SX1278 120 mA
(transceiver
mode)

10 s/min 0.10 Wh 1.50 Wh

Voltage divider 0.9 mA (in Voc
condition)

Continuous 0.45 Wh 0.18 Wh

Solar radiation
sensor

– – – –

Arduino nano 19 mA Day time period
(15 h)

0.13 Wh 2.56 Wh

Temperature
sensor

1.5 mA Day time period
(15 h)

0.075 Wh 1.12 Wh

Total 6.11 Wh

3 Conclusion

This paper proposes a PV monitoring system based on IoT technique. Each PV
module’s current, solar radiation, and surface temperature values are measured and
transferred to the CRU using LoRa technology with the digital identity information
specific to each data acquisition card. Then, the data is transferred to the Internet via
an Ethernet connection, and remote monitoring is provided. Assuming that the plant
area is square, the developed system enables remote monitoring of each PVmodule’s
performance in an area of approximately 780,000 m2. A negative situation that may
occur in any module can be detected quickly. PV plant areas are varied and generally
not in square shape. In this case, the communication architecture can be changed, and
more central recording units should be used. The rechargeable battery that powers the
DAQ card is charged with the electrical energy produced by the PVmodule on which
it is located. In this way, the need for battery replacement and extra power supply
is avoided. In the scenario where a 15-h sunshine duration is assumed, the designed
system consumes approximately 6.11 Wh of energy. This energy consumption is
commercially negligible compared to the gain from responding quickly to adverse
situations.
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Abstract TheCOVID-19pandemichas impacted everyday life, the global economy,
travel, and commerce. In many cases, the tight measures put in place to stop COVID-
19 have caused depression and other diseases. As many medical systems over the
world are unable to hospitalize all the patients, some of themmayget homehealthcare
assistance,while the government andhealthcare organizations have access to substan-
tial sickness management data. It allows patients to routinely update their health
status and have it sent to distant hospitals. In certain cases, the medical authorities
may designate quarantine stations and provide supervision equipment and platforms
(such as Internet ofMedical Things (IoMT) devices) for performing an infection-free
treatment, whereas IoMT devices often lack enough protection, making them vulner-
able to many threats. In this paper, we present an intrusion detection system (IDS) for
IoMTs based on the following gradient boosting machines approaches: XGBoost,
LightGBM, and CatBoost. With more than 99% in many evaluation measures, these
approaches had a high detection rate and could be an effective solution in preventing
attacks on IoMT devices.
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1 Introduction

The worldwide coronavirus disease-2019 (COVID-19) pandemic is caused by the
new SARS-CoV-2, also known as the coronavirus with its different variants. This
disease is continually testing both the collective immunity and the global commu-
nity’s capacity to cope with this situation. SARS-CoV-2 has significantly hampered
normal daily living, the global economy, international travel, and face-to-face activ-
ities. COVID-19 has been linked to depression in many individuals because of the
severe quarantine put in place to halt its spread. Its social, political, and psycholog-
ical effects were first assessed to learn more about this phenomenon. The pandemic’s
influence on ordinary life is portrayed, as are the role and ambitions of national
governments in this unexpected situation [1]. According to WHO estimates, more
than 5 million people have died because of the SARS-CoV-2. Every week, more
than 50,000 people are lost. In the past year, 56 nations around the globe recorded
an increase in fatalities of at least 10% [2].

On the other hand, this pandemic has demonstrated the weakness of current
medical systems and urges the establishment of a medical platform that assists indi-
viduals with home health care and provides the government and healthcare institu-
tions with extensive illness management tools. Patients may regularly consult and
update their health status on the IoMT platforms and share it with hospitals. The
government might supply equipment and designate quarantine stations (hotels or
centralized quarantine facilities) if needed. The IoMT platform allows people to
monitor their health using IoMT devices connected to the patient’s body and get
therapy without risking infection to others [3]. However, most of the available IoMT
devices are not really designed with security handling, which makes them inse-
cure and exposed to several threats. Unlike other businesses, healthcare systems and
networks are more critical, and any security failure may actually result in loss of life.

Deep learning (a subset of machine learning [4]) has recently demonstrated
successful results in a wide range of applications [5], including medical image
processing [6], natural language processing [7], cybersecurity [8], and many other
fields. Nevertheless, deep learning is not always themost efficient solution for tabular
datasets [9], and machine learning may be better, such as gradient boosting machines
(GBM) techniques like XGBoost, LightGBM, and CatBoost, which are some of
the most well-known machine learning algorithms in use today [10]. Our IDS that
we propose in this paper is targeting IoMT devices and is based on these GBM
techniques.

The rest of the paper is organized as follows. In the second section, we present
backgrounds and explore the related works. The third section exhibits the method-
ology used to build the models of our solution. Before concluding, the fourth section
discusses the obtained results.
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2 Backgrounds and Related Works

2.1 Internet of Medical Things (IoMT)

IoMT is a healthcare-specific extension of the Internet of Things (IoT). Wearable
health monitoring equipment, wireless body area networks (WBAN), artificial Intel-
ligence (AI), and cloud-based remote health analysis are all possible with IoMT as a
health monitoring system. Using IoMT, functional components such as data collec-
tion, storage, transmission, and analytics may assist to limit the spread of infectious
illnesses by providing an early warning system. Sensor data from end user devices,
such as smartphones, tags, or healthcare devices, is sent to a cloud platform for
analysis and decision-making [11].

2.2 Machine Learning (ML)

ML is a set of data analysis techniques that enable machines to learn from experience
in the sameway that humans and animals do [12]. Computational techniques are used
in ML algorithms instead of a predefined equation as a model to allow the computer
to “learn” information directly from data [13, 14]. The efficiency of the algorithms
improves adaptively as the amount of data available for learning increases [15].

One of themost performed results techniques is “boosting,” anML technique used
to convert weak learners into strong learners. A weak learner is an ML model that
is only slightly better than random guessing, while a strong learner is significantly
better than random guessing [16].

• Extreme gradient boosting (XGBoost) is an implementation of gradient boosting;
it produces a prediction model in the form of an ensemble of weak prediction
models. XGBoost is a three-way split based on decision trees. It uses a gradient
boosting system to combine multiple models to produce a more accurate final
model [17].

• Light gradient boosting machine (LightGBM) is another implementation of
gradient boosting (developed by Microsoft); it is a two-way split based on deci-
sion trees. LightGBM can be faster than XGBoost and can handle large-scale data
[18].

• CatBoost is an implementation of gradient boosting developed by Yandex, termed
by the two terms “Category” and “Boosting.” CatBoost is a three-way split based
on decision trees. It uses a gradient boosting system to combine multiple models
to produce a more accurate final model. CatBoost can handle categorical data and
is designed to work with tabular data [19].

These three boosting algorithms are all very effective at producing strong predic-
tive models. They have their own strengths and weaknesses, but the one that is best
for a particular problem will depend on the specifics of the data and the problem.
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2.3 Intrusion Detection System (IDS)

IDS systems monitor network traffic for suspicious behavior, recognize threats and
issue alarms when such behavior is detected. They are a kind of a packet sniffer that
looks for irregularities in network traffic or the host’s files. The location of the IDS
sensors determines whether an intrusion detection system is designated as a network
“NIDS,” a host “HIDS,” or a hybrid that combines them [20]. Each of these intrusion
detection systems has its own set of advantages and drawbacks. This implies that
NIDS monitors real-time data and indicates problems as they occur [21]. It is also
important to note that HIDS analyzes past data in order to capture sophisticated
hackers who utilize unconventional tactics that may be difficult to detect in real time.
Both HIDS and NIDS are great since they complement one another [22]. System
security depends primarily on IDS that identify and react to attacks [23].

2.4 Dataset

A dataset is a digital tool that integrates several data. It can be presented in different
formats (videos, images, texts, numbers, sounds, or even statistics). Their grouping
forms a whole. In the field of machine learning, the dataset remains indispensable
for the creation of ML models [24]. Temperature, SpO2, pulse rate, heart rate, IP
addresses, and other characteristics will be assigned to the attributes, while each
feature will be associatedwith a unique device, object, person, and such. In this work,
we used a publicly available dataset for IoMT security named “WUSTL EHMS 2020
Dataset” [25], and it was generated using a real-time (EHMS) enhanced healthcare
monitoring system testbed. Due to the lack of a dataset that includes both network
traffic measurements and patient biometrics, this testbed gathers both. Man-in-the-
middle attacks like spoofing and data injection are covered in this data collection.

2.5 Related Works

An approach based on the IoT in medical contexts was developed by [26] in order
to create a global connection with the patient, sensors, and everything else. It is the
primary objective of their globality feature to make the patient’s life simpler and the
healthcare procedure more successful. They devised an architecture that provides a
wide range of options for communications, monitoring, and control. An anomaly-
based IDS (AIDS) for IoMT networks was suggested by [27]. The objective of this
newAIDS is to gather log files from the IoMT devices and the gateway, also as traffic
from the edge IoMT network, using both host and network-based approaches. They
used ML approaches to detect anomalies in the acquired data and thereby identify



An Intrusion Detection System Using Machine Learning for Internet … 645

malicious occurrences in the IoMT network, taking into consideration the computa-
tional cost. Zachos et al. [28] proposed a web-based security assessment framework
(IoMT-SAF) to identify security enhancements in IoMT and analyze the protection
and prevention provided by IoMT solutions. In [29], biometric and network metrics
were combined to demonstrate that employing both kinds of characteristics outper-
forms using just one alone. Results reveal that performance has increased by 7–25%
in certain circumstances, demonstrating the resilience of the proposed system in
delivering appropriate intrusion detection.

3 Proposed Method

Patients in an IoMT network architecture are remotely monitored by doctors through
dashboards accessed via cloud servers (Fig. 1). This enables doctors to continuously
monitor patients’ vital signs and other health data in real time, allowing them tomake
more informed decisions about their care. It also gives patients more control over
their health and makes them feel more connected to their doctors. Our proposed IDS
will be fully integrated into the IoMT device.

To build such IDS, we take advantage of the WUSTL EHMS dataset to construct
MLmodels that can ultimately predict attacks on the IoMT devices. Figure 2 depicts
the different building steps to create our proposed models.

To begin, we need to import the dataset using Python’s Pandas library, and we
read the CSV files as a dataframe. Then, the data preprocessing is done as a second
step. In order to encode categorical data, such as “Dir,” “Flgs,” and “Sport,” we must
first pass through the processing stage. The mathematical equations model cannot
use these values; thus, we have to define these variable types as categorical. In the
third step, the dataset is divided into a training and a validation sub-dataset: one for
training the model and one for testing its performance, known as “X” (80%) and “Y”

Fig. 1 Architecture of an IMoT network
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Fig. 2 Building steps of our
models

(20%). We used the K-folds cross-validator, which offers train and test indices to
split the data into train/test datasets, and into k consecutive folds, to divide the data.
Finally, as the last step, we tune and apply three different proposed ML algorithms
to build the most accurate model using the training set and, eventually, test these
models using different evaluating metrics on the testing sub-dataset.

4 Results and Discussion

4.1 Hardware and Software Characteristics

The following hardware specifications describe the laboratory server that we have
used to perform our experimentation.

• CPU(s): Intel(R) Xeon(R) Silver 4210 CPU 2.20 GHz, (20 cores)
• RAM: 80 GB.

We used scikit-learn, a free and open-source ML framework in our experiments.

4.2 Evaluating the Results

Table 1 and Fig. 3 show the results of three different ML algorithms. The LightGBM
algorithm outperforms both the XGBoost and CatBoost ones with an accuracy of
99.28%, a ROC_AUC of 97.98%, a recall of 94.79%, and a precision of 99.46%.
Furthermore, the F1-score for the LightGBM algorithm is 97.07%, which is the
highest of the three algorithms. This shows that the LightGBM algorithm is the
best algorithm for this IoMT dataset. Indeed, LightGBM has the ability to learn
the structures of the data (categorical features), while XGBoost and CatBoost only
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Table 1 Implemented
models results

Evaluating metrics LightGBM XGBoost CatBoost

Accuracy (%) 99.28 98.57 98.74

ROC AUC (%) 97.98 94.76 95.91

Recall (%) 94.79 89.72 92.13

Precision (%) 99.46 98.50 97.71

F1-score (%) 97.07 93.91 94.91

84.00%
86.00%
88.00%
90.00%
92.00%
94.00%
96.00%
98.00%

100.00%

Accuracy ROC AUC Recall Precision F1-score

LightGBM

XGBoost

CatBoost

Fig. 3 Comparison of models results

focus on the prediction results. In addition, LightGBM can handle a large number of
features, which is beneficial for data with high dimensionality.

Furthermore, when working with large datasets, LightGBM is significantly faster
than XGBoost, which can be important when analyzing data. Finally, the results
presented here suggest that LightGBM is potentially more accurate than XGBoost
in our case study. As the accuracy of the IoMT IDS is critical in identifying potential
threats, this could be of interest to the IoMT IDS.

5 Conclusion

An IoMTdevice is a key tool that is required to assist hospitals inmanaging this surge
of patients. It may link medical staff with patients to assist them in the management
of their treatments. Furthermore, IoMT devices may assist in monitoring patients’
conditions and help them recover. As these devices grow more ubiquitously, so does
the need for security. An IDS is strongly required to protect IoMT devices against
attacks.

In this research, we proposed an IDS for IoMTs using gradient boosting machines
(XGBoost, LightGBM, and CatBoost) approaches. Many evaluations revealed that
these techniques had a high detection rate and could be an effective method of
preventing IoMT devices attacks. In particular, the LightGBM algorithm outper-
formed other techniques in all studied metrics, demonstrating that LightGBM could
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be an effective and rapid method of building a strong and real-time IDS for IoMT
devices.
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Predicting Intensive Care Unit
Admission Using Machine and Deep
Learning: COVID-19 Case Study
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Abstract The COVID-19 pandemic has affected the entire world by causing
widespread panic and disrupting normal life. Since the outbreak began in December
2019, the virus has killed thousands of people and infected millions more. Hospi-
tals are struggling to keep up with large patient flows. In some situations, hospitals
are lacking enough beds and ventilators to accommodate all of their patients or are
running low on supplies such as masks and gloves. Predicting intensive care unit
(ICU) admission of patients with COVID-19 could help clinicians better allocate
scarce ICU resources. In this study, many machine and deep learning algorithms are
tested over predicting ICU admission of patients with COVID-19. Most of the algo-
rithms we studied are extremely accurate toward this goal. With the convolutional
neural network (CNN), we reach the highest results on our metrics (90.09% accu-
racy and 93.08% ROC-AUC), which demonstrates the usability of these learning
models to identify patients who are likely to require ICU admission and assist hospi-
tals in optimizing their resource management and allocation during the COVID-19
pandemic or others.
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1 Introduction

Coronavirus is capable of causing serious respiratory illness. As known, this virus is
spread through contact with an infected person by his respiratory secretions, saliva,
mucus, blood, or touching infected objects or surfaces [1–3]. COVID-19 has been
declared a global pandemic by the World Health Organization (WHO), and health
officials worldwide are scrambling to contain the virus and are concerned about the
virus’s potential to harm or kill patients in intensive care unit (ICU). In this context,
Internet ofmedical things (IoMT) canbeused in severalways to helpmanagepatients.
IoMT is the term given to the current trend of medical devices being connected to
the Internet. It can be deployed to contain the spread of COVID-19 [4, 5], as well as
helping to manage infected patients who are isolated, track the patients’ symptoms,
and provide information on how to treat those symptoms.

In some cases, patients with COVID-19 are admitted to ICU despite the absence
of any serious symptom. In the absence of a test, health officials make decisions
about ICU admission based on factors such as the patient’s age and health history.
Deciding whether or not to admit a patient with COVID-19 to the ICU is a difficult
decision. The need for critical care beds in ICUs has exceeded capacity in many parts
of the world, leading to the widespread use of makeshift or shared facilities, the use
of general wards to treat ICU patients, and the allocation of ICU beds to patients
based on their ability to pay rather than their medical needs, for instance, the price
of treating a COVID-19 patient who requires ICU in Canada is estimated to be more
than $50,000, compared to $8400 for a heart attack victim [6].

The objective of this study is to ensure the survival of COVID-19 patients at risk
by predicting who will need ICU admission during their hospital stay using IoMT
devices and machine learning or its subset, deep learning. Machine learning is a data
analysis technique that enables computers to learn from previous experiences and
improve their performance over time [7, 8]; deep learning on the other hand uses a
neural network to learn how to perform a task [9–11]. In the medical field, machine
and deep learning have been applied to a variety of tasks, including predicting patient
outcomes, diagnosing diseases, and personalized treatment. The most used machine
learning algorithms today are gradient boosting machines (GBM) techniques such
as XGBoost [12], LightGBM [13], and CatBoost [14], and for deep learning are
convolutional neural network (CNN) [15–17], recurrent neural network (RNN) [18,
19], long short-term memory (LSTM) [20], and gated recurrent unit (GRU) [21].

2 Related Work

In recent years, machine and deep learning techniques have been successfully applied
to awide range of biomedical tasks.Magunia et al. [22] developed amachine learning
approach capable of accurately predicting the outcomes of COVID-19 patients
admitted to the intensive care unit. The explainable boosting machine approach
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was the most appropriate method as it allowed predictive modeling of COVID-19
ICU patient outcomes, circumventing the limitations associated with linear regres-
sion models. Subudhi et al. [23] compared the performance of 18 machine learning
algorithms, where ensemble-based models outperformed other model types in terms
of predicting five-day ICU admission and 28-day mortality from COVID-19. They
found that C-reactive protein (CRP), lactate dehydrogenase (LDH), and O2 satu-
ration were important for ICU admission models whereas epidermal growth factor
receptor (eGFR) < 60 ml/min/1.73 m2, and neutrophil and lymphocyte proportions
were the most significant predictors of death. For future infectious disease outbreaks
like COVID-19, using such models might aid in clinical decision-making. Li et al.
[24] developed a DL model and a risk scoring system to predict ICU admission
and in-hospital death in COVID-19 patients. The study included 5.766 people under
investigation for COVID-19 between February 7, 2020, and May 4, 2020. Oxygen
saturation, lactate dehydrogenase, procalcitonin, ferritin, andC-reactive proteinwere
the most important ICU predictors. The DL model predicted ICU admission with
an AUC of 78% and mortality with an AUC of 84%. Cheng et al. [25] developed
a machine learning-based risk prioritization tool for patients with COVID-19 who
require ICU within the first 24 h. The study discovered that the tool had a sensitivity
of 72.8%, a specificity of 76.3%, a precision of 76.2%, and an AUC-ROC of 79.9%.
The tool could be used to optimize hospital resource management and patient flow
planning.

3 Methodology Used

3.1 Dataset

The dataset used was gathered from Sírio-Libanês, São Paulo, and Brasilia hospitals
and was annotated and anonymized following global best practices and guidelines
[26]. This dataset includes comprehensive COVID-19 patient measurements (see
Fig. 1). There are 54 features in the dataset divided into the following categories:
demographic information is represented by three features; past diseases are repre-
sented by nine features; laboratory test results (such as blood, urine, nasal samples,
etc.) by 36 features; and vital signs are represented by six features. These properties
are enriched by other calculated variables in each time window, such as the mean and
median of vital signs and laboratory tests, as well as the maximums and minimums
(max–min) of these variables. For laboratory tests, there are 180 features, and for
vital signs, 36 features.
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Fig. 1 Patients’ data aggregated by time windows (hours) [26]

3.2 Proposed Methodology

The usage of machine and deep learning can help to predict the probability of ICU
admission in COVID-19 patients. In this paper, we used multiple machine and deep
learning algorithms to learn from the Hospital Srio-Libanês dataset. The advantage
of these algorithms is the fact that they are capable to learn and generalize from
datasets that are too large to be analyzed by a human.

The first step in our analysis is to import the dataset. We use python’s Pandas
library to read the CSV file as a data frame. This gives us a comprehensive dataset
that we can use for our analysis. The next step is to do some data preprocessing
which is an important step for many AI algorithms. The purpose of pre-processing is
to clean and prepare the data so that the algorithm can learn from it as effectively as
possible. This step can involve, for example, removing noise, transforming the data
into a more appropriate format, and aggregating it [27]. Missing values in datasets
are a common occurrence and often need to be addressed before any meaningful
analysis can be conducted. One method for completing missing values is k-nearest
neighbors imputation. This involves finding the k-nearest neighbors of each missing
value and using the values of those neighbors to impute the missing value. This
method is lightweight and easy to implement, and often produces good results.

In the third phase, the dataset is divided into two sub-datasets: one for training
the model (80%) and one for testing its performance (20%). The data is then divided
into k-consecutive folds in the case of machine learning algorithms, which allows
for different methods to be tested on the training set. The most accurate model is
then chosen and tested using different evaluating metrics on the testing set. We
experimented with three machine learning and four deep learning algorithms to
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determine which one fit our dataset the best. Figure 2 shows the various stages of
our proposed model’s development.

Table 1 displays the different epochs, batch sizes/units, and layers chosen in the
different deep learning algorithms. It can be seen that the number of epochs, batch
size, and layer count varies depending on the deep learning algorithm, with most
algorithms using a batch size/units of 32.

Fig. 2 Building steps of our models

Table 1 DL models layers and parameters

Model Epochs Batch size/units Layers

CNN 100 16 Conv1D (kernel_size = 4)
MaxPooling1D (pool_size = 2)
Flatten
4 Dense (500, 250, 500, 250, 100, 10 units)

RNN 315 32 2 SimpleRNN (return_sequences = true, false)
2 dropout (0.1)

LSTM 155 32 4 LSTM (return_sequences = true)
4 dropout (0.2)

GRU 115 32 4 GRU (return_sequences = true)
4 dropout (0.2)
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4 Results and Discussion

4.1 Hardware Characteristics

The following hardware specifications describe the laboratory server that was used
to obtain our findings.

• CPU(s): Intel(R) Xeon(R) Silver 4210 CPU 2.20 GHz, (20 cores)
• RAM: 80 GB
• GPU: NVIDIA GeForce RTX 3090 (24 GB).

We used both Scikit-learn [28] and Keras [29] open-source Python libraries with
the TensorFlow-GPU backend engine in our experiment.

4.2 Evaluating the Results

Table 2 shows the accuracy and receiver operating characteristic-area under the curve
(ROC-AUC) results of both machine and deep learning models. The accuracy metric
is a measure of howwell a model correctly predicts the target class; it is calculated by
dividing the number of correct predictions by the total number of predictions made
[30]. ROC-AUC metric is a measure of how well a model distinguishes between
two classes (binary classification). The curves (see Fig. 3) are created for the studied
models by tracing the true positive percentage (sensitivity) against the false-positive
percentage (specificity) at various thresholds [31].

As result (see Table 2), the CNN model has the highest accuracy (90.09%)
and ROC-AUC value (93.08%). The RNN model has the second-highest accu-
racy (89.35%), followed by GRU (89.12%), LSTM (88.57%), XGBoost (88.40%),
CatBoost (88.06%), and LightGBM (87.19%). ROC-AUC is second-highest for
CatBoost (92.38%), followed by LSTM (92.22%), GRU (92.18%), RNN (92.09%),
XGBoost (91.81%), and LightGBM (90.68%). This indicates that the deep learning
models are performing better than the machine learning models for this dataset. The

Table 2 Implemented models results

Model Accuracy (%) ROC-AUC (%)

Deep learning CNN 90.09 93.08

RNN 89.35 92.09

LSTM 88.57 92.22

GRU 89.12 92.18

Machine learning—ensemble LightGBM 87.19 90.68

XGBoost 88.40 91.81

CatBoost 88.06 92.38
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Fig. 3 ROC-AUC of our
models

difference in accuracy ranges from 87 to 90%, and the ROC-AUC between 90 and
93% shows that deep learning models are more accurate for this type of data, but not
by much.

As illustrated, the CNNmodel outperforms all othermodels in the ICU prediction.
This is largely due to CNN’s ability to recognize patterns over data for critical illness.
The ICU prediction model developed using CNN has the potential to improve patient
outcomes by providing clinicians with timely information about patients’ conditions.

There is significant potential for the application of machine and deep learning
algorithms in the prediction of ICU outcomes. These algorithms can predict patient
outcomes with a high degree of accuracy and have the potential to improve patient
care by providing individualized predictions for patients and helping to guide clinical
decision-making.

5 Conclusion

ICU admission is associated with a high risk of death. Predicting ICU admission of
infected patients with COVID-19 is important for selection, scheduling, and opti-
mizing hospital resource allocation. In this paper, we investigated the performance of
machine and deep learningmodels for predicting ICUadmission of such patients. The
obtained results showed that our established models achieve high levels of prediction
performance for both accuracy and ROC-AUC (with an overall prediction accuracy
over 87 and 90% for the ROC-AUC).

The ICU prediction model using the CNN achieves the highest result, with an
accuracy of 90.09%, and a ROC-AUC of 93.08%, which makes the CNN a very
effective candidate for predicting ICUadmission of patientswithCOVID-19.Despite
the potential for machine and deep learning to improve the quality of ICU prediction,
there is still a lack of evidence demonstrating their generalized effectiveness. As
future works, we will widen our study to explore more the ability of these algorithms
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to improve ICUpredictions and contribute to enhance patient admissionmanagement
outcomes.
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Neural Network-Based Precision
Irrigation Scheduling and Crop Water
Stress Index (CWSI) Assessment

Benzaouia Mohammed, Hajji Bekkay, Mokhtari Hassan,
and Chaabane Khalid

Abstract The efficient use of water by irrigation systems is critical for sustainable
agricultural development, food security, and overall economic growth. This is espe-
cially true in light of global population growth, climate change, and competitive
water demands from other economic sectors. To meet this challenge, developing a
precision irrigation (PI) strategy is targeted. The developed technique consists of
applying the exact amount of water needed by the crop according to its phonological
stage through assessing the crop water stress index (CWSI), climatic conditions, and
soil water stock. The strategy is based on a neural network to improve the system’s
behavior and render it intelligent and automatic. Theobtained results lead to increased
efficiency, saving irrigation water, and consequently, increasing water productivity.

Keywords Precision irrigation · Irrigation scheduling · Crop water stress index
(CWSI) · Soil moisture · Neural network controller

1 Introduction

Moroccan agriculture represents 7% of the national water and energy consumption,
a number expected to increase in the coming years [1, 1]. Faced with the climatic and
energy challenges raised with acuity by the use of conventional irrigation methods,
the development and implementation of strategy-based intelligent precision irrigation
systems became a necessity and a global vision [3, 3].

In general, irrigation schedulers are classified into three categories: the soil-based
approach, the climate change-based approach, and the approach based on the evolu-
tion of parameters for a specific crop [3, 3]. The first approach (soil-based) consists
in using the soil moisture measurement (SM), which represents the volume of water
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stored by the soil in agricultural fields. In this case, the soil behaves as a reservoir
that stores water. In [6], the authors propose an irrigation method that allows setting
soil moisture percentage to a fixed value. Irrigation is scheduled, therefore, when
this percentage is less than the pre-defined range. The second approach (based on
climatic changes) is basedon assessingparameters related toweather, such as ambient
temperature, air humidity, solar irradiation, and precipitation. Therefore, the irriga-
tion can be scheduled when these parameters reachminimum values so that the water
is not evaporated rapidly. The last approach (plant-based) is founded on theories that
quantify the water stress of plants through leaf water potential and surface tempera-
ture. A combination of several approaches is possible and allows better control and
programming of the irrigation duration and time while exploiting artificial intelli-
gence solutions (fuzzy logic, neural network, etc.), resulting in high-efficiency gains
and reliability in reducing water and energy losses [7].

To schedule irrigation automatically and intelligently, in [8] a presentation of a
real-time automated irrigation controller based on fuzzy inference implemented in
LabVIEW, and the use of data recorded from the sensor network and communicated
using the GSM/GPRS module. The proposed drip irrigation scheduler receives data
from soil moisture, humidity, air temperature, and water level sensors to decide the
required opening valve percentage. Other research focuses on developing an ON–
OFF system and ANN controllers that are applied to the automated irrigation system.
The control of the irrigation system used a Penman–Monteith evapotranspiration
calculation and a soil moisture reference as comparative input [4].

In this paper, a combined plantsoil-based approach is implemented for the selected
plant Lactuca sativa, the crop water stress index (CWSI) is used as an estimator to
quantify the plant water status (crop water deficit) at any local point based on canopy
temperaturemeasurements by an infrared temperature sensor, aswell as the soilwater
content measured by a capacitive sensor. These two variables represent the input of
the neural network controller. The output is the valve opening rate; for a CWSI equal
to 1, the opening rate is 100% since there is water stress, thus a requirement of
irrigation; otherwise, the valve is closed. The main contributions of this article are:

• An intelligent irrigation scheduling system based on a neural network is designed.
• Crop water stress index (CWSI) and soil water content are simultaneously

considered variables for irrigation scheduling strategy.

The remainder of this paper is organized into five main sections. In sect. 2, a
description of the irrigation system is presented. The proposed irrigation scheduling
strategy is discussed in sect. 3. Section 4 describes the development of the strategy
based on a neural network. Section 5 describes the steps of operation of the irrigation
system. The analysis of the results is further elaborated in sect. 6 and, finally, a
conclusion.
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Fig. 1 Structure of the irrigation scheduling system

2 Irrigation System Description

The architecture of the irrigation system is illustrated in Fig. 1; it consists of two
parts; the first part is the sensor network, including the temperature and air humidity
sensor, DHT11 sensor can be used to sense these two variables. A pyranometer is
used tomeasure the global solar irradiation reaching the ground, and the soil moisture
sensor (MS10) is used to accurately measure the soil wetness rate (placed in the root
zone of the plant). The second part is the control; a neural network-based controller
is implemented to determine the valve opening rate, depending on the system’s input
variables, which are soil moisture and CWSI. After obtaining the controller output,
the valve opening percentage is converted into a control signal.

3 Irrigation Strategy Development

The estimation and determination of the water requirements of a plant correspond
to the evaluation of the crop water stress index (CWSI) through the measurement
of the crop surface temperature. The relationship between surface temperature and
water stress is based on the assumption that when a crop transpires, the evaporated
water cools the leaves to a lower temperature than the air. When it is subjected to
water stress, transpiration decreases and, consequently, leaf temperature increases.
Two different techniques of calculation of CWSI can be distinguished, namely, the
empirical and theoretical methods.

Empirical CWSIE is calculated through Eq. (1), which uses the ratio between
the difference of the actual canopy temperature (Tc) and the non-water-stressed
baseline (T ns) obtained by identifying the canopy temperature of a well-watered
crop transpiring at a maximum rate and the difference between the water-stressed
baseline (Td ) obtained by the canopy temperature of a non-transpiring plant leaf
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and the non-water-stressed baseline (Tns). However, the determination of Tns and Td
requires a precise measurement of artificial reference surfaces, which limits the use
of CWSIE in real-time applications.

CWSIE = Tc − Tns
Td − Tns

(1)

In this paper, the theoretical CWSIT formulated by Eq. 2 is used:

CWSIT = dTe − dTl
dTu − dTl

(2)

where dTe is the difference between the actual canopy temperature and the air
temperature (Tc − Tair), dTl is the difference between the canopy temperature and the
temperature of a well-watered plant, calculated by Eqs. (3)–(6). Assuming that the
stomata are closed for a non-transpiring canopy, the difference between the canopy
temperature and the non-transpiring plant canopy temperature dTu can be determined
by Eq. (7).

dTl = R

β + �/P
− VPD

P(β + �/P)
(3)

R = 1

4
(αs Sr + ταs Sr + 4L(αL − 1)) (4)

β = 2cpgh − εσT 3
air(3αL − 4)

αgv

(5)

gh = 0.189

√
u

d
(6)

dTu = R

2cpgh − εσT 3
air(3αL − 4)

(7)

where R is the net radiation, β is the constant of psychometric, � is the relationship
slop between saturation vapor pressure and air temperature, P is the atmospheric
pressure, VPD is the vapor pressure deficit, αs , αL are, respectively, the absorptivity
of thermal waveband, gh is the boundary layer conductance to heat, cp is the capacity
of heat in the air, σ is the constant of Boltzmann, u is the wind speed, and d is the
characteristic size of the sheet.

CWSI is rated between 0 and 1, with CWSI = 0 meaning there is no water stress
(well-watered condition), and a value of 1 represents maximum water stress. There-
fore, CWSI is used to quantify the instant water status of a crop and for scheduling
irrigation times.
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4 Neural Network Irrigation Scheduling Strategy

Inspired by the brain physiology of humans, artificial neural networks are software
programs that can emulate neural networks. They use self-learning processes and
can create relationships between the memory and the information itself. ANN-based
control systems have been used in many fields such as electrical system control,
aeronautics, predictive maintenance and control of robots, and various applications.

For precision irrigation application, the feed-forward back propagation neural
network is used to estimate the output of our system. The architecture contains three
types of layers. CWSI and soil moisture information are received on the input layer
and an output layer having a single neuron and giving the result of the calculation and
estimation of the percentage of solenoid valve opening. There is a specific number of
hidden layers in the middle of the two preceding layers (the input and output layers).
Choosing the optimal number of hidden layers is essential; an inappropriate number
of neurons leads to poor information processing, resulting in weak performance
and robustness. The ANN configuration of 2:5:1 is adopted, i.e., an input layer of
two neurons, a hidden layer of five neurons, and an output layer of one neuron, as
illustrated in Fig. 2.

The output neuron Uout, can be expressed by the following Equation:

Uout = g(Unet) (8)

Unet =
M∑
j=1

Wyj Yout j (9)

Yout j = f
(
Ynet j

)
(10)

Ynet j =
N∑
i=1

Wxi, j xi (11)

Fig. 2 Structure of the ANN controller
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where g(.) is the activation function of the output,Unet is the output layer, Ynet is the
input of the hidden layer, Yout is the output of the hidden layer, Wyj is the weight
between the hidden and the output layer, Wxi, j is the weight between the input and
the hidden layer, N is the number of the input layer, and M is the number of hidden
layer nodes.

The database contains 200 data values for each input (noting that the data are
collated hourly) and it is divided as follows: 70% of the data is used for training, 15%
for validation, and finally, 15% for testing. Figure 3 shows the training, validation,
and test regression values for the dataset using the ANN models. It is found that the
structure adopted is correct and can also be used to predict the output for other input
data sets.
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Fig. 4 Flowchart software of the proposed irrigation system

5 System Operation Steps

Figure 4 represents the different stages of operation of the irrigation system. In
the first step, the parameters, solar irradiation, air temperature, and canopy and air
humidity, aremeasured to calculate and determine the CWSIT , anothermeasurement
of soilmoisture is necessary. The second step is processing and analyzing information
by the ANN controller to determine the valve opening percentage. Between each
irrigation procedure, the system is programmed to wait 120 min after starting the
last application of water to the soil since the rate of water aspiration is estimated to
be around 120–135 min.

6 Results and Discussion

The behavior of the proposed irrigation system and strategy are examined and eval-
uated in Fig. 5. Typical seven-day data from the summer season (August 2021) have
been used. The variations of meteorological conditions, including air humidity (Ha),

air temperature (Ta), canopy temperature (Tc), and solar irradiance (Sr ) are illus-
trated in Fig. 5a, b, c and d, respectively. It is noticed that solar irradiation increases
results in air humidity diminution, while the temperature varies in the reverse way
of the last variable. In addition, the temperature of the canopy follows the evolution
of the air temperature. In this part, the CWSIT (Fig. 5e) is determined only for the
whole day period, since in the night or dawn period the water does not evaporate,
and the plant’s needs are not exigent, it can be seen that this rate reaches a maximum
during high weather conditions and conversely.

The opening of the valve is given by Fig. 5f, a max of opening reflects a high
CWSIT . The evolution of soil moisture after irrigation is given by Fig. 5g; the rate
increases after irrigating and remains constant or decreases slowly during the nights
and dawn.



668 B. Mohammed et al.

0

25

50

75

100

Ai
r h

um
idi

ty
(%

)

0

20

40

Ai
r t

em
pe

ra
tu

re
(°C

)

0

15

30

45

Ca
no

py
tem

pe
ra

tu
re

(°C
)

0

500

1000

1500

So
lar

 ir
ra

dia
nc

e(
w/

m^
2)

0

0,5

1

CW
SI

0

25

50

75

100

So
ilm

ois
tu

re
(%

)

0

25

50

75

100

Va
lve

 op
en

ing
(%

)

Day 1 Day 2 Day 3 Day 4 Day 5 Day 6 Day 7

Fig. 5 Evolution of data during the seven days. a Air humidity, b air temperature, c canopy
temperature, d solar irradiance, e CWSI, f valve-opening rate, and g soil moisture



Neural Network-Based Precision Irrigation Scheduling and CropWater… 669

7 Conclusion

This paper presents the design of an intelligent precision irrigation scheduling system
using a strategy that considers both varieties of soil water content and theoretical crop
water stress index CWSIT simultaneously, while using a feed-forward back propa-
gation neural network (PB - ANN). Based on the obtained results, the proposed irri-
gation scheduling system intends to significantly improve the reliability and accuracy
of irrigation, leading to water conservation and rationalization.
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IoTScal-SC2: Two Cloud Computing
Systems-Based Collaboration Solution
for Scalability Issue in IoT Networks

Abdellah Zyane, Mohamed Nabil Bahiri, and Abdelilah Ghammaz

Abstract Cloud computing and the Internet of things (IoT) are technologies that
give services to awide range of customers by allowing permitted data to be exchanged
and consumed in order to make smart and automatic decisions. As a result of the
tremendous expansion in the number of connected devices, achieving scalability
with acceptable quality of service (QoS) metrics through service-level agreements
(SLAs) is a challenge. In this paper, we will begin by outlining our perspective on
the scalability issue in IoT networks. Then we will present a new proposed collab-
oration solution for the scalability challenge, which is based on cloud computing.
The proposed solution respects the ETSI architecture standard in IoT networks. The
objective is to present a collaboration solution integrating cloud computing, aiming
to tackle the scalability issue in IoT networks, by maximizing the number of satisfied
requests while maintaining the quality of service at a good level.

Keywords Internet of things ·Machine to machine · Scalability · Autonomic
computing · Cloud computing ·MAPE-K cycle ·Middleware ·Monitoring ·
Collaboration

1 Introduction

The Internet of things (IoT) concept has recently become more relevant, as has the
number of connected objects in every potential industry. Specifically, the industry
sector’s interest has risen quickly, particularly in the smart city application sector.
Furthermore, more research is conducted, resulting in an exponential increase in
the number of IoT devices. Furthermore, based on ETSI1 architecture, IoT devices

1 ETSI: European Telecommunications Standards Institute.
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generate streams of data from every imaginable geographical location. As a result,
scalability is emerging as one of the most crucial issues [1, 2] for IoT development
and deployment, defined as the capacity to automaticallymaintain an acceptable level
of system production performance in the occurrence of a consumer or data overflow
[3, 4].

Thegoal is to increase the number of satisfied sensor layer requests to IoTnetworks
while keeping system performance at acceptable levels in terms of QoS2 metrics and
assuring scalability. The proposed solutionwill achieve this by collecting events from
the managed system, which is the OM2M3 platform, and then generating symptoms.
The activation of dynamic adaption decisions made by the middleware in order to
unload the system will be triggered by these symptoms.

Furthermore, cloud computing is the answer to IoT scalability problems. Middle-
ware is also a software layer that resides between connected objects and platforms
[4]. It gives developers the tools they need to improve the IoT system’s architecture.

The paper is organized as follows: Sect. 2 describes the IoT application domains
and architectures as well as our analysis for the IoT networks scalability problem.
Section 3 details our proposed collaboration solutions. In Sect. 4; however,we present
and analyze numerical results. Finally, Sect. 5 concludes the paper.

2 Problematic

IoT has now become a goal in almost every field. The demand for connected
objects is skyrocketing. As a result, Cisco expects exponential growth, from 7.2
billion connected things in 2012 to about 50 billion in 2025. This will make IoT
networks incredibly popular and active, driven by the large number of connected
objects/users/applications/services, which we call consumers, causing consumer
overload. Also, the massive volume of data will cause data overloads [3, 4].

The proposed scalability vision is classified in terms of
(objects/users/applications/services) consumers overload at the application layer of
the ETSI architecture [3, 4], which will affect the OM2M platform’s processing
power due to the large number of consumers exchanging data to-and-from different
services.

When a consumer overload occurs at the application layer in an IoT system, the
OM2Mplatform resumes its regular function. This normal behavior causes incoming
traffic to be queued, increasing response time and perhaps causing a decrease in satis-
fied traffic. This will slow down responses, reduce the quantity of satisfied requests,
and prevent scaling. Traffic will no longer adhere to the ITU-T G.1010 standard of a
response time RTT4 of less than 4 s in this scenario. In addition, we used the highest
success rate rates found in the literature for high priority traffic.

2 QoS: Quality of service.
3 OM2M: Open-Source platform for M2M communication.
4 RTT: Round Trip Time.
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The proposed solution tries to make the system scalable in the situation of an
overload in order to successfully address that issue. Scaling will be accomplished by
increasing the number of satisfied requests (lowering the loss rate) while maintaining
the OM2M platform’s QoS metrics (RTT evolution, CPU5 utilization, and RAM6

consumption).
The new approach is based on a collaboration architecture that focuses on

the monitoring component and scalability issues, taking into account QoS indi-
cators (RTT evolution, CPU utilization, and RAM consumption), and leveraging
middleware monitoring capabilities and cloud computing features [5–7].

3 Related Works

According to the literature, the issue of scalability in IoT networks in relation to
collaboration has not been adequately stated, discussed, or addressed.

Bahiri et al. proposed a base cloud computing solution improving scalability in
IoT networks [8], using autonomic and dynamic scalability capabilities. This solution
improved scalability without deteriorating system performance in terms of RTT and
resource consumption (RAM, CPU).

4 Proposed Solving Approaches

4.1 Proposed Architectures

In this paper, we intend to present an ETSI-compliant middleware level definition
for IoT networks with dynamic and autonomic scalability-oriented capabilities to
satisfy a maximum number of requests without degrading the OM2M platform’s
QoS metrics (RTT). We deployed an autonomous MAPE-K cycle (monitor, analyze,
plan, execute, and knowledgebase) of the computing paradigm to achieve our goal
[9] (see Fig. 1).

The proposed approach system in general, as shown in Fig. 2, is composed of
injectors, middleware, and a platform.

The proposed system is composed of:

5 CPU: Central Processing Unit.
6 RAM: Random Access Memory.
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Fig. 1 MAPE-K loop by IBM [9]

Fig. 2 Our system architecture

4.1.1 Injectors

Injectors simulate real-world consumers by generating traffic. This traffic requires a
loss rate under 10% and a response time under 4 s.

Injectors generate requests that are defined by the number of injected requests,
their type, their periodicity, and the targeted service on the OM2M platform. Those
generated requests will make their way to the platform via the middleware.

4.1.2 The Middleware

The middleware is hosted in a physical machine, which is composed of two main
components:

The Autonomic manager assures the following tasks:
(i) Monitor: collects RTT evolution, RAM consumption, and CPU usage of the

platform. Then, it sends the collected metrics to the complex event processing (CEP)
to generate the adequate symptoms. (ii) Analyzer/Plan: generates plans based on
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Fig. 3 Scalability enhancer
component

analyzed symptoms. (iii) Executer: sends the policy that will be executed by the
receiver, and the collaborative component.

Scalability Enhancer (SE): will hold the following components (see Fig. 2):
Traffic receiver: receives requests from the traffic generators:
Collaboration Component (CC): composed of (Fig. 3):

(I) controller based on system states, which takes the decision rather to send the
traffic to the OM2M platform or to the Collaborative Cloud,

(II) Collaboration requester: in case of an overload, it sends a request for
collaboration to the Collaborative Cloud, and

(III) Collaboration responder: returns the systems ID and accepts or rejects the
collaboration request based on the system state.

HTTP client: sends traffic to the specified destination.

4.1.3 OM2M Platform

The ETSI-compliant OM2M open-source platform, which is the destination for
forwarded requests, is referred to asOM2M. This platformhosts a number of services
that respond to post and get requests from applications.

4.1.4 IoT-SCal-SC2 High-Level Architecture

The proposed solution is made up of numerous systems that are comparable (three
in our case). The operation of collaboration is managed at the same level as other
systems. Each system processes traffic in an indecent manner.

An overloaded system and aCollaborativeCloud hosting two systemsmake up the
proposed architecture. Both systems, as indicated in Fig. 4, are holding the identical
components.

The studied overloaded system is SystemA, The Collaborative Cloud overloaded
system is System B and the Collaborative Cloud unloaded system is System C.
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Fig. 4 IoTScal-SC2 high-level architecture of our normal collaborative solution—normal IoTScal-
even collaborative

In IoTScal-SC2, in the occurrence of an overload, the collaboration component
hosted in the middleware of the overloaded system (System A) will choose a Collab-
orative Cloud system at random to reroute a portion of its traffic to. In this situation,
if the randomly selected system (System B) is unable to manage the collaborative
traffic, it (System B) will notify the requesting system (System A) via a Reject
notification, and the portion of the traffic will not be sent from system A to System
B.

If the randomly selected system (System C) is capable of managing the collabo-
ration traffic, it will send the requesting system (System A) an Accept notification.
Afterward, System A will send its collaborative traffic to System C, then (system C)
will forward the traffic to its OM2M platform.

Each system’s collaboration component—hosted in the middleware—makes its
own decisions based on each system’s state. The collaboration component will use
a variety of metrics to determine when and how much traffic can be forwarded to
the Collaborative Cloud (System B or C) to help the overloaded system (System A)
recover quickly.

4.2 The Proposed Mechanisms

The goal of the proposed approach is to use collaboration in order to maximize the
number of satisfied requests in IoT networks. To put it another way, this approach
aims to scale the system based on current load and QoS metrics (CPU, RAM, RTT).
We will present our proposed mechanisms in this section.
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Algorithm 1 Traffic monitor algorithm

Begin
IntLossRate;
LossRate = GetLossRate();
If(LossRate < 10%)
Symptom = 1; // preferable
Else // LossRate >= 10%

Symptom = 2; // Critical
Endif

End

Algorithm 2 Traffic monitor algorithm

Begin
IntRTT[5],Symptom;
RTT = GetRttFromCEP();
If(RTT[0] < 4000 & RTT[1] < 4000 & RTT[2] < 4000
&RTT[3] < 4000 & RTT[4] < 4000)
Symptom = 1; // Preferable
Else if (RTT[0] > 4000 & RTT [1] > 4000 &
RTT[2] < 4000 & RTT[3] > 4000 & RTT[4] < 4000)

Symptom = 2; // Critical
Endif

End

Algorithm 1 presents the success rate monitor. When the success rate is over 90%
(the loss rate is under 10%), a preferable (1) symptom is generated.When the success
rate is under 90% (the loss rate is over 10%), a critical (2) symptom is generated.

Algorithm 2 presents the traffic monitor. After receiving a window of five consec-
utive RTTs, when all five RTTs are under 4 s, a preferable symptom is generated;
and when all five RTTs are over 4 s, a critical symptom is generated.

We will describe the algorithms for the collaboration component (CC), which
consists of three components: a collaboration requester, a collaboration responder,
and a controller.

In the occurrence of an overload in System A, the collaboration requester sends
a request for collaboration with a system ID to the Collaborative Cloud.

The Collaborative Cloud generates for each of the systems a unique ID. This ID
will be used in the collaboration process. At first, after receiving a collaboration
request, the system selects randomly one of the systems. If the selected system
(System B) is uncapable of accepting a collaboration traffic, its Collaboration
Responder will generate a Reject notification. Then it will send the same request
(from System A) to the other system (System C) hosted in the Collaborative Cloud.
In this case, System C is capable of accepting the collaborative traffic. The latter’s
Collaboration Responder will send an Accept notification to System A, then the
traffic redirection from System A to System C will start.
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Algorithm 3 Controller Algorithm
Begin

Int LossRate, RTTState;
LossRate = GetLossRate();
RTTState = GetRTTState();
// 1 is preferable, 2 is critical
While(AvailableCollaborativeSystems() = = true)
SelectNextCollaborativeSystem();
If(CollaborationConfirmed() = = true)
If(LossRate = = 2 || RTTState = = 2)
ForwardToPlatform(25%)
RedirectToCollCloud(75%);

Else If(LossRate = = 1 &&RTTState = = 2
|| LossRate = = 2&&RTTState = = 1)

ForwardToPlatform(50%)
RedirectToCollCloud(50%);

EndIf
EndWhile// No System is available for collaboration
If(AvailableCollaborativeSystems() = = false)
Delay(50%, 2000 ms);

Endif
End

The controller algorithm (algorithm 3) will do the following: After receiving a
confirmation of collaboration from another system (System B or C) in the Collabora-
tive Cloud, the controller will forward the traffic to the OM2M platform or redirect
it to the Collaborative Cloud based on the state of the system (System A), (without
knowing the state of the systems hosted in the Collaborative Cloud). This operation
is conducted in order to maximize the number of satisfied requests while respecting
the QoS metrics in terms of RTT (ITU-T G.1010 Recommendation). If the system
(System A) receives a rejection for its collaboration request, the controller will look
for another system to collaborate with. If no system is available for collaboration,
half of this traffic will be delayed for 2 s.

Algorithm 3 presents the controller algorithm of the Collaboration Component
(CC). After getting the loss rate (loss rate) and the RTT state (RTT state) of the
system (System A), (i) if both metrics are at a critical state, 25% of the traffic will be
processed in system’sAOM2Mplatform,while 75%will be sent to theCollaborative
Cloud. (ii) If one of the metrics is at a critical state and the other is at a preferable
state, half of the traffic will be processed in system’s A OM2M platform, while the
other half will be redirected to the Collaborative Cloud.

This controller is activated only if one of the metrics is changed from preferable
to critical. On the other hand, if no system responds with its ID as a collaboration
response, half of the traffic will be delayed by 2 s.
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5 Numerical Results

Pointing at the evaluation of our proposed solutions, we compared the number of
satisfied requests of the overloaded system. QoS metrics in terms of RTT evolution
of all systems’ OM2M platform of the overloaded system are discussed later.

In the scenario testbed described in Tables 1, 2, and 3, we consider flows (http
requests toward theOM2Mplatform) coming fromdifferent traffic sources simulated
by injectors. Each injector is characterized by: the type of traffic, the number of http
requests (requests number), the request method (e.g., POST, GET), the destination,
the period between two successive requests (periodicity in milliseconds) and finally
starting time in seconds.

In order to prove that collaboration can and will provide a solution for the scala-
bility issue in IoT networks, we present our proposed scenario. Table 1 presents the
flows injected in system A. Table 2 presents the flow injected in system B, while
Table 3 presents the flow injected in system C, as systems B and C are hosted in the
Collaborative Cloud (see Figs. 4 and 5).

From Table 1, we can state that System A is injected at start time 0 s of 1000
requests with periodicity of 100 ms. After 10 s, a second injector will overload
the System A by injecting 600 requests with periodicity of 100 ms. System A will
be overloaded after 10 s and generate a critical state symptom, which will lead to
generate a collaborating request.

From Table 2, we can state that System B is injected at start time 0 s of 500
requests with periodicity of 200 ms. This system will be in the preferable state.

From Table 3, we can state that System C is injected at start time 0 s of 1000
requests with periodicity of 100 ms, and at the same time, a second injector will

Table 1 Scenario testbed of system A

Injector Request number Sequence (ms) Start time (s)

Inj1 1000 100 0

Inj2 600 100 10

Table 2 Scenario 1 testbed of system B

Injector Request number Sequence (ms) Start time (s)

Inj1 1000 100 0

Inj 2 400 150 0

Table 3 Scenario 2 testbed of system C

Injector Request number Sequence (ms) Start time (s)

Inj1 500 200 0
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Fig. 5 Satisfied requests of
system A

inject 400 requests with a periodicity of 150 ms. This system will be on the edge of
critical state.

5.1 Success Rate

In Figs. 5, 6, and 7, the columns indicate the number of injected requests. We use
different colors to distinguish the number of satisfied and lost requests.

Figure 5 presents the satisfied requests of system A. As shown in Table 1, System
A is injected by 1600 requests and it is generating a critical loss rate symptom. In

Fig. 6 Satisfied requests of
system B
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Fig. 7 Satisfied requests of
system C

the system’s normal behavior, without using our IoTScal-SC2 solution, we can see
that the success rate is at 67%which is below the SLA requirements for high priority
traffic mentioned before.

The proposed IoTScal-SC2 solution mechanisms will activate collaboration with
system B or C randomly. If the collaboration is activated with System B which is at
preferable state, the success rate will rise to 92%, respecting the SLA requirements
for high priority traffic. If the collaboration is activated with System B which is at
the edge of critical state, the success rate will go to 81%, improving success rate
compared to the normal behavior, but not enough to respect the SLA requirements
for high priority traffic.

Figure 6 presents System B success rate, as mentioned in Table 2, system B is at
preferable state, so when a collaboration is activated, its success rate stays the same
at 98%, respecting the SLA requirements for high priority traffic.

Figure 7 presents System C success rate, as mentioned in Table 3, system B is at
the edge of critical state, so when a collaboration is activated, its success rate drops
from 97 to 88%, not respecting the SLA requirements for high priority traffic.

We state that our IoTScal-Even Collaboration solution satisfies more traffic
requests in both systems for the following reasons:

The decisions based on the system performances help satisfy more requests than
its normal behavior. A collaboration with a system at preferable state improved the
success rate to a level that respects the SLA requirements for high priority traffic. On
the other hand, a collaboration with a system at critical state improved the success
rate, but not enough to respect the SLA requirements for high priority traffic.

Overall, our IoT system scalability has been improved using our collaboration
solution but not enough if the collaborative system is also overloaded.
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5.2 RTT Evolution

In Figs. 8, 9, and 10, the column indicates the number of injected requests. We use
different colors to distinguish the RTT evolution in each case. We used the same
scale in RTT evolution to show the difference between each system’s RTT.

Figure 8 can be described as follows:

Fig. 8 RTT evolution for system A

Fig. 9 RTT evolution for system B
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Fig. 10 RTT evolution for system C

In default behavior, after 10 s from the first burst of traffic, the second one will
overload the system, which will raise the RTT to over 13,000 ms (13 s), the system
can no longer support more traffic due to the huge number of requests received by
the system. After that, the OM2Mplatform starts losing requests which will decrease
the RTT to over 11,000 ms (11 s), until after the second traffic stops, then the RTT
will drop to under 4 s, stabilizing back the system A.

In this case, neither the loss rate nor the RTT evolution are respecting the recom-
mendation for urgent traffic (loss rate < 10%, RTT < 4000 ms). We proposed the
IoTScal-Collaboration solution in order to satisfy more requests, all by respecting
QoS metrics (RTT).

The IoTScal-SC2 solution, in case of a detected overload, the system will
randomly select a Collaborative Cloud system and send the traffic to it. Asmentioned
before, there are two systems, one is at preferable state and the other is at the edge
of critical state, which leads us to one of two scenarios.

The first scenario is that the selected Collaborative Cloud system is the system B
that has a preferable state. In this case, Fig. 8 shows that after detecting an overload,
and by activating our EvenCollaborative solution, the systemwill redirect 75%of the
traffic (algorithm 3) to SystemB. This decision drops immediately the RTT evolution
from over 13,000 ms (13 s) to under 4000 ms (4 s). This decision will help system
A to scale, satisfying 92% of the requests and keeping RTT below 4000 ms (4 s),
respecting the recommendation for loss rate and RTT evolution.

The second scenario is that the selected Collaborative Cloud system is the system
C that has a near critical state. In this case, Fig. 6 shows that after detecting an
overload, and by activating the proposed mechanisms, the system will redirect 75%
of the traffic (algorithm 3) to System C. This decision drops immediately the RTT
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evolution from over 13,000 ms (13 s) to under 4000 ms (4 s) then rises up to 8000 ms
(8 s) goes back to 13000 ms (13 s) then drops back to 4000 ms (4 s). This scenario
includes several decisions.

After detecting an overload, the system redirected 75% of the traffic to System C,
the RTT goes up to over 13,000 ms (13 s). System C starts processing the received
requests, RTT goes to under 4000 ms (4 s). Then, System C got overloaded and RTT
went up to over 8000 ms. System C will reject collaboration traffic as mentioned
before, in order to maintain its performance at an acceptable state. System A goes
back up to over 13,000 ms (13 s) and will select another Collaborative Cloud system
to send 75% of the traffic to it (algorithm 3). The new selected system is at preferable
state, the RTT evolution will drop down to under 4000 ms (4 s).

The second scenario helps systemA scale, satisfying 81% and keeping RTT under
4000ms (4 s). The loss rate is ameliorated but not enough to respect recommendation,
but RTT evolution is respecting recommendation.

Generally, we can state that our IoTScal-SC2 solution improved Scalability
keeping QoS metrics at acceptable levels.

Figure 9 describesRTT evolution for systemB. SystemB is at a preferable state, so
it maintains its RTT evolution under 100 ms in default behavior. In case of collabora-
tionwith SystemA,where 75%of the trafficwill be sent to systemB for collaboration
operation, the RTTwill go over 4000ms (4 s) for several instances and then goes back
to under 100 ms. System B will keep its success rate at the same level, processing
98% of incoming traffic. In addition, the solution helped stabilize “System A” 10 s
quicker than the default behavior.

System B keeps its state at preferable level, helping Overloaded System A scale.
Both systems are respecting QoS metrics (RTT).

Figure 10 describes RTT evolution for system C. System C is at the edge of
critical state. In case of collaboration with System A, where 75% of the traffic will
be sent to system B for collaboration operation, the RTT will go from under 4000 ms
(4 s) to over 8000 ms (8 s). Then the system will detect an overload while receiving
collaborating traffic and it rejects all collaboration traffic in order to go back to its
acceptable state. The RTT evolution of System C goes back from over 8000 ms (8 s)
to under 4000 ms (4 s). The success rate of System C drops from 97 to 88% and will
no longer respect the recommendation of loss rate. In addition, the solution helped
stabilize System A 7.7 s quicker than default behavior.

Figure 10 describes RTT evolution for system C. System C is at the edge of
critical state. In case of collaboration with System A, where 75% of the traffic will
be sent to system B for collaboration operation, the RTT will go from under 4000 ms
(4 s) to over 8000 ms (8 s). Then the system will detect an overload while receiving
collaborating traffic and it rejects all collaboration traffic in order to go back to its
acceptable state. The RTT evolution of System C goes back from over 8000 ms (8 s)
to under 4000 ms (4 s). The success rate of System C drops from 97 to 88% and will
no longer respect the recommendation of loss rate. In addition, the solution helped
stabilize System A 7.7 s quicker than default behavior.

In this scenario, both systems are no longer respecting loss rate recommendation,
but respecting RTT evolution recommendation.
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6 Conclusion

Webegan by debating our vision of scalability in IoT systems in this paper. Following
that,we proposed improving our systemby adding components and testing it, with the
goal of stressing theOM2Mplatform.The proposed approach is an architecture based
on Cloud Computing using collaboration with autonomic scalability traffic-oriented
mechanisms. The present IoTScal-SC2 collaboration architecture is presented to
improve the IoT system scalability without any QoS symptom degradation.

Simulation results show that our mechanism does not only help improve the
success rate (reducing the loss rate), but also stabilizes the IoT system almost
instantly, maintaining QoS metrics in terms of RTT evolution by improving it, and
without overloading the collaborative system.

The new proposed mechanisms outperform the other mechanisms freshly
proposed in IoT system. More complex scenarios can be implemented. Our future
work and experiments will focus on the use of a bigger number of injectors, with
different SLA requirements, and much more complex decisions.

References

1. Huang PK, Qi E, Park M, Stephens A (2013) Energy efficient and scalable device-to-device
discovery protocol with fast discovery. In: IEEE International workshop of internet-of things
networking and control (IoT-NC), vol 13(3). pp 1–9

2. Pandey S, VoorsluysW, Niu S, Khandoker A, Buyya R (2012) An autonomic cloud environment
for hosting ECG data analysis services. Future Gener Comput Syst 147–154

3. Bahiri MN, Zyane A, Ghammaz A (2018) An enhancement for the autonomic middleware-level
scalability management within IoT system using cloud computing, In: Lecture notes in electrical
engineering book series (LNEE)–(ICEERE2018), vol 519. Springer, ISBN: 978-981-13-1405-6,
pp 80–88

4. Bahiri MN, Zyane A, Ghammaz A, Chassot C (2017) A new monitoring approach with cloud
computing for autonomic middleware-level scalability management within IoT systems. In:
Advances in intelligent systems and computing book series (AISC)–(ITCS2017), vol 640.
Springer, ISBN: 978-3-319-64719-7, pp. 281–296

5. Scalable SQL (2011) Communications of the ACM, 48–53
6. McCabe L, Aggarwal S (2012) La migration vers le Cloud pour les PME, SMB Group, Inc,

October 2012
7. Ramasahayam R, Deters R (2011) Is the cloud the answer to scalability of ecologies ?. In: 5th

IEEE international conference on digital ecosystems and technologies, pp 317–323
8. Bahiri MN, Zyane A, Ghammaz A (2021) IoTScal-C: a based cloud computing collaboration

solution for scalability issue in IoT networks. In: Proceedings of the 2nd international conference
on electronic engineering and renewable energy systems—(ICEERE2020), Springer, ISBN:
978-981-15-6259-4, pp 123–133

9. Horn P (2005) An architectural blueprint for autonomic computing, IBM White Paper ed. 3



An Effective Ensemble Learning Method
for Fault Diagnosis of Photovoltaic
Arrays

Adel Mellit and Sahbi Boubaker

Abstract In this paper, a novel fault diagnosis method for photovoltaic (PV) arrays
is proposed. The method combines three machine learning (ML) algorithms: the first
one is an unsupervised ML algorithm (principal component analysis, ‘PCA’) used
for features reduction; the second one is a kind of a recurrent neural networks (long
short-term memory, ‘LSTM’) employed to predict the PV power; and the third one
is a supervised ensemble learning categorical boosting algorithm (CatBoost), used
mainly for fault classification improvement. Four types of faults (dust deposit on PV
modules surface, partial shading effect, shunted diode and open-circuit diode) are
examined in this study. Results showed the effectiveness of the proposed method in
terms of detection and classification accuracy, 98.70% and 98.58% respectively, and
demonstrate the superiority of this method over other investigated ML algorithms
(e.g. decision tree, support vectormachine, k-nearest neighbours, and random forest).

Keywords Photovoltaic array · Fault diagnosis · Machine learning · Ensemble
learning · Multi-classification

1 Introduction

With reference to the International Energy Agency (IEA), global photovoltaic (PV)
capacity installations around the world reached 760 GWp, at the end of 2020 [1].
A huge number of PV plants were installed worldwide, and these plants need to
be monitored and supervised carefully [2]. In addition, to avoid power losses and
increase the PV plants’ reliability, PV plants should be equipped with fault detec-
tion and diagnosis systems. Recently, a large number of methods based on machine
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learning (ML) algorithms were introduced [3–5] for fault detection and classification
of PV systems. The classification accuracy in both detection (binary classification)
and classification (multi-classification) depends on many factors, like data quality,
(including data preparation, features extraction and important features selection),
and the effectiveness of the classification algorithms. Most used supervised ML-
based algorithms in this topic are: support vector machine (SVM), k-nearest neigh-
bours (k-NN), decision tree (DT), random forest (RF), neural networks (NNs) and
other boosting algorithms [6, 7]. Ensemble learning (EL) algorithms like categor-
ical boosting (CatBoost), extreme gradient boosting (XGBoost) and light gradient
boosting machine (LightGBM) algorithms are recently introduced and showed their
performance in solving regression and classification problems [8].

To the best of the authors’ knowledge, these kinds of EL-based algorithms
(CatBoost, XGBoost and LightGBM) are the first time used in fault diagnosis of
PV systems based on I–V curves. Thus, the main contribution is to combine one EL
algorithm and twoML algorithms. Principal component analysis (PCA) technique is
used for features reduction, CatBoost algorithm for the multi-classification purpose
and one recurrent neural network (long short-termmemory, ‘LSTM’) for fault detec-
tion in PV arrays. The above algorithms are selected due to their superiority over
classical ML-based algorithms.

The paper is organized as follows: Materials and methodology are presented in
Sect. 2. Section 3 presents and discusses the obtained results. Concluding remarks
and future directions are reported in the last Sect. 4.

2 Materials and Methodology

2.1 Datasets Preparation

The datasets used in this study were collected at the Renewable Energy Laboratory,
the University of Jijel (Algeria). The first dataset includes 800 I–V curves at different
working conditions (normal and abnormal). The second contains measured photo-
voltaic power (5100 samples) for a time horizon of 1 min, as well the corresponding
solar irradiance (G) and air temperature (T ). The investigated PV string consists
of four modules connected in parallel [9]. The considered faults are respectively,
shading effect (F1), dust deposit on PV modules (F2), open-circuit diode in a PV
module (F3) and shunted diode in a PV module (F4). As example, Fig. 1a shows the
collected I–V curves (normal and abnormal) under working conditions. Figure 1b
depicts the measured PV power (P) for a short period of one day covering a working
time between 7:15 a.m. and 17:30 p.m.
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Fig. 1 a Measured I–V curves (normal and abnormal), b the collected PV power for a period of
one day (21st November 2021) for a cloudy day with daily average solar irradiance of 250 W/m2

and daily average air temperature of 17 °C

2.2 Machine Learning Algorithms (CatBoost, LSTM
and PCA)

A brief overview of CatBoost, LSTM and PCA algorithms is given in the following
subsections. Note that this paper is not intended to presentmathematical development
of these ML-based algorithms because of space limitation.

• CatBoost

CatBoost was firstly introduced by Yandex in [10], which is an open-sourced
ML algorithm for gradient boosting on decision trees. It belongs to ensemble
learning-based algorithms and its main features are: (1) Great quality without param-
eter tuning, (2) categorical features support and (3) improved accuracy with fast
prediction.

• Long-Short-term memory (LSTM)

LSTM is an advanced configuration of recurrent neural networks (RNNs) able of
learning order dependence in time series prediction problems. It was firstly proposed
by Hochreiter and Schmidhuber in [11]. LSTM network outperforms other artifi-
cial NNs like backpropagation through time, Elmen networks and neural sequence
chunking [11]. The LSTM is capable of solving the vanishing gradient problem
addressed by traditional RNN.

• Principal component analysis (PCA)

PCA is an unsupervisedML-based algorithm, mainly used for dimensionality reduc-
tion. In PCA, similar data based on the feature correlation between themwithout any
supervision can be clustered. The main task in the PCA is to select a subset of vari-
ables from a larger set, based on which original variables have the highest correlation
with the principal amount [12].
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2.3 The Proposed Method

The proposed method is presented in the following flowchart (See Fig. 2).

Feature extraction and reduction procedure

After collecting the I–V curves, the next step consists to extract different features
(Imp, I sc, Vmp, V oc, Pmp, FF, V 1 and I1) from the I–V curves based on a basic
algorithm.

The above-mentioned variables are defined as follows: Imp is the current at
maximum power point (MPP), Vmp is the voltage at MPP, Isc is the short-circuit
current (V = 0), V oc is open voltage (I = 0), and I1 and V 1 are the calculated current
and voltage (I1 = f (Vx2/3), V1 = f (Ix2/3)). In this context, the PCA technique is
used for features dimensionally reduction.

Fault detection procedure

To detect the fault, an LSTM network is developed based on historical values of
measured PV output power (P*

t), solar irradiance (Gt) and air temperature (Tt). The
model aims to estimate the PV power P*

t and then compare it with the measured
(Pt). The model uses the actual values of Gt and Tt , and the output contains the
predicted P*

t at time t as inputs. A threshold (μ) is estimated based on extensive
experiments. If (ΔPt = Pt−P*

t
∼=μ) is close to the reference threshold, μ; there is

no fault; otherwise, a fault is detected.

Fault classification procedure

Once the fault is detected, the next step aims to identify the type of fault based on
a multi-classification algorithm. Here, the CatBoost classifier is used to address this
issue. The inputs of the CatBoost-based classifier are the selected features, while
the outputs are the labelled faults as: class 1 (F1), class 2 (F2), class 3 (F3) and

(a) 

(b) 

Dataset:
P, G, and T 

Data 
normaliza-

tion

Prediction of the PV 
power output (P*) 

using LSTM network
Cross 

validation 
Performance evalu-
ation: RMSE, MAE 

and R

Dataset:
I-V curves

Features selec-
tion and labelled 

the faults

Features 
extraction 

Dimensionally 
reduction using 
PCA algorithm

Multi-classification 
using CatBoost 

Algorithm 

Cross 
validation 

Performance evalua-
tion: Confusion 

matrix (accuracy)

Fig. 2 The proposed method for fault detection and classification with feature selection technique:
a detection procedure and b classification procedure with features reduction
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class 4 (F4). A set of 80% of observations is used to train the classifier, while the
remaining set (20%) is used for testing the classifier. To resample the dataset without
replacement, a K-fold cross-validation technique is applied (K is set to 10).

3 Results and Discussion

To evaluate the performance of the developed method, error metrics such as root
mean squared error (RMSE), mean absolute error (MAE), correlation coefficient
(R), F1-score, precision, recall and accuracy are calculated. To obtain a more reliable
estimation of the models performanceK-fold cross-validation technique is used. The
following pseudocode shows how the method operates.

Step 1: Acquisition of measured I–V, G and T
Step 2: Estimate the predicted power (P*) based on the LSTM model: P*
= f LSTM (G, T )
Step 3: if P–P*>μ then move to next step
Step 4: Extract features from the I–V curve
Step 5: Select the important features using PCA algorithm (Imp, Vmp, Isc,
V oc and FF)
Step 6: Classify the fault based on the CatBoost algorithm:
Fault=f CatBoost(Imp, Vmp, Isc, V oc and FF)
Step 7: Display the type of fault and return to the first step

3.1 Features Selection and Reduction

The features have been take out from the I–V characteristics. Table 1 shows an
example of the extracted features with the corresponding G and T. To reduce the
number of features, we set the principal component (PC), of the PCA algorithm, to 5
and the results are reported in Fig. 3. The important features in this dataset are: Vmp,
V oc, Pmp, Isc and FF.

3.2 Fault Detection

Figure 4a shows the loss function of the developed LSTM predictor, the MSE is
close to 0.0006, which indicates the ability of the model to predict the power with
good accuracy. Figure 4b depicts a comparison between measured and predicted
PV power. Good correlation is observed between measured and predicted power as
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Table 1 Extracted features from the I–V curves

G (W/m2) T (°C) Isc (A) Voc (V) Imp (A) Vmp (V) Pmp (W) FF I1 (A) V1 (V)

215 19 4.13 19.11 3.67 13.66 50.54 0.64 2.06 16.91

250 20 4.85 18.81 4.35 13.36 58.16 0.63 2.42 16.61

300 21 6.60 18.61 5.44 13.16 71.61 0.63 3.03 16.41

310 25 6.54 18.41 5.87 12.96 76.13 0.63 3.27 16.21

315 22 7.27 18.21 6.39 13.03 83.34 0.62 3.63 16.01

320 25 7.75 18.01 6.82 12.83 87.53 0.63 3.88 15.81

Fig. 3 Reduced features using PCA algorithm (example of PC = 5)

shown in Fig. 4c. With reference to Table 2, the correlation coefficient is 98.70%, the
RMSE and the MAE are very low (less than 0.02 W). These results demonstrate the
ability of the LSTM algorithm to estimate the PV power based on solar irradiance
and air temperature.

3.3 Fault Classification

Classification procedure aims to classify the four faults (F1, F2, F3 and F4) afore-
mentioned. The calculated recall, precision, accuracy and F1 are reported in Table
3. The precision, recall and F1-score are ranged between 95 and 100%, and the
accuracy is 98.58%.
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(a) (b) 

(c) 

Fig. 4 a Loss function evolution, b measured versus predicted PV power and c scatted plot of
measured and predicted PV power

Table 2 Error metrics (MAE, RMSE and R) of the LSTM model used for fault detection

LSTM model MAE (W) RMSE (W) R (%)

Epoch = 20, Batch-size = 32, Optimiser = Adam, Loss =
mse, Number of unit = 100

0.018 0.045 98.70

Table 3 Calculated error metrics of the fault classification method (CatBoost classifier)

CatBoost classifier (iteration =
5000, learning_rate = 0.10)

Precision (%) Recall (%) F1-score (%) Accuracy (%)

F1 (class #1) 95 100 98 98.58

F2 (class #2) 100 97 100 –

F3 (class #3) 100 98 96 –

F4 (class #4) 99 100 100 –
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Table 4 Accuracy of various
classification models (DT,
SVM, k-NN, RF and
CatBoost)

Classifier Accuracy (%)

DT (nmax_depth = 5, random_state = 42) 95.68

SVM (kernel = ‘linear’, C = 1E10) 97.80

k-NN (n_neighbours = 30) 96.37

RF (n_estimators = 300, max_depth = 5) 98.00

CatBoost (iteration = 5000, learning_rate =
0.10)

98.58

3.4 Comparative Study

In order to show the efficacy of the proposed method in terms of classification accu-
racy, we made a comparative study with other ML-based algorithms (e.g. DT, SVM,
k-NN, and RF). Table 4 depicts the obtained results and from this table, it can be
seen that CatBoost outperforms other examined ML algorithms and achieve good
accuracy. The lower accuracy is obtained by the DT algorithm, SVM and k-NN have
relatively close accuracy and RF algorithm presents a closer result to CatBoost algo-
rithm. It should be pointed that these algorithms are not optimized, and the results
could be improved by tuning their hyper-parameters.

4 Conclusion and Future Directions

A method for fault diagnosis of PV systems is introduced. The accuracy of the fault
detection method depends on the dataset, which should be updated periodically to
avoid false alarm (due to the ageing of PV modules over time). The classification
accuracy could be improved by using a large dataset, good quality and an appropriate
features selection. It should be emphasized that the classified faults, investigated in
this work, are not very complex (i.e. only single faults are considered in this work),
but in some situation dust distribution on the PV surface has similar I–V curve as
partial shading, which makes the classification procedure difficult (i.e. to distinguish
between both faults).

The method could be further improved by optimizing the hyper-parameters and
verifying it experimentally to show its capability for real-world applications. Our
future works will devote to the design of an embedded system for fault diagnosis of
PV systems, which is still an open challenge in this field.

Acknowledgements The authors extend their appreciation to the Deputy of Research and Inno-
vation, Ministry of Education in Saudi Arabia for funding this research work through the project
number RDO-2004.
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A Lightweight Deep Learning Model
for Forest Fires Detection
and Monitoring

Mimoun Yandouzi, Idriss Idrissi, Mohammed Boukabous, Mounir Grari,
Omar Moussaoui, Mostafa Azizi, Kamal Ghoumid,
and Aissa Kerkour Elmiad

Abstract Forests play a critical role in our everyday lives, they provide us with
fresh air and clean water and are home to a variety of plants and animals. Forests are
also an important source of economic security, jobs, and recreation. However, fires
are one of the most disastrous natural catastrophes that may strike these forests; they
can swiftly burn significant tracts of forests and are extremely difficult to manage.
People and animals can be seriously injured, killed, or even constrained to move far
from forest fires, homes and properties can be destroyed. Fires move swiftly across
the forest, burning everything in their path. In this paper, we proposed a lightweight
deep learning (DL) convolutional neural network (CNN) model (with around one
million parameters) for wildfires’ aerial reconnaissance, intended to be deployed on
unmanned aerial vehicle (UAV) or drones. The obtained results are promising in
multiple metrics such as accuracy, recall, and precision (with more than 98%), and a
loss of 9% demonstrating that using drones can lead firefighting efforts by allowing
firefighters to detect and monitor wildfires.
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1 Introduction

Forests are one of the most precious natural resources on Earth, and they are vitally
important for both the health of the planet and the people who live on it. Forests cover
about one-third of the Earth’s land area, and they play a critical role in the global
ecosystem. They are homes to millions of plant and animal species, and they help
regulate the Earth’s climate. They also provide many economic benefits to people
around the world.

Forest fires are one of the most devastating disasters that can occur in a forest.
They can quickly destroy large areas of forest and can be very difficult to control.
Forest fires can also cause serious injuries or death to people and animals and can
damage homes and properties [1].

Several things can cause a forest fire. Most forest fires are started by people, often
inadvertently, such as by campers or hunters who fail to properly extinguish their
campfires or dispose of their cigarettes. Lightning strikes can also start forest fires.
In some cases, forest fires can be started by natural causes, such as a spark from a
volcanic eruption or a wildfire that has jumped from another part of the forest [2].

No matter what the cause, a forest fire can be very dangerous. The flames can
quickly spread through the forest, destroying everything in their path. The heat from
the fire can also damage trees and other plants and cause serious burns to people and
animals. The smoke and air pollution from a forest fire can also be a health hazard.

Forest fires detection techniques are used to identify and map wildfires to provide
early warning to firefighters and the public. These techniques include ground and
aerial reconnaissance, remote sensing, and satellite imagery. In this paper, we devel-
oped a lightweight deep learning CNN model for wildfires aerial reconnaissance,
intended to be deployed on a UAV or a drone.

The rest of this paper is organized as follows: the second section gives some
backgrounds on the issue of detecting forest fires and machine learning. The third
section provides an overview of the related works, while the fourth section presents
our proposed methods. Before concluding, we discuss our study’s findings in the
fifth section.
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2 Backgrounds

2.1 Forest Fires Detection Techniques

Forest fires detection techniques allow to identify and map wildfires to provide early
warning to firefighters and the public. Detection techniques include ground and aerial
reconnaissance, remote sensing, and satellite imagery.

• Ground reconnaissance involves human observers walking through forests to look
for fires. This is a time-consuming and labor-intensive process, but it can be
effective in detecting small fires.

• Aerial reconnaissance is a more efficient way to detect fires and involves using
aircraft and drones to fly over forests and look for signs of fire. Aerial reconnais-
sance can map large areas quickly and can to detect fires that are not visible from
the ground.

• Remote sensing is a method of detecting fires using sensors that are not in contact
with the ground. Remote sensing can help to detect fires in areas with difficult
access and can be used to identify fires that are hidden by smoke and haze.

• Satellite imagery is a method of detecting fires using data collected from satellites
orbiting Earth. Satellite imagery allows to map large areas quickly and identify
fires that are not visible from the ground.

2.2 Computer Vision (CV) and Deep Learning (DL)

Computer vision is a field of study that deals with the algorithms that help computers
“see.” The problem is vastly different from the one solved by cameras and the human
visual system, yet the goal is the same: extract from an image a representation that
can be used to recognize objects and scenes, and to understand the contents of an
image [3].

It is a field of study that is currently being revolutionized by the application of deep
learning algorithms [4]. These algorithms can learn representations of data that are
much more complex than can be captured by handcrafted features. This is allowing
computer vision systems to achieve state-of-the-art results on a wide range of tasks,
including object detection, scene recognition, and tracking [5]. Deep learning has
emerged as a powerful tool for computer vision. In particular, convolutional neural
networks (CNNs), which are composed of a large number of layers of neurons, have
been shown to be very effective in modeling complex data structures [6].

A CNN is a type of neural network, specifically designed to process input data
ranged in a grid, such as an image. The layers of neurons in a CNN are organized into
a stack, each layer is dedicated to processing a small region of the input grid [7]. The
input of a CNN is typically a matrix of numbers, where each number corresponds to
a pixel in the image (see Fig. 1). A CNN typically contains a large number of layers,
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Fig. 1 CNN layers architecture

and each layer is composed of many neurons. The number of layers and the number
of neurons in each layer can be tuned to achieve the desired level of accuracy [8].

CNNs have been found to be very effective in computer vision applications. In
particular, they have been shown to be very effective in recognizing objects and scenes
in images. They have also been shown to be effective in identifying the contents of
an image [9]. CNNs have been found to be effective in identifying the contents of an
image. In this application, the CNN is trained to identify wildfire in images.

3 Related Works

Zheng et al. [10] proposed a forest fire risk monitoring system that includes the
hardware consisting of a UAV and an image acquisition system, as well as the corre-
sponding software. In forest fire recognition, after image pre-processing, region
segmentation, and feature extraction, different classifiers fit to recognize the fire
risk images. The comparison with the general algorithm shows that their proposed
algorithm can recognize the forest fire risk with better accuracy while meeting the
requirements of real-time data processing of scene recognition. The dataset used is
composed of images collected from a drone during a fire simulation. They obtained
an accuracy of 81.97%.

Yanık et al. [11] introduced a new low-cost drone equipped with image processing
and object detection abilities for smoke and fire recognition tasks in forests. For this
purpose, they used a drone equipped with a Raspberry that has been programmed by
training with deep learning methods based on the lightweight DL MobileNet. For
real-time object recognition, the speed of the model is the most important parameter.
In this work, the dataset used for pre-training is COCO, and their proposed model
“ssdlite MobileNet” is tested on four parameter variants related to the number of
images in the training and testing phases. The study also addresses the issue of
battery consumption in order to increase the number of flight hours of the UAV.
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Khennou et al. [12] proposed a model “FU-Netcast” to predict the spread of forest
fires. Their proposed model is able to predict the geographical area that will be burnt
in the next 24 h. The model is based on Unet and uses Landsat images from bands
2 to 7, digital elevation model, aspect, slope, and weather data. They obtained an
accuracy of 92.73% and an AUC of 80%. The work is well suited to help firefighters
be more accurate, locate future burn areas, and act quickly to stop the spread of fire.

Mohammed et al. [13] showed a deep learning technology using transfer learning
to extract forest fire and smoke characteristics. The DL model used is Inception-
ResNet-v2 pre-trained on the ImageNet dataset to be trained on a collected dataset
of 1102 images for each fire and smoke class. The accuracy, precision, recall, F1
score, and specificity of the classification were 99.09%, 100%, 98.08%, 99.09%, and
98.30%, respectively. They deployed this model on a Raspberry Pi device equipped
with a camera.

4 Our Proposed Method

The proposed solution is to use drones and deep learning algorithms to detect wild-
fires before they become out of control. Drones can fly over forests and identify hot
spots that could spark a wildfire, once a hot spot has been identified, the deep learning
algorithm can be used to determine whether it is a wildfire. This scheme has several
advantages over traditional forest wildfire detectionmethods. For starters, drones can
fly over large areas much faster than ground crews. Second, the deep learning algo-
rithm can identify wildfires much more accurately than human observers can. Third,
the use of drones and deep learning algorithms can aid in the safety of firefighters
and other emergency personnel by alerting them to wildfires before they become a
problem.

Our proposed model is a CNN model trained using a dataset that contains a huge
number of photographs of past wildfires recorded in various areas across the world,
as well as images of forest landscapes without fire, in different environments and
types of terrain, including forests, hills, mountains, and grasslands. It was created
by combining and integrating numerous smaller datasets from search engines and
Kaggle [14], producing 2525 photos labeled “no fire” and 2136 images labeled
“fire” after cleaning some corrupted images. Afterward, we used data augmentation
to considerably expand the amount of our training dataset, and as a result, the quality
of the trained models [15]. Through data augmentation, we added additional data
to the dataset that is close to the original data with some minor changes, which can
increase the performance and accuracy of our model from data [16].

The first layer in our CNN model is called the input layer with the size of 224 ×
224, and it accepts the input matrix and passes it on to the next layer in the stack.
The next layers are a stack of convolutional and max-pooling layers (3 stacks). The
convolutional layer is responsible for computing the features of the image; these
features are a set of numbers that describe the image in some way, for example,
the features might capture the intensity, color, and location of each pixel in the
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Fig. 2 Proposed CNN model architecture

image. Then, the max-pooling layer, this layer down samples the input by taking the
maximum value from a set of adjacent pixels, which helps to reduce the number of
parameters in the network and makes the network more efficient [17].

The next layers are fully connected, and they are responsible for classifying the
input. These layers contain many neurons, one for each class that the network is
trying to learn. The output of the fully connected layer is passed on to the final layer
in this stack, which is called the output layer, it contains one neuron which is in
our case a binary classification (Fire or Not), with the sigmoid activation layer (see
Fig. 2).

5 Results and Discussions

5.1 Hardware Characteristics

In order to get our results, we used TensorFlow on an HPC systemwith the following
hardware specifications:

• 2 × Intel Gold 6148 (2.4 GHz/20 cores) CPU’s
• 2 × NVIDIA Tesla V100 graphics cards, each having 32 GB of RAM.

We used TensorFlow v2.7.0 in our experiments, it is an open-source data analysis
and machine learning software library [18].
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5.2 Evaluating the Results

The findings demonstrate that our proposed deep learning CNN model is efficient,
with an accuracy of 98.03%, a precision of 96.95%, a recall of 98.96%, and a loss of
9.18% (see Figs. 3 and 4). This demonstrates that our deep learning CNN model is
capable of properly predicting future forest fires. Our proposedmodel can potentially
be used to anticipate wildfire spread and assist firefighters in planning their response
to the fire and in evacuating those who are in the fire’s path.

Fig. 3 Accuracy, precision, and recall training and validation results

Fig. 4 Loss training and validation results
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With a number of parameters of around just one million, our CNNmodel is one of
the lightweight models compared to other most known computer vision models such
Xception (22.9 M), VGG16 (138.4 M), ResNet50 (25.6 M), InceptionV3 (23.9 M),
MobileNet (4.3 M), MobileNetV2(3.5 M), DenseNet121 (8.1 M), NASNetMobile
(5.3 M), or EfficientNetB0 (5.3 M) [19]. It could be an excellent model to deploy
on Internet of Things (IoT) devices such as drones regarding the capability of this
including processed resources and batteries.

The use of drones for wildfire detection is a promising new field that has the
potential to help reduce the damage caused by wildfires. A CNN model for wildfire
detection using drones can be trained using data from past wildfires and tuned to take
into account the specific conditions in a particular area. The model can be used to
generate real-time alerts when a wildfire is detected, which can include information
about the location and the size of the fire, and the weather conditions at that time.
We can also use this model to generate maps of the extent of a wildfire.

6 Conclusion

The use of drones for wildfire detection is a promising new field that has a relevant
potential to help reducing the damage caused by wildfires. Our proposed lightweight
CNNmodel for wildfire detection using drones was trained using data from previous
wildfires, and it can be tuned to fit specific conditions in a given area. The obtained
results, more than 98% in multiple metrics of accuracy, recall, and precision, and
as lowest as 9% in the loss and a low number of parameters (around 1 million),
are relevant when compared to other computer vision models, for providing earlier
detection and monitoring wildfires, and for mapping the extent of a wildfire once it
is detected.

As futureworks, we intend to investigate furthermethods that use transfer learning
to gain from previously learned models such as VGG, ResNet, MobilNET, and other
well-known deep learning models for computer vision, as well as other computer
vision techniques such as object detection and segmentation, to precisely determine
the location of fires.
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A Review on Precision Irrigation
Techniques and Controls for Better
Water Use Efficiency in Agriculture

Hassan Mokhtari, Mohammed Benzaouia, Hajji Bekkay,
and Khalid Chaabane

Abstract The rapid increase in demand for freshwater due to population growth
and the emergence of different industrial sectors, specifically the agricultural sector,
consumes huge quantities of water, while the effects of global warming pose a serious
threat to food security and water availability. To achieve this, irrigation system devel-
opment is needed to reduce and streamline both water and energy use. In addition,
the automation orientation of these systems can improve productivity, increase irri-
gation efficiency, and reduce labor costs. This paper presents in-depth research on
traditional irrigation techniques and techniques recently developed by researchers
over the last few years. This paper is expected to be used to improve researchers’
knowledge and provide in-depth knowledge related to irrigated agriculture.

Keywords Precision irrigation · Irrigation systems · Advanced intelligent control ·
Water-saving

1 Introduction

Water is a key element of all agricultural production and its availability for the
crop considerably affects its productivity. Rainfed agriculture, which depends on
meteorological precipitation, is dependent on the amount of water received and its
distribution in space and time. However, its importance is limited to regions with
favorable climates [1]. In regions with semi-arid to arid climates or low rainfall,
irrigation, which is defined as an artificial supply of water to the plant, is practiced in
large agricultural areas to fill any partial or general water deficit [2]. The recourse to
irrigation is increasingly manifested given a growing population and climate change
accentuating the unavailability of water [3]. It is also necessary to know that the
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community must make good use of this scarce water resource to obtain the maximum
production yield and the maximum financial profitability while giving priority to its
economy [4]. The rational provisionof irrigationwater dependsmainly on the concept
of uniformity of distributionwhich reflects the equity ofwater sharing between plants
but also on the performance of the distribution network and the management of water
supplies to meet the water needs of crops.

In this chapter, a presentation of the irrigation systems, especially those that are
more adapted to precision irrigation and the main management methods, especially
those based on automated systems with the latest technological inventions, but espe-
cially those with the lowest costs. Irrigation needs are also presented in the broadest
sense, namely the plant’s own needs, the needs of the required washing, and the
conservation of the wetting bulb near the roots.

Irrigation can be defined as a process of bringing water in an artificial way to the
plant to satisfy in part or totality its needs in the water. The objective of irrigation is
mainly to satisfy the water needs of crops to achieve yields similar to those of rainfed
agriculture withwell-distributed rainfall in space and time but also to other objectives
including; the reduction of the risk of frost, the washing required for the leaching of
the soil and the conservation of the salinity profile in the bulb of humectation in the
vicinity of the roots in a drip irrigation system.

Irrigation uniformity gives an idea of the fairness of water distribution among
plants in the same plot [5]. The uniformity coefficient proposed by Benzaouia et al.
[6], whose rule is named according to him, is equal to the ratio of the variation in
water flow to plants in the same irrigation station (Eq. 1).

CU = �Q

Q
(1)

where CU is the uniformity coefficient expressed in %, �Q = Qmax−Qmin is
the maximum variation between the flow rate received by the most favored plant and
the most disadvantaged plant, Q is the average flow to be distributed to all plants.

For uniform irrigation, Christiansen sets a minimum CU limit of 90% meaning
a maximum allowable flow variation of 10% between the most and least watered
plants on the same irrigation [7]. The design and sizing of an irrigation project are
essentially based on this rule, which must be satisfied [8].

Another very important factor in the evaluation of irrigation efficiency is the yield
of the irrigation system which is measured as the ratio of the amount of irrigation
water to the amount of water mobilized (Eq. 2) [9].

E = Va

Vt
(2)

where Va is the watering volume, Vt is the total mobilized volume.
This factor is of considerable importance since it gives an idea of the volume of

water lost but not used by the plant [10].
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Fig. 1 Classification of irrigation methods

2 Classification of Irrigation Methods and Performances

Several classifications are cited in the scientific literature. In this paper, we are
interested in the classification based on irrigation technology.

In a global way, the irrigation systems are classified into three, namely surface
or gravity irrigation, sprinkler irrigation, and micro-irrigation or localized irrigation
(Fig. 1).

Surface irrigation is simply the distribution of water over the plot by gravity runoff
from the highest point of the land. The water is then distributed either by submersion
(pond irrigation), in furrows in the ground (furrow or furrow irrigation), or by runoff
on the surface of a watering board (board irrigation).

Sprinkler irrigation is an imitation of rain by distributing water as artificial rain
through sprinklers.

Micro-irrigation or localized irrigation is a punctual contribution of water in the
vicinity of the plants. It is particularlywell known for its higher distribution efficiency.
Table 1 gives an overview of the efficiency of each system.

3 Design of an Irrigation System

To succeed in an irrigation project is to be able to answer the questions, of when,
how, and how much water to mobilize for a crop. If in the previous paragraph we
have pertinently noted the interest of the choice of the localized drip irrigation system
in water-saving and therefore answer the question of how it remains to answer the
questions of when and howmuch by an adequate management processor. Answering
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Table 1 Efficiency of irrigation systems [10]

Irrigation system or method E (%)

Surface Irrigation Earth canal network 40–50

Lined canal network 50–60

Pressure pipe network 65–75

Hose irrigation systems 70–80

Sprinkler irrigation Low and medium pressure sprinkler systems 70–75

Micro-sprinklers, micro-jets, mini-sprinklers 75–85

Localized irrigation Drip irrigation 80–90

these last two questions is to identify the water needs of the plant to try to meet them
at the right time and in sufficient quantity.

3.1 Crop Water Requirements

The water requirement of crops corresponds to the reaction of the soil–plant complex
to the climatic demand. It is assessed by the evapotranspiration of the crop, which is
the sum of evaporation from the soil and transpiration by the plant of a quantity of
water under given climatic conditions. This evapotranspiration is evaluated either by
in situ measurements (lysimeter, class A tank) or by empirical calculation based on
climatic parameters. It can also be estimated by processing satellite or aerial imagery
(plane or drone).

3.2 Precision Irrigation

Precision irrigation refers to modern techniques to control and manage irrigation
to automate the water supply operation and meet the needs of the crop optimally.
Several techniques are studied and used. They are based mainly on the manipulation
of agro-pedo-climatic data which are then processed by a rational system to decide
in an automatic way to bring a volume of water to the crop in sufficient quantity and
at the right time.

4 Control Techniques for Precision Irrigation

Irrigation systems require the adoption and implementation of different advanced
control techniques, to apply the necessary amount of water to a plant, which will
improve the precision of irrigation, thus rationalizing the use of water and energy.
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Irrigation Control

Open Loop

Close Loop

Irrigation Timer
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Intelligent Control
(Machine Learning)

Linear Control PID Control

Neural Network
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Control

Manual Control

Fig. 2 Classification of different control techniques for precision irrigation system

Methods based on quantifying the crop’s water requirements either by evalu-
ating the weather conditions that mainly influence irrigation or approaches based on
the evaluation of soil or plant-related parameters such as canopy temperature have
been proposed with different types of control either by an open-loop or closed-loop
controls or by hybridizing both. Figure 2 presents the different control techniques
and their approaches.

4.1 Open-Loop Control

The first type of control (open loop) is widely used by farmers, either by using
mechanical or electromechanical irrigation timers or by direct water applications
where agriculture relies on its prior knowledge of crop response to irrigation. This
control does not require the use of sensors to measure the different parameters that
affect the irrigation process, which makes the system easy to implement and less
expensive, but of low reliability and efficiency. In [11], the authors proposed an open-
loop control as shown in Fig. 3, the time was programmed using a commercial clock
connected to an Arduino-type development board, which allows the operation of two
alternative and continuous pumps for sprinkler and drip irrigation purposes. The use
of this type of control has also been used in greenhouses. The problem of this type of
control is its low sensitivity to the conditions and disturbances either meteorological
or land, as well as the stages of development of crops. So generally, the open-loop
irrigation technique by irrigation timers, by volumetric approach, or by conventional
approach represents a simple control composed of timing units allowing activating
one or more units such as solenoid valves at a precise moment without taking into
account the influence of the applied quantity of water on the plant response. This
control is less effective knowing that the application of excessive amounts of water
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Fig. 3 Open-loop irrigation system
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Fig. 4 Closed-loop irrigation system

can cause serious damage to the plant and allows the appearance and spread of
diseases and weeds.

4.2 Closed-Loop Control

For the second control (closed loop) (Fig. 4), the system works by feedback. A
feedback loop is a control that links the effect to its cause, with orwithout delay, either
to maintain the desired output or to make changes. The application of this control in
irrigation consists in either deciding the irrigation times or the opening rate of the
solenoid valves while evaluating different parameters. In [12], the authors proposed
a fully automated irrigation system based on a closed-loop control, while relying
on the calculation of the plant’s water needs. The system processes the information
from sensors to estimate the time and frequency of water application and the place to
irrigate. The sensors are therefore important devices to generate information and data
such as air humidity, soil humidity, temperature, solar radiation, and NDVI to guide
the irrigation process and to initiate the activation of the actuators (motor, pump,
solenoid valve, etc.).

The closed-loop control has known important improvements through the use of
artificial intelligence (AI) algorithms such as neural networks, prediction and fore-
casting algorithms, fuzzy logic, and PID controllers. This results in the development
of a system that is both intelligent and accurate.

4.2.1 Proportional–Integral–Derivative (PID) Controller

Proportional–integral–derivative systems, known as PID, arewidely used in feedback
control systems due to their simple structure, and the reliability of tracking a desired
reference output value while minimizing the error between the setpoint and the
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Fig. 5 Fuzzy logic structure
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resulting values. However, conventional PID controllers may diverge when the three
parameters Ki, KP, and Kd are not optimized, which decreases the control perfor-
mance. Several methods are used to adjust the three parameters such as genetic algo-
rithm and Ziegler–Nichols. In [13], and improved PID controller has been proposed,
to ensure the regulation of water quantities to meet the needs of the plant. The
environmental conditions including rainfall, plant stress are taken into account, the
controller reacts quickly to the action result.

4.2.2 Fuzzy Logic Controller

The nonlinearity and the difficulty to describe a mathematical model to describe the
behavior of an irrigation system, pushed several researchers to develop controllers
based on fuzzy logic. The input and output variables are real; in this sense, it extends
the classical Boolean logic with partial truth values (Fig. 5). The control consists in
taking into account the different numerical factors to reach acceptable decisions. In
[14], a fuzzy feedback control has been used to develop an irrigation approach that
results in water conservation in hyper-arid lands like Qatar. Triangular and trape-
zoidal membership functions were used to efficiently generate irrigation times for a
given crop. The control also allowed tomaintain a user-defined soil moisture content.
A fuzzy inference-based irrigation controller is designed and developed in [15] and
implemented using LabVIEW and the GPRS/GSM platform while providing an
innovative solution for efficient irrigation scheduling. The fuzzy logic control deci-
sion is the percentage of valve opening based on the predefined soil moisture value.
The system also compensates for the water loss due to evapotranspiration during the
whole plant growth period. The proposed technique has shown that it is possible to
save water at 2.85%.

4.2.3 Neural-Network Controller

Neural networks are an information processing tool inspired by the functioning of
the human biological nervous system. It is widely used in the fields of industry and
automation because of its aspect of learning and adapting to the dynamic variables
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that affect the systems. This controller is used to develop irrigation systems; in
[16], the authors proposed an on–off system based on a neural controller and a
strategy of quantification of water requirements by evapotranspiration calculated by
the formula of Penman–Monteith. The results obtained show that the error of the
ON–OFF controller can be adjusted by setting the sampling time of the dead zone
discretization. Other research focused on image processing through a standard video
camera to capture and analyze the different colors of the ground at different distances,
at different times, and at different illumination levels. The proposed system used the
color information as input to an artificial neural network (ANN) system to decide
to irrigate or not the soil. The proposed system was found to be highly accurate,
making it a promising technology to support precision agriculture. Figure 6 gives
the structure of an ANN-based controller.

4.2.4 Model Predictive-Based Irrigation Controller

The prediction algorithms have the advantage of predicting a variable with high accu-
racy; moreover, their ability to use simple models with better closed-loop stability
and their robustness against parametric uncertainties make them one of the most
widely usedmultivariate control algorithms in the irrigation field. In [17], the authors
proposed an improved weather forecasting method where the predicted weather data
influences soil moisture. Machine learning is developed to predict soil moisture. The
algorithm uses sensor data from the recent past and forecasted weather data to predict
soil moisture for the next few days. The predicted soil moisture value is better in
terms of accuracy and error rate. For example, the long short-term memory (LSTM)
(Fig. 7) algorithm is used to predict weather conditions or a parameter such as soil
moisture in order to decide the irrigation process.

5 Conclusion

The review of the techniques mentioned confirms the interest of AI and precision
controllers in the management of irrigation in the world as a concern of water-saving
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Fig. 7 LSTM structure

given the effects of climate change on territories with low rainfall and growing popu-
lation. A lot of research work is being done to rationalize the use of irrigation water
and to considerably reduce water losses by improving irrigation systems or by good
control of irrigationmanagement. Precision irrigationprovides awindowof optimism
for humanity to face the challenge of increasing agricultural demand and limited or
declining water resources. The present work is interested in a presentation of these
techniques by specifying the advantage of taking into consideration in the estimation
of the irrigation need; the water need of the crop with the fraction of the required
wash while preserving, for the case of drip irrigation, the volume of the wetting bulb
to avoid the phenomenon of osmotic shock in case of withdrawal of this bulb and
invasion of the roots by the salt front. The comparison of these techniques leads us
to think about the simultaneous use of climatic data for the calculation of reference
evapotranspiration according to the modified Penman formula and the measurement
of soil moisture with remote handling of the reception and transmission of data and
the operation of valves. The combination of these techniques with the use of low-
cost and low-energy consumption electronic and electromechanical components will
undoubtedly allow a democratization of the exploitation of these techniques.
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Assessing the Thermal Performance
of Traditional and Modern Building
Materials for Hot and Arid Climate. Case
Study: Er-Rachidia, Morocco

Ali Lamrani Alaoui, Abdel-illah Amrani, Ahmed Alami Merrouni,
Abdelkarim Daoudia, Youssef El Hassouani, Elmiloud Chaabelasri,
and Mohammed Halimi

Abstract The current study aims the comparison of the energy performance for two
building techniques—traditional and modern—located in Er-Rachidia, southeast of
Morocco. To do so, a comparison of different building materials and their impact on
the thermal load and heating and cooling has been carried out. The energy perfor-
mance of the building is determined through a numerical study carried out by means
of a dynamic multi-zone modeling of several configurations of the restaurant using
TRNSYS 16 software. The simulations were performed with meteorological data
given byMeteonorm7.3. The results show that clay construction reduces the temper-
ature variation during the day to 3 °C, while in double-walled brick this variation can
reach over 6 °C. Moreover, since both types of construction have the same energy
performance, the difference in total consumption does not exceed 5%.
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1 Introduction

The energy consumption in theMoroccan building sector inMorocco is considered as
high. This consumption is reaching up to 33% from the total consumption distributed
as follows: 6% for residential buildings and 7% for tertiary buildings. Themain cause
for this consumption is the demographic growth, the creation of new cities and the
increase of the live quality, mainly the use of air conditioning and heating systems
[1]. On the other hand, Morocco is a country lacking from fossil energy sources
since it imports 94% of its energy needs from abroad [2, 3]. This demonstrates the
importance of improving the thermal performance of buildings by the integration
of renewable energies [4–6] and the improvement of the constriction materials. In
this context, several studies have been carried out on traditional constructions based
on raw clay to improve their thermal comfort. Aboubou et al. [7] and Grigoletto
et al. [8] show that the use of clay in construction can achieve specific properties
of mechanical strength and thermal inertia. They also studied the effect of adding
different percentages by weight of rice husks to clay collected in the Bamako region.
This additive reduced the thermal conductivity of this buildingmaterial. Lamrani et al.
[9] reported that the addition of hemp fibbers has a positive impact on the mechanical
strength and thermal conductivity of fired clay bricks. This clay is collected from
the city of Erfoud [10–12]. In the same context, several studies are carried out on
modern construction techniques in Morocco. The types of windows in the building
can improve indoor thermal comfort. Lachheb et al. [13] demonstrate that with a
xenon triple glazing, energy savings can reach more than 90%with a window to wall
ratio of 90% in all climate zones. Lamrani et al. [14] show that clay and traditional
building materials provide better thermal comfort than brick construction.

The present research consists in studying the effect of building materials on the
thermal comfort of buildings, through the dynamic thermal simulation of two restau-
rants built by two different types of construction in the region of Er-Rachidia, to
evaluate their thermal comfort and its environmental benefits to use the proposed
material in a residential building located in southern Morocco.

2 Method and Materials

2.1 Building Description

The model of the studied building is a room of a Moroccan restaurant of a surface
of 80 m2 oriented toward the south, built by two different techniques. In the first
case, the room is built by walls based on clay, while in the second case, the walls
are double partition of bricks. The representative plan of this room is illustrated in
Fig. 1.

The thermal properties of the building materials used in this study are presented
in Table 1. Most of the windows in Moroccan buildings today are made of single
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Fig. 1 Plans of the room

glazing with a U-value of 5.74 w/m2k. The window surfaces are 4 m2 on the south
front and 3 m2 on the other front of the room. The exterior door is 2 m wide and
2 m high, and it is selected to be facing south in this study. In addition, the door is
made of heavy wood, which is a typical construction material for a door inMoroccan
buildings. The U-value of the door is 2.95 W/m2K.

Table 1 Characteristics of the building construction elements for two cases

Building
components

Material
(layers)

Thickness
(cm)

Specific
heat
(kJ/kg.K)

Thermal
conductivity
(W/m.K)

Density
(kg/m3)

U-value
(W/m2K)

Case
1

Exterior wall Clay 40 1.042 0.7 1835 1.131

Roof Clay
Wood

15
5

1.042
1.8

0.7
0.25

1835
580

1.77

Case
2

Exterior wall Mortar
Brick
Air gap
Brick
Mortar

1.5
10
10
10
1.5

0.84
0.794
1.23
0.794
0.84

1.15
0.47
0.1
0.47
1.15

2000
720
1
720
2000

0.515

Roof Mosaic
Cement
Concrete
hourdis
Mortar

1.5
7
15
1.5

0.84
0.92
0.65
0.84

2.42
1.755
1.23
1.15

3200
2300
1300
2000

2.535

both
cases

Floor Tile
Mortar
Cement

1.5
5
20
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(a) Exterior wall

(b) Roof

Clay
Wood

(c) Floor

Tile
Mortar
Cement

Fig. 2 Building constituents of case 1

(a) Exterior wall

(b) Roof

Mortar

Air

Brick

Mortar

Concrete 
hourdis

Cement
Mosaic

Fig. 3 Building constituents of case 2

The detailed composition of the walls, floor and roof construction of the room for
the first case is presented in Table 1 and Fig. 2, and for the room of the 2nd case is
presented in Table 1 and Fig. 3.

2.2 Weather Data

The city of Er-Rachidia is located in the southeast of Morocco at a latitude of 31°48’
North, a longitude of 4°4’West and at an altitude of 1009m. It is classified among the
hot and arid zones with relatively high daily thermal amplitudes. According to the
meteorological data given by metronome, the average annual temperature is 20.6 °C.

To run the dynamic thermal simulations, we used a Typical Meteorological Year
(TMY)weather file of the city Er-Rachidia provided byMeteonorm [Meteonorm7.3].
The TMY dataset is more representative than those measured over one year since
it presents an average of 10 years’ measurements—from 2000 to 2009—which
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overlap the inter-annual variance of the meteorological parameters. The used TMY
file contains the following climate data for Er-Rachidia: ambient air temperature,
relative humidity, direct and diffuse solar radiation and wind speed.

3 Results and Discussion

3.1 Indoor Temperatures Evaluation

The hourly indoor simulation of the air temperature variations among the year is
presented in Fig. 4. As illustrated, the ambient temperature of Er-Rachidia city has
a minimum value equal to −0.5 °C, while the maximum value reaches 42 °C.

Regarding the building’s temperature, it is observed that the double brick wall is
warmer than the room built by clay despite they have the same orientation, the same
glass surface and the same volume. This difference is mainly due to the types of the
construction materials. This difference varies between the climatic seasons of the
year.

The following Figs. 5 and 6 compare the evolution of the indoor temperatures in
the two rooms during the coldest and the warmest week of the year, respectively.
According to Fig. 5, the temperature inside the room built by clay varies in the
third week of January between 7 °C and 12.37 °C, while it varies between 6 °C and
14.15 °C for the room built in brick. This reflects a temperature difference of 0.1
and 3.9 °C between the cold weeks, respectively. Figure 6 shows that the clay room
temperature in summer varies between 24.22 °C and 27.66 °C, while the variation
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Fig. 4 Evolution of the indoor temperature for both cases throughout the year
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Fig. 5 Variation of the temperature of the two cases, winter period

is between 23.11 °C and 28.6 °C for the double brick construction. This mean that
during the summer period, the difference between the two cases/building materials
varies between 3.04 and 6.19 °C. This value can be considered as high in comparison
to the winter, and they can lead to a great drop in the energy consumption, knowing
the fact that Er-Rachidia has a hot summer which requires the use of air-conditioning
devices for long periods. Thus, the presence of amaterial with a high thermal capacity
such as clay reduces the temperature variations. Indeed, throughout the year, we see
that the interior temperature increases and decreases less quickly (lower slope) in
the room built in clay than in the room built in double brick wall. Furthermore,
clay has a high density, which gives it valuable thermal inertia qualities for heat
storage and regulation of temperature changes between day and night. Therefore,
the double brick wall construction technique is a little more efficient in winter than
the clay technique, but tends to overheat in the hot season. Consequently, for more
complete and fair comparison of the overall materials efficiency, we need to evaluate
the monthly energy consumption for both rooms. The results of the simulations will
be presented in the next section.

3.2 Analysis of the Monthly Energy Needs

For our simulations, the cooling and heating setpoint temperatures were set at 26 °C
and 22 °C, respectively, for the calculation of energy demand. We need to mention
that for the energy consumption calculations, we take into consideration several
parameters like the presence of people in the building, the existence and the operation
of materials, etc. Figure 7 presents a comparison of the monthly energy consumption
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Fig. 7 Comparison of
energy consumption in kWh
between the two cases
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between the two cases. As it can be noticed, the building of case 1 consumes more
energy in comparison to the other case in heating for the cold months by a difference
of 914 kWh. On the other hand, in the summer the energy consumption in air-
conditioning for the room built in clay is less than that of the other room by a
difference of 72 kWh. The total energy consumption of air conditioning and heating
for the whole year in case 1 is 179.75 kWh/m2.year, and for the second case is 169.22
kWh/m2.year. It is observed that the annual energy consumption of room 1 is 10.53
KWh greater than room 1.

4 Conclusion

In this paper, we have presented the results of mono-zone thermal simulations; using
TRNSYS16 software; of a restaurant type building located in Er-Rachidia. For this
a comparison is done between two construction techniques: (i) traditional using clay
walls and (ii) modern using double brick walls. The present study focuses on the air
temperature inside the buildings and the calculation of energy requirements. To wrap
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up, both types of construction have virtually the same energy performance, but clay
construction has many advantages beyond reducing temperature variations during
the day. Clay is an abundant and renewable material and has no negative impact on
the health of the occupants. Also, clay construction can produce no waste, and its
recycling is done in the form of a reuse or a simple restitution to the local natural
environment. Finally, for hot arid climates, clay represents the optimal material for
building construction as it is more adapted to the hot climate. In the future, we are
aiming to evaluate different mixture of different local materials together with clay
and to assess their performances on the energy efficiency and the thermal comfort.
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Mathematical Modeling
of the Serpentine Configuration
Evaporator for the Construction of Mini
Solar Tower Project in Oujda, Morocco

Firyal Latrache, Zakia Hammouch, Benaissa Bellach,
and Mohammed Ghammouri

Abstract Morocco is called “TheKingdom of the Sun” because of the higher poten-
tial solar concentrated on the whole area of the country. By the way, the construction
of a solar plant ismotivated, and the application of the national strategy of the sustain-
able development by using a new configuration and a developed concept allows to
a good result that can be used to make a technical dimensioning of the solar plant.
The present work is about the using of the serpentine configuration as an evaporator
in the process of the production of the vapor that be used after in the process of the
production of the electrical energy. The concept of the mini solar tower is the basis
of our work by using a configuration: the serpentine configuration that not used in
its large term in the process of the evaporation.

Keywords Solar · Thermodynamics · Modelization

1 Introduction to the Topic and an Overview
of the Literature

Renewable energy is, in fact, regarded as one of the most important keys to achieving
a sustainable world and a clean environment [1]. By the way, renewable energy is
becoming more competitive and efficient than fossil energy resources [2]. Solar
energy, hydraulic energy, wind energy, geothermal energy, and other sources of
renewable energy exist, and solar energy is separated into thermal and photovoltaic
energy [3]. Because of their low-temperature processes, solar thermal energy is
used in many industrial industries [4]. Sun thermal energy focuses solar irradiation
using a variety of technologies, including cylinder-parabolic concentrators, parabolic
concentrators, tower concentrators, and Fresnel lenses, and enables for power gener-
ation by thermoelectric conversion [5]. The goal of this research is to present a
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mathematical model of the evaporator of a mini solar power plant that would be
suitable for use in remote areas in Morocco’s eastern region. According to the liter-
ature, serpentine tubes are frequently employed as evaporators, but they are more
commonly utilized as condensers and have not yet been developed for evaporator
technologies [6]. The nodal approach, which tries to discretize the serpentine geom-
etry of the evaporator into nodes [7], is used to make the mathematical modelization
in this article. Indeed, each node determines the heat and mass transfer equations,
which are then resolved to predict the output parameters such as the temperature and
pressure of the heat transfer fluid.

2 Configuration of Prototype

Figure 1 illustrates the heat exchanger configuration, and in this figure, the configu-
ration is shown in three dimensions, the mass and heat transfers are shown, and the
heat transfer fluid is water. The configuration is made up of the serpentine tube (the
outer tube) and the cylinder tube (the inner tube). The length of the configuration
is 200 cm, the serpentine tube diameter is 8 mm, and the cylinder tube diameter is
11.4 cm. In order to model the heat, the nodal method is used in each node of the
inner and outer tubes to determine the outlet temperature and pressure of the vapor.
In order to model the heat and mass transfer through the prototype, the nodal method
is used in each node of the inner and outer tubes to determine the outlet temperature
and pressure of the vapor.

3 Mathematical Modelization

The nodal method is used to determine the heat and mass transfer equations for each
component of the heat exchanger: the serpentine tube, the heat transfer fluid, and the
cylinder tube.

(a) For the serpentine tube:

∂Tts
∂t

= 1

ρtsπDtsCts
[Rd(β)SF(cos θ)ρατ − hwindAts(Tts − Ta)

+ ∈ σ Ats(Tts − Ta)(Tts + Ta)
(
T 2
ts + T 2

a

)] (1)

With:
Tts is the serpentine tube temperature.
ρts is the mass volumic of serpentine tube.
Dts is the diameter of serpentine tube.
Cts is the heat capacity of serpentine tube.
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Fig. 1 Representation of thermal and mass transfers through the heat exchanger

Rd(β) is the direct radiation component estimated by the Liu and Jordan
model:

Rd(β) = Ih Rb (2)

Ih is the direct radiation component received on a horizontal surface given
by:

Ih = Ae
(

−1
B sin(h+C)

)

(3)

A, B, and C are constants that depend on climatic conditions.
Rb is the inclination factor.
S is the surface of solar concentrator.
F(cos θ) is the correction of angle of inclination.
ρατ is the optical efficiency of the system.
hwind is the correlation of the wind convection.
Ats is the surface of the serpentine tube.
Ta is the ambient temperature.
σ is the Boltzmann constant.
∈ is the emissivity of the absorber tube.
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(b) For the heat transfer fluid:

∂T f

∂t
= V̇ f

A f

∂T f

∂z
+ h f

ρ f C f

(
T f − Tts

)
(4)

With:
T f is the heat transfer fluid temperature.
V̇ f is the volume flow rate of the heat transfer fluid.
A f is the effective cross section of the heat transfer fluid.
h f is the thermal convection coefficient of heat transfer fluid.
ρ f is the volumic mass of heat transfer fluid.
C f is the heat capacity of heat transfer fluid.

(c) For the cylinder tube:

∂Tc
∂t

= k

ρc AcCc
z

(
ρc − ρ f

)
(5)

With:
Tc is the temperature of cylinder tube.
k is the diffusion speed of the vapor.
ρc is the volumic mass of cylinder tube.
Cc is the heat capacity of cylinder tube.
Ac is the surface of cylinder tube.

4 Results and Discussions

The objective of this research work is to build a mini thermodynamic solar power
plant in Oujda, Morocco, and the principle of operation is described by the Organic
Rankine cycle, whichworks in the low power range by using organic fluids [8].Water
is used as a heat transfer fluid due to its optimized thermodynamic properties in the
high-power range when compared to organic fluids [9]. In practice, the numerical
estimation of the direct normal irradiance can reach up to 5KWh/m2 on a sunny
day in 2019 in Oujda, Morocco, while the measured value is found by “Atlas des
Ressources Solaires auMaroc” [10], which can reach up to 5.7 KWh/m2 in the same
period in Oujda. The numerical resolution of the equations describing the thermal
and mass transfers through the heat exchanger, on the other hand, allows for the
estimation of the outlet temperature and pressure of water vapor, which are 180 °C
and 10 bars, respectively. The following results demonstrate the performance of the
geometric form of absorber tube placed on the outside of the heat exchanger: when
comparing serpentine geometry to cylinder geometry [11]. To construct this mini
solar power plant, the length and diameter of the cylinder tube (the interior tube)
must be 2 m and 11.43 cm, respectively, and the serpentine tube must be 31.4 m
long. In terms of coil count, 83 coils support a volume of water of 0.9 litters, while
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250 coils support a volume of water of 2.72 L. According to [12], the lower volume
of water leads to a higher outlet temperature of water vapor, which demonstrates the
use of 83 spires coiled on the cylindrical tube containing 0.9 L of water (Figs. 2 and
3).

Fig. 2 Representation of the direct solar radiation on Oujda for a typical day: July 25, 2019

Fig. 3 Representation of the outlet temperature and pressure of water vapor for a typical day in
2019
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5 Conclusion and Perspectives

In this study, the outlet parameters such as pressure and temperature were estimated
using mathematical modeling of heat and mass transfer through the heat exchanger.
In effect, the mathematical modeling enabled the heat exchanger to be dimensioned
in order to build the mini solar thermodynamic plant in real plane. Mathematical
modeling is not the only method for optimizing and dimensioning the solar thermo-
dynamicmini power plant; our research team is alsoworking on numerical simulation
of the thermal process. This work compares the efficiency of a serpentine tube as
an absorber to that of a cylindrical tube, as shown in the following work [12]. The
fracture mechanics could leave its mark in this work by initiating the cracking of the
absorber tube to study its tenacity and the industrial maintenance of the prototype
[13].
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Energy Performances of a Photovoltaic
Thermal Plant Using Different Coolant
Nanofluid

Stefano Aneli, Antonio Gagliano, Hajji Bekkay, Giovanni Mannino,
and Giuseppe M. Tina

Abstract This paper presents a numerical study of a photovoltaic thermal plant that
uses coolant fluid water nanofluids. The thermal properties of several investigated
water nanofluids are derived from literature data. In particular, Al2O3–water (2–4%
particle volume fraction) and TiO2–water (2–6% particle volume fraction) are inves-
tigated in this study. The effect of different working fluids on the performances of real
PVT plants is simulated through “TRNSYS” software. First, several limitations and
constraints needed to be resolved to develop a trustworthy simulation environment
within the TRNSYS framework. The great sensitivity to particle volume fraction and
temperature of the thermal conductivity of the nanofluid has to be taken into account.
The performance in terms of thermal energy produced increases using nanofluids by
up to 11%,making the use of nanofluids a promising technology.However, the annual
energy benefit in a complete PVT system serving a home is only 2.5% greater than
that of using water alone.

Keywords Nanofluid · Numerical model · Thermal energy · Electrical energy ·
WISC PVT collector

1 Introduction

The use of PVT systems for the simultaneous production of electrical and thermal
energy is now well known [1, 2], as PVT technology allows more energy to be
produced for the same surface area compared to conventional solar systems [3].
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In PVT systems, the heat transfer fluid plays a fundamental role. As an alternative
to water, several studies have been conducted in recent years using nanofluids, i.e.,
fluids consisting of solid nanoparticles or nanofibers with dimensions typically of
1–100 nm suspended in the liquid. Various studies have shown that nanofluids have
substantially higher thermal conductivities than base fluids [4, 5], and therefore, a
higher heat removal rate is possible using nanofluids [6].

Several reviews [7, 8] have listed researchworks using nanofluids as working fluid
in PVT systems and discussed the performance obtained with the use of nanofluids
as refrigerant in PVT systems. The use of nanofluids in PVT collectors is interesting
because any improvement in heat extraction can be accompanied by a secondary
benefit in electrical efficiency [9].However, other studies [10] have shown that the use
of nanofluids instead of water improves thermal efficiency but causes a reduction in
electrical efficiency due to the higher temperature of the PVT collector. Michael and
Iniyan [10] suggest that electrical efficiency could still be improved with better heat
exchanger design with high efficiency taking into account the volume concentration
of nanofluids. In [11], the authors observed that as the temperature of the inlet fluid
varies, the use of nanofluids allows an increase in the thermal level of 2%. In [12], the
authors presented a comprehensive review of the technologies used in PVT systems
and outlined the challenges and opportunities for design considerations.

This study, unlike those in the literature, analyzes the effect on the performance of
the use of nanofluids for a real-size PVT system serving a home. The performance of
a PVT system was carried out considering different heat transfer fluids: pure water,
nanofluid composed of water and Al2O3 nanoparticles, and nanofluid composed
of water and TiO2 nanoparticles. The mathematical model was initially calibrated
with data from a real PVT system installed at the University of Catania (IT) [13].
Subsequently, the performance at the level of a single panel is analyzed as the heat
transfer fluid varies. Finally, annual analyzes were conducted, where the thermal
and electrical energy produced by the plant is used to meet the demands of a home
located in Catania.

2 Methodology

This study aims to evaluate the performance of a real PVT system serving a home
by considering different heat transfer fluids: pure water and nanofluids.

The analysis is performed using the TRNSYS software and considering the
climatic data of the city of Catania, located on the eastern coast of Sicily (IT).

2.1 TRNSYS Model

The numerical model includes uninsulated and unglazed PVT panels, thermal
storage, regulation devices and variousTRNSYS types used to implement the thermal
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and electrical demand [3]. In this TRNSYS project, the PVT panels were simulated
using type 942, which permit modifying the characteristic of working fluid (conduc-
tivity, density, specific heat and viscosity). This numerical model is based on the PVT
system installed at the University of Catania (IT), which is equipped with commer-
cially WISC panels, as presented in [13]. The model was previously calibrated using
the experimental analysis [14] and was subsequently enlarged reaching an electrical
peak power of 3.0 kW, which is the average electrical power installed in individual
homes in Italy.

The simulations are carried out for the whole year, using a timestep of 10min. The
numericalmodel allows calculating the temperature of theworkingfluid, the storage’s
temperature, the electricity produced “Eel”, the thermal energy used to satisfy the
DHW demand “Eth”, the net electricity “Eel,net”, the coverage factors of demands
“f ”, and the realised self-consumption rate “Rsc”. The net electricity is calculated
by subtracting from the electricity produced by PVT the electric consumption of
the pump. The self-consumption rate indicates how much of the energy produced is
self-consumed, considering a consumption for DHW and electricity respectively of
200 l/day and 6000 kWh/y, and the standard hourly profile shown in [15].

f = fproduced
fdemand

× 100[%] (1)

Rsc = Eel,sefconsumed

Eel
(2)

2.2 Working Fluids

The study on the performance of a PVT system was carried out considering different
heat transfer fluids: pure water, nanofluid composed by water and Al2O3 nanopar-
ticles, called Al2O3_2% and Al2O3_4%, and nanofluid composed by water and
TiO2 nanoparticles, called TiO2_2% and TiO2_6%, where the number indicates the
percentage in volume of nanoparticles.

The main thermos-physical properties of the nanofluid have been calculated using
the equations proposed by [16], but due to the limitations of Maxwell method, the
conductivity was estimated using the experimental data shown by [17].
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3 Result and Discussions

3.1 Thermal Comparison During Day-Type

In this section, the comparison of performances of the PVT panel using different
working fluids is discussed. The simulations were carried out considering a sunny
day, flow rate of 60 kg/(h·m2) and constant inlet temperature of 20 °C.

Figure 1 shows the comparison of the outlet temperatures, thermal, and electrical
power for the several fluids analyzed.

It can be observed that the outlet temperature is greater using the nanofluid,
especially with the high rate of nanoparticles. This temperature increase translates
into an increase in the thermal power produced, with differences of more than 5% in
the case of using low rates of nanoparticles and differences of about 11% for high
flow rates.

It is important to note that, even the thermal performances (thermal level and
power) increase with the use of nanofluids, this does not affect the production of
electricity; observing Fig. 1 on the right, the differences of power with the variation
of the working fluid are negligible. Therefore, the use of nanofluids in PVT panels
can be considered promising because it improves their thermal performance without
compromising electrical performance.

Fig. 1 Outlet temperatures (at left), thermal power (at center) and electric power (at right)
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3.2 Impact of Nanofluid on the Performances of PV/T
System During the Whole year

In this section, the performances of various coolant fluids in a real plant are analyzed
considering the whole year.

Figure 2 shows theweather data (ambient temperature and irradiance on the panel)
and the comparison of average storage tank temperature using several working fluids:
purewater (black), nanofluid composed bywater and 4%byweight ofAl2O3 (yellow)
and nanofluid composed by water and 6% by weight of TiO2 (red) for a summer day.
It is important to point out that the tank temperature is an indicator of the fulfilment
of the thermal demand.

The use of nanofluids as cooling fluid allows for achieving temperatures in the
tank higher than using pure water. Consequently, it is possible to fulfil a greater share
of the thermal demand through the PVT plant. The performance increase occurs both
during summer and winter.

Table 1 shows the annual performances for the several working fluids studied.

Fig. 2 Environment conditions and average tank temperature of the several working fluids during
a summer day

Table 1 Annual results

Working
fluid

Eel (kWh) Eel,net (kWh) EDHW (kWh) f el (%) Rsc
(%)

f DHW (%) f overall (%)

Water 5250.3 4995.3 1127.9 83.45 52.25 53.23 75.55

Al2O3_2% 5247.5 4996.5 1139.4 83.47 52.24 53.77 75.70

Al2O3_4% 5245.5 4998.3 1151.2 83.50 52.22 54.33 75.87

TiO2_2% 5247.2 4995.0 1137.5 83.44 52.26 53.68 75.66

TiO2_6% 5242.7 4995.5 1156.0 83.45 52.25 54.55 75.90
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Observing the electricity produced, it can be noted that the use of nanofluid
decrease the annual production, especially for large amounts of nanoparticles. This
is because the increase in temperatures reduces, albeit slightly, the electrical produc-
tivity. Differently, the net electrical energy produced using the nanofluid is greater
respect the use of pure water, because the better thermal performance of nanofluid
allows to reduce the working time of pump and consequently the reduction of the
electrical consumption of the pump. The little increase of net energy production using
nanofluid generates almost negligible increases in the coverage factor of electricity
demand. The same increase in electricity produced does not lead to an improve-
ment in the RSC because it does not improve the self-consumed portion. The use of
nanofluids, on the other hand, generates an increase in the thermal energy produced,
which can be used to satisfy the demand for DHW, with differences that reach a
maximum of 2.5%. Therefore, unlike what we saw in Sect. 3.1 for a single panel,
where the increases in terms of thermal power produced reached 11%, the effect
of the nanofluids on the whole system is greatly reduced, reaching a maximum of
2.5%. This is due both to the increase in system losses (panels, tank, etc.) and also
to the need to modify other aspects of the system, such as flow rates or accumulation
volumes. Finally, the total demand coverage factor improves using nanofluids, but
the improvement is almost negligible.

4 Conclusions

The paper shows the effects of changing the coolant fluid from pure water to a
nanofluid composed of water and aluminum oxide or water and titanium oxide, in a
complete PVT system serving a home.

The simulations show that the use of nanofluids in only PVT panels can be consid-
ered promising because it improves their thermal performancewithout compromising
electrical performance. On the other hand, the use of nanofluids in a complete PVT
system generates a negligible effect in terms of electricity produced and an increase
in the DHW thermal energy of a maximum of 2.5%. Therefore, unlike what we high-
lighted in the analysis for a single PVT panel, where the increases in terms of thermal
power produced reached 11%, the effect of the nanofluids on the whole system is
greatly reduced. This is due to the increase in system losses (panels, tank, etc.) and
highlights that the use of nanofluids needs to modify other aspects of the system,
such as flow rates or accumulation volumes.
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Simulation and Comparative Study
of the Effect of the Wet and Dry Cooling
Modes on the Performance of Parabolic
Trough Solar Thermal Power Plants
in the Arid Zone of Morocco

Hanane Ait Lahoussine Ouali, Mujeeb Iqbal Soomro, Samir Touili,
and Ahmed Alami Merrouni

Abstract The primary goal of this research is to evaluate the competitiveness of
technology in concentrated solar power (CSP) plant under the weather conditions of
Ouarzazate city located in the south of Morocco. Thus, a techno-economic compar-
ison of wet and dry cooling modes in a parabolic trough plant (PTC) using molten
salt as a thermal storage medium was performed using the System Advisor Model
(SAM) software. This research is based on an evaluation of thermodynamic yield,
water cooling demand, and the levelized cost of electricity (LCOE). The results
demonstrate that the dry cooling option can make a significant reduction in water
consumption by almost 94% in the PTC plant. However, the annual energy and
capacity factor have been dropped by around 7.1% when compared to the PTC plant
with a wet (evaporative) cooling mode. Because of the increase in equipment costs
for dry a cooling system, the actual and nominal LCOE increased by 7.3%. Based
on these findings, we can infer that dry cooled solar PTC plants are technically and
economically feasible for Ouarzazate city, which has an arid climate and a shortage
of water, and we recommend that this technology be implemented in similar places.
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1 Introduction

Energy is the backbone of the economic development of countries where the contin-
uous increase in the energy demand in several sectors (like, industry, transportation,
and building) presents a real issue for countries with short fossil sources. In addition,
for a global sustainable development, the world is currently shifting to the use of
renewable energy sources for achieving sustainable development. In this context,
Morocco is highly investing in the integration of renewable sources in its energy
mix, taking the advantage of its high potential in solar and wind. For this, Morocco
has launched an ambitious initiative to boost renewable energies, supporting energy
efficiency and achieving a renewable energy mix of at least 52% by 2030. Among
the most prominent of these projects, is the Noor Ouarzazate Solar Complex with a
capacity of 580MWe [1] from a mix between 500 MWe through concentrated solar
power (CSP) technology and 70MWe fromPV technology.Generally, theCSP plants
consist of four technologies: parabolic trough collector [2], solar power tower [3],
linear Fresnel reflector [4], and parabolic dish [5].

Several studies in the literature compared various CSP configurationswith various
heat transfer fluids (HTFs). For example, Turchi et al. [6] have used the solar advisor
model program to evaluate the influence of dry and wet cooling systems in parabolic
trough power facilities. The results reveal that the cost of energy and investment rises
by 3–8% when switching from wet to dry cooling. Nevertheless, it reduces the water
consumption by more than 90%. Boukelia et al. [7] examined the competitiveness of
deploying the dry cooling mode in parabolic trough power plants using thermic oil
and molten salt as HTFs. It was found that using the dry cooling decreases the yields
for oil and salt configurations down to 8.7% and 9.3%, respectively. However, the
dry cooling mode is reducing water usage by more than 94% for both configurations
of the plants. In the Ma’an area of southern Jordan, Liqreina et al. [8] explored a
parabolic trough plant using dry cooling technology. The obtained results show that
the dry cooled plant in Ma’an’s overall efficiency has decreased by 3.1%, the energy
output has increased by 21.8%, the LCOE has decreased by 18.8%, and there is a
possibility of saving roughly 92% of water demand. In another study, Martín [9]
optimized the operation of CSP plant using dry cooling option using the climatic
data of Almería city (Spain). As a result, a multi-period mixed-integer nonlinear
mathematical formulation with several periods was adopted. The findings show that
the average energy output is 17.2MW, the cooling systemconsumes 5%of the energy,
and the production cost is 0.16 e/kWh. Under the Tunisian weather conditions,
Trabelsi et al. [10] conducted a study on PTC plants with dry cooling systems using
two types of heat transfer fluids. The research is carried out by adjusting the size of
the solar field and the thermal energy storage system to find the ideal combination
for the lowest power production cost. They found that the cost of electricity for a
plant adopting molten salt as HTF is 13.8 ce/kWhe, compared to 17.24 ce/kWhe
for a plant using Therminol VP-1 as HTF.

It’s worth noting that PTC technology has been widely commercialized and is the
most reliable and bankable configuration for CSP facilities across the world. As a
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result, this article explores the impacts of employing the two cooling configurations
(wet and dry) in a PTC plant in terms of thermodynamic yield, water consump-
tion, and economic indicators under the meteorological conditions of Ouarzazate,
Morocco.

2 Methodology and Simulation Inputs

2.1 Description of the PTC System

On account of its maturity and industrial development, a parabolic trough technology
(PTC) employing synthetic oil as an HTF was chosen for this investigation. The
proposed PTC system is organized into three primary subsystems: (i) a solar field
consisting of collector loops; (ii) a thermal energy storage (TES) consisting of two
tanks of molten salt storage (60% NaNO3 and 40% KNO3); and (iii) a power block
employing the Rankine power cycle. Figure 1 displays a flow schematic diagram of
the PTC system under investigation.
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Hot Storage 
tank

Cold Storage 
tank

T
urbin
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Pump

Exchanger
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Generator
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Fig. 1 Diagram of the PTC facility under investigation
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2.2 PTC Model

The PTC plant’s solar field is made up of a number of collectors that reflect incoming
solar irradiation to a focal line and then to a receiver where the HTF (Therminol VP1)
is heated. The reflected solar power may be estimated as the following formula (1)
[11].

Qfd DNI cos θi Afield (1)

where DNI: direct normal irradiation, Afield: effective aperture area, and θ i: angle of
incidence of collector. The absorbed power by the receiver tubes can be evaluated
by the following Eq. (2) [12]:

Qrec = Qfd ∗ ηcol ∗ ηrec ∗ kθ ∗ ηshadow ∗ ηend - losses ∗ ηtrack (2)

where ηcol is the optical efficiency, ηrec is the nominal receiver efficiency, kθ is
the incidence angle modifier, ηend - losses : is the end losses factor, ηshadow is the row
shadowing element, and ηtrack is the field tracking factor for solar collectors.

The power collected by the HTF over the field may be calculated using Eq. (3).

Qcollected = Qreceiver − Qreceiver - losses − Qpipe - losses . (3)

where Qreceiver is the absorbed power by the receiver, Qreceiver - losses : Receivers’ heat
loss, and Qpipe - losses : Piping heat loss.

• LCOE

The levelized cost of electricity (LCOE) is the key metric for investors enabling
the assessment of the project’s profitability, as well as, the feasibility of a plant
configuration/technology in a specific site. The utility-scale LCOE in this investiga-
tion is estimated based on the required revenues over the project life and is named
as “nominal” and “real” giving by the following equations [13]:

nominal LCOE =
∑N

n=1
Rn

(1+DRnominal)
n

∑N
n=1

Qn

(1+DRnominal)
n

(4)

real LCOE =
∑N

n=1
Rn

(1+DRnominal)
n

∑N
n=1

Qn

(1+DRnominal)
n

(5)

where Rn is the necessary income from power sales in year n, Qn is the amount of
power generated in year n, DRnominal is the nominal discount rate, and DRreal is the
real discount rate. The nominal LCOE, as can be seen in Eq. (4) and (5), is a current
dollar value that is better suited to short-term assessments. The real LCOE, on the
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other hand, is a constant dollar (inflation-adjusted) value that is better for long-term
assessments. In this study, the plant’s lifespan is estimated to be 25 years.

2.3 Solar Plant Design and Simulation Inputs

The System Advisor Model (SAM) program [14] was used in this research to eval-
uate the techno-economics competitiveness of dry and wet cooling modes for a 50
MWe solar plant based on PTC technology. For pre-feasibility studies, this soft-
ware is extensively used. It predicts performance and estimates energy costs for
grid-connected electrical projects using installation and operating costs, as well as
system design characteristics that we provide as inputs. Table 1 displays the design
parameters of the suggested PTC facility.

3 Field of Study and Solar Resource Assessment

Because solar resource data has a substantial influence on the potential of concen-
trated solar power systems[17], it is required to present and debate the quantity of
solar resource obtained by our field of research. Accordingly, we used a Typical
Meteorological Year (TMY) data with one-hour interval dataset of Ouarzazate city
(latitude 30.91°N, longitude −6.89°E, altitude 1113 m). Ouarzazate is located in
the south of Morocco which is characterized by an arid climate and receives a high
solar radiation. Figure 2 depicts a heat map of direct normal irradiation (DNI) at
the chosen site. As can be observed, the highest DNI value is always around noon.
Besides, it is noticeable that the city of Ouarzazate receives a significant amount
of solar radiation for the majority of the day, during the year, with an average DNI
value of 6.70 kWh/m2/day. Furthermore, the temperature distribution may be shown
in Fig. 3 histogram. It is apparent that around 6323 h with temperature between 10
and 30 °C around 290 h occur with temperature over 35 °C, and only 330 h out
of 8760 h of the year had temperatures below 5 °C. The use of dry cooling mode
in Ouarzazate city is a technically possible alternative, according to meteorological
data.

4 Results and Discussion

4.1 Technical Comparison

Figures 4 and 5 illustrate the system performance parameters for each month of the
year, including field incident thermal power, cycle thermal power input, and gross
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Table 1 Main input data and assumption using for the investigated solar plant [15, 16]

Parameter Value

Technical data

Design irradiation 950 W/m2

Solar collector type Euro trough ET150

Aperture of the field 510 120m2

Number of loops 78

Row spacing 15 m

Thermal receiver type Schott PTR80

Absorber tube inner/outer diameter 0.076 m/0.08 m

HTF type Therminol VP1

Field HTF minimum operating 12 °C

Field HTF maximum temperature 400 °C

Design inlet temperature 391 °C

Design outlet temperature 293 °C

Amount of water used per wash 0.7 L/m2 aperture

Number of washes 63/year

Cycle type Rankine cycle

Design gross output 50MWe

Thermal storage fluid 60% NaNO3 and 40% KNO3

Storage capacity 7.5 h

Economic data

Site 25 $/m2

Solar field 150 $/m2

HTF 60 $/m2

Power block 910 $/kWhel

TES system 62 $/kWhth

Contingency 7 $/kWhel

Fixed cost by capacity 66$/kWh_yr

Variable cost by generation 4$/MWh

electric power. According to the figures, the month of May had the greatest field
incident thermal power of 436.03 MWth for both cooling systems, and the highest
gross electric power output from the power block for wet and dry systems are 56.01
and 53.42 MWe, respectively, which represents a decreasing about 4.8%. Likewise,
Fig. 6 illustrates themonthly energygeneration from the investigatedparabolic trough
collector plants in Ouarzazate city. As can be observed from the figure, the monthly
energy output by the PTC plant peaks in May, reaching 23.81 GWhe and 22.03
GWhe for wet and dry configurations, respectively. While December produced the
least amount of energy, with 7.74 GWhe and 7.46 GWhe for wet and dry options,
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Fig. 2 2D heat map of DNI in the studied site

Fig. 3 Histogram of ambient temperature in the studied site
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Fig. 4 Simulation results for wet a cooling system

respectively. Concerning the yearly energy output by PTC facilities are estimated
to be 168.47 GWh and 181.20 GWh for dry and wet cooling options, respectively,
which represents an increasing about 7.3%. Likewise, the annual capacity factor is
46% for the wet cooling option instead of 42.7% for dry cooling options.

4.2 Water Consumption

Figure 7 depicts the wet and dry cycle cooling water mass flow rate as a function
of time over a day during the May and December months. The figure clearly shows
that cycle water demand is higher in May than in December, which is dependent
on climatic conditions such as DNI. Likewise, the cooling water is very important
during the period between 11 AM and 16 PMwhich corresponds to the strong period
of sunshine. Furthermore, Table 2 lists the monthly expected water consumption
included cycle cooling andwater washingmirrors in the investigated solar facility for
the two cooling options. As can be shown, the yearly water consumption employing
dry cooling option is 39,539m3 as opposed to 655,813m3 with a similar PTC facility
working with wet cooling mode. Dry cooling mode saves around 93.8% of water,
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Fig. 5 Simulation results for dry a cooling system

Fig. 6 Monthly energy generation for two cooling systems
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Fig. 7 Cycle cooling water mass flow rate: a wet option and b dry option

Table 2 Predicted water usage for the two cooled systems

Month Wet cooled (m3) Dry cooled (m3) Reduction (%)

January 31,088.87 1937.08 93.77

February 38,363.44 2384.68 93.78

March 58,269.00 3580.53 93.86

April 68,764.66 4189.72 93.91

May 86,136.79 5171.95 94.00

June 79,622.24 4694.73 94.10

July 65,869.31 3866.12 94.13

August 58,992.84 3472.55 94.11

September 60,440.52 3612.77 94.02

August 47,411.42 2879.85 93.93

November 32,500.35 1996.14 93.86

December 28,048.74 1752.96 93.75

which might be an appealing choice in desert places with limited water supply, such
as our case study (Ouarzazate city). It should be noted that the DNI parameters for
the location stated in Fig. 3 have a significant impact on the yearly energy and water
usage.

4.3 Economic Feasibility Analysis

The economic evaluation of the investigated PTC plant will be based on the real and
nominal LCOE as shown in the figure below. As shown in the figure, the real and
nominal LCOE have increased from 11.77 c$/kWh and 14.83 c$/kWh for the PTC
facility with wet cooling mode, respectively, to 12.63 c$/kWh and 15.91 c$/kWh for
the same facility with dry cooling mode, representing a 7.3% increase. This is due
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Fig. 8 Real and nominal LCOE for the studied PTC facility

to a decline in yearly electricity generation (168.47 GWhe for the dry cooling rather
than 181.20 GWhe for wet cooling) and the other hand the increase of the equipment
cost of this solar facility with dry cooling as compared with the same facility with
wet equipment (Fig. 8).

5 Conclusion

The study provided a preliminary analysis for comparing the techno-economic of the
two cooling configurations based on parabolic trough facility with thermal energy
storage. Using SAM software, we will use Ouarzazate, a city in Morocco’s southern
area, as a case study. The key conclusions may be summed up as follows:

• The annual energy production yield of 168.47 GWh for dry cooling option instead
of 181.20 GWh wet cooling option.

• The real and nominal LCOE of dry cooled PTC plant in Ouarzazate site is found
to be economically attractive and does not exceed 12.63 and 15.91 c$//kWh,
respectively.

• The dry cooling system can make a significant reduction in water consumption
by almost 94% in the PTC plant in the arid climate, which is quite advantageous
in terms of water conservation.
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CFD and Wake Analysis of the Wind
Flow Through Two Wind Turbines

Diogo Silva , João Silva , Paulo Pinto , Senhorinha Teixeira ,
and José Teixeira

Abstract In a wind park, the wake effects cause a decrease in the power output
and an increase in the loads of the downstream turbines in comparison to those
facing freestream flows. Hence, it is very important to understand and analyse the
wake characteristics of a wind turbine and the effects on how a wake impacts the
performance of a downstream turbine to rearrange the multiple wind turbines in a
reasonable and efficient way. In this way, the objective of this study is to analyse
the effects of placing a turbine in front of another at six times the rotor’s diameter
and evaluate its energy production. This was accomplished with a CFD procedure
developed in ANSYS Fluent. The results were promising, in which a 28% loss in
power in the downstream turbine due to the wake effects produced by the upstream
turbine was detected.

Keywords ANSYS fluent · CFD · Horizontal axis wind turbine · Wake effects ·
Wind energy

1 Introduction

A wind farm is a group of wind turbines placed in the same area with the purpose of
producing electricity. These parks can contain up to several hundred turbines or be
simpler and include ten or fifty turbines. Regardless of the number of turbines, the
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placement of each of these structures is a crucial aspect to maximize the output of
the wind farm.

To maximize the amount of energy generated by a wind farm, the wind turbines
are spaced between each other in the calculated method. If the spacing between the
turbines is too high, the wind farm will occupy a larger area and the cable lengths
connecting each structure to the electric grid will increase. If the spacing is too low,
the downstream turbines will drastically be affected by the upstream ones causing
a serious reduction in efficiency. As such, the spacing between turbines must be
optimized in terms of compactness of the wind park and in terms of minimizing the
energy loss due to wind shadowing from the upstream turbines [1]. As such, the wake
effects produced by wind turbines are a very important topic to study when trying
to maximize the production of a wind farm. Due to this fact, many researchers and
engineers utilize Computational Fluid Dynamics (CFD) techniques to analyse the
best wind turbine arrangements for specific wind flows.

Sawant et al. [2], O’Brien et al. [3] and Miller et al. [4] performed an overall and
broad review on various wind turbines and wind flows topics, in which some special
attention was given to issues such as CFD approaches and wake effects. Chang et al.
[5] produced an approach to model the Atmospheric Boundary Layer (ABL) with
reasonable results by implementing a RANS turbulence model onto a flat terrain.
Richards and Hoxey [6] performed a crucial study which allowed to produce suitable
boundary conditions for wind engineering models using the RANS equations as the
method to model turbulence, which were later revisited by Richards and Norris [7].
These modelling proposals were also used by Hargreaves and Wright [8] to create
a neutral ABL flow over a flat terrain, producing adequate results. Tang et al. [9]
performed various tests to analyse wake effects produced by wind turbines, allowing
to verify the decrease of the wind velocity and increase of turbulence upon contact
with the rotor. Uchida et al. [10] used a Large Eddy Simulation (LES) CFD approach
coupled with a porous disc representation of the rotor as to study the variation of the
downstream velocity of the wind, creating therefore amethod capable of reproducing
accurately the flowcharacteristics. Barthelmie et al. [11] assessed the state of the art in
wake and flowmodelling for offshore wind farms and performed a comparison study
between CFD results and real measurements from offshore wind farms. Porté-Agel
et al. [12] carried out a review of various researches of ABL flows with wind farms
and turbines, displaying results of turbulence effects generated by wakes produced
by wind turbines.

This study is centred around the analyses of various parameters, namely the
velocity variations of the wind, pressure drop at the rotor and turbulence produced
by wake shadowing. This was accomplished by means of a CFD approach that
considers a neutral ABL and simplified wind turbine rotors modelled as actuator
discs. For this purpose, two wind turbines were placed in the same oncoming wind
direction, distanced six times the rotor’s diameter (6D).
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2 Numerical Model

To develop a CFD procedure capable of modelling the wind flow through two hori-
zontal axis wind turbines distanced six times their rotor diameter in the prevailing
wind direction (6D), many different parameters must first be stated. These involve
topics such as turbulence modelling, computational domain, boundary conditions,
rotor modelling, solver configuration and discretization scheme.

For the simulation, a 3D steady-state incompressible and isothermal flow was
assumed, and the RANS equations along with the standard k-ε model with some
modifications in the turbulence constants were solved [13].

The computational domain consists in a rectangular prism shape, with a length of
2000 m, a width of 300 m and a height of 458 m, containing a mesh with roughly 6
million elements, as shown in Fig. 1. The first wind turbine is placed at x = 800 m,
and the second turbine is located at x = 1052 m. As for the boundary conditions, the
inlet is represented with a velocity-inlet conditions with Eq. (1) characterizing the
velocity and with Eqs. (2) and (3) represented the turbulence of the flow, assuming
the flow as a neutral atmospheric wind flow [8, 8]. The bottom of the domain was
characterized with a standard wall condition, and both sides and top of the geometry
were represented with a symmetry condition. To the outlet was given a pressure-
outlet condition and the rotor of the wind turbine was modelled as an actuator disc
with zero thickness and characterized by a porous jump boundary condition [14].

ux = u∗
κ

ln

(
y + y0
y0

)
(1)

k = u2∗√
Cμ

(2)

ε = u3∗
κ(y + y0)

(3)

where ux is the velocity in the x-direction, k is the turbulent kinetic energy, ε is the
turbulent dissipation rate, u∗ is the friction velocity, κ is the von Kármán constant

Fig. 1 Mesh of the entire domain and its respective inlet view
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(κ = 0.4), y is the height, y0 is the roughness length, and Cμ is a turbulence model
constant.

The CFD analysis was performed with the use of the CFD software ANSYS
Fluent 2020 R2. The pressure-coupling was made with the coupled method, and
the discretization of the gradients was accomplished with the Green-Gauss node-
based approach [15]. The PRESTO! scheme was chosen for the discretization of
the pressure parameter, and regarding the momentum, turbulent kinetic energy and
turbulent dissipation rate, a Second Order Upwind scheme was applied in order to
achieve a high-order accuracy. The monitoring was set at 1 × 10–5 in all residuals.

For the set up data, many parameters were considered. It was assumed only one
direction for the wind and a fixed intensity, assuming a velocity of 8.5 m/s at a height
of 55 m. The terrain was assumed as a flat grassy plain [16], assuming the absence of
a canopy model. The wind turbine selected for the study is a V42-600 kWwith a hub
height of 55m fromVestas andwasmodelledwith its standard specifications [17, 18].
It is important to note that the tower structure of the turbine was neglected to simplify
the simulation. The validation of the CFD model was performed by comparing the
results with the Jensen and Larsen wake models, as described in [19].

3 Results and Discussion

An analysis to the velocity profiles, to the pressure drop at the rotor and to the
turbulence in the flow was performed. This allows to study the performance of the
turbine due to its positioning since the upstream turbine impacts the efficiency of the
downstream turbine.

As observed in Fig. 2, the oncoming wind speed of the upstream turbine assumes
a value of 8.5 m/s but, because of the wake effects, the oncoming wind speed of the
downstream turbine is reduced to 7.63 m/s. This will automatically influence in the
power output of the second wind turbine since the power varies with the cube of
the wind velocity. This reduction in wind velocity translates to a power reduction of
roughly 28%,which is a similar result as obtained byTang et al. [9] in an experimental
work. Figure 3 represented the velocity contours, where it can be clearly seen the
velocity deficit produced by the flow.
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Fig. 2 Velocity along the centre line of both wind turbines
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Fig. 3 Velocity contours of the in-line wind turbines simulation along the side plane and top plane,
respectively

In terms of pressure drop, as shown in Fig. 4, in the first actuator disc, there is
a 22 Pa pressure drop, whereas due to the energy loss because of the impact of the
wind with the first turbine, in the second disc, the pressure drop is only of 19 Pa.

Regarding the turbulent kinetic energy, it is possible to observe in Fig. 5 a sudden
second increase in turbulence due to the obstacle in the flow induced by the second
wind turbine. The impact of the wake effect on the downstream turbine can be easily
understood with the use of the turbulent kinetic energy contours demonstrated in
Fig. 6.
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Fig. 5 Turbulent kinetic energy along the centre line of both wind turbines

Fig. 6 Turbulent kinetic energy contours of the in-line wind turbines simulation along the side
plane and top plane, respectively

4 Conclusions

This CFD analysis allowed to study the impact of upstream rotors on downstream
turbine and how their wake would affect their productivity. The simulation showed
a decrease in the oncoming wind velocity for the downwind turbine of roughly 10%.
The wind velocity (u0) of the first turbine is 8.5 m/s, whereas the velocity of the wind
at the second turbine was reduced to 7.63 m/s. Because of this decrease in velocity,
a power loss was also noticed as it went from 220 kW in the first turbine to 160 kW
in the second turbine, demonstrating a 28% power loss due to the wake shadowing.
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Simulation and Yield Analysis of a Solar
Tower Plant Combined with Seawater
Desalination System
in the Mediterranean Area

Hanane Ait Lahoussine Ouali, Mujeeb Iqbal Soomro, Samir Touili,
and Ahmed Alami Merrouni

Abstract In this study, we assessed the yield of a solar power tower integrated with
a desalination unit, under the climate of Nador city located in the Mediterranean
part of EasternMorocco (35.17° N latitude and−2.93° E longitude). The considered
solar tower is equipped with a two-tank direct thermal energy storage system which
operates with a mixture of potassium and sodium nitrate molten salt integrated with
a power block of 111 MWe turbine gross output performed using System Advisor
Model (SAM) software. As for the desalination unit, it consists of a Direct Contact
Membrane Distillation System (DCMD) solved in MATLAB environment based
on heat and mass transfer equations. The obtained findings show that the annual
energy generation and cooling water demand were expected to be 446.7 GWh and
1,141,527 m3, with a SM = 2.4, a capacity factor of 51.1%, and 12 h of full load
thermal storage. This combination leads to a freshwater production ranging from
4046 to 28,833 L/day in December and August, respectively.

Keywords Desalination · Concentrating solar power · Morocco · MATLAB ·
SAM software

1 Introduction

Theworld’s freshwater resources are decreasing drastically due to population growth,
the expansion of industrial activity and climate change. The lack of drinking water
concerns mainly some countries with limited reserves or located in arid areas such
as the Middle East or North Africa. These countries have resorted to the desalination
of seawater to meet their needs. Indeed, 97% of the water available on our planet
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is found in the seas and oceans; it must then be treated to be made drinkable. The
kingdom of Morocco is one of the countries interested in finding new resources
and new ways to provide fresh water. This need for water is mainly due to the rapid
growth of the population, the development of different sectors such as agriculture and
industry, but also to the drought which has become a factor threatening even the way
of life. To fill this deficit, we need to invest in solar desalination technology, as one
of the future sources of water, which will contribute to and carry the proposed future
solutions for the production of freshwater, given that the country is characterized by
a high intensity of solar radiation during most periods of the year [1, 2].

In recent years, several studies in the literature have been interested in the inves-
tigation of different desalination systems combined with solar energy. For instance,
Manolakos et al. [3] presented a techno-economic comparison between a reverse
osmose (RO) desalination unit combined with a photovoltaic system and a RO-
Solar Organic Rankine system under the climate of Theresia island in Greece. The
findings show that the desalination with the PV-RO system cost reached 7.77 e/m3

whereas that of the systemwithRO-Solar Rankinewas 12.53e/m3. Similarly, Askari
and Ameri [4] carried out a techno-economic analysis of a linear Fresnel reflector
solar field combined to a multi-effect desalination using MATLAB and the System
Advisor Model software. The results obtained showed that the minimum cost of
water was obtained at the lowest solar share (27.54%). Moharram et al. [5] investi-
gated the feasibility of concentrated solar power plant coupling with water desali-
nation systems using a multi-effect desalination plant and a reverse osmose plant
under the weather conditions of Ras Ghib in Egypt, using the MATLAB/Simulink
to predict power generation and freshwater production. It was found that a solar
field of 250,000 m2 can produce a total of 22,775 m3/day of desalinated water along
with 15.5 MWe supplied to the grid at optimum conditions in July. Ortega-Delgado
et al. [6] performed a techno-economic comparative study between MED and RO in
South of Spain, in order to find the best coupling strategy for a 5 MWe CSP plant.
The results show that the reverse osmose unit connected to the local electric grid is
the best coupling option, which produces the lower levelized water cost. Valenzuela
et al. [7] presented CSP and photovoltaic plants integrated with multi-effect desali-
nation (MED) system for energy and freshwater production in Chile using TRNSYS
software. The findings indicate that a CSP + PV + MED plant presents a capacity
factor 7.6% lower than CSP + PV plant. Finally, Mata-Torres et al. [8] carried out a
techno-economic investigation of a parabolic trough collector plant integrated with
a MED system, in transient conditions, under the weather conditions of Venezuela
and Chile. The results obtained showed that the proposed scheme is achievable and
can save 15% of installed cost for Chile. The objective of this paper is to assess the
performance of a solar tower plant integrated with a DCMD system for both elec-
tricity and freshwater production under the weather conditions of Nador city located
in the northeast of Morocco. This is the first study of its kind in Morocco combining
these two technologies and dealing with the city under investigation.
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2 Methodology and Simulation Inputs

2.1 Mathematical Modeling

This section provides a brief mathematical description for the solar power plant and
DCMD system obtained from [9–13]:

The amount of thermal energy incident on the heliostat field can be determined
from the relationship given as follows:

Qfield = DNI ∗ Aheliostat (1)

where DNI is direct normal irradiation, and Aheliostat is the total reflective area of
heliostats.

The amount of solar radiation incident on the receiver can be determined from
the relationship given as follows:

Qrec = Qfield ∗ ηfield (2)

QHTF = m ′
HTF ∗ (hout − hin ) (3)

where m ′
HTF: is the mass flow rate of heat transfer fluid (HTF), hin: is the specific

enthalpy of HTF at receiver inlet, and hout is specific enthalpy of HTF at receiver
outlet.

The solar multiple (SM) is defined as the ratio of the actual size of the solar field
to the size of the solar field needed to power the turbine at nominal conditions and
expressed by the following formula:

SM = Qfield

QPB,ref
(4)

where QPB,ref is the thermal power required by the power block.
The temperature polarization coefficient (TPC), which is the ratio of the actual

driving force to the theoretical driving force, can be obtained from the following
equation:

TPC = Tmf − Tmp

Tbf − Tbp
(5)

where Tmf is the membrane surface temperature for feed side, Tmp membrane surface
temperature for permeate side, and Tbp and Tbf are the bulk permeate and side
temperatures, respectively.

Tmf and Tmp can be estimated the following equations:
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Tmf =
km ∗

(
Tbp +

(
hf
hp

)
∗ Tbf

)
+ ((δm ∗ (hf ∗ Tbf − Jm ∗ �Hv)))

(km) +
(
hf ∗

(
δm +

(
km
hp

))) (6)

Tmp = km ∗ (
Tbf + (

hp/hf
) ∗ Tbp

) + ((
δm ∗ (

hp ∗ Tbp + Jm ∗ �Hv
)))

(km) + (
hp ∗ (δm + (km/hf))

) (7)

where km is the thermal conductivity of membrane, hp and hf are convective heat
transfer coefficient for permeate and feed side respectively, δm is the membrane
thickness and Hv is the latent heat of vaporization of water.

Besides, the permeate flux (Jm) through the membrane can be obtained from the
following equation:

Jm = Dm ∗ (
Pv
a − Pv

b

)
(8)

where Dm is the coefficient for membrane distillation, Pv
a is the vapor pressure of

the feed water, and Pv
b is the vapor pressure of permeate.

Finally, the quantity of freshwater produced within the DCMD unit which is the
ultimate objective of this study can be expressed by the following formula:

Qw = (Jm ∗ ADCMD/ρ) (9)

where ADCMD: is the area of membrane and ρ is the water density.

2.2 Solar Plant and Desalination System Design Parameters

As mentioned above, the CSP part consists of a solar tower with a two-tank direct
thermal energy storage systemwhich operateswith amixture ofNaNO3 andKNO3 of
60% and 40%, respectively. The thermal field is integrated with a power block of 111
MWe gross consisted of a conventional Rankine operating using wet cooling with
seawater as cooling agent using SAM software [14]. The desalination part consists
of Direct ContactMembrane Distillation System achieved inMATLAB environment
based on heat and mass transfer equations. The specific parameters chosen for the
simulation are presented in Table 1 [10, 15, 16]. Besides, the optimized configuration
of the heliostats field found in the Nador city is presented in Fig. 1.

3 Resource Assessment of the Investigated Location

The study of CSP plant integrated with desalination unit performances was examined
using the meteorological data of the Nador location (35.17° N latitude and −2.93° E
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Table 1 Input data for
simulation of the solar power
plant and DCMD desalination
system

Parameter Value Unit

Solar tower data

Design turbine gross
output

111 MWe

Estimated net output
(nameplate)

100 MWe

HTF type Molten salt
(60% NaNO3 + 40%
KNO3)

–

HTF hot temperature 574 °C

HTF cold temperature 290 °C

Solar multiple 2.4

Tower height 192.8 m

Receiver diameter 17.32 m

Number of panels 20 –

Tube wall thickness 1.25 mm

Tube outer diameter 40 mm

Heliostat width 12.2 m

Heliostat height 12.2 m

Single heliostat area 144.37 m2

Thermal storage fluid Molten salt
(60% NaNO3 − 40%
KNO3)

–

Full load hours of
storage

12 h

Storage tanks 2 –

DCMD unit data

Membrane type Flat-sheet –

Effective area 0.14 m2

ε 91 %

δm 120 µm

τ 1.098 –

Cf 35 g/L

Tbf 20 °C

longitude) extracted from [17]. Nador is a city in the northeast of Morocco, located
in the Eastern Rif region, Nador enjoys a Mediterranean climate with an acceptable
amount of solar irradiance. Figure 2 illustrates the monthly averages of direct normal
irradiation (DNI). As indicated in Fig. 2, the DNI, which is the most important
parameter to be assessed for CSP plants, has its peak around noon. The highest DNI
records are of 733 W/m2 and they were measured in June. While the lowest values
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Fig. 1 Layout of the heliostat field for the study area

occur in December. Moreover, as we mentioned in previous section, typically used
cooling water was switched by seawater. For that, the monthly average values of
the sea water temperature are the ones used to cool the condenser in the solar tower
power plant, and their values are presented in Fig. 3. As it can be observed, the sea
water temperature values [18] varied between 13 and 26 °C which is very convenient
for the tower plant cooling requirements.

Fig. 2 Direct normal radiation at Nador, Morocco
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Fig. 3 Monthly change in sea water temperature in Nador city

4 Results and Discussion

4.1 Solar Tower Assessment

Figure 4 presents the daily averages of the hourly values simulated for each day of the
month, every month of plant performance considering the field thermal power, the
receiver incident thermal power produced and TES charge and discharge thermal
energy. As seen from figure, the field and the receiver incident thermal power
values varied throughout the year, and an increase/decrease in the field incident
thermal power increased/decreased the supply of the receiver incident thermal power.
Concerning the charge and discharge TES system curves, it’s obvious that the TES
system stores a good amount of thermal energy; it exceeded the 200 MWth from
March to June. This amount of stored energy gives the plant the capacity to run the
power cycle after sunset and in the cloudy time. Figure 5 shows the monthly elec-
tricity production from solar plant integrated with thermal storage studied in Nador,
Morocco. As indicated in the figure, the month of June produced the most energy
(55.69 GWh) which represents 12% of the total energy produced, while December
generated the least energy (17.67 GWh) which represent only 4% of the total energy
produced. It is worth mentioning that for the 100MWe solar tower plant with thermal
storage system (12 h), the annual capacity factor was found to be 51.1% which is
considered good for a case of Nador. Concerning the cooling water demand as shown
in Fig. 6 the monthly cooling water requirement has the same trend as electrical
energy production. Hence, highest and lowest cooling water requirements for the
investigated solar plant were found to be 142,424 m3 in June, while 45,158 m3 was
found in December.
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Fig. 4 Field thermal power, the receiver incident thermal power produced, and TES charge and
discharge thermal energy

4.2 Desalination Assessment

In this section, permeate flux and freshwater production will be presented. The effect
of feed temperature on permeate flux is presented in Fig. 7. It can be seen in Fig. 7
that permeate fluxwas 4.178 kg/m2-h at 25 °C; however, it increased exponentially to
17.8 kg/m2-h when feed temperature was increased to 35 °C. This is in relation with
Antione equation. Figure 8 displays the production of freshwater from the DCMD
unit for a year (from 0 to 8760 h). As it can be seen, the freshwater production unit
reaches its maximum during the summer months. And the highest average value was
expected to be 28,833 L/day in August, while the minimum production occurred
during the winter season and the lowest freshwater production was 4046 L/day in
December.
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Fig. 5 Monthly energy generation for the study area

Fig. 6 Cooling water requirements in the studied area
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Fig. 7 Effect of inlet temperatures on the permeate flux

Fig. 8 Monthly freshwater production from the investigated system

5 Conclusion

The paper presented the feasibility study of a solar tower plant coupled with a
seawater desalination DCMD system under the weather conditions of Nador in
Morocco. The simulations were conducted using the SAM and MATLAB soft-
ware to predict power generation and fresh water production, respectively. The main
concluded remarks could be summarized as follows:

• With a SM = 2.4 and 12 h full load thermal storage, the maximum and minimum
electrical energy production was predicted to be to be 55.69 GWh and 17.67 GWh
in June and December, respectively.

• The cooling water demand varied from 45,158 to 142,424 m3.



Simulation and Yield Analysis of a Solar Tower Plant Combined … 771

• The freshwater production fluctuated from 4046 to 28,833 L/day in December
and August, respectively.

The results of this study can be used to pave the way for a sustainable realization
of solar desalination plants in the coastal region of Morocco.
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Evaluation of Photovoltaic, Wind
and Hybrid Energy Systems
for the Power-to-Hydrogen (PtH)
Concept in Eastern Morocco

Samir Touili, Salaheddine Amrani, Hanane Ait Lahoussine Ouali,
Ahmed Alami Merouni, and Hassane Dekhissi

Abstract The objective of this study is to conduct a feasibility study on the power-
to-hydrogen (PtH) projects in the eastern region of Morocco. For this reason, we
simulated the hydrogen production from a photovoltaic, wind and hybrid plants with
a capacity of 50 MWp under the climatic conditions of Oujda city taken as a case of
study.We calculated the cost of hydrogen production for each plant, and we analyzed
the impact of the system components. The results show that the highest amounts are
generated by the wind energy with an annual production of 1806 tons, and the lowest
cost of production is achieved by the photovoltaic plant with a cost of production of
4.05 $/kg. As for the hybrid plant, it can produce hydrogen higher than the PV plant
with a cost lower than the wind energy plant, and therefore, it can be an attractive
option for PtH projects if an optimal configuration is achieved between PV and
wind; especially the results showed that the costs related to the electricity production
account for 94% of the hydrogen production cost.

Keywords Power-to-hydrogen · Eastern Morocco · Economic analysis

1 Introduction

Nowadays, the energy consumption worldwide is dominated by fossil fuels with
almost 80%. Such fuels are the main cause to the global warming because they
release greenhouse gases during combustion. Furthermore, fossil fuels are depleting
rapidly due to the excessive use, thus the need of more sustainable sources of energy
[1]. For this reason, many governments around the globe are adding more renewable
energy sources into their energy systems, and consequently, the renewable energy
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capacity installed around the world is knowing a significant and continuous increase
especially for wind and solar energy [2].

However, the main drawback with renewable energy like wind and solar is their
fluctuant nature,which can cause several technical issueswith respect to the reliability
to satisfy the energy demand. In addition, it’s difficult for other sectors like in the
industry and transport to become sustainable ononly renewable electricity. Therefore,
it is necessary to convert the electricity production from the intermittent sources into
other form that are reliable and can be store more efficiently [3]. To overcome this
challenge, a new concept has recently attracted a lot of attention called power-to-
hydrogen (PtH), in which the generated electricity is converted to hydrogen by the
meanof thewater electrolysis process [2]. Indeed, hydrogen offers several advantages
like its high energy density compared to other fossil fuels, possibility to be stored
efficiently for long periods without losses; it releases only water in the course of the
combustion process, and it can be used as an energy vector in all the application
requiring fossil fuels in addition to a wide range of industrial application [4].

Therefore, the aim of this study is to evaluate hydrogen production from photo-
voltaic (PV), wind and hybrid plant in order to assess the potentiality of PtH projects
in the eastern region ofMorocco taken the city of Oujda as a case study. The methods
used to achieve this goal as well as the pertinent results are presented in the next
sections.

2 Methodology

In order to evaluate hydrogen production from the PV, wind and hybrid plant, we
firstly simulate the electricity production from each plant, then we calculate the
hydrogen production, and finally we quantify the cost of production.

2.1 Electricity Production

The simulation of the electricity from the different plants is conducted by the Green
EnergySystemAnalysis Tool (Greenius) developed by theGermanAerospaceCenter
(DLR). Greenius is a widely used tool for the simulation of various renewable energy
systems, and it has been used in many studies available in the literature, for example,
we cite: [5–10]. The designed plant’s capacity has been fixed at 50 MWp for the PV
and wind plants, while for the hybrid the overall 50 MWp capacity is equally divided
between PV and wind with 25 MWp for each technology. As for the simulation, we
selected the Yingli Panda YL250P-29 b PVmodule which has an efficiency of 15.4%
for the PV plant, while for the wind park we selected the Gamesa G114 turbine which
has a nominal power of 2.5 MW and 80 m hub height.



Evaluation of Photovoltaic, Wind and Hybrid Energy Systems … 775

2.2 Hydrogen Production

The electricity production from the plants mentioned above is used to drive the
water electrolysis process. To this end, various electrolyzers exist with different
stages of technological development. In this study, we used the proton exchange
membrane (PEM) technology because it’s one of the most used due to its maturity,
high efficiency, high lifetime and most importantly its compatibility with fluctuant
source of electricity like in the case of renewable energy source. The hydrogen
production is estimated as follows [11–16]:

MH2 =
E × ηele

HHVH2

(1)

MH2 represents themass of hydrogen production in kg, E is the electricity production
in kWh, ηele is efficiency of the electrolyzer taken as 75%, andHHVH2 is the hydrogen
higher heating value: 39.4 kWh/kg.

2.3 Levelized Cost of Production

For the evaluation of the economic viability of renewable energy projects, many
indictors exist; one of the most used is the levelized cost of production. Indeed, this
indicator takes in consideration all the project costs during its lifetime like the capital,
installation, operation and maintenance costs as well as the technical aspect of the
project. The levelized cost of hydrogen production (LCOH2) in $/kg is calculated as
follows [13, 16–19]:

LCOH2 =
∑N

i=0

(
(CE + Cele)(1+ T )−i

)

∑N
i=0

(
MH2,i (1+ T )−i

) (2)

T is the discount rate, N is the project lifetime (20 years), MH2,i is the annual
hydrogen production in the year i, and CE and Cele are the investment costs of the
electricity production and the electrolyzer plant, respectively.

3 Results and Discussion

The daily hydrogen production from the PV, wind and hybrid plants is presented in
Fig. 1. The results show that the daily hydrogen production from the PV plant is in
the range of 0.6–6 tons, and between 0.13 and 18.67 tons for the wind energy plant,
while for the hybrid plant it ranges between 0.51 and 10.62 tons. It can also be noticed
that the high amounts of hydrogen are generated during spring and summer in the
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Fig. 1 Daily hydrogen production

case of the PV plant which is due to the fact that in this period high amounts of solar
irradiation are received and therefore, electricity and consequently hydrogen can be
produced more efficiently. As for the wind energy plant, the profile of hydrogen
production is highly intermittent which is due to fluctuant nature of wind resources
that varies greatly in time, with the majority of days with large production observed
during fall and winter. Also, it can observe that hydrogen production from the PV
plant is higher than the one from the wind energy in the summer and spring period
while its lower in the fall and winter period. It’s worth to mention that the daily
average hydrogen production is 4.35, 4.94 and 4.64 tons for the PV, wind and hybrid
plant, respectively.

The monthly hydrogen generation from PV and wind is presented in Fig. 2. It
can be noticed that the hydrogen production from wind energy exhibits high fluctu-
ation through the months of the year with no apparent profile, which were expected
after the previous results. Indeed, the monthly production ranges between 76.76 and
292.17 tons recorded in August and February, respectively. In contrast, hydrogen
production from the PV plant has a less important difference between the month. In
addition, a production profile can be clearly observed as the production is at its lowest
values during winter months and then, its gradually increases until the production
reached the maximum in the spring and summer months, then it decreases during
the fall months. Also, the difference of hydrogen production is less significant as it
ranges between 97 and 157.34 tons with the highest amount recorded in April while
the lowest is observed in February. Moreover, the hydrogen production from wind
energy is remarkably higher than the PV plants during winter months especially in
February where the production fromwind energy is almost 3 the production from the
PV plant, while the production from PV exceeds the one from wind energy during
summer as its almost the double in July and August. As for the monthly average
hydrogen production, its 132.46 tons for the PV plant and 150.49 tons for the wind
energy plant.
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Fig. 2 Monthly hydrogen production from the wind and PV plant

With respect to the monthly production from the hybrid plant, it is displayed in
Fig. 3, and as it can be seen, the production pattern is less intermittent in comparison
to thewind energy; besides, high amounts are generated through the year, with the PV
represents the highest share of hydrogen production during spring/summer months,
whereas wind energy has the higher share during winter/fall months. In fact, the
highest share of hydrogen production from wind energy occurs in February with
75% of the production, while the highest share from PV is in July with 66.6% of the
production. The monthly hydrogen production from the hybrid plant varies between
111.94 and 194.6 tons recorded in October and February respectively with a monthly
average of 141.48 tons.

Regarding the annual hydrogen production, the highest amounts are generated by
the wind energy plant with 1806 tons followed by the hybrid plant with 1697.79 tons
and finally the PV plant with 1589.56 tons. In addition, the results show that the
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Fig. 3 Monthly hydrogen production from the hybrid plant
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wind energy is responsible of 53.18% of the hydrogen production, while the PV
plant generates the remaining 46.81%, which were expected since the production
from the wind energy plant is higher than the one from the PV plant.

In order to have an idea on the hybrid plat hydrogen production pattern, we calcu-
lated the mean hourly hydrogen production in every month, the results are presented
in Fig. 4. The first observation is that in each month, the profile of hydrogen produc-
tion is in general similar to the one from the PV technology since the production
start to increase early in the in morning around 6:00, and it continues to rise till noon
around 12:00–15:00 depending on the month where it reaches its maximum, then it
starts to decrease gradually to reach the lowest values during the night. Nonetheless,
it can be noticed that hydrogen is produced during nighttime as well, due to the fact
that wind turbines can operate all day long since wind resources are available also
after sunset. In fact, the lowest hydrogen production is between 3 and 176 kg while
the highest ranges between 400 and 600 kg.

The cost of hydrogen production is presented for each plant in Fig. 5 (left). The
lowest cost is achieved by the PV plant with an LCOH2 of 4.05 $/kg, followed by the
hybrid plant with 7.94 $/kg, while the production cost from the wind energy plant is
the highest with 11.37 $/kg. It can be noticed that the LCOH2 of the wind energy is
almost 3 times the PV LCOH2 even though its hydrogen production is higher than
PV. This is due to the high costs related to the wind energy technology in one hand
and the limited wind resource in the selected site in the other hand. In fact, the cost
of production of any renewable technology depends mainly on two parameters, the
technology investment cost and its capacity to generate electricity and consequently
hydrogen.

Accordingly, in order for wind energy-based project to be economically viable
they must be installed in locations with high wind resources to be able to compensate
for its high costs with large amount of electricity and consequently hydrogen produc-
tion, especially that wind turbines have a large operating period, in fact the hydrogen
production by the wind park in the current location exceed the production from the
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PV plant even if its wind resources are considered as limited (the mean annual wind
speed in reference height is 2.43 m/s). In contrast, the investment cost of the PV
technology is much lower which explain its low LCOH2 even if its operation period
is limited during the day.

For a better understanding of the impact of the investment cost of each technology
on the overall hydrogen production cost, we plotted the share of each one in the case
of the hybrid plant in Fig. 5 (right). As expected, the costs related to wind energy
represent the majority of the total cost with 74%, then the PV costs with 22% and
finally the electrolyzer costs with only 4%. In addition, it can be perceived that the
cost of hydrogen production is largely dominated by the costs related to the electricity
production to drive the water electrolysis process.

4 Conclusion

In this paper,we present a technical an economical evaluation of hydrogen production
from PV, wind and hybrid plant in the city of Oujda located in eastern Morocco. The
results show that the highest production is achieved by the wind energy plant with
an annual production of 1806 tons followed by the hybrid plant with 1697.79 tons
and finally the PV plant with 1589.56 tons. However, the lowest cost of production is
achieved by the PV plant with 4.05 $/kg, followed by the hybrid plant with 7.94 $/kg,
and finally the wind energy plant with 11.37 $/kg. Furthermore, it was found that
the cost of hydrogen production is dominated by the costs related to the electricity
production, and therefore, we recommend that an optimal configuration must be
selected between PV and wind to take advantage of the technical and economic
benefits of both technologies in order to have a larger operation period and a more
efficient hydrogen production to the aim of increasing the economic viability of
power-to-hydrogen projects.
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Improvement of the Mirror Cleanliness
Control Methodology in a Concentrating
Solar Power (CSP) Power Plant

Fatima-Ezahra El Haddad, Yousra Jbari, and Souad Abderafi

Abstract Themaintenance of the solar field of aCSPpower plant has amajor impor-
tance in order to ensure good electricity production. This maintenance is ensured by
cleaning the collector mirrors. However, before proceeding with the cleanup, prior
planning of the priority areas to be cleaned is necessary. The objective of this work
is to analyze and improve the action plan of controlling the solar field of the NOOR
I power station located in Ouarzazate City of Morocco. The monitoring method
currently used via seven templates only provides information on the state of the solar
field in two days. This has a negative impact on the precision of the cleaning planning.
However, we proposed the reduction of the number of samples of each template, in
order to be able to carry out a daily check of the integrity of the solar field. Using
statistical software and industrial data related to the measured reflectivity, the reduc-
tion of samples from each template was tested, with two different percentages 30 and
50%. A comparison of the different results obtained, allowed us to retain the most
optimal reduction, which means the one with 30%. It allows for keeping good visual
distribution in the map of the solar field used, and the cleanliness factor is obtained
with relative average error less than 0.10%.

Keywords Control · Solar field · Parabolic trough · Cleanliness factor ·
Reflectivity

1 Introduction

In solar thermal power plant, operatingwith cylindrical parabolic collectors, the solar
field is considered to be the most important part which contains mirrors intended to
intercept the solar radiation and to concentrate it in a focal point [1]. This solar
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field requires the most maintenance and control, especially since industrial units are
generally located in desert areas [2, 3]. The efficiency of the solar field is influenced
by the dirt and dust that are collected on top of the mirrors of the CSP plant [4].
This results in a decrease in their reflectance and energy production. To ensure good
efficiency of the solar installation, an appropriate cleaningmethodmust be frequently
applied, to remove dirt and dust [5]. It is an expensive procedure, especially since it is
based on demineralizedwater. However, daily control of the various plant equipments
is a plied, mainly to the solar field, before cleaning it. Unfortunately, the information
can only be available after two days, due to the large capacity of the factory. However,
this can result in a minimization of electricity production due to a dirty solar field
which must be urgently cleaned. In this study, we will seek to minimize cleaning
control time, by focusing on the NOOR I CSP plant, located in Morocco [6].

2 Solar Field and Control Methodology

NOOR I is an industrial unit that produces electricity using CSP technology. Its
collectors are mobile with linear focus, made up of parabolic mirrors focusing the
solar irradiation on the tubular receiver. It is located in a desert area in the south
of Morocco, considered to be an appropriate site benefiting from a high DNI [7].
However, its solar field can be considerably affected by dust, followed by a red rain
event, as has been shown in [8, 9].

2.1 Solar Field Description

The solar field of NOOR I is divided into eight areas as can be seen in Fig. 1a.
Each area is represented by a color. The solar field contains seven platforms, and
each one of it has two subfields: for a total of 14 subfields. Each subfield has a
loop assembly which consists of two rows called Filas, and each one of it has two
collectors. Between two collectors there is a drive pylon that provides power and
allows remote control of rows from the control room. To check the cleanliness of
these mirrors, it is difficult to carry out a direct test on the entire solar field, because
it is very expensive in time and money. The mirrors are cleaned by trucks equipped
with brushes and high-pressure cleaners. Brushes are used for very dirty mirrors,
while high-pressure cleaners are used for less dirty mirrors [6]. Cleaning trucks use
an average of 1.5 m3 of demineralized water to clean a single loop [10]. About 1 h is
required to clean the mirrors of a loop. So, the samples corresponding to the sections
distributed according to the area, most sensitive to soiling are chosen. Knowing that
fouling is greater in collectors near the edges of the field, on main roads and in
electrical islands, another subdivision has been implemented (Fig. 1b). The parts
with dark colors are the area most likely to be dirty, called “High fouling.” The parts
with lighter colors are the areas least exposed to dust called “Low fouling.”
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Fig. 1 Diagram representing the solar field (a) and its statistical distribution (b)

2.2 Control Procedure

The control procedure is based on the calculation of the cleanliness factor (CF),
which is a parameter for evaluating the effect of soiling on the mirrors, to deduce
their performance [9]. It is calculated based on the measure of reflectivity that is
obtained using a portable specular reflectometer to move it between the different
areas of the solar field and position it on the surface of the reflector [11]. For reasons
of ease of measurement and accessibility, the collectors would be moved to the
cleaning position during the measurement. At NOOR I, the reflectivity of the mirrors
ismeasured everymorning, before sunrise in each area of the factory,with a 15R-USB
type reflectometer. In order to simplify, further, the sampling process for measuring
reflectivity, SENER (Spanish Company) proposed to divide the solar field into blocks
of samples. Each sample block consists of a half collector on the left and the other
one on the right (Fig. 2a). To identify the sample blocks, we attributed to each one of
them an address. Each address begins with a letter (N orM), followed by the direction
NORTH or SOUTH and the number of the row. For example, the sample highlighted
in red has the coordinates (N, NORTH, 35), the one in blue corresponds to (M,
NORTH, 33) and the sample highlighted in green has (M, SOUTH, 30). Note that
the NORTH–SOUTH designation is more appropriate to respond to the distribution
of soiling in the solar field than the EAST–WEST. The EAST–WEST designation
also designates the complete collector, but only the left or right of the loop.

The reflectivity measurements must be taken on randomly selected samples. The
personnel is supposed to make several measurements, for the mirror in its dirty state
and only one in a cleaned state, to take it as reference and calculate, thereafter the CF.
By browsing the different collectors, the reflectivity results are entered in a template.
Then the cleanliness factor is calculated, for each section, each zone, and for the
entire solar field. This information will be used to plan the cleaning; according to
the results obtained, the area with the weakest CF is the one that will be cleaned that
day. Figure 2b shows a map illustrating the samples of each template; each one of
it contains the addresses of the collectors sampled from each area separately. This
organization of the templates established by SENER facilitates the measurement of
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Fig. 2 Diagram representing, an example of assignment of an address to a sample (a) and a sample
block selected, for template 1 (b)

the reflectivity to the personnel and allows a control of the eight main areas of the
solar field.

The control procedure is carried out, in NOOR I, by seven templates, in order to
ensure the maintenance of the solar field. Each template is filled in two days with
the reflectivity measurements taken by the staff. Information on the state of the solar
field is therefore only obtained after two days. In this case, the cleaning schedule
will not be precise, since the climate can change overnight. It is therefore necessary
to reduce the number of samples to be checked and to finish the entire template in
one day.

3 Improvement of the Control Methodology

To improve the control methodology, the number of samples has been reduced from
each area of the initial template. Then the average cleanliness factor was calculated,
for the samples obtained after extraction. To test the reliability of the method, the
values obtained were compared with those collected from the NOOR I, relating
to the history of reflectivity measurements for each month of 2018. The followed
procedure’s first step is to remove 30% of the samples and then 50%. To perform
data extraction, two criteria were applied. The first criterion is that for each template,
we must keep the same average value of the CF of the solar field as the one obtained
with the original template. As for the second, wemust keep a good visual distribution
in the used map of the solar field, to schematize the location of the chosen sample.
From the analysis of the seven existing templates, we found out that the samples
of two templates were similar. In this case, we have chosen to study only the five
templates that are different from each other.
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3.1 Results and Discussion

The five templates containing the 84 samples have been reduced by 30% to keep
only 58 samples in total. These templates have been chosen so that they contain
different collector addresses from each other, in order to ensure varied control of
the different areas of the solar field. This extraction carried out using the statistical
software was subsequently adjusted manually, in order to have a difference between
the calculated values of CF and those obtained in 2018, less than 0.10%. If the
difference is significant between the two values, the average of each zone of the
solar field is compared and the samples in this zone are modified until the error
becomes minimal. Table 1 gives the results obtained of the cleanliness factor, after
extraction and their relative error. Analysis of these results shows that the values of
the CF are generally similar to those already existing, with the exception of a few
values of high relative error. They were noticed for the months of February, April,
July, August, and September, distributed differently, in the considered templates.
These differences can be due either to a problem in one of the equipment in the
solar field, or to a strong disturbance that experienced one of the months of the year.
This period is known by its very disturbed climate, which makes it possible to have
dirtier areas than others and consequently also disturbed calculations. Based on the
average relative error, the form factor values are obtained with a very satisfying
average relative error, which does not exceed the tolerated error difference of 0.10%
for the five studied templates. The visual distribution of the samples allows us to
see that this distribution is satisfying and allows us to control the entire solar field.
Figure 3a shows this distribution for template 1, with 30% reduction. Analysis of
the cleanliness factor showed us that this factor has an average value of 96%, which
slightly affects production.

The same procedure was followed, for a reduction of the number of samples by
50%. The results obtained showed a visual distribution of the samples that do not
allow to control the entire solar field (Fig. 3b), on the one hand. On the other hand,
the average relative error exceeds the tolerated threshold which was fixed to 10%.
Figure 4 shows a comparison of the average absolute error (AAE), obtained for
the templates after reduction of 30 and 50%. The AAE is more remarkable for the
templates relating to an extraction of 50% exceed the difference in error tolerated,
for the various templates. In this case, we can only reduce the samples by 30%,
which gives results close to the experimental data with a minimum error difference.
The proposed templates allow daily monitoring of the solar field, which increases
the performance of cleaning planning with a rate of 50%. The five tested templates
allow plant’s staff to have an overview of the general state of the solar field in five
days instead of fourteen days.
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Table 1 Calculated cleaning factor (CF) and its relative error

Template 1 2 3 4 5

Months CF (%) Er
(%)

CF (%) Er
(%)

CF (%) Er
(%)

CF (%) Er
(%)

CF (%) Er
(%)

January 97.3 0.03 98.46 0.01 98.47 0.02 97.72 0.03 96.9 0.06

February 98.2 0.01 94.39 0.75 96.57 0 93.9 0 97.76 0.03

March 98.3 0 97.82 0.03 97.65 0 97.73 0.01 97.75 0

April 96.61 0.02 97.11 0.06 96.84 0.04 96.36 0.1 97.14 0.07

May 96.28 0.02 95.75 0.06 97.34 0.01 94.71 0 94.11 0.34

June 97.41 0.03 97.71 0.02 97.61 0.02 97.06 0.01 96.93 0.01

July 97.91 0.04 97.99 0.01 96.51 0.02 92.14 0.24 95.86 0.1

August 94.36 0.2 93.91 0.02 91.37 0.92 94.13 0.03 95.08 0.05

September 93.73 0.16 94.09 0.02 90.17 0.02 95.21 0.03 93.31 0.25

October 98.14 0.03 97.25 0.02 97.62 0.05 97.82 0.01 98.09 0.04

November 97.82 0.02 96.82 0.01 96.44 0.02 97.82 0.01 97.9 0.02

December 98.06 0.02 97.65 0.04 98.35 0.01 98.37 0.01 98.28 0.02

AAE (%) 0.05 0.09 0.09 0.04 0.08

Fig. 3 Template 1 solar field map, with 30% reduction (a) and 50% (b)
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Fig. 4 Comparison of AAE for the 5 templates, after reducing 30 and 50% of the samples
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4 Conclusion

The objective of this work was to analyze andminimize the solar field control period,
to guarantee a good level of efficiency of the NOOR I thermal power plant. The
improvement of the solar field control methodology was carried out by reducing
the number of samples. This reduction has been validated, respecting two criteria.
Each template must keep the same average value of the CF as the original templates,
on the one hand, and on the other hand, a good visual distribution in the map of
the solar field must be obtained. Based on this study, it was shown that reducing
the test samples by 30% is sufficient to reduce the solar field test time by 50%. In
perspective, a techno-economic analysis of the performance of the NOOR I plant
will be evaluated, following this procedure.
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Seasonal Variation of Atmospheric
Absorptivity in Ouarzazate

Ouassila Salhi, Mohammed Diouri, Abdelmoula Ben-tayeb, Ibtissam Marsli,
Sara El Hassani, and Mohammed Ammine Moussaoui

Abstract Solar radiation is one of the most affordable energy intensive of all renew-
able energies as in Ouarzazate, a city known by the use of solar energy resource.
The climate change system manifests many changes in this energy by absorption
of solar radiation by the atmosphere and earth surface, and infrared radiation is
also affected by this absorption. Using our model ACRA19, that describes the
regional radiative balance with corresponding atmosphere components like tempera-
ture, incoming solar radiation at the top of the atmosphere, optical depth and surface
albedo, we determine the absorptivity of solar radiation a1 that observes high values
during summer 0.27 for 500 nm. The reflectivity of solar radiation by the atmosphere
r1 is close to 0.36. This shows that the desert aerosols may attenuate solar radiation
by either reflection or absorption at the level where the solar incident flux reaching
the earth surface drops to 170 W.m−2.

Keywords Dust aerosols · Absorption · Climate models · Solar radiation

1 Introduction

In the last years, the study of climate change and incident solar radiation helps to use
solar energy resources. The absorption of solar and infrared radiation, as well as the
effect of aerosols, is expected to have a significant impact on thermal equilibrium of
the atmosphere, causing perturbation and significant changes that influence temper-
atures and incident solar flux at surface. The rise of particle concentrations in the air
depending on season and climatic components has a crucial impact.
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Morocco’s historical record indicates a scenario of increasing temperatures and
a decrease in precipitation, which can cause severe droughts. Morocco is located in
a region that receives very significant solar radiation, with over 2500 h of sunshine
per year [1]. This energy is affected by climatic parameters such as optical thickness,
greenhouse gases and albedo, which modify the absorptivity by the atmosphere or
the reflectivity in space.

In this research, we chose Ouarzazate as a city that describes the situation, as well
as its important site about renewable energies near to The Noor Ouarzazate Solar
Complex, the largest solar farm in Africa. Desert dust [1, 2] affects the climate of
Ouarzazate [3] and also the surface of solar panels. In terms of solar irradiance,
aerosols play the key role of attenuation [4].

2 Materials and Methods

2.1 Measures Used

The study of this work is based on data from AERONET. AERONET (AErosol
ROboticNETwork) is a consortiumof terrestrial aerosol networks and remote sensing
created byNASAandLille 1University, also in collaborationwith national scientists.
TheAERONETcollaboration provides globally distributedmeasurements of spectral
aerosol optical depth (AOD), inversion products and perceptible water at over 500
sites, for eight wavelengths (340, 380, 440, 500, 675, 870, 1020 nm and 1640 nm). In
this study, we focused only on the spectral total optical thickness at 0.5 µm (TOT0.5)
and (TOT1.20) (Fig. 1).

Fig. 1 a Site location. b A view of the sun photometer in Ouarzazate
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Data from the Prediction ofWorld Energy Resources (POWER) [5] project is also
used. This work analyzes results on a large scale that is relevant to the renewable
energy industry’s and climate change research, particularly surface albedo, surface
temperature and solar incident flux at the top of the atmosphere and at earth surface.

Ouarzazate is situated southeast of the Atlas Mountains and northwest of the
Sahara. The meteorological station is located (30.92° N, 6.91° W and 1136 m)
[6]. Ouarzazate is one of the sites with almost no industry but with a large renew-
able energy activity, specially the solar energy. The climate is hot and dry. The
average maximum temperature in August is 35 °C for 2017 (Fig. 3). According
to the Köppen-Geiger climate classification, the region is considered as BWh, and
clouds are infrequent in spring.

2.2 Data Analysis Procedure

TOT (λ) is the sum of the spectral contributions of Rayleigh interactions τRay, τ aer

of aerosols and τ gas obtained from AERONET [4, 6].

τ(λ) = τRay(λ) + τaer(λ) + τgas(λ) (1)

τRay: optical thickness due to Rayleigh scattering, τ aer (λ): optical thickness due to
aerosols and τ gas(λ): optical thickness due to gas absorption (O3, NO2, CH4 and
H2O).

The monthly average fluctuation of TOT0.5 and TOT1.02 for 2016 and 2017,
data taken from AERONET, shows the period of the desert dust season that varies
throughout the year (Fig. 2). The total atmospheric thickness for short wave-
lengths 500 nm is greater than long wavelengths of 1020 nm. TOT0.5 reaches the
maximum of 0.54 on August 2017 and the minimum of 0.10 on January. TOT1.02

observes the same change tendencies with higher values on April and August.
Because of its location compared to the equator, the incident solar radiation for

Ouarzazate reaches high levels of 474.5W/m2 on June andminimumof 226.21W/m2

on December (Fig. 2) (Fig. 3).

3 Results and discussion

Using the simple radiative balance model [7] (Fig. 4). The absorptivity and annual
average of solar radiation by the atmosphere a1 (Table 1) of the wavelength 1020 nm
are 0.18 (2016) and 0.19 (2017); however, for 500 nm, the values are more important
0.37 (2016) and 0.42 (2017). The absorptivity a1 takes the same seasonal fluctuation
because the aerosol optical depth has a monthly period during spring and summer.
The reflectivity of solar radiation by the atmosphere r1 reaches its maximum of 0.33
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Fig. 2 Monthly average of
TOT (λ) (2016 and 2017)
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Fig. 3 Monthly average of temperature (K) and TOA solar incident (2016 and 2017)

on June (2016) and 0.36 (2017), and the minimum of 0.14 is observed on December
(2016) and 0.11 on November (2017) (Fig. 5).

The variation of infrared radiation absorbed by the atmosphere exhibits high
values, the infrared radiation by the surface to the atmosphere is almost totally
absorbed, and the annual average a2 = 0.9 (2016) and 0.85 (2017).
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Fig. 4 Model of the greenhouse effect and the different parameters of absorptivity and reflectivity

Table 1 Optical parameter
definitions

Symbol Definition

a1 Atmospheric visible absorptivity

a2 Atmospheric thermal absorptivity

s1 Absorptivity of solar radiation by the surface

r1 Reflectivity of solar radiation by the atmosphere

a.    b.
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Fig. 5 Monthly average of atmospheric visible absorptivity a1, absorptivity of solar radiation by the
surface s1, reflectivity of solar radiation by the atmosphere r1 and atmospheric thermal absorptivity.
a at 500 nm and b at 1020 nm

4 Conclusions

Solar energy is a very important source of energy, and areas with a large amount of
insolation are an opportunity to make good use of it in the field of renewable energy.
However, the determination of solar radiation absorptivity, for two years, which
observes high values in summer and autumn in agreement with the high registered
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AOD, and the determination of the reflectivity of solar radiation by the atmosphere
show the important aerosol contribution to these two factors with the concerned
radiation balance. This indicates that desert dust aerosols have large contribution
to the absorptivity and reflectivity of solar radiation. In addition, infrared range
absorptivity of thermal radiation by the atmosphere at the origin of the heating of the
atmosphere registers near total absorption (0.9) for 2016.
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Development of a New Monitoring
Method for Rotating Machines Based
on Maintenance 4.0—A Case Study
of Unbalance and Misalignment

El Mahdi Bouyahrouzi and Bachir El Kihel

Abstract Implementing Maintenance 4.0-type solutions for Industry 4.0 has
become an exciting topic for industrial and researchers. Integrating new technolo-
gies such as Maintenance 4.0 in factories is one of the most critical issues as long as
these factories still need digitally their infrastructures since it aims at improving the
performance of factories and strengthening the economic model. This paper aims
to develop an innovative solution for diagnosing, monitoring, and real-time tracking
faults in lathe machines, including unbalanced and misalignment faults. This solu-
tion is based on creating a fast Fourier transform (FFT) algorithm in Python, which
facilitates global engine analysis according to the ISO 10816 standard.

Keywords Industry 4.0 ·Maintenance 4.0 · Internet of Things · Fast Fourier
Transform (FFT) · Vibration analysis ·Monitoring · Diagnostic

1 Introduction

In 2011, the concept of Industry 4.0 appeared for the first time at the Hannover
Exhibition inGermany [1], also known as the future industry,which is a technological
development and organizational change introduced in the industrialworld [2, 3].With
the advent of the Internet, and digitalization of production chains, new technologies
are becoming part of everyday life in the factory [4], and Industry 4.0 is considered
as an industrial revolution in the factory [5, 6].

Maintenance 4.0 is a technology for preventing machine issues by analyzing
data in real time [7], identifying machine operating modes, and predicting failures
before they occur [8], resulting in reducing unnecessary interventions and extends the
machines’ life. In this context, several researchers and industrialists are interested
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Table 1 Summary of diagnostic and prognostic approaches discussed in the literature

Approach Reference Principles

Physical-based model [11–13] The use of an analytical model derived from laws of physics
(mechanics, chemistry, electricity, hydraulics, …)

Data-driven model [9, 14–18] The use of a neural network models
The use of statistical, probabilistic, and stochastic methods

Hybrid approach [19, 20] Using both models to estimate the system’s current state and
predict how long it will run before failure

in the development of maintenance at the level of the new generation of industry
[9, 10].

Most Maintenance 4.0 articles focus on one of three approaches:

• Physical-based model,
• Data-driven model,
• Hybrid model.

Table 1 summarizes a review of articles that address these three approaches of
Maintenance 4.0.

The monitoring and diagnosis of the condition of rotating machines have been
based for years on vibration analysis to apply an effectiveMaintenance 4.0. Vibration
analysis is a technique adapted to studying themaintenance of rotatingmachines, and
it allows to foresee and plan the maintenance operations according to the production.
Thanks to the fast Fourier transform (FFT) and IoT this approach has become more
effective and efficient.

The interest of this study is the development of a new solution for the diagnosis,
monitoring, and real-time tracking of faults in lathe machines, including unbalance
and misalignment faults [21].

This paper is organized as follows: The first section presents an introduction of
the processing systems used and the proposed method for real-time data acquisition.
The second explains the overall architecture of the system and the tools needed to
develop the monitoring and diagnostic process to detect engine faults and finally, a
conclusion and perspectives.

2 Processing System

The processing of the system is based on two steps: Thefirst step is intrusion detection
system (IDS), and the second is data acquisition system (DAQ); the description of
this steps is presented in the following paragraphs.
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Fig. 2 System architecture of data acquisition systems

2.1 Intrusion Detection System (IDS)

An intrusion detection system (IDS) is a detection and tracking system that monitors
machines and issues alerts when such activity is discovered [22].

The IDS is based on three main components, as illustrated in Fig. 1.

2.2 Data Acquisition System (DAQ)

The data acquisition system (DAQ) plays a role in monitoring systems and is used to
collect data fromvarious sensors on amachine. Then, this data is digitized for storage,
and the DAQ sends the data to the control center for processing and subsequent
presentation [23].

The block diagram of the DAQ data acquisition system is shown in Fig. 2. The
data acquisition unit consists of four main modules.

3 Proposed Methodology

3.1 Project Architecture

The test bench used makes it possible to highlight a large majority of the vibra-
tion phenomena existing on rotating machines as well as the performances of the
components, for example: bearings, motor (1.5 KW), and pump under controlled
conditions. The experiments are performed on the testbed, as shown in Fig. 3.

In this experiment, the validation has been performed in two parts: The first part
is to artificially create, on the test bench, two types of defects:
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Fig. 3 Global project architecture

• The unbalance is highlighted on two planes by the graduated unbalance of two
discs in rotation.

• The operating part allows the misalignment of the motor about the axis of rotation
of the adjacent elements.

The second part is fixing the engine by three elastic supports to make it possible
to study the filtration of the vibrations according to the frequency of rotation then to
put under fatigue the engine which contains the two defects.

For data acquisition, accelerometers are placed on specific points on the motor in
the axial and radial directions, and then the signals are transmitted to the computer
via an electronic card in real time to be stored and processed with an algorithm based
on the FFT.

3.2 Methods

First, the accelerometers are connected to specific points: axial and radial of the
engine, and the sensors with an electronic card, to realize a data acquisition system
(DAQ) that acquires the data in real time. An algorithm based on Python language
has been developed to make the processing part, which makes a global analysis of
the engine according to the ISO10816 standard [9, 17]. If the value of the RMS
speed exceeds specific limits, the algorithm goes directly to the frequency analysis
by applying an FFT algorithm to the acceleration. Finally, the database and curves
are generated and saved automatically for further processing.
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4 Results Analysis

4.1 Results of Monitoring

To ensure vibration monitoring, the overall level of vibration in velocity is measured.
For this purpose, vibration measurements have been made at points P1A and P1R as
shown in Fig. 4.

Figure 4 represents the RMS vibration velocity values in both axial and radial
directions under healthy engine conditions.

Figures 4 and 5 show a huge difference between the vibrations recorded at the
healthy condition and the vibrations recorded at the fault moment at the same
point. Moreover, the vibration values of the motor exceed the critical alarm thresh-
olds recommended by the ISO10816 standard [24] (the admissible point for small
machines towork is 1.8mm/s and at the value of 4.5mm/s themachine breaks down),
and the motor continues to work normally without any malfunction.

(a) measurement position axial P1A     (b) measurement position radiale P1R

Fig. 4 RMS values in radial and axial directions: case of healthy motor

(a) measurement position axial P1A (b) measurement position radiale P1R

Fig. 5 RMS values in radial and axial directions: case of faulty motor
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Once the fault detection is done, the monitoring and diagnosis start, allowing to
track the state of the motor fault and its evolution over time to help in the decision-
makingprocess of themaintenance task to beperformed for themonitored equipment.
Determining the diagnosis part of the engine that is defective after the detection of
an irregular manifestation of the vibrations is noted during the monitoring.

4.2 Results of Diagnostic

For any motor, unbalance and misalignment faults generate vibration spectra with
unique frequency components. These frequency components and their amplitudes are
used to diagnose the condition of themotor. The fault frequencies are linear functions
of the motor speed. In our case, the speed rotation is set at 1200 rpm, which means
that the frequency of rotation is around f 0 = 20 Hz and its equal harmonics 2f 0 =
40 Hz, 3f 0 = 60 Hz, and so on.

At the diagnostic level, the developed FFT algorithm is applied on the RMS
acceleration.

Figure 6 shows the signal with a case of unbalance and misalignment fault on
the motor. Both faults are characterized by the presence of several higher frequen-
cies corresponding respectively to the frequency f 0 of the signal and its harmonics
concerning the healthy state of the motor (Fig. 7).

According to the frequency analysis of point P1R, the highest peak is 0.07 m/s at
the frequency of 20 Hz, and this frequency corresponds to f 0. Therefore, the increase
in the amplitude of this peak proves that there is an unbalance problem at the motor.

The three spectra 2f 0, 3f 0, and 4f 0 present harmonics of frequency 20 Hz. This
indicates a misalignment of the motor shaft.

After processing, two files were generated:

• The first file is a.csv file which contains the values measured by the sensor in real
time.

Fig. 6 Frequency spectrum of main control point P1R
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Fig. 7 Zoom on interval 0–100 Hz part

Fig. 8 Files generated by the algorithm

• The second file is a.html file which contains the FFT of the processed signal and
the report generated by the algorithm (Fig. 8).

5 Conclusion and Perspectives

The main objective of this research work is to design a dynamic algorithm based on
the Python language to diagnose, monitor, and track the defects of rotating machines
in real time.

For the proposed algorithm, the selection of indicators is fundamental to giving
effective results. Therefore, the following indicators have been extracted: V_RMS,
A_RMS, A_PEAK, A_CREAT, followed by their evolution of the default values.
For the acquisition and monitoring of the machine condition, ISO10816 is adopted
and an IoT-based system to track the degradation of the machine in real time. Also,
to distinguish changes due to the evolution of faults from load increases. For the
diagnostic part, creating a FFT algorithm by the Python language gave a better result
than other methods [25, 26].

The experimental evaluation, themethod allowed to obtain better results, monitors
themachine’s state and diagnose it. Themain advantage of thismethod is the efficient
and automatic detection of faults without influencing the machine indicators, which
makes it useful for Maintenance 4.0.

One of the perspectives of this paper can also touch on integrating a digital twin
in the monitoring process. This digital twin could bring reliability by diagnosis and
estimating the residual life. It can also do a simulation to test and predict operational
changes in different scenarios. By leveraging the digital twin, companies can realize
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substantial benefits such as improved operations, product and service innovation,
and faster time to market.

Acknowledgements This work was supported by the Ministry of Higher Education, Scientific
Research and Innovation, the Digital Development Agency (DDA), and the CNRST of Morocco
(Alkhwarizmi/2020/24).

References

1. Drath R, Horch A (2014) Industrie 4.0: hit or hype? [industry forum]. IEEE Ind Electron Mag
8(2):56–58. https://doi.org/10.1109/MIE.2014.2312079

2. Vaidya S, Ambad P, Bhosle S (2018) Industry 4.0—a glimpse. Procedia Manuf 20:233–238.
https://doi.org/10.1016/j.promfg.2018.02.034

3. Pacchini APT, Lucato WC, Facchini F, Mummolo G (2019) The degree of readiness for the
implementation of industry 4.0. Comput Ind 113:103125. https://doi.org/10.1016/j.compind.
2019.103125

4. Sung TK (2018) Industry 4.0: a Korea perspective. Technol Forecast Soc Change 132:40–45.
https://doi.org/10.1016/j.techfore.2017.11.005

5. Deniaud I, Marmier F, Michalak J-L (2020) Méthodologie et outil de diagnostic 4.0: définir
sa stratégie de transition 4.0 pour le management de la chaîne logistique. Logistique Manag
28(1):4–17. https://doi.org/10.1080/12507970.2019.1693914

6. Aheleroff S et al (2020) IoT-enabled smart appliances under industry 4.0: a case study. Adv
Eng Inform 43:101043. https://doi.org/10.1016/j.aei.2020.101043

7. Li Z, Wang K, He Y (2016) Industry 4.0—potentials for predictive maintenance. In: Presented
at the 6th international workshop of advancedmanufacturing and automation,Manchester, UK.
https://doi.org/10.2991/iwama-16.2016.8

8. Chiementin MX, Rasolofondraibe ML, Contribution au processus de surveillance intelligente
des machines tournantes: cas des roulements à billes. Thèse dirigée par Xavier Chiementin et
Lanto Rasolofondraibe, p 137

9. Okoh C, Roy R, Mehnen J (2017) Predictive maintenance modelling for through-life
engineering services. Procedia CIRP 59:196–201. https://doi.org/10.1016/j.procir.2016.09.033

10. Uhlmann E, Laghmouchi A, Geisert C, Hohwieler E (2017) Decentralized data analytics for
maintenance in industrie 4.0. ProcediaManuf 11:1120–1126. https://doi.org/10.1016/j.promfg.
2017.07.233

11. Chelidze D, Cusumano JP (2004) A dynamical systems approach to failure prognosis. J Vib
Acoust 126(1):2–8. https://doi.org/10.1115/1.1640638

12. Kacprzynski G, Sarlashkar A, Roemer M, Hess A, Hardman B (2004) Predicting remaining
life by fusing the physics of failure modeling with diagnostics. JOM J Miner Met Mater Soc
56:29–35. https://doi.org/10.1007/s11837-004-0029-2

13. Qiu J, Seth BB, Liang SY, Zhang C (2002) Damage mechanics approach for bearing life-
time prognostics. Mech Syst Signal Process 16(5):817–829. https://doi.org/10.1006/mssp.
2002.1483

14. Elkihel A, Derouiche I, Elkihel Y, Bakdid A, Gziri H (2020) Artificial intelligence based on
the neurons networks at the service predictive bearing, p 10

15. Daniyan I, Mpofu K, Oyesola M, Ramatsetse B, Adeodu A (2020) Artificial intelligence for
predictive maintenance in the railcar learning factories. Procedia Manuf 45:13–18. https://doi.
org/10.1016/j.promfg.2020.04.032

16. Xu G, Hou D, Qi H, Bo L (2021) High-speed train wheel set bearing fault diagnosis and
prognostics: a new prognostic model based on extendable useful life. Mech Syst Signal Process
146:107050. https://doi.org/10.1016/j.ymssp.2020.107050

https://doi.org/10.1109/MIE.2014.2312079
https://doi.org/10.1016/j.promfg.2018.02.034
https://doi.org/10.1016/j.compind.2019.103125
https://doi.org/10.1016/j.techfore.2017.11.005
https://doi.org/10.1080/12507970.2019.1693914
https://doi.org/10.1016/j.aei.2020.101043
https://doi.org/10.2991/iwama-16.2016.8
https://doi.org/10.1016/j.procir.2016.09.033
https://doi.org/10.1016/j.promfg.2017.07.233
https://doi.org/10.1115/1.1640638
https://doi.org/10.1007/s11837-004-0029-2
https://doi.org/10.1006/mssp.2002.1483
https://doi.org/10.1016/j.promfg.2020.04.032
https://doi.org/10.1016/j.ymssp.2020.107050


Development of a New Monitoring Method for Rotating Machines … 803

17. Einabadi B, Baboli A, Ebrahimi M (2019) Dynamic predictive maintenance in industry 4.0
based on real time information: case study in automotive industries. IFAC-Pap 52(13):1069–
1074. https://doi.org/10.1016/j.ifacol.2019.11.337

18. Lin Y, Li X, Hu Y (2018) Deep diagnostics and prognostics: an integrated hierarchical learning
framework in PHM applications. Appl Soft Comput 72:555–564. https://doi.org/10.1016/j.
asoc.2018.01.036

19. Medjaher K, Zerhouni N (2013) Hybrid prognostic method applied to mechatronic systems.
Int J Adv Manuf Technol 69(1):823–834. https://doi.org/10.1007/s00170-013-5064-0

20. Borutzky W (2020) A hybrid bond graph model-based—data driven method for failure
prognostic. Procedia Manuf 42:188–196. https://doi.org/10.1016/j.promfg.2020.02.069

21. Li C, Sánchez R-V, Zurita G, Cerrada M, Cabrera D (2016) Fault diagnosis for rotating
machinery using vibration measurement deep statistical feature learning. Sensors 16(6):895

22. Youcef Khodja A, Guersi N, Saadi MN, Boutasseta N (2020) Rolling element bearing fault
diagnosis for rotating machinery using vibration spectrum imaging and convolutional neural
networks. Int J AdvManuf Technol 106(5–6):1737–1751. https://doi.org/10.1007/s00170-019-
04726-7

23. Shaoxiang M et al (2021) Design of the data acquisition system of acceleration grid power
supply for CFETR N-NBI prototype. Fusion Eng Des 169:112643. https://doi.org/10.1016/j.
fusengdes.2021.112643

24. Carounagarane C, Chelliah TR, Appa Sarma S (2020) Simulation and experimental illustration
of vibration at load rejection in a continuously overloaded large hydrogenerator. IET Renew
Power Gener 14(9):1550–1558. https://doi.org/10.1049/iet-rpg.2019.0847

25. AbouelanouarB,ElkihelA,GziriH, Jeffali F (2020)Heat generation inmaterials bymechanical
vibrations. Mater Today Proc 31:S168–S174. https://doi.org/10.1016/j.matpr.2020.07.177

26. Patil SS, Gaikwad JA (2013) Vibration analysis of electrical rotating machines using FFT: a
method of predictive maintenance. In: 2013 Fourth international conference on computing,
communications and networking technologies (ICCCNT), Tiruchengode, July 2013, pp 1–6.
https://doi.org/10.1109/ICCCNT.2013.6726711

https://doi.org/10.1016/j.ifacol.2019.11.337
https://doi.org/10.1016/j.asoc.2018.01.036
https://doi.org/10.1007/s00170-013-5064-0
https://doi.org/10.1016/j.promfg.2020.02.069
https://doi.org/10.1007/s00170-019-04726-7
https://doi.org/10.1016/j.fusengdes.2021.112643
https://doi.org/10.1049/iet-rpg.2019.0847
https://doi.org/10.1016/j.matpr.2020.07.177
https://doi.org/10.1109/ICCCNT.2013.6726711


CSP Mirror Soiling Modeling
from Measured Weather Factors
and Forecasting Using
OpenWeatherMap Server

Ayoub Oufadel, Alae Azouzoute, Massaab El Ydrissi, Hicham Ghennioui,
El Ghali Bennouna, and Alami Hassani Aicha

Abstract The problem related to dust accumulation and its impact on the perfor-
mance of concentrating solar power (CSP) installations, as well as the problem of
optimal management of cleaning frequency to optimize the consumption of water
and cleaning products makes the quantification of the soiling rate indispensable. In
this study, artificial neural network (ANN) model is developed to predict the soiling
rate in function of meteorological parameters such as temperature, humidity, wind
speed, and wind direction. The data of soiling rate and the meteorological data are
extracted using tracking cleanliness sensor (TraCS) and weather sensors, respec-
tively, installed at the weather station in Missour. The results show that the ANN
model is a powerful model to predict the soiling rate regarding the complexity of
this phenomenon. This will be with high interest for the operation and maintenance
sector to develop a cleaning strategy with high efficiency and consequently decrease
the operation and maintenance costs.

Keywords CSP · Dust · Soiling · ANN · Modeling · OpenWeatherMap

1 Introduction

The solar energy market is growing in the MENA (Middle East and North Africa)
region with high solar radiation as the direct normal irradiation (DNI) could reach
2800 kWh/m2 [1]. For this reason, several solar power plants are already operational
while others are under construction. The total installed capacity fromCSP technology
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will reach 1000 GW by 2050, which will avoid 2.1 Gt of CO2 emissions each year
and contribute to 11% of the world’s electricity production [2].

However, themost important parameters influencing site selection or project feasi-
bility are solar radiation and climatic conditions [3].Dust is a keyparameter generated
by a complicated process that depends onmany parameters like localization, environ-
mental factors, and the mirror’s surface characteristics [4]. This natural phenomenon
known as “soiling” considerably affects the optical and electrical performance of
solar power plants [5–8]. Dust accumulation on the surface of concentrators and PV
modules could decrease the electrical production by, respectively, 26% and 27%,
especially in the summer season in a region with a semi-arid climate [9, 10].

With the deployment and development of the global navigation satellite system
(GNSS), satellite stations can obtain predictions of temperature (T), wind speed
(Ws), wind direction (Wd), and relative humidity (RH) with high resolution. Using
those meteorological parameters for soiling prediction is very promising. In this
work, a common model for soiling prediction including analysis and processing of
Missour weather data is developed. The OpenWeatherMap server from the satellite
database is used as a source of environmental parameters. This model is important
to the operation and maintenance sector in order to define the best cleaning strategy
for solar power plants.

2 Material and Methods

2.1 Soiling Data Collection

In this study, the meteorological data are extracted from the soiling station installed
in Missour, Morocco (32.86031° N, − 4.10725° E), this station contains different
sensors for the measurement of meteorological data including wind speed and
direction, ambient temperature, relative humidity, and solar resource measurements.
Tracking cleanliness system “TraCS” is used to quantify effect of soiling (see Fig. 1).
This system is developed by the German Aerospace Center (DLR) and commer-
cialized by CSP Services in order to help the stakeholders and the operators of
concentrated solar plant (CSP) to mitigate against soiling phenomenon. This system
is equipped with two pyrheliometers from Kipp and Zonen and a secondary mirror
mounted on a sun tracker. The first pyrheliometer is directed toward the sun in order
to measure the direct normal irradiance (DNI), and the second is directed toward a
secondarymirror tomeasure the reflected DNI. The reflected DNImeasured from the
secondary mirror is affected with soiling accumulated on the surface of the mirror.
The comparison between the direct DNI and the reflected DNI defines the soiling
rate at the specific site. The details of the instrument of measurements at the soiling
station are described in Table 1. All the sensors offer analog outputs for easy connec-
tion to virtually any data logger. With a Modbus interface and an amplified analog
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Fig. 1 Soiling station equipped with TraCS and meteorological instrument measurement

Table 1 List of equipment of the meteorological center

Database notation Measurement Instrument

Temp Air temperature in [°C] Campbell scientific CS215 sensor

RH Relative humidity in [%] Campbell scientific CS215 sensor

WS Wind speed in [m/s] R. M. Young 05103-5 sensor or wind
speed in m/s, measured with NRG
40H anemometer

WD Wind direction in [°] R. M. Young 05103-5 sensor or wind
direction measured with NRG 200
wind direction sensor

DNI Direct normal irradiance in W/m2 K&Z CHP1 pyrheliometer

output, these measurements are recorded in Excel files, each file for each day with a
sampling step of 10 min from 01/01/2015 to 01/08/2017.

2.2 Soiling Index Measurement

The soiling index λ is defined as the normalized ratio between the direct normal
irradiance reflected by the secondary mirror DNIref and the direct normal irradiance
measured directly from the sun DNI, as shown in (Fig. 2a). The difference between
the two signals of DNI is explained by the effect of soiling on the surface of the
secondary mirror, which decreases the intensity of the measured irradiance. In order
to quantify the soiling rate, only data between 12 and 2 pm will be averaged to avoid
disturbance data [11, 12].
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Fig. 2 Variation of the DNI on a clear sky (a) and cloudy sky (b) during a day

To solve the problem of fluctuation in data, especially for cloudy days, all data
with DNI is less than 20% of the maximum value is removed as it can be in (Fig. 2b).
On the other hand, data corresponding to cleaning days (human intervention) are also
not considered in the database. The soiling index is calculated using the following
equation:

λ = 1 − Cleanliness with : Cleanliness = ρ

ρ0
and ρ = DNIref

DNI
(1)

ρ0 corresponds to the maximum weighted reflectance measured at the clean state of
the mirror.

There is no direct relationship between meteorological parameters and λ, but
rather with the change of these parameters. To this end, the modelization of soiling
is done considering the difference from a day to the following day �λ = λi − λi −
1. The positive value of this parameter represents an increase of soiling, however, a
negative value defines a decrease of soiling.

2.3 Meteorological Parameters Versus Soiling

In the literature, the average daily value of the meteorological parameter is used to
describe the change during the day, but the average value cannot describe the daily
variation of this parameter. For this reason, for each parameter, the average value and
extremes (minimum and maximum) are considered, except for the wind direction,
where the average value is considered as the same extremes are noticed every day.

These factors include WS, T, and RH.
Figure 3 shows the variation in cleanliness over 64-days with relative humidity,

wind speed, and temperature. It can be inferred that an increase in relative humidity
leads to a decrease in cleanliness. High humidity led to the formation of dew, which
increase the cementation of dust particles on the surface of the secondarymirror [12],
and eventually leads to severe optical losses of the reflector. The temperature is in the
opposite variation regarding relative humidity in which the temperature with high
values especially in summer increase dry deposition of dust particles. This impact is
relatively not significant in comparison with the presence of high relative humidity
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Fig. 3 Soiling index of the current day minus the day before

values. On the other hand, wind speed is considered one of the important factors
increasing the effect of soiling. As it can be noticed from Fig. 3, an increase in wind
speed is followed by a decrease in the cleanliness value.

2.4 Soiling Modeling

2.4.1 Linear Regression

Single MLR: a linear model is a statistical model in which the soiling function is
defined with a linear form in function of meteorological parameters, as follows:

�λ = β1 + β2 ∗ X1 + · · · + βn ∗ Xn (2)

With Xi is the meteorological factor and β i is the coefficients corresponding to each
factor.

MLR with interaction: interaction model represents the effect of meteorological
variables to each other. This model is expressed as follows:

�λ = β0 + β1 ∗ X1 + · · · + βn ∗ Xn

+ μ1 ∗ X1 ∗ X2 + · · · + μi ∗ Xn−1 ∗ Xn (3)

To calculate the β i coefficients for both models, XLSTAT extension methods is used.

2.4.2 ANN

The ANN model used is composed of an input layer, a hidden layer, and an output
layer. In addition, the sigmoid transfer function is used in the output layer and the
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Table 2 Performance indexes of MLR models

Model Observations R2 RMSE MSE

MLR simple 920 0.452 0.045 0.002

MLR with interaction 920 0.483 0.031 0.0007

predicted soiling rate is between 0 and 1, while the hyperbolic tangent transfer func-
tion is selected for the input and hidden layers. The input layer was composed of 12
neurons representing the input parameters each parameter relates to an input layer
neuron. In addition, the Keras library and the sequential mode is used as the archi-
tecture building of the model. For the compilation, model the mean-squared-error
and loss function Adam-optimizer are defined. Finally, the ANN model is trained
and evaluated 10 times to obtain the best results and performances.

3 Results and Discussion

3.1 MLR Models

By applying the two linear regression models to the database, XLSAT generates a
file containing the regression results and the results are illustrated in Table 2. The
results show that the best fit of the model is with a correlation factor of R2 = 0.48,
which means that the MLR with interaction could explain 48% of the soiling data.
It can be concluded that the linear model is limited to explaining the relationship
between soiling and meteorological parameters.

3.2 ANN

After the execution of our program, themodel starts in the learning phase to update the
weights of each interconnection.After that, it is able to automatically stop the learning
using the performance of ourmodel on the validation data. The three phases (training,
validation, and test) converge toward the minimum root mean square error, and the
learning is stopped after 12 iterations or the network enters a phase of overlearning
(the rote learning of the training base examples), and Table 3 shows the details of
each step.

Figure 4 shows the regression graph between the real data �λ and the predicted
data �λ′, and the solid line represents the best-fitting linear regression. The learning
data indicate a good fit, and the validation and test results also show significant R-
values. The scatter plot is useful to show that some data points are poorly fitted. For
example, there is a data point defined as an outlier, which could be explained by
measurement errors or the existence of other influencing factors.
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Table 3 Performance indexes of ANN model

Data Observations R2 RMSE MSE

Training 736 0.830 0.0189 0.151 × 10–2

Validation 92 0.857 0.0106 0.105 × 10−2

Test 92 0.801 0.0345 0.396 × 10−2

Fig. 4 Regression graph

3.3 Soiling Index Prediction Using OpenWeatherMap Server

In this section, OpenWeatherMap is used as a source of meteorological parameters
to predict�λ based on satellite images. OpenWeatherMap server is derived from the
object notation of the JavaScript language (JSON) which is a formal configuration
object describing a list of entries, Json-GUI is able to build a form frame interface
[13]. It allows the representation of structured information as XML, for example, by
specifying the geographical coordinates of the site and the server license, the result is
in the form of hourly observations, for 48 h for the trial version and can be increased
by purchasing a premium license.

For the prediction of �λ, Python models and data from the OpenWeatherMap are
developed. After the execution of the model, first, saving the model in two files, one
with the extension ". json" containing the neural network architecture and another one
with the extension ".h5" containing the weights "Wij". On the other hand, satellite
images data are analyzed in order to retrieve only the hourly data and calculate the
mean values and extremes of each factor, then the standardization of these data to
predict �λ by the function, "model.predict(data)". Finally, in order to simulate the
cleaning effect, soiling classification approach is determined. The cleanliness value
(measured in the field) is divided into four classes: (i) clean, (ii) semi-clean, (iii)
dirty, and (iv) very-dirty (see Fig. 5).
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Fig. 5 Cleanliness classes [14]

4 Conclusion

The data collected from Missour soiling station are used to understand the rela-
tionship between the soiling rate and the meteorological parameters such as rela-
tive humidity, temperature, wind speed, and wind direction. The data show that the
soiling phenomenon is significantly related to the meteorological parameters and is
relatively high in the presence of high temperature and high wind speed as in the
summer season. The relative humidity is also an important parameter that increases
the soiling phenomenon, especially in the presence of high dust concentration.

Estimating soiling losses using the neural network shows great potential to address
the complexity of soiling by establishing a combined effect of the factors influencing
it. A direct-fed multilayer neural network model with 12 neurons in the cache layer is
created by combining different meteorological parameters. The results show that the
ANNmodel iswith a good correlation factor up to 0.85,while the linearmodels failed
to exactly describe the variation of soiling. On the other hand, the OpenWeatherMap
is introduced as a powerful tool to predict soiling from satellite images.
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Modeling a Real-Time Prediction System
for Solar Collector Reflectivity Using
Fuzzy Petri Net

A. Serji, E. B. Mermri, and M. Blej

Abstract This paper presents a simple and very efficient prediction system where
we utilized fuzzy Petri nets (FPN) to construct a real-time prediction system as a
modeling tool. Our model aimed at determining future reflectivity based on rules. An
expert system (ES) extracts several rules fromour database to predict reflectivity,with
a necessary certainty factor (CF) for every rule. The essential step of constructing
this model is transitioning from fuzzy production rules (FPR) to FPN. The based
model describes a real-time system that reacts to the environment and speed of the
environment. After getting the results, we validate the model by comparing the real
data with predicted data. Then, we can start predicting the reflectivity in real time,
represented by a dynamic graph and dynamic database for selecting an appropriate
time for cleaning the collectors by a human expert or an ES.

Keywords FPN · FPR · Real-time system · ES

1 Introduction

Scientific research has worked for years to solve renewable energy difficulties to
make power plants more effective and productive, but climate change has interrupted
the proper functioning of solar power plants in recent years. Furthermore, these
plants are situated in dusty environments with traits and situations that influence
dust deposition. Extremeweather conditions collect dust on solar collectors (mirrors),
necessitating cleaning regularly to keep them in good working order. Because this
problem is site specific and the dust qualities of each site are different, awareness of
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numerous aspects affecting solar collector cleaning activities is required.Aprediction
of reflectivity is one of the most powerful solutions in the world of renewable energy.
A cleaning decision is made after an expert system, an FPNmodel, or a human expert
observes the results for a period determined by the human expert. FPN prediction
models are widely utilized in various research, such as predicting confidence values
for bases called in DNA sequencing [1] and predicting the distance with recognition
of a soccer ball to emulate human vision [2]. Our FPN model reflectivity prediction
system was created to use predicted data as a fundamental rule to conclude the
cleaning decision of solar collectors. The use of a reinforced learning algorithm
neural network is one of the recommended solutions [3], and it is an effective method
because this system uses an extensive database, the weather conditions as inputs, and
the reflectivity as an output. In terms of data, our model is similar, but the issue is
that we have little data to produce accurate results if we use the neural network.
Therefore, we decided to use FPN because it is a rule-based tool and is also highly
handy for simulating a real-time system. This paper presents a new prediction system
that combines Petri nets and fuzzy logic. The truth-degree tokens of FPN are set
according to the data provided by the fuzzification system in this model. However,
the fuzzy reasoning mechanism is based on certainty factors, and the concurrent
calculation mechanism of Petri nets dominates the prediction in real time.

2 Modeling and Results of the Prediction System

2.1 Preparation of the Rules Base Using FPR and ES

Most solar power plants employ cleaning procedures devised by human experts but
with a high error rate. We cannot wholly replace him in this domain, but we can
develop these decisions by using a model based on ground rules extracted from the
data to simulate the performanceof a humanexpert. FPR iswidely used in knowledge-
based ES to represent fuzzy, uncertain, imprecise, and ambiguous concepts. They
are usually presented in the form of fuzzy IF-THEN (1) rules in which fuzzy sets
designate both the antecedent and the consequent. These rules are extracted with an
ES that identifies association rules with their CF and threshold λ. The main elements
formodeling are rules describing the fuzzy relationship between several propositions.
The rules base is conditional phrases with AND-OR (1)made up of words considered
linguistic variables, variables whose values are not numbers but words or sentences
in a natural or artificial language [4]. We extract a set R of FPR using an ES, where
R = R1, R2, . . . , Rn and the general formulation of the ith FPRs is as follows [5]:

Ri : IF d j THEN dk (CF = μi , λi ) (1)

where d j and dk are fuzzy propositions that describe meteorological conditions, with
d j = DNI (Direct Normal Irradiation), T (Temperature), H (Humidity), WS (Wind
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Fig. 1 Membership function
of the input ‘Temperature’

Speed) presenting four conditions, each with three fuzzy intervals, quantities created
by sensors present these conditions, so it is required to translate these quantities
into fuzzy variables DNI = “cloudy, intermittent, clear”, T = “cold, good, hot”, H =
“low, moderate, high”, WS = “low, moderate, high”. Fuzzification is an operation
performed by themembership function to establish a relationship between the degree
of truth α of the fuzzy variable and the corresponding input quantity. Each interval
refers to a trapezoidal membership function (see Fig. 1) that allows you to define
the degree of truth of the fuzzy variable. The network’s output is R (Reflectivity),
determined by three fuzzy intervals R = “weak, medium, strong”.

The first step is to prepare the basic rules, and after converting data from quantita-
tive to qualitative, we can extract the rules with their certainty factor μ and threshold
λ; the two parameters are derived using conditional probability. Our expert system
generated 43 rules with a factor of certainty greater than or equal to 0.5 and a thresh-
old greater than or equal to 0.3. The 43 rules contain four propositions in the form
of fuzzy variables called “linguistic terms” and a consequent proposition.

Rn: IF a1n AND a2n AND a3n AND a4n THENC (CF = μn, λn, n = 1 . . . 43) (2)

where a1n, a2n, a3n, a4n are the input fuzzy variables d j in (1), C is the output fuzzy
variable dk in (1), and n is the number of rules, these rules can be graphically rep-
resented using an FPN (see Fig. 2), where each rule corresponds to a rule of the
linguistic description.

2.2 FPN Model for Reflectivity Prediction System

Most FPN models are employed for fuzzy reasoning and decision-making and fuzzy
knowledge representation. Looney [6] is the first researcher who proposed merging
Petri nets (PN) with fuzzy logic (FL) and presented an FPN model with a fuzzy
reasoning algorithm for rule-based decision-making. After two years, Chen et al. [5]
suggested an FPNmodel representing the fuzzy production rules of a rule-based sys-
tem with an efficient method for automatically performing fuzzy reasoning. FPN, on
the other hand, can be used to discover potential inconsistencies in fuzzy knowledge
bases [7]. A collection of eight tuples can define a generalized FPN [5] structure:
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FPN = (P, T, D, I, O, f, α, β) (3)

where P = {p1, p2, . . . , pn} denotes a set of places. T = {t1, t2, . . . , tm} denotes a
set of transitions. D = {d1, d2, . . . , dn} denotes a set of propositions, P ∩ T ∩ D = ∅
and |P| = |D|. I : T −→ P∝ is the input function, a mapping from transitions to
bags of places. O : T −→ P∝ is the output function, a mapping from transitions to
bags of places. f : T −→ [0, 1] is an association function, amapping from transitions
to real values between zero and one. α : P −→ [0, 1] is an association function,
a mapping from places to real values between zero and one. β : P −→ D is an
association function, a bijective mapping from places to propositions.

In anFPNmodel, places representmeteorological conditions; transitions represent
conditions for rules represented by FPR, and tokens represent truth degrees α(pi )
extracted from the membership function (see Figs. 2 and 3). The dynamic of our
system starts in an FPN by checking the firing conditions for each transition that has
active places if the degree of truth is more than or equal to the threshold value of the
transition. The evolution of the marking provides a passage from one step to the next,
as described by Chen [5], as well as a clear understanding of the steps and actions
of our system. We will represent a rule defined by FPR (4) to make our model more
understandable. The rule is presented in the form of four input proposals, “DNI, T,
H, WS”, each of which is defined by a fuzzy interval “DNI = clear, T = cold, H =

Fig. 2 Graphical
presentation of the rules base
FPR in a FPN



Modeling a Real-Time Prediction System for Solar Collector . . . 819

Fig. 3 An example of firing a marked fuzzy Petri net. (left) Before firing transition tR1. (right)
After firing transition tR1

moderate, WS = low”. The rules describing our system have four inputs and a single
output representing reflectivity. Therefore, rule (4) has “R = weak” as an output with
a certainty factor of μR1 = 0.78 and a threshold of λR1 = 0.31.

R1: IF clear AND cold AND moderate AND low THEN weak

(μ1 = 0.78, λ1 = 0.31) (4)

After representing rule (4), we can model it using FPN (see Fig. 3) and fuzzify
inputs (see Fig. 1), which represent a degree of a value of a fuzzy interval in an
FPR and a degree of truth of a token or mark in an FPN specified by value. For
example, we have the degrees of the truth of each fuzzy interval quoted in rule (4)
for the following entries: “DNI = 320kWh/m2, T = 16 ◦C,H = 48%, WS =12km/h”,
for each entry we have the following degrees of truth: “αclear = 0.2, αcold = 0.75,
αmoderate = 0.9, αlow = 0.86” after the preparation of markings by tokens specified
by the degree of truth of the place, we can pass to represent FPN (see Fig. 3). The
four degrees of the truth of input places is greater than or equal to the threshold “αclear

and αcold and αmoderate and αlow and ≥ λR1”.
An evolution of marking makes the verification of the conditions very rapid and

requires respecting the temporal restrictions of our system. Because our model is a
real-time system, failing to follow deadlines results in a calculation failure and an
incomprehensible display, which can crash the display dynamically. The output of
rule (4) can be determined by Min(αclear, αcold, αmoderate, αlow) ∗ μR1 after the transi-
tion validation requirements have been verified αweak = 0.156, and the marking can
be altered with the degree of truth of the output place (see Fig. 3). After determining
each degree of truth for each output, the center of gravity is used to get the true
value of reflectivity. According to rule (4) and two other rules not specified in our
example.Wehave three degrees of truth “αweak = 0.156,αmedium = 0.80,αstrong = 0”
for calculating the real output of our model by the center of gravity, which equals
RR1 = 88.61%.
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Fig. 4 Fuzzified dynamic display of reflectivity. (left) Real data. (right) Predicted data

2.3 Model Results

After defining our system and modeling it, we validate our model by using real data
from a solar power plant located in a dusty area. According to our data, the prediction
system error rate is lower than FL and closer to NN, implying that the predicted data
approaches the true data. If we have many rules with higher CF and threshold values
with membership functions set precisely with a minimum error rate, in that case, the
system can give exact results with a minimal error rate, similar to NN but in real
time. The outcome of our system is a real-time fuzzified dynamic display (see Fig. 4)
of a prediction duration determined by the human expert (daily, per hour, or every
10min), with values stored in a real-time database and employed in another FPN.

3 Conclusion

Through this work, we described the various modeling elements used to build a
reflectivity prediction system using FPN. We created a simple and efficient method
for predicting reflectivity, which is less complex thanNNyet produces similar results.
After preparing the rules by FPR and using an expert system, FPN depicted these
rules in the form of a graphic network, each defined by a structure that can describe
our system.

The model validity was proved by using real data from a solar power plant, from
which rules were collected, and modelization of the prediction system concepts was
used. Our system uses general FPN to respect the execution delay in themodel output
temporal state. Thus, we do not need to employ a temporal controller or another type
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of FPN.We can conclude that the system’s performance for data prediction is efficient
and can be enhanced if we have an extensive rule base.

In future work, we will construct a system that uses the reflectivity predicted by
this model to make real-time decisions about whether or not to clean solar collectors.
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Experimental Validation
of a Photovoltaic/Electrolysis System
Dedicated to Supplying an Alternating
Load and Producing Hydrogen

S. Yahyaoui, A. Aziz, A. Messaoudi, J. Blaacha, S. Dahbi, and I. Messaoudi

Abstract In this paper, we present an experimental validation of a photo-
voltaic/electrolysis system dedicated to supplying an alternating load and producing
hydrogen. The system uses new way to produce hydrogen by adapting the electrol-
ysis to a renewable source of energy such as photovoltaic (PV) by electrolysis of
water and powering an AC load. Complete modeling and the control of this system
are based on the use of several control techniques, and the main components of
the proposed system are two converters, one DC/DC buck controlled by an MPPT
control, the other DC/DC boost ensures the voltage control. The conversion fromAC
to DC is done by a modified single-phase full bridge. All these controls are digital
and implemented in amicrocontroller that allows us tominimizewiring and get accu-
rate results. The experimental results show that the proposed system PV-electrolysis
equipped with the different control algorithms can supply the energy required by the
AC load and of storing the excess energy in the form of hydrogen production.

Keywords Photovoltaic · Hydrogen · Electrolysis ·MPPT · Alternative load

1 Introduction

The evolution of technologies has enforced results for clean and optimal product
of energy from renewable sources [1]. The main objective of our study is to solve
the major drawback of renewable energies which is the problem of intermittency
of the energy produced (in excess or in deficit). In the case of deficit, to meet the
energy needs, it is necessary to use storage means during sunny periods and to reuse
them in the absence of the sun. However, energy storage must be environmentally
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friendly, which means including clean storage such as hydrogen production. In the
case of solar energy excess, the most obvious means of storage is the injection of
photovoltaic (PV) energy into the electrical grid. However, this means requires a
radical rationalization of energy production. We have opted for clean energy storage
of photovoltaic through the electrolysis of water to obtain hydrogen gas [2], which
is also considered as an energy carrier.

In this context, we propose a reel photovoltaic/electrolysis system that responds:

• To provide, in terms of power, the energy needs to supply an alternative load.
• To switch any excess energy to an electrolysis that produces gaseous hydrogen.

2 Photovoltaic/Electrolysis System

2.1 System Description

The proposed system is shown in the block diagram in Fig. 1. It consists of:

• A photovoltaic panel of 180 W peak power.
• Two DC/DC converters in cascade (buck and boost), the first one controlled by a

MPPT control, the second one is controlled by a PI control stabilizing the voltage
at the value of a given reference voltage.

• An inverter performing the DC/AC conversion controlled by a bipolar PWM
digital control.

• An electrolysis mounted in derivation on the photovoltaic conversion chain for
water electrolysis and hydrogen production [3].

Fig. 1 Block diagram of the proposed system
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2.2 Optimization of the PV System

DC/DC Converter Buck

For optimal operation of the photovoltaic panel [3],wehave interposed abuckDC/DC
converter stage (Fig. 2) whose components are dimensioned in previous work [4].
This stage is designed to be driven by a switching frequency signal of 100 kHz to
minimize the inductance footprint.

This fixed frequency and variable duty cycle (PWM) control signal is delivered by
a microcontroller that guarantees the tracking of the maximum power point (MPPT)
of the PV panel [5]. The algorithm implemented, to realize this tracking, is perturb
and observe (P&O) type [6, 7].

DC/DC Converter Boost

AsecondDC/DC converter of the boost type Fig. 3 is inserted, in the chain, in cascade
with the buck to regulate the voltage of the DC bus that feeds the downstream part
(inverter) at a constant value. The control of the output voltage of this converter is
carried out by means of a digital proportional integral (PI)-type control delivered by
the microcontroller [8, 9].

Electrolyzer

To really optimize the energy produced by the PV panel, we have introduced
electrolysis in derivation.

Fig. 2 First buck converter controlled with the MPPT control

Fig. 3 Second boost
converter controlled with the
PI command
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Fig. 4 Fundamental
principle of electrolysis

Electrolysis Process: Chemical Phenomena

The diagram of an electrolyzer is shown in Fig. 4 [10]. Its basic elements are two
anode–cathode electrodes (chosen in our case cylindrical and concentric), a proton
exchange membrane (PEM) and the electrolyte which is water in our case [11–13].

Electrical Model of the Electrolyzer

When the current flows through the solution of the PEM cell, the voltage across the
electrolytic cell can be represented by the sum of: the Nernst voltage Enernst [14], the
activation overvoltage at the cathode ïc and the anode ïa, the overvoltage due to the
membrane ïm and the interfacial overvoltage ïI.

E = Enernst + ηc + ηa + ηm + ηI (1)

Quantity of Hydrogen Produced by the Electrolysis of Water

According to the second Faraday law, number of moles of hydrogen produced at
the cathode is proportional to the amount of electric current passing through the
electrolyte:

nH2 =
MIelectnc
mH2 .F

(2)

mH2 is the mass of hydrogen formed to the electrode (in kg), nc: number of cells,M:
molar mass of hydrogen (in kg. mole−1), Ielec: current through the electrolysis (in
A), t: time of electrolysis (sec) and F: Faraday’s number (F = 96,485 C/mol).
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Synthesis of the Sinusoidal Waveform: Inverter

The system used for the DC/AC conversion is an inverter. Among the topolo-
gies described in the literature, we have implemented the full-bridge topology (H
structure) [8]. We opted to work with electronic switches of the MOSFET type.

To obtain a pulse width modulated signal at the output of the inverter, we have
controlled the four switches by a sequence of commands that avoid the simultaneous
conduction of two switches of the same arm.We have developed and implemented in
the microcontroller a unipolar PWM control that generates this command sequence.
The generation of this command sequence is based on the comparison of a sinusoidal
reference signal of frequency 50 Hz (the desired signal at the output) and a high-
frequency triangular carrier.

To obtain a sinusoidal signal to feed the AC load, we have filtered the PWM signal
by a filter of type LC dimensioned and intended for this purpose.

3 Results and Discussions

3.1 Operating Mode

To verify the performance of the whole PV/electrolysis/load system discussed in
the paragraph 2.1, the tests were carried out on a typical day in Oujda character-
ized by unstable weather to test, under real weather conditions, the performance of
the system. The PV module used for the tests is the PVUD180MF5 that produce
180 W peak power. Critical parameters are read and processed by the microcon-
troller ATmega3228P-PU, then transported to the environment processing via the
serial port at a rate of 115200 bps and finally to plot them in Excel.

Some results are read directly on a digital oscilloscope. The results obtained are
grouped on the following figures.

3.2 Discussion

As it can be seen in Fig. 5a, the maximized power delivered by the PV panel during
this recording varies between 40 and 90 W depending on the variable power of
the incident sunlight. This power is tracked by the MPPT control algorithm which
controls the first DC/DC converter (buck).

The output of the buck converter is connected to an electrolyzer producing
hydrogen from water while consuming an average power value is almost 60 W
as shown in Fig. 6a.

In parallel to the electrolyzer, a second DC/DC boost converter is connected
providing voltage stabilization on a given reference voltage as seen in Fig. 5b (17 V
in this case).
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Fig. 5 a Power produced by PV panels, b controlled voltage at the output of the boost converter

Fig. 6 a Power consumed by the electrolyzer, b power consumed by the inverter

The controlled DC voltage is then transformed into AC voltage by a single-phase
inverter; the power consumed is almost 25 W as shown in Fig. 6b. The total power
consumed by the electrolyzer and the AC load at the output of the inverter reaches on
average the 40W resp 90W produced by the PV panel under the variable irradiation.
Some Watts disappeared due to the conversion and switching losses of the DC/DC
converters as well as the DC/AC inverter (such as unwanted harmonic losses and
MOSFETs switching losses). The power loss will be detailed in future work.

After filtering, we obtained the clean sinusoidal signal as shown in Fig. 7.

Fig.7 Output signal after
filtering the whole system
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4 Conclusion

The presented system maximizes the power produced by the PV panels, produces
clean hydrogen, regulates the voltage and converts DC to AC. The MPPT control
follows a P&Oalgorithmand is implemented by controlling a buckDC/DCconverter.
The voltage regulation control uses a simple comparison algorithm with a given
reference voltage. After power maximization and voltage control, the DC current is
transformed into AC current using a single-phase inverter controlled by a bipolar
PWM control. The power delivered by the panel exposed to variable radiation is,
under all conditions, divided between the electrolyzer and the AC load.

All the above-mentioned algorithms are implemented digitally using hardware
containingmicroprocessors,MOSFETdrivers and galvanic isolations. The presented
resultsmeet themain goal of the system,which is tomaximize the use of the generated
energy without using batteries.

In the future work, we are interested in the synchronization of the system param-
eters (phase, frequency) for the coupling with the electrical grid and the use of the
produced hydrogen in new applications.

References

1. Sun Y, Gao J, Wang J, Huang Z, Li G, Zhou M (2021) Evaluating the reliability of
distributed photovoltaic energy system and storage against household blackout. Global Energy
Interconnection 4(1):18–27. ISSN: 2096-5117

2. Hatti M, Meharrar A, Tioursi M (2011) Power management strategy in the alternative energy
photovoltaic/PEM fuel cell hybrid system. Renew Sustain Energy Rev 5104–5110

3. Dahbi S, Mazozi I, Benabdellah N, Benazzi N, Abdelhak A (2017) Efficient power manage-
ment strategy of Photovoltaic/Load/Electrolysis/Grid hybrid system. In: 2017 8th International
renewable energy congress (IREC). Amman, Jordan

4. Nabil M, Allam SM, Rashad EM (2013) Performance improvement of a photovoltaic pumping
system using a synchronous reluctance motor. Electr Power Compon Syst 41(4):447–464

5. Aziz A (2006) Propriétés Electriques des Composants Electroniques Minéraux et Organiques,
Conception et Modélisation d’une Chaîne Photovoltaïque pour une Meilleure Exploitation de
l’Energie Solaire. Thesis, Toulouse III-Paul Sabatier University

6. Dahbi S, Aziz A, Benazzi N, Elhafyani M (2016) Newmethod to improving hydrogen produc-
tion by an adaptive photovoltaic system and P&O algorithm. J Theor Appl Inf Technol
84:42e7

7. AbdelsalamAK,Massoud AM, Ahmed S, Enjeti PN (2011) High performance adaptive perurb
and observe MPPT technique for photovoltaic-based microgrids. IEEE Trans Power Electron
26:1010–1021

8. Dahbi S, Aboutni R, Aziz A, Benazzi N, Elhafyani M, Kassmi K (2016) Optimised hydrogen
production by a photovoltaic electrolysis system DC/DC converter and water flow Controller.
Int J Hydrogen Energy 41:20858e66

9. Fereidooni M, Mostafaeipour A, Kalantar V, Goudarzi H (2018) A comprehensive evaluation
of hydrogen production from photovoltaic power station. Renew Sustain Energy Rev Part 1
82:415–423. ISSN: 1364-0321

10. Swette LL, LaConti AB, McCatty SA (1994) Proton-exchange membrane regenerative fuel
cells. J Power Sources 47:343e51



830 S. Yahyaoui et al.

11. Loroi T, Yasuda K, Siroma Z, Fujiwara N, Miyazaki Y (2002) Thin film electrocatalyst layer
for unitized regenerative polymer electrolyte fuel cells. J Power Sources 112:583e7

12. Selamet OF, Becerikli F, Mat MD, Kaplan Y (2011) Development and testing of a highly
efficient proton exchange membrane (PEM) electrolyzer stack. Int J Hydrogen Energy
36:11480e7

13. Dahbi S, Aziz A, Messaoudi A, Mazozi I, Kassmi K, Benazzi N (2018) Management of excess
energy in a photovoltaic/grid system by production of clean hydrogen. Int J Hydrogen Energy
43:5283–5299

14. Dahbi S , Mazozi I, El Ouariachi M, Messaoudi A, Aziz A (2017) Implementation of a multi-
control architecture in a Photovoltaic/Grid/Electrolysis system for usual use and clean storage
by hydrogen production. Int J Renew Energy Res 7(4)



Numerical Modeling
of a Two-Dimensional Multiphase Flow
Through a Porous Dam-Break

Abderrahmane Kaouachi, Salah Daoudi, and Imad Elmahi

Abstract In this work, we conducted a study that allowed us to examine the multi-
phase flow problem through a porous medium.We used the interFoam solver already
implemented on the OpenFoam software. This solver is based on the modified Vol-
ume Of Fluid (VOF) model. It consists in solving numerically the two-dimensional
incompressible Navier-Stokes equations coupled with an equation describing the
fraction volume, the system is solved by using the finite volume method. Afterward,
we realized test cases treating a dam break in a porous medium. All of the numerical
results were compared with those obtained from some experimental works.

Keywords Finite volume method · InterFoam · Multiphase flow · Porous
medium · Volume of fluid model

1 Introduction

Hirt and Nichols [1] introduced the Volume of Fluid (VOF) Model, which initiated a
new era in multiphase flow modeling. It is based on the specification of an indicator
function. This function informs us if a cell is filled with one kind of fluid or a mixture
of the two.

The idea is to introduce a function α that has a value of 1 at any position occupied
by the fluid and 0 elsewhere. The average value of α in a cell would thus indicate
the proportion of the cell’s volume occupied by fluid. In this case, a unit value of α

would mean that the cell was full of fluid, while a zero value would mean that the cell
had no fluid. A free surface must be present in cells with α values between 0 and 1.
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There are different methods that may be used to apply this notion, but it is worth-
while to examine the specific approach taken by OpenFOAM in this regard. Ubbink
[2] and Rusche [3] provide a detailed description of the methodology, whereas
Berberovic et al. [4] provide a brief and up-to-date explanation of the methodol-
ogy.

2 Governing Equations

In the VOF model [1], the interFoam [5] solver solves the transport equation of the
function α which represents the volume fraction of a single phase is coupled with the
Navier-Stokes equation for two incompressible, isothermal immiscible fluids which
is composed of the continuity equation and the momentum equation.

∇·U = 0 (1)

∂ρU
∂t

+ ∇·(ρUU) = −∇ pd − g·x∇ρ + ∇·(2μS) + σκ∇α + fd (2)

∂α

∂t
+ ∇·(αU) = 0 (3)

whereU denotes the combined velocity field of the two fluids across the flow domain.
ρ is the fluid density and pd is the pressure minus the hydrostatic potential,

pd = p − ρg·x (4)

g is the gravitational acceleration,μ = ρν, is the dynamic viscosity and ν denotes
the kinematic viscosity, and S is the mean strain rate tensor given by,

S = 0.5[∇U + (∇U)T] (5)

The second to last term in Eq. (2) accounts the effect of surface tension, σ , where

κ is the curvature of the free surface determined from κ = −∇
(

∇α
|∇α|

)
. α denotes

the volume fraction of one of the phases (water or air) is used to characterize the
medium, which takes value 0 in air and 1 in water. It can be defined in terms of the
density as:

α = ρ − ρa

ρw − ρa
(6)

We suppose that any intrinsic fluid property, �, can be written in terms of α as
follows:

� = �wα + �a(1 − α) (7)
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Two immiscible fluids are considered as one effective fluid throughout the domain,
the physical properties of which are calculated as weighted averages based on the
distribution of the water volume fraction, thus being equal to the properties of each
fluid in their corresponding occupied regions and varying only across the interface,

ρ = ρwα + ρa(1 − α) (8)

μ = μwα + μa(1 − α) (9)

where ρw and ρa are densities of water and air, respectively.
fd is the drag force which characterize the porous media, it can be expressed in

the general Darcy-Forchheimer [6] case by:

fd = −
[
μD + 1

2
ρ|U|F

]
U (10)

where D and F are the Darcy and Forchheimer coefficients, respectively, calculated
by the Ergun model [7] as:

D = 150(1 − ε)2

d2
p ε3

and F = 1, 75(1 − ε)

dpε3
(11)

ε is the porosity and dp mean the average grain size. InterFoam solves the numer-
ical difficulty of preserving a crisp interface by compressing it numerically and
limiting phase fluxes using the “Multidimensional Universal Limiter with Explicit
Solution” (MULES) limiter [8–10]. Numerical interface compression is achieved by
adding a completely heuristic element to Eq. (3),

∂α

∂t
+ ∇·(Uα) + ∇·[Urα(1 − α)] = 0 (12)

where Ur = Uw − Ua is the vector of relative velocity, designated as the “com-
pression velocity” that represents an artificial force that compress the area under
consideration.

Equation (12) contains an additional convective term called the “compression”
term, which allows the compression of the surface to a cleaner surface. This term
contributes significantly to a higher interface resolution. It is present only in the
interface region and disappears at both boundaries of the phase fracture. It does
not affect the solution outside this region. In addition to correctly interpreting the
multiphase flow phenomenon. The main objective of this formulation lies in the
advantage of capturing the interface region much more accurately than the classical
VOF approach. It is unavoidable to escape the numerical diffusion which occurs by
the discretization of the convection terms, but they can be controlled and minimized
by the discretization of the compression term. This allows us to visualize the results
more accurately at the interface.
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3 Numerical Method

Discretization of the compression term in Eq. (12) the relative velocity at cell faces
is calculated from the gradient of phase fraction as follows:

Ur, f = n f min

[
Cγ

|φ|
|S f | ,max

( |φ|
|S f |

)]
(13)

where Cγ is a value defined by the user which determines the strength of the com-
pression, φ is the face volume flux, and n f is the face unit normal flux and S f is the
face area vector normal to the face pointing out of the cell. In [11], the reader can
find out more about the numerical implementation works.

To keep the solution process stable for the adaptative time step control, we define
the Courant number as,

Co = U f ·S f

d·S f
�t (14)

where d is a vector between calculations points of control volumes sharing the face
and �t is the time step.

Discretization of the momentum equation The PISO algorithm [12] is used, it
allows the coupling of velocity and pressure correctly. It is therefore convenient to
adjust the PISO algorithm to the momentum equation for the interphase.

A discretization of the momentum equation gives:

AU
pUp = H(U) − ∇ pd − g·x∇ρ + σκ∇γ (15)

separating velocity at cell centers:

Up = [AU
p ]−1 {[H(U) − g·x∇ρ + σκ∇γ ] − ∇ pd ]} (16)

we replace this expression in the continuity equation, we obtain a poisson equation
for pressure pd

∇· {[AU
p ]−1∇ pd

} = ∇· {[AU
p ]−1[H(U) − g·x∇ρ + σκ∇γ ]} (17)

At last we find the flows corresponding to the continuity equation, we get there
by:

φ = −(AU
p )

−1S f ·∇ pd + (AU
p )

−1S f ·[H(U) − g·x∇ρ + σκ∇γ ] (18)
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4 Results and Discussion

In order to validate the model, a comparative study was conducted based on the
experiments performed by Lin [13]. He tested a porous dam break in a glass aquarium
of 89 cm in length, 44 cm in width and 58 cm in height (in 2D the study is assimilated
to 89 cm × 58 cm), in the middle is a porous block of 29 cm in length and 58 cm
in height, consisting of 2 porous materials such as crushed stone and glass beads of
properties see Table 1. A base level of water of 2.5 cm was fixed on the entire bottom
of the tank, outside the reservoir. Water was isolated in a tank between one side of
the reservoir and a gate at 2 cm from the porous dam break in the initial state. The
gate was opened and the water flowed freely colliding with the porous materials and
percolating into the dry zone. The flow of the porous dam break was recorded by a
camera at different moments, more details are founded in [13] (Fig. 1).

The numerical simulations presented show very similar behavior. Normally, water
movement inside the porous block is not very well predicted. These divergences are
probably due to the water being released differently. In the numerical results, the
water is initially at rest and an instantaneous opening of the gate is simulated. In the
experimental results, however, a manually opened gate is moved upwards with the
estimated time of 0.1 s [13]. The water is accelerated to the bottom, which results

Table 1 Porous materials properties

Material ε dp [cm]

Crushed stone 0.49 1.59

Glass beads 0.39 0.3

Porous dam

air

25 cm

58 cm

2.5 cm

Water

29 cm30 cm

89 cm

Fig. 1 Initial stage for the porous dam break flow
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in a different behavior at the first stage of the simulation. The water starts to flow
from the bottom during the opening of the gate, in the other instants (1.8 s and 2.2 s)
there is no such deviation between the numerical results and the experiments. We
can think that the first stages, influenced by the opening of the gate, affect more
the configuration. It is also observed that the infiltration process is slower due to
the characteristics of the glass beads, see [13]. This influence is also noticeable at
later times when the water takes longer to percolate through the dam. For the higher
instants, the model handles the free surface flow well. The water surface levels do
not show significant differences either on the sides of the porous dam or inside the
porous block. Concerning the Darcy and Forchheimer coefficients that we varied,
we observe that when we vary the Darcy coefficient in Fig. 2, the flow is almost the
same for all variations. However, when we vary the Forchheimer coefficient in Fig.
3, the flow is more influenced especially when the water passes through the porous
block, the green curve (fixed values: D = 1.3 × 106 and F = 470) shows a behavior
very close to the experiment in the instants 0.8 s and 1.6 s but at the instants 2.2 s, we
notice that the yellow curve (fixed values: D = 1.3 × 106 and F = 1400) is better
at the porous dam.

5 Conclusion

The VOF problem is solved using the InterFoam solver based on the finite volume
method.We treated theflows through the porousmedia using the solver and compared
the results with those of the laboratory. The numerical results show a good agreement
with those of the experiments, so we can conclude that this solver performs well and
can solve this type of problem. The Ergun model [7] may be used to estimate D
and F coefficients for a given porosity and nominal diameter. The numerical results
obtained demonstrate that motion behaves very similarly to the experiments data
realized by Lin [13] A novel approach, based on guessing D and F coefficients, is
required.
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High Order Scheme for Numerical
Simulation of an Oblique Shock
Overbreak a Ramp

Youssef Es-Sabry, Hind Talbi, Elmiloud Chaabelasri, and Najim Salhi

Abstract This work deals with the numerical simulation of steady flow involving
an oblique shock over a ramp. The numerical approach is based on solving the
Euler equations on an unstructured triangular grid. The conservation equations are
applied to each volume by considering the flows of variables through each face
of the control volume. The calculation of convective fluxes is based on Roe’s flux
difference splitting scheme. To improve the higher-order accuracy we adopted the
Monotonic Upstream-centered Scheme for Conservation Laws (MUSCL) approach
with the particular edge-based formulation. For time integration, a second-order
Runge-Kutta with local time-stepping and the central implicit residual smoothing to
accelerate the convergence to the steady-state are used. Numerical simulations are
presented to demonstrate the efficiency and robustness of the method to deal with
shock problem.

Keywords Euler equations · Finite volume method · Oblique shock · Roe solver ·
Runge-Kutta · Supersonic

1 Introduction

Currently, aerodynamic applications and many industrial problems are concerned
with the compressible flows of a perfect fluid, which constitute a continuous fluid
model and are modeled by the Euler equation system of a perfect fluid.
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The Euler Equations are a system of non-linear hyperbolic conservation laws that
govern the dynamics of inviscid compressible flow model. Indeed, the analytical
resolution of these equations seems impossible, but the numerical resolution is now
quite common thanks to the development of new numerical methods, In effect, this
requires special numerical method known as robust that is to say, having the capacity
to calculate the flow without producing a non-state physical.

The cell-vertex finite volumemethodwas applied during the present study. A class
of methods, based essentially on the resolution of the Riemann problem, has been
retained and concerns shock capture schemes. These schemes have been developed
following an originalmethod proposed byGodunov [1].Where he proposes a scheme
allowing the exact solution, at each face of aRiemann problem in one dimension. This
scheme is, however, very expensive. To reduce the computational time Osher and
Solomon [2] suggested to solve the Riemann problem in an approximate way. With
the same purpose, Roe [3], by linearising the Riemann problem, developed the first
FDS where the flows are evaluated using the exact solution of a linearised problem.
The inconvenience of this scheme is that it may admit, as non-physical solutions, the
expansion waves. To avoid this problem an entropy correction has been proposed by
Harten’s [4]. This correction has made Roe’s scheme the most used scheme because
it offers the advantage of better capturing the shocks and contact discontinuities and
to be less expensive. In addition, in [5, 6] augmentation basic upwind dissipation,
have been reviewed to enhance Roe scheme. Recently, Musa [7] have proposed a
modified Roe solver that can employ high-order schemes with high stability based
on splitting of upwind term.

Schemes using upstream differentiation are specified to order one in space. In
order to improve the accuracy, several extensions have been proposed. Among them,
we find the MUSCL technique (Monotonic Upstream-centered Scheme for Conser-
vation Laws) was proposed by Van Leer [8], and the Total Variation Diminishing
(TVD) schemes formulated by Harten’s [9], and Chakravarthy and Osher [10].When
computing the supersonic flow, discontinuities will usually exist somewhere in the
computational domain. In the vicinity of these discontinuities, the MUSCL recon-
struction used to achieve the second-order accuracy will produce oscillations in the
flow solution and eventually cause the computation to fail. In order to overcome this
problem and extend higher-order schemes to unstructured meshes, Barth and Jes-
persen [11] have developed a new reconstruction method with a multidimensional
limiter according to the maximum principle. The limiter can effectively suppress
numerical oscillationswith shocks. However, they adopted a non-differentiable limit-
ing function, which adversely affected the convergence property of the flow solver. In
analyzing this problem,Venkatakrishnan’s [12] enhancedBarth’s limiter by replacing
the limiting function with a smooth, differentiable one. Nevertheless, Venkatakrish-
nan’s limiter introduced a free parameter, the value of which impacts both accuracy
and convergence.
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In this study, ourmain objective is to investigate the efficacy and accuracy of Roe’s
approximate Riemann solver for high order accurateMUSCL reconstruction scheme
as a state-of-the-art tool to study compressible inviscid flow with the presence of the
shock wave.

2 Governing Equations

The considered governing equations in this study are the two-dimensional time-
dependent Euler equations written in a conservative form as follows [13]

∂W

∂t
+ ∂E

∂x
+ ∂F

∂y
= 0 (1)

where t is the time, x and y are the Cartesian coordinates, W is the conservative
variables, E and F represent the fluxes in the x and the y-directions, respectively
given by:

W =

⎡
⎢⎢⎣

ρ

ρu
ρv

ρE

⎤
⎥⎥⎦ , E =

⎡
⎢⎢⎣

ρu
ρu2 + p

ρuv

ρHu

⎤
⎥⎥⎦ , F =

⎡
⎢⎢⎣

ρv

ρvu
ρv2 + p

ρHv

⎤
⎥⎥⎦ (2)

where ρ is the fluid density, u and v are the Cartesian velocity components, p is the
static pressure and E is the total energy per unit volume.

E =
(

P

(γ − 1)
+ 1

2

(
u2 + v2

))
(3)

and the total enthalpy is defined as:

H = E + P

ρ
(4)

The system is closed by the equation of state for ideal gases:

p = ρRT (5)

where T is the static temperature and R is the specific gas constant.
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Fig. 1 2D computational
median dual-cell around
node I

3 Numerical Methods

3.1 Finite Volume Approach

In the approach of cell-vertex Finite volume [14], the computational domain is dis-
cretized into a finite number of elements. In thiswork, the control volumes are formed
that surround each vertex in the mesh. The flow variables are stored at each mesh
vertex. Then Eq. 1 is applied over each control volume of the mesh. These control
volumes are formed by connecting the center of each cell to the midpoint of the cell
edges, as shown in Fig. 1.

The integrations of Eq. 1 over the control volume gives:

�i
∂Wi

∂t
= −

∮

∂�i

Fc.dS (6)

where�i represents the volumeof the control volume,Wi represents the cell averaged
vector of dependent variables, ∂�i represents the boundary of the control volume, dS
represents the infinitesimal area of the boundary, and Fc is the flux projected along
with the unit outward normal vector of boundary, ni j .

Fc = [E, F].ni j (7)

The integral boundary presented in Eq. 6 is computed over the boundary of the
control volume using an edge-based representation of the mesh as:
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∮

∂�i

FcdS =
nedges∑
j=1

(Fc)i j .ni j�Si j (8)

where nedges represent the number of edges connected to the vertex i , (Fc)i j is a
numerical flux at the cell edge, ni j is the outward unit normal vector is given by:

ni j = nl + nr (9)

and �Si j is total face area is given by:

�Si j = �Sl + �Sr (10)

Finally, for node i the semi-discrete form of Eq. 1 can be written as:

∂Wi

∂t
= − 1

�i

nedges∑
j=1

(Fc)i j .ni j�Si j (11)

3.2 Convective Flux Approximations

In this study, Roe’s approximate Riemann solver [3] is employed to compute the
convective flux. With this solver, the numerical flux at the cell edge is given by

(Fc)i j = 1

2
[Fc(WR) + Fc(WL)] − 1

2

4∑
k=1

R̃k |λ̃k |α̃k (12)

whereWL andWR are the right and the left state variables, respectively. R̃k is the kth
column vector of the right eigenvector of the Roe-averaged matrix

R̃k =

⎛
⎜⎜⎝

1 1 0 1
ũ − ã ũ 0 ũ + ã

ṽ ṽ 0 ṽ

H̃ − ũã 1
2 (ũ + ṽ) ṽ H̃ + ũã

⎞
⎟⎟⎠ (13)

with the Roe-averaged quantities are computed as follows:

ρ̃ =
√

ρLρR, ũ =
√

ρLuL + √
ρRuR

√
ρL + √

ρR
, ṽ =

√
ρLvL + √

ρRvR

√
ρL + √

ρR

H̃ =
√

ρL H L + √
ρRH R

√
ρL + √

ρR
, ã =

√[
(γ − 1)

(
H̃ − 1

2

(
ũ2 + ṽ2

))] (14)
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where ã represent the speed of sound.
The eigenvalue λ̃k of the Roe-averaged matrix are given as:

λ̃1 = Vn − ã, λ̃2 = λ̃3 = Vn λ̃4 = Vn + ã (15)

with Vn = ũ.nx + ṽ.ny.
And the wavelength α̃k are given as:

α̃1 = ((pR − pL) − ρ̃ã(V R
n − V L

n ))/2ã2

α̃2 = ((ρR − ρL) − (pR − pL)/ã
2

α̃3 = ((pR − pL) + ρ̃ã(V R
n − V L

n ))/2ã2

α̃4 = ρ̃(V R
t − V L

t )

(16)

with V k
n = ũkx .nx + ũky .ny and V k

t = −ũkx .ny + ũky .nx , (k = L , R).
The original Roe’s scheme produces non-physical expansion shocks in the loca-

tions where the eigenvalue of the Roe-averaged matrix vanish (e.g., the sonic region
ends the stagnation points). In order to overcome this problem, Harten’s entropy
correction is implemented [4].

|λ̃| =
⎧⎨
⎩

|λ̃| if |λ̃| > δ

λ̃2 + δ2

2δ + ε
if |λ̃| ≤ δ

(17)

where ε = 10−12 is a small positive parameter chosen in order to avoid divisions by
zero of a null quantity, and δ = 0.2.

3.3 Second-Order Accuracy

The Monotone Upstream-centered scheme for conservation laws (MUSCL) tech-
nique is used in this study to obtain second-order spatial accuracy. For the conser-
vative variables W , the left Wi j and right Wji states are extrapolated to the interface
from values of variables at nodes i and j as.

⎧⎪⎨
⎪⎩
Wi j = Wi + 1

2

(∇Wi .ri j
)

Wji = Wj − 1

2

(∇Wj .ri j
) (18)

where ∇Wi and ∇Wj are the gradients of W at nodes i and j , respectively.
ri j = x j − xi , represent the vector from node i to node j . The gradients are computed
in this study using the green-gauss approximation [15] as
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∇Wi = 1

�

nedges∑
j=1

1

2
(Wi + Wj )ni j�Si j (19)

As high-order schemes tend to produce spurious oscillations in the vicinity of large
gradients, a slop limiter needs to be used to preserve the local Extrema diminishing
property. In order to overcome this problem, the Venkatakrishnan’s slop limiter is
implemented [12].

4 Time Integration

An explicit five-stage second-order Runge-Kutta (RK) [16], scheme with local time-
stepping and central implicit residual smoothing is used to advance the solution in
time. The five stages are given by.

W (1) = W (n) − α1�t R(W (n))

W (2) = W (1) − α2�t R(W (1))

W (3) = W (2) − α3�t R(W (2))

W (4) = W (3) − α4�t R(W (3))

W (5) = W (4) − α5�t R(W (4))

(20)

where the constants value areα1 = 0.0695,α2 = 0.1602, α3 = 0.2898,α4 = 0.5060,
α5 = 1.0, �t is the time-steeping, and R(W ) the residual.

In this study, the local time-steeping is determined by:

�ti = CFL
�i

(|u| + a)�Sx + (|v| + a)�Sy
(21)

where CFL represent the courant-Friedrichs-Lewy number, �i the volume of the
control volume, �Sx , and �Sy represent projections of the control volume in the x
and y-plane.

5 Result and Discussion

This section present the results achieved to check the validity of employed method.
The problem to be solved is the inviscid supersonic flow over a ramp in a 2D channel.
The ramp, as well as the boundary conditions, are presented in Fig. 2, in which the
slip boundary conditions are imposed for the upper and lower parts of the domain,
the free-stream condition is imposed for the left-hand of the domain, and for the right
end of the domain, the variables are simply extrapolated from the interior nodes. The
Mach number at the inlet is set at 2.0. The static temperature and pressure are 300K
and 101,325Pa, respectively. The fluid flow is simulated up to the convergence of
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Fig. 2 Computational domain for the supersonic flow over a channel with ramp
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Fig. 3 The contours fields for the inviscid supersonic flow over a channel with ramp

the result to the steady-state with CFL number 5.5. The flow is characterized by an
oblique shock generated due to the change in the direction of the supersonic flow
caused by the ramp (Fig. 2).

Figure 3 shows the contours of the simulated density, pressure, temperature, and
Mach number. The results show physical wave capture, robustness and accuracy in
the expansion region, and nice shock capabilities. In Fig. 4a, the computed pressure
distribution along the lower wall using three grid points (coarse, medium, and fine)
is presented. On the coarsest grid, the solution oscillates, but it is rather smooth on
all the other grids. It’s worth noting that grid refinement has no effect on the location
of the shocks; only the steepness improves.

Figure 4b shows the convergence profile of the residual L2 norm. It shows that
the solver is stable and converge with the same error for the three grid point used.

6 Conclusion

A supersonic flowwith an oblique shock over a ramp in a channel has been simulated
using the Euler equations. The governing equations have been solved numerically
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Fig. 4 Pressure distribution along the lower wall and convergence history for inviscid supersonic
flow over a channel with ramp

by a cell-vertex finite volume method. The convective flux is assessed by Roe’s
approximate Riemann solver. The method has shown its reliability and robustness to
calculate this type of numerical problem.
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Modeling of the Magnetohydrodynamic
Flow of the Nanofluid Confined Between
Two Parallel Plates

Manar Ennaouri and El-Kaber Hachem

Abstract Squeezing flow between parallel plates is very applicable in many indus-
trial and biomedical applications. In light of this fact, this research presents an analyt-
ical study of unsteady squeezing nanofluidflowandheat transfer between twoparallel
plates under the effect of a variable magnetic field using the two-phase Buongiorno
model. The nonlinear differential equations governing the problem are solved by the
Homotopy perturbation method (HPM). The key parameters addressed in this anal-
ysis are the Hartmann number, squeeze number, Eckert number, Brownian motion
parameter, thermophoresis parameter, and Schmidt number. To demonstrate the high
accuracy of the results, the obtained results were compared to the direct numerical
solutions (NM) which show good agreement. Then, for each parameter, a graphical
analysis is proposed to examine in detail the flow and heat transfer characteristics.
The results show that the improvement of the thermophoresis parameter increased
the temperature profile while decreasing the concentration profile. Furthermore, the
results show that raising the Brownian motion parameter increases the concentration
profile while having no influence on the temperature profile.

Keywords Two-phase model · Homotopy perturbation method (HPM) · Magnetic
field · Brownian motion · Thermophoresis phenomenon
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DT thermophoresis diffusion coefficient.
Ha Hartmann number.
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Nt thermophoresis parameter.
p pressure.
S squeeze number.
T nanofluid temperature.
C nanofluid concentration.
DB Brownian diffusion coefficient.
Ec Eckert number.
knf thermal conductivity of nanofluid.
α rate of squeezing.
Nb Brownian motion parameter.
Pr Prandtl number.
Sc Schmidt number.
� Dimensionless temperature.
ρnf density of nanofluid.
φ Dimensionless concentration.
μnf dynamic viscosity of nanofluid.
σ nf electrical conductivity of nanofluid.

1 Introduction

During the last few decades, the study of heat andmass transfer in unsteady squeezing
nanofluid flow between two parallel plates known a great attention for its various
industrial and biomedical applications such as processing of polymer, nuclear plants,
compression, food processing, and cooling water.

The first work in this sector was reported by Stefan [1] using lubrication approxi-
mation. After Stefan’s work, many researchers have studied squeeze flow in different
aspects. Magnetohydrodynamic squeezing flow of a viscous fluid between infinite
parallel plates was reported by Siddiqui et al. [2]. Domairry and Aziz [3] were
study the impacts of suction or injection on squeezing flow of magnetohydrody-
namic viscous fluid between parallel. Hayat et al. [4] were develop the work of
Domairry and Aziz [3] for non-Newtonian fluids and studied the squeezing flow
of second-grade fluid. Squeezing flow over a porous surface has been addressed by
Mahmood et al. [5], further, a study regarding thermo-diffusion and diffuso-thermo
effects on magnetohydrodynamic flow between parallel disks was reported by Khan
et al. [6]. Furthermore, El Harfouf et al. [7] studied and discussed squeezing flow
between plates using Cattaneo–Christov heat flux model.

Most important engineering problems, particularly heat transfer equations are
nonlinear, so some of them are solved using numerical methods and some are
solved using different analytical methods. Several analytical methods are used by
researchers in this sector, among these methods we find: differential transformation
method (DTM) [8–10], variation of parameter method (VPM) [11], homotopy anal-
ysis method (HAM) [12], Adomian decompositionmethod (ADM) [13], Duan–Rach
approach (DRA) [14], homotopy perturbation method (HPM) [15, 16].
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Based on the findings of the previous investigations, this paper deals with the
squeezing flow of nanofluid under the effect of a variable magnetic field, the viscous
dissipation effect and the generation of heat due to friction caused by shear in the
flow are retained using the two-phase model. This model proposed by Buongiorno
[17] takes into consideration the Brownian motion and the thermophoresis effects,
which is different from the other models used.

The governing equations were transformed into ordinary differential equations.
One of the analytical simulation methods that do not need small parameters is the
HPM, this method was proposed and improved by He [18]. In this method, the
solution is considered as the summation of an infinite series which converges rapidly
to accurate solutions. In the present study, the reduced ordinary differential equations
have been solved by HPM compared with the direct numerical solution NM so that
the high accuracy of the results is clear.

2 Problem Description and Governing Equations

In this study, the analysis of heat and mass transfer in the unsteady two-dimensional
compression flow of an incompressible viscous fluid between two infinite parallel
plates is shown in Fig. 1. The two plates separated by a distance equal to 2 h(t), one
plate is placed at y = +h(t) and the other at y = −h(t) with

h(t) = l(1 − αt)
1
2

and l is the position of the plates at time t = 0 with respect to the origin of the
reference. For α > 0, the two plates are squeezed until they touch t = 1/α and for
α < 0 the two plates are separated. The viscous dissipation effect and the generation
of heat due to friction caused by shear in the flow are retained, and all body forces
are neglected. A variable magnetic field of strength

Fig. 1 Schematic of the
problem (nanofluid between
parallel plates in the presence
of variable magnetic field)
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B(t) = B0(1 − αt)−
1
2

is assumed to be applied toward direction y. The electric current and the electromag-
netic forces are defined by:

�J = σ
( �V ∧ �B

)
and �F = �J ∧ �B. Then

−→
F = σ

( �V ∧ �B
)

∧ �B.

The governing equations for mass, momentum, energy in unsteady two-
dimensional flow of a nanofluid are:

−→∇ · �V = 0 (1)

ρnf
∂ �V
∂t

+ ρnf �V · −→∇ �V = −−→∇ · P + μnf∇2 �V + σnf

( �J ∧ �B
)

(2)

(
ρcp

)
nf

[
∂T

∂t
+ �V · −→∇ T

]
= −→∇ · Knf

−→∇ T

+ (
ρcp

)
p

[
DB

−→∇ C · −→∇ T + DT

−→∇ T · −→∇ T

T∞

]
+ μnf�

(3)

∂C

∂t
+ �V−→∇ · C = DB∇2C + DT∇2T

T∞
(4)

where u and v are the velocities in the x- and y-directions, respectively, T is the
temperature, P is the pressure, σnf is the electric conductivity of nanofluid, Knf is the
thermal conductivity of nanofluid, C is the concentration of nanoparticles, μnf is the
dynamic viscosity of nanofluid, DB and DT the Brownian motion coefficient and the
thermophoretic diffusion coefficient, and T∞ is the mean fluid temperature.

We can also define the operation of
−→∇ as

−→∇ =
(

∂
∂x ,

∂
∂y ,

∂
∂z

)
and μnf� the

expression of the viscous dissipation effect as:

μnf� = μnf

[
4

(
∂u

∂x

)2

+
(

∂u

∂y
+ ∂v

∂x

)2
]
.

The boundary conditions are:

u = 0, v = dh

dt
, T = TH, C = CH at y = h(t) (5)

du

dy
= 0, v = 0,

dT

dy
= 0,

dC

dy
= 0 at y = 0 (6)
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The following dimensionless groups are introduced:

η = y[
l(1 − αt)

1
2

] = y

h(t)
, u = αx

2(1 − αt)
f ′(η), v = − αl

2(1 − αt)
1
2

f (η) (7)

� = T

TH
, φ = C

CH
(8)

Substituting the above parameters into Eqs. (2–4) with elimination of the pressure
gradient the resulting equations will give:

f ′′′′ + S
(
f f ′′′ − 3 f ′′ − η f ′′′ − f ′ f ′′) − Ha2 f ′′ = 0 (9)

�′′ + Nb
(
�′φ′) + Nt �′2 + Pr Ec

(
f ′′2 + 4δ2 f ′2) + Pr S

(
f �′ − η�′) = 0 (10)

φ′′ + Sc S
(
f φ′ − ηφ′) +

(
Nt

Nb

)
�′′ = 0 (11)

The boundary condition in the new similar variables becomes:

f ′′(0) = 0, f (0) = 0,�′(0) = 0, φ′(0) = 0 at η = 0 (12)

f ′(1) = 0, f (1) = 1,�(1) = φ(1) = 1 at η = 1 (13)

where S is the squeeze number, Ha is the Hartmann number, Nb is the Brownian
motion parameter, Nt is the thermophoretic parameter, Pr is the Prandtl number, and
Sc is the Schmidt number which are defined as:

S = αl2ρnf

2μnf
, Ha = l B0

(
σnf(1 − αt)

/
μnf

)1/2
, Nb = DBCH

Knf

(
cp

)
p,

Nt = DTTH
KnfT∞

(
ρcp

)
p, Pr = μnf

Knf
cp, Sc = μnf

ρnfDB
,

Ec = 1

4cp

(
αx

(1 − αt)

)2

, δ = l

x
(1 − αt)

1
2
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3 Implementation of Homotopy Perturbation Method

In this section, we employ HPM to solve Eqs. (9–11) subject to boundary conditions
Eqs. (12, 13). We can construct Homotopy functions for the Eqs. (9–11) as shown
in reference [16].

We obtain:

H( f, p) = (1 − p)
[
f ′′′′ − f ′′′′

0 (0)
]

+ p
[
f ′′′′ + S

(
f f ′′′ − 3 f ′′ − η f ′′′ − f ′ f ′′) − Ha2 f ′′] = 0 (14)

H(�, p) = (1 − p)
[
�′′ − �′′

0(0)
]

+ p
[
�′′ + (Nb)

(
�′φ′) + (Nt)�′2

+(Pr Ec)
(
f ′′2 + 4δ2 f ′2) + (Pr S)

(
f �′ − η�′)] = 0 (15)

H(φ, p) = (1 − p)
[
φ′′ − φ′′

0 (0)
] + p

[
φ′′ + (Sc S)

(
f φ′ − ηφ′) +

(
Nt

Nb

)
�′′

]

(16)

We consider as f,�, and φ follows:

f (η) = f0(η) + p1 f1(η) + p2 f2(η) + p3 f3(η) + · · · =
N∑
i=0

pi fi (η) (17)

�(η) = �0(η) + p1�1(η) + p2�2(η) + p3�3(η) + · · · =
N∑
i=0

pi�i (η) (18)

φ(η) = φ0(η) + p1φ1(η) + p2φ2(η) + p3φ3(η) + · · · =
N∑
i=0

piφi (η) (19)

With substituting f and � and φ from Eqs. (17–19) into Eqs. (14–16) and some
simplification and rearranging based on powers of p–terms, we have

p0 : f ′′′′
0 = 0, �′′

0 = 0, φ′′
0 = 0 (20)

with the boundary conditions are:

f ′′
0 (0) = 0, f0(0) = 0,�′

0(0) = 0, φ′
0(0) = 0 at η = 0 (21)

f ′
0(1) = 0, f0(1) = 1,�0(1) = φ0(1) = 1 at η = 1 (22)
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p1 : f ′′′′
1 + S

(
f0 f

′′′
0 − 3 f ′′

0 − η f ′′′
0 − f ′

0 f
′′
0

) − Ha2 f ′′
0 = 0

�′′
1 + (Pr Ec)

(
f ′′2
0 + 4δ2 f ′2

0

)
+ (Pr S)

(
f0�

′
0 − η�′

0
) + (Nb)

(
�′
0φ

′
0
) + (Nt)�′2

0 = 0

φ′′
0 + (Sc S)

(
f0φ

′
0 − ηφ′

0
) +

(
Nt

Nb

)
�′′
0 = 0

(23)

with the boundary conditions are:

f ′′
1 (0) = 0, f1(0) = 0, �′

1(0) = 0, φ′
1(0) = 0 at η = 0 (24)

f ′
1(1) = 0, f1(1) = 0, �1(1) = 0, φ1(1) = 0 at η = 1 (25)

Solving equations of Eq. (20) and of Eq. (23) with these boundary conditions, we
have:

f0(η) = −1

2
η3 + 3

2
η, �0(η) = 1, φ0(η) = 1 (26)

f1(η) = 1

280
Sη7 − 1

40

(
Ha2 + 4S

)
η5 + 1

6

(
3

10
Ha2 + 159

140
S

)
η3

+
(

− 1

40
Ha2 − 13

140
S

)
η (27)

�1(η) = −9 Pr Ec

(
1

30
δ2η6 − 1

6
δ2η4 + 1

12
η4 + 1
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δ2η2

)
+ 33

10
Ec

2
Pr+3

4
Pr Ec

(28)

φ1(η) = 0 (29)

The terms fi(η), �i(η) and φi(η) when i > 1 are too large that is mentioned
graphically. The solution of equations is obtained when p → 1 will be as follows:

f (η) = f0(η) + f1(η) + fi (η) + fi (η) + · · · =
N∑
i=0

fi (η) (30)

�(η) = �0(η) + �1(η) + �2(η) + �3(η) + · · · =
N∑
i=0

�i (η) (31)

φ(η) = φ0(η) + φ1(η) + φ2(η) + φ3(η) + · · · =
N∑
i=0

φi (η) (32)



856 M. Ennaouri and E.-K. Hachem

4 Results and Discussion

In this paper, HPM is applied to solve the problem of the magnetohydrodynamic
squeezing flow of nanofluid between parallel plates. The effect of active parameters
on heat and mass specifications is investigated. The present code is validated by
comparing the obtained result with the direct numerical solution NM for − f ′′(1)
and −�′(1) when Ec = Pr = 1,Ha = Sc = 0, and δ = 0.1 for different values of S
as it is seen in Table 1. From Table 1, it can be seen that the results obtained by the
homotopy perturbationmethod are in full agreement with the results of the numerical
method.

Throughout the computation, values of existing parameters are taken as:

S = 0.5,Ha = 1, Pr = 6.2, Ec = 0.01, δ = 0.1, Nb = 0.1, Nt = 0.1, Sc = 0.2.

The impact of Hartman number Ha and squeeze number S on the velocity profile
is shown in Fig. 2. It is inferred from the figure that the velocity profile decreases as
the Hartmann number increases. From a physical point of view, the magnetic field
exerts a force which is called the force of Lorentz, it is a force that acts against the
flow if the magnetic field is applied in the normal direction. So, when the Hartmann
number increases velocity profile decreases. On the other hand, an increase in the
squeeze number is associated with the decrease in the kinematic viscosity, when
the plates approach each other they compact the flow, which makes a decrement
in velocity. As can be seen in Fig. 3, the effect of Hartman number and squeeze
number on the temperature profile. According to this figure, an increase in the value
of the Hartman number causes decreases in the temperature profile, as well as the
temperature profile decreases with an increment in squeeze number. Furthermore,
Fig. 4 demonstrates the impact of Eckert number on the temperature profile and
the effect of Schmidt number on concentration profile. It is important to mention
that the Eckert number Ec characterizes the influence of self-heating of a fluid as
a consequence of dissipation effect, and this plot shows that the augmentation of
the Eckert number causes increases in temperature profile because the temperature
profile in the nanofluid is not just dominated by the temperature gradients that are
present in the nanofluid, but also affected by the dissipation due to internal friction
of the nanofluid. On the other hand, Schmidt number is a dimensionless number

Table 1 Comparison between HPM and NM for − f ′′(1) and −�′(1)
S HPM NM

− f ′′(1) −�′(1) − f ′′(1) −�′(1)
− 1.0 2.170092 3.319860 2.170090 3.319899

− 0.5 2.617403 3.129491 2.617403 3.129491

0.5 3.336449 3.026323 3.336449 3.026323

2.0 4.168065 3.127819 4.167389 3.118550
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defined as the ratio of momentum diffusivity (viscosity) and mass diffusivity. Thus,
the concentration profile increases with increasing Schmidt number.

Figures 5 and 6 are prepared in order to see the effects of the thermophoresis
parameter Nt and the Brownianmotion parameter Nb on the temperature and concen-
tration profiles. It can be seen that these parameters have no significant effect on the
temperature profile. While they have a similar effect on the concentration profile,
increasing these parameters resulted in an increase in the concentration profile.

Fig. 2 Effect of Hartman number and squeeze number on the velocity profile

Fig. 3 Effect of Hartman number and squeeze number on the temperature profile
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Fig. 4 Effect of Eckert number on the temperature profile and the effect of the Schmidt number on
concentration profile

Fig. 5 Effect of thermophoresis parameter and Brownian motion parameter on temperature profile

5 Conclusion

In this work, unsteady squeezing nanofluid flow between parallel plates in the pres-
ence of variablemagnetic field has been investigated analytically using the homotopy
perturbation method. From the analysis, it is established that the results of HPM are
in good agreement with the direct numerical solution NM. So, it can be used to solve
this type of problem. Also, from the parametric study, it can be concluded that an
increase in the Hartmann number and the squeeze number leads to a decrease in the
velocity and temperature profiles. Also, thermophoresis parameter Nt and Brownian
motion parameter Nb have significant effects on nanoparticle concentration profile,
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Fig. 6 Effect of thermophoresis parameter and Brownian motion parameter on concentration

and the concentration field is a decreasing function of thermophoresis parameter.
However, it enhances by raising Brownian motion parameter.
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Autonomous Solar Photovoltaic/Battery
System for the Electrification
of Wastewater Pumping Stations

Mohammed Chennaif, Mohamed Maaouane, Mohamed Larbi Elhafyani,
Hassan Zahboune, Smail Zouggar, Jalal Blaacha, Mohammed El Fahssi,
Omar Mommadi, and Jamal-Eddine Salhi

Abstract The wastewater treatment procedure generally requires pumping stations
to allow the supply pipe to pass the topographical constraints of the site. Since these
pumping stations are characterized by high energy consumption, and in parallel with
the energy transition of our country, and national strategies for the integration of
renewable energy systems, this paper presents an optimal sizing of an autonomous
solar photovoltaic/battery system for supplying electricity to a wastewater pumping
station. The Electric Systems Cascade Extended Analysis methodology, the LPSP as
system reliability parameter, Life Cycle Cost, and Levelized Cost of Electricity are
implemented together to obtain the optimal sizing of the proposed system. The hourly
wastewater flow of the wastewater pumping station, the hourly solar irradiation of
the site chosen for the case study, and the technical and economic data of the various
components of the PV/Battery system are taken as inputs to the ESCEA method.

Keywords Photovoltaic/Battery ·Wastewater pumping station · Optimal sizing ·
ESCEA

1 Introduction

Solar-based applications continue to gain popularity since they are a renewable, clean,
and abundant source of energy that can reach most geographical regions, making
them a perfect choice for powering remote places. Solar energy applications vary
depending on uses and demands; photovoltaic/battery systems are one of the most
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essential, especially in energy-intensive sectors where high demand is enforced. The
urbanwastewater sector is presently being pushed to improve its energy consumption
procedures in line with national energy efficiency and renewable energy initiatives,
without sacrificing its quality requirements, because it is a system that consumes too
much electricity.

Various interesting studies have been reported in the literature and have studied the
wastewater pumping stations since the pumping is the largest consumer of electrical
energy in a wastewater treatment plant [1]. The study [2] describes the design and
implementation of a non-invasive, scalable, and resilient embedded-camera system
for long-term and high-frequency automated monitoring of the accumulation of fat,
oil, and grease (FOG) layer dynamics in the sump of wastewater pumping stations.
Filipe et al. described in [1] an innovative predictive control policy for wastewater
variable-frequency pumps that minimize electrical energy consumption, considering
uncertainty forecasts for wastewater intake rate and information collected by sensors
accessible through the supervisory control anddata acquisition system.Bycombining
information from data mining, mathematical modeling, and computational intelli-
gence, a data-driven paradigm for increasing the performance ofwastewater pumping
systems has been established [3]. Odeh et al. used TRNSYS to create and test a tran-
sient simulationmodel forACphotovoltaic (PV)water pumping systems. The impact
of mismatching pump and well system parameters on system performance, efficien-
cies, and average performance ratios for the system, subsystem, and PV array over
time and under various operating situations is investigated [4]. The report details the
results of an experimental investigation that looked into the performance of a basic,
directly connected dc photovoltaic water pumping system [5]. PV array, DC motor,
and centrifugal pump make up the system.

Through this work, we aim to propose an optimal sizing of an autonomous
PV/Battery system for the electrification of a wastewater pumping station, using
a simple and effective methodology called the Electric Systems Cascade Extended
Analysis (ESCEA), on which we can find the optimal capacities of generation and
stockage units of the said system under different technical and economic optimiza-
tion criteria: the LPSP as system reliability parameter, Life Cycle Cost (LCC) and
Levelized Cost of Electricity (LCOE) as economic indicators.

Section. 2 of this paper will describe the wastewater pumping system, the
PV/Battery system and the modeling of its components. Section. 3 is devoted to the
presentation of the ESCEA methodology adopted for the sizing of the PV/Battery
system. A case study and all the findings are presented in the Sect. 4. Finally, we
presented the most important conclusions in the Sect. 5.



Autonomous Solar Photovoltaic/Battery System for the Electrification … 863

2 Wastewater Pumping Station and PV/Battery System

2.1 Wastewater Pumping Station

Whengravity cannot accomplish the job, awastewater pumping station simply pumps
the sewage from one area to another, horizontally and/or upstream.

Normally, the garbage from houses and businesses is drained into the sewage
system by gravity. The garbage will have to be transferred via pumping stations in
low locations when the main sewer is on higher ground than the connected sewer
lines.

The wet well, pump, pipes with related valves and strainers, motor, power supply
system, equipment control and alarm system, odor control system, and ventila-
tion system are all important components of any pumping station. Pumping station
systems and equipment are frequently housed in a closed building (Fig. 1).

Fig. 1 Wastewater pumping station
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Fig. 2 Autonomous PV/Battery system

2.2 PV/Battery System

2.2.1 System Description

The PV/Battery combination is one of the most widely used renewable energy
systems for electrification in recent years. Photovoltaic panels, batteries, and
converters make up the PV/Battery system (Fig. 2).

The battery collects and stores the extra energy produced by the solar generators
for usage at night or when there is no other source of energy. Pumps or motors may
run intermittently because the battery might drain fast and create more current than
the charging source can supply on its own.

2.2.2 Modeling of PV/Battery System

• PV Array

Each PV array’s efficiency varies depending on the kind of its PV panels and a
variety of other factors such as temperature. PV array converts solar energy into
electrical energy, which is then used to generate DC. During the present time step,
the total hourly energy produced by the PV array may be expressed as follows in
Eq. (1) [6, 7]:

EPV(t) = APV(t) × ηPV × GHI(t) (1)
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APV is the PV array receiving surface (m2) that will be determined by the
ESCEA method and ηPV is the efficiency of PV array (%).

• Load Profile

The profile of the electrical load of the wastewater pumping station EL(t) depends
on the hourly flow rate of the pump Q(t), the total manometric head (H), the
hydraulic constantC (C = density of water× gravity constant), and the efficiency
of the moto-pump group ηM-P, it can be calculated using Eq. 2 [8–10]:

EL(t) = C × Q(t) × H

ηM-P
(2)

The net electrical excess/deficitEN(t) is the hourly difference between the solar
system generation and the load demand taking into account the energy conversion
losses, it is given by Eq. (3):

EN(t) = EPV(t) × ηDC/DC − EL(t) × ηDC/AC (3)

• Battery Model

The electricity produced by the PV array is used to satisfy thewastewater pumping
station directly while the excess is used to charge the battery, andwhen the amount
of electricity produced is insufficient, the battery can cover the difference. And so
on, the battery allows us to store energy when there is an excess and covers deficit
periods to guarantee the autonomy of the system. Then, the net amount of energy
EN(t) calculated from Eq. (3), controls the hourly electricity charging CH(t) and
discharging DCH(t) of the battery as shown in Eqs. (4, 5), respectively.

EN(t) > 0; i.e., there is an excess of electricity that must be charged into the
battery:

CH(t) = EN(t) × ηCH (4)

where EN(t) < 0, that means insufficient energy production, so the battery must
discharge to cover the difference:

DCH(t) = EN(t)

ηDCH
(5)

ηCH and ηDCH are the charging and discharging losses.
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3 Electric Systems Cascade Extended Method (ESCEA)

For the optimal sizing of the PV/Battery system powering the wastewater pumping
station, we used the algorithm of the ESCEA method. The method takes the power
pinch analysis (PPA) a guideline technique for the sizing and the optimization of
photovoltaic systems, to meet a specified load profile.

The sizing process followed byESCEAalgorithm (see Fig. 3) begins by extracting
all relevant data from the location, including the hourly global horizontal irradia-
tion (GHI(t)) and temperature (Temp (t)). Also, the analysis period T, the wastew-
ater pumping station’s hourly outlet flow via the discharge line (Q(t)), the total
manometric head (H), and all technical and economic data of the PV/Battery
system’s components: type of photovoltaic panels, their characteristics, and cost;
cost of the battery, its charge and discharge efficiencies, and depth of discharge
(DOD); installation, operation and maintenance costs of the components, cost of the
balance-of-system (BOS), cost of replacement, system lifetime, and the interest rate.

3.1 The ESCEA Algorithm for Sizing Autonomous
PV/Battery System

The following requirements must be satisfied to guarantee proper execution of the
ESCEA algorithm [11]:

• For each time step (1 h in this study), the load demand, temperature, and global
horizontal sun irradiation must stay constant.

• All losses in energy conversion must be taken into account.
• The quantity of energy stored in the battery must be positive at all times.
• The quantity of energy stored in the battery at the conclusion of the time period

(t = T ) should be almost the same as it was at the start (t = 0).

3.2 Reliability and Economic Analysis

3.2.1 Loss of Power Supply Probability

The LPSP, which is defined as the proportion of power supply that cannot meet load
demand, is now one of the most used indexes for evaluating the dependability of a
renewable energy system and optimizing the size of power generating and storage
unit [12].

LPSP =
∑T

t=0 Edefecit
∑T

t=0 EL

(6)
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Start

t=0

Calculate the Hourly Electrical Load 
EL(t) based on the hourly flow Q(t) of 
the wastewater pumping station and 
the total manometric head H (Eq. 2)

t=t+1

EN(t) > 0

End

Optimal PV array, Battery Capacity, 
and Initial State of battery

No

Yes

Increase the PV 
Array 

Extraction of climatic data from the location (GHI & Temp); Fix 
analysis period and time step;   The hourly flow Q(t) of the 

wastewater the total manometric head H
Initialize PV array surface APV=0; Initialise Battery capacity Cbat = 0 
kWh and initial energy accumulated in the battery Eacc(t=0)=0 kWh

Calculate the Hourly energy 
produced by the PV array EPV(t) 

(Eq. 1)

Charging the 
Battery

CH(t) (Eq. 4)

Discharging the 
Battery

DCH(t) (Eq. 5)

Yes No

Calculate the accumulated 
electrical energy into the Battery

Eacc(t)=Eacc(t-1)+CH(t)+DCH(t)

t=T

Eacc(T) < 0

min (Eacc) < 0

Yes

No

Yes

Modify the initial 
state of the Battery

Eacc(t=0)= -min (Eacc)

No Calculate The net electrical excess/
deficit EN(t) between the overall 

power generated and the load (Eq. 3)

Fig. 3 ESCEA algorithm for sizing autonomous PV/Battery system
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3.2.2 Levelized Cost of Electricity

The LCOE is an economic statistic that represents the whole cost of energy over the
lifespan of the system that produces it. The LCOE is calculated in the following way:

LCOE = LCC
∑T

t=0
Et

(1+r)t
(7)

4 Case Study

Acase study is proposed in this section to apply the ESCEAmethod in order to obtain
the optimal sizing of a PV/Battery system powering wastewater pumping stations.
The algorithm of the ESCEAmethod for sizing is implemented for three load profiles
of three different stations (Fig. 4), each characterized by its flow rate and its total
manometric head H.

The sizing by the ESCEA method is based on the solar irradiation of the site. The
GHI solar irradiation profile is shown in Fig. 5.

The economic and technical data of the PV/Battery system are presented in Table
1.

Fig. 4 Wastewater pumping
stations’ profiles
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Fig. 5 GHI profile of the
case study

Table 1 Technical and
economic data required for
the PV/Battery system

Component Characteristics

PV array Type Mono-crystalline
silicon

Efficiency 15%

Life time 25 years

Cost 0.60 $/m2

O&M cost 0.06 $/m2

Battery Battery power 1.2 kW

Cost 500 $/kWh

Replacement cost 0.82 $/kWh

Life time 5 years

ηCH 90%

ηDCH 90%

Dept of discharge 70%

Inverter Cost 100 $/kWh

Balance of system Cost 500 $/kWh

5 Results and Discussions

5.1 Case study’s Results and Discussions

On the basis of the Electric Systems Cascade Extended Analysis, the obtained sizing
results of the PV/Battery system powering different wastewater pumping stations are
as shown in this section. With reference to Table 2, the surface of PV array required
for the first wastewater pumping station (Profile 1) is 33.80 m2, the battery capacity
is 3.05 kWh, and its initial state of charge at time t = 0 is 43%. 145.7 m2 of PV
array, a battery capacity of 11.43 kWh charged at 44.4%, and 74.15 m2 of PV array,
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Table 2 Sizing results of
PV/Battery system powering
wastewater pumping stations

Wastewater
pumping
station

ESCEA sizing results of PV/Battery system

PV array
surface (m2)

Battery’s
capacity
(kWh)

Initial SOC
(%)

Profile 1 33.80 3.05 43.00

Profile 2 145.70 11.43 44.42

Profile 3 74.15 6.45 33.84

Fig. 6 Accumulated energy
in the battery

a battery capacity of 6.45 kWh charged at 33.84% are required for the optimal sizing
of PV/Battery systems to fully satisfy the electrical needs of wastewater pumping
stations 2 and 3 (Profiles 2 and 3), respectively.

To verify the sizing results of PV/Battery systems powering each wastewater
pumping station, we will recall the conditions cited in the section that describes the
methodology. As we mentioned above, the quantity of energy stored in the battery
must be positive at all times and the quantity of energy accumulated in the battery at
the end of the time period (t = T = 8760 h) should be almost the same as it was at
the start (t = 0). Figure 6 shows that for the three wastewater pumping stations, the
battery of the PV/Battery system respected the conditions of optimal sizing.

5.2 Techno-Economic Analysis

PV/Battery systems sizing results obtained by ESCEA methodology showed very
viable signs for the supply of wastewater pumping systems. From Table 3, it is clear
that the configurations of the PV/Battery systems are technically impeccable because
the LPSP technical evaluation parameter is equal to 0 for the three profiles proposed
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Table 3 Techno-economic
analysis of the obtained
results

Wastewater
pumping station

Technical and economic parameters

LPSP (%) LCC ($) LCOE (¢$/kWh)

Profile 1 0.00 13,877,838 7.16

Profile 2 0.00 52,327,237 6.26

Profile 3 0.00 29,393,052 6.91

in the case study, which means a total and not intermittent satisfaction of the energy
needs of stations without needing recourse to the electricity grid.

Also, the economic evaluation based on the Life Cycle Cost and the Levelized
Electricity Cost of the results is very encouraging since the configuration of the
PV/Battery systems presented minimized energy costs, around 0.06 $/kWh!

6 Conclusion

This studyused theElectric SystemsCascadeExtendedAnalysis technique, theLPSP
technical assessor, and the LCC and LCOE energy-saving indicators to determine the
best size of the different components of PV/Battery systems supplying wastewater
pumping stations. The ESCEA technique takes as inputs the hourly wastewater flow
of the wastewater pumping stations, the hourly solar irradiation of the case study
location, and the technical and economic data of the different components of the
PV/Battery system. In order to analyze the capabilities of the ESCEA approach in
the sizing process, this research proposes a case study that incorporates three distinct
profiles of wastewater pumping stations (different flow rate and total manometric
head). The sizing findings obtained indicated extremely promising indicators for
supplying wastewater pumping systemswith a PV/Battery renewable energy system:
technically, by ensuring complete station satisfaction during the investigation period,
and economically, by showing very low energy costs, about 0.06 $/kWh.
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L. Mandi, and A. Outzourhit

Abstract The water desalination by reverse osmosis (RO) requires a cheap and
affordable source of electricity due to the relatively high specific energy consump-
tion of this technology. The implementation of desalination systems working with
renewable energies offers a solution to this situation. The aim of this study is to
optimize the process of RO desalination by using photovoltaic (PV) solar energy.
In this work, we studied three PV systems in two sites: Agadir and Ouarzazate.
The compared systems are the Horizontal Single Axis Tracking (HSAT), the Dual-
Axis Tracking (DAT), and the fixed plants. The comparison performance is based
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on performance ratio (PR) and levelized cost of energy (LCOE). The different simu-
lation results by PVsyst software have shown that the fixed PV plant gives the best
performance in Agadir, with a PR of 82.33% and a LCOE of 0.520 MAD.kWh−1.
While, in Ouarzazate, the HSAT system is the most optimal, with a PR of 82.83%
and a low LCOE of 0.483MAD.kWh−1, which yields a desalinated water production
cost of 14.24 MAD.m−3.

Keywords Reverse osmosis desalination system · PV plant · Tracking ·
Performance · LCOE

1 Introduction

Nowadays, the problem of water shortage represents a great obsession, especially for
developing countries, because of big and serious factors just like drought, industrial
development, population growth, and overexploitation of groundwater and such like.
71% of the earth is covered with water; however, 98% of it has a really high salt
concentration to be drinkable or even to be used in irrigation or industry. The need
for drinking water in the world is constantly increasing, while underground reserves
are constantly decreasing. To remedy this problem, Third-World countries should
try to extract fresh water from seawater or brackish water, which is called water
desalination. Desalination is becoming a very important solution to the survival of
humanity; desalination systems require a large consumption of energy. Also, the
increase in fossil fuel price and the increase in the percentage of greenhouse gases
in the environment, renewable energies such as solar energy with desalination units,
as a combination, will be a better investment. Especially in regions with a very high
level of solar irradiation which, at the same time, suffers from the problem of fresh
water, such as the Middle East and North Africa (MENA regions).

PV-powered desalination is a promising and non-competitive solution compared
to conventional desalination; however, the diminishing of PV costs in recent years has
changedmany ideas. This document presents the current performance and costs anal-
ysis of RO desalination powered by PV systems. The purpose of our work consisted
of a comparison between the PV systems in Agadir and Ouarzazate: fixed plan,
Horizontal Single-Axis Tracking (HSAT), and Dual-Axis Tracker (DAT) [1].

2 Materials and Methodology

2.1 Geographical Location and Solar Radiation

The two chosen sites are located in Agadir and Ouarzazate Moroccan cities. The
latitude, longitude, and altitude of these cities are given in Table 1. These sites are
chosen for studies because they had great potential. They had also a good potential of
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Table 1 Geographical
coordinate details [2]

Cities Latitude (°) Longitude (°) Altitude (m)

Agadir 30° 25′12′′ N 9° 35′53′′ W 31

Ouarzazate 30° 55′08′′ N 6° 53′36′′ W 1113

ambient temperature, solar radiation as well as wind resources, which are the main
factors in PV system performances. The global and diffuse solar irradiation during
the months in Ouarzazate and Agadir are given in Fig. 1.

2.2 Description of the Systems

The different systems under consideration are (see Fig. 2): PV panels, inverter,
production counter, and MP20 RO pilot.

Description of the RO Desalination System. The RO MP20 pilot is a dedicated
membrane desalination system to desalinate and purify saltwater (Fig. 3). This
system’s main objective is the elimination and extraction of salts in saltwater and in
particular brackish water. Its principle consists in applying brackish water pressure
higher than the osmotic pressure to pass the pure water through a semipermeable
membrane of the thin-film composite polyamide type from the company SNTE ref
TW30-2540 which has the characteristic of retaining dissolved salts in water with
a permeability of approximately 2.64 L.h−1.m−2.bar−1. In this principle, we neces-
sarily need the electrical energy to power a 220Vhigh-pressuremultistage centrifugal
pump from the brand Lowara model 3SV19F022M Multistage Pump 1016L 2401
which supplies a circuit including an RO cartridge (Table 2). The result of the treat-
ment by the pilot is assessed bymeans of a conductivity probe placed on the permeate
circuit. The display associated with the probe makes it possible to work in temper-
ature compensation if desired. Water can be used for drinking, irrigation, domestic,
industrial, livestock, or ice production for fishing. The MP20 RO pilot has many
advantages; it has low energy consumption and low investment cost compared to
thermal processes, high freshwater recovery rate, and also there is the possibility of
recovery of energy.

Description of solar PV Park

Selection of PV panels. The different photovoltaic technologies depend on different
types of light-absorbing materials, namely silicon (Si), amorphous silicon (a-Si),
crystalline silicon (c-Si), cadmium telluride (CdTe), cadmium sulfide (CdS), copper
indium di-selenide (CIS), organic and polymer cells, hybrid photovoltaic cell, etc.
The efficiency of c-Si cells ismore as compared to a-Si for a small amount ofmaterial.
c-Si cells are further classified as polycrystalline (p-Si) and monocrystalline (m-Si)
[3]. m-Si PV panels have greater efficiency than p-Si. Therefore, m-Si PV panels
are chosen for this rooftop solar power plant installation. PV panels used here is
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Fig. 1 Global and diffuse solar radiation in (kWh.m−2) generated by Meteonorm.8; a in Agadir,
b in Ouarzazate

of ratings 310 Wp of m-Si solar panels which comprise 60 cells. m-Si solar cells
perform better than p-Si and thin film solar cells due to the purity of Si present in
m-Si solar cells is high, with energy efficiency (>17% in STC) than the other variants
[4]. The PV panels used here has a maximum voltage (Vmpp) = 28.5 V, current at
maximum power (Impp) = 9.42 A, maximum module efficiency > 17% at STC, i.e.,
1000 W.m−2 and 25 °C PV panels are as per the Ministry of New and Renewable
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Fig. 2 PV systems coupled with the MP20 RO pilot

Fig. 3 Front and rear face of the MP20 RO pilot

Table 2 Characteristics of RO MP20 pilot

Voltage
amperage

Power type Electrical power
(kW)

Hours of
operation per
day

Electrical energy
(kWh/d)

RO pilot
MP20

220/12.5 AC 3.Phase 2.5 10 20

Energy (MNRE) specified IEC 61,215, 61,730, ISO 9001:2000 standard [4]. The
properties of the boards used are listed in Table 3.
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Table 3 Details of PV
modules

PV module/Model Si-mono/ SEAC60W_310

Manufacturer/Year Almaden/2019

Module power 310Wp/21 V

Module area 1.645 m2

Sizing voltage Vmpp (60 °C) 28.5 V
Voc (−10 °C) 44.2 V

Max. operating power at
1000 W.m−2

and 50 °C

2.8 kW

Design and selection of inverter. The inverter is designed and selected for the
maximum power rating for the system. Since each PV system is designed for 3 kW,
the inverter is also selected for 3 kW. The SMAmake Sunny Boy 3000 U-240, three-
phase inverter is chosen to inject the PV array DC power to the AC grid. The wide
input voltage range included between 200 and 400 V.

2.3 PVsyst Simulation Approach

System performance simulations were performed using PVsyst software version
7.1.1. The selection of the simulation tool is based on the fact that PVsyst has a large
meteorological database covering a wide range of geographic locations around the
world and is also the oldest and most widely recognized software used to simulate
solar photovoltaic systems’ performance with a high degree of flexibility and reason-
ably achievable results. It can import weather information from a variety of sources.
PVsyst is developed to estimate the performance of autonomous, grid-coupled, and
pumping systems according to the type of module specified. The program accurately
predicts the system outputs listed using detailed hourly simulation data. PVsyst also
has a comprehensive database of solar photovoltaic system components for different
modules and inverter manufacturers. NASA satellite andMeteonorm 7.3 station give
access to the meteorological data for the installation site. In this study, PVsyst simu-
lation software is used to investigate the performance of the autonomous solar PV
plant [5].

3 Results and Discussion

By using the PVsyst software, the monthly values of horizontal global irradia-
tion (GlobHor), diffused irradiation (DiffHor), temperature (T_Amb), wind velocity
(W_Velocity), etc. have been described in Tables 4 and 5.
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Table 6 Comparison of the performances for two PV systems in Ouarzazate and Agadir

Agadir Ouarzazate

Fixed LCOE (MAD.kWh−1) 0.520 0.490

Energy produced (kWh/year) 5718 6077

Performance Ratio PR (%) 82.32 82.35

Tracking HSAT LCOE (MAD.kWh−1) 0.525 0.483

Energy produced (kWh/year) 6949 7547

Performance Ratio PR (%) 83.29 82.83

DAT LCOE (MAD.kWh−1) 0.579 0.511

Energy produced (kWh/year) 7624 8629

Performance Ratio PR (%) 82.20 80

3.1 Comparison Study Using PVsyst

Wehave studied three PV systems in two sites:Agadir andOuarzazate. The compared
systems are the Horizontal Single-Axis Tracking (HSAT), the Dual-Axis Tracking
(DAT), and the fixed PV plants. The results are obtained by using PVsyst software.
The comparison performance is based on the performance ratio (PR), annual energy
generation, and levelized cost of energy (LCOE). All the results generated through
the simulation process in the two sites have been listed in Table 6. The comparison of
results has shown that the fixed PV plant yields the best performance in Agadir, with
a PR of 82.33% and an LCOE of 0.520 MAD.kWh−1. While, the HSAT system is
optimal, with a PR of 82.83% and a low LCOE of 0.483MAD.kWh−1 in Ouarzazate.
Hence, the tracking system is optimal in the regions where the DNI is high, as
Ouarzazate. These results are close to those obtained by experimental experiments
[6]; the small difference is due to the CAPEX (2020/2022), discount and degradation
rates, and life-time period (25/30 years).

3.2 Experimental Part

Based on the experimental experiments performed to desalinate brackish water with
an electrical conductivity equal to 4050 µS.cm−1 using the MP20 RO pilot, we have
chosen a supplywater flow of 900 L.h−1 and a pressure of 14 bars to feed our pilot, we
obtain a conversion rate of 55.5% and a retention rate of 97.4%, and these conditions
gave us a permeate flow rate of 500 L.h−1 and an electrical conductivity around of
105 µS.cm−1 (see Table 7).
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Table 7 Basic input and
output parameters of the RO
pilot

Parameters Supply water Permeate

TDS (g.L−1) 2.142 0.054

Electrical conductivity (µS.cm−1) 4 050 105

Temperature (°C) 25 25

Flow (L.h−1) 900 500

Pressure (bars) 14 14

3.3 Economic Study

This section includes an economic study in which we focus on the comparison of
the LCOW of different RO-PV (fixed, HSAT and DAT) and RO-Electricity from the
grid installations. RO cost data includes the following [7]:

Direct capital cost (DC). The total investment cost for our RO unit is 55,991.17
MAD.

Plant capacity (m). According to the experiments carried out by the pilot of RO
MP20, the permeate production is: 5 m3.d−1, during 10 h of operation.

Specific consumption of electric power (w). The permeate production is 0.5 m3.h−1

and the electrical energy of our system equals 2.5 kWh then:

w = 5 kWh.m−3 (1)

Cost of electricity per m3 (c). Is the multiplication of w times the cost of electricity
used. The prices of electricity in Morocco are not uniform. They depend on the
voltage and the consumer; they vary between 1.00 and 1.391 MAD.kWh−1 [8]. And
for the coupling of the PV-RO, the LCOE is mentioned in Table 6.

Annual fixed charges. This cost defines the annual payments that cover the total
direct and indirect costs. It is obtained by multiplying the total direct and indirect
costs (DC) by the amortization factor, (a).

A1 = a × DC (2)

With a is defined by the following relation:

a = r(r + 1)T

(1 + r)T − 1
(3)

where r is the yearly interest rate and T is the lifespan of the plant. Experience from
the desalination industry indicates that a 30-year amortization period is adequate.
With respect to the interest rate, its average value is 5.
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Table 8 Different production costs of desalinated water

RO-PV RO-Electricity from the grid

LCOW (MAD. kWh−1)

HSAT DAT Fixed Min Max

Agadir 15.34 15.47 15.21 27.21 36.99

Ouarzazate 14.24 14.99 14.46

Annual electric power cost. Is a measure of the full cost of electricity for water
production for a given system for a year.

A2 = c × w × f × m × 365 (4)

Total annual cost (At).Represents the sum of the two above-mentioned costs A1 and
A2 which are contributed to the calculation of the unit cost of the product (LCOW).

At = A1 + A2 (5)

With: Plant availability: f = 0, 9

LCOW = At

f × m × 365
(6)

The LCOW is between 27.21 and 36.99 MAD.m−3 for the RO connected to the
grid; it depends on the electricity tariffs (Table 8). While, it will be decreased until
14.24 and 15.21 MAD.m−3, respectively, for the HSAT system in Ouarzazate and
the fixed PV plant in Agadir.

It should be noted that the LCOW for the RO coupled with the HSAT system
depends on the desalination plant size [9]. Thus, in order to maximize the water
produced, the generation profile of the HSAT system is optimal, despite the high
value of LCOW, compared to the fixed PV plant. Therefore, HSAT is an optimal
system for the implementation of this desalination technology that promotes attention
to national water and energy problems.

4 Conclusion

The document presents an economic analysis of different concepts to associate desali-
nation by the RO MP20 pilot with PV fixed and tracking (HSAT/DAT) in Agadir
and Ouarzazate. The performance of this comparison is based on PR, LCOE, and
LCOW. The various simulation results of the PVsyst software showed that the fixed
PV installation gives the best performance in Agadir, with a PR of 82.33% and a
LCOE of 0.520MAD.kWh−1, giving a production cost of desalinated water of 15.21
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MAD.m−3. Whereas in Ouarzazate, the HSAT system is the most optimal, with a
PR of 82.83%, and a low LCOE of 0.483 MAD.kWh−1, giving a production cost of
desalinated water of 14.24 MAD.m−3. We can conclude that it is better to use the
fixed PV installation in Agadir and the HSAT system PV in Ouarzazate for the oper-
ation of our pilot since they give a low LCOW cost; all this shows the interest to look
for alternative solutions such as coupling to achieve economic and environmental
objectives at the same time.
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Evaluation of Energy Use Intensity
and Energy Cost
of a Residential Building in Morocco
Using BIM Approach
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Abstract Nearly zero energy buildings (nZEBs) have been defined and standard-
ised for certain developed countries. Most developing countries in the North Africa
region lack building energy efficiency standards for their hot environments. With
increased pressure on buildings to improve their energy and environmental perfor-
mance, nZEB buildings are likely to gain popularity over the next few years. Their
application in the MENA area can significantly reduce building energy consumption
and CO2 emissions. As a result, it is critical to maximise both the energy use inten-
sity (EUI) and the energy cost of a building through Building InformationModelling
(BIM) technology for energy analysis. Therefore, this study aims to develop an
energy-efficient building by evaluating several design options in terms of EUI and
energy cost following ASHRAE 90.1 and Architecture 2030 standards. The base-
line scenario’s energy consumption intensity was estimated at 400 kWh/m2/year.
ASHRAE 90.1 standards’ adoption has the potential to save 40% of energy demand.
The most energy-efficient architecture was identified to be Architecture 2030 with
PV integration (92% of energy savings compared to the baseline scenario). In terms
of energy costs, 28.5 $/m2/year was estimated to satisfy energy demand under the
baseline scenario, 11.2 $/m2/year under ASHRAE standards, and a 3.83 $/m2/year
payoff considering Architecture 2030.

Keywords Building information modelling · Building efficiency · Nearly zero
energy buildings · Autodesk revit · Architecture 2030

1 Introduction

Nowadays, as energy crises and global warming continue to increase, energy
consumption analysis has become one of the critical elements in building design,
gaining prominence as a result [1].
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It is vital to create structures with nearly zero energy efficiency and to mitigate
global warming bymanipulating different elements such as the environment inwhich
a house is located, the building materials utilised, and the configurations [2]. Further-
more, significant design concerns include the amount and cost of energy used to
create an environmentally friendly construction with minimum energy consumption
that grows over time [3]. As a result, it is critical to implement and adopt techniques
to reduce the building’s energy use [4].

To analyse energy consumption, new advancements and simulation tools are being
created daily to evaluate building performance, one of which is Building Information
Modelling (BIM). BIM is a novel approach to project management based on a three-
dimensional digital model incorporating reliable and structured data. This technique
creates multiple plan options at the application stage of the assignment and struc-
tures that may be planned and visualised using BIM and other extension software.
Numerous studies on various types of buildings have been conducted using BIM
innovation. For instance, research on a building project was conducted to conduct
energy analysis using Autodesk Insight and concluded that improving and antici-
pating building performance throughout its life cycle, as well as the reduction in the
use of energy assets, is beneficial when combined with the adaptation of BIM for
sustainability analysis [5–7].

To design more energy-efficient homes, various crucial elements, such as orien-
tation, relative humidity, wall and roof materials, and heating, ventilation, and air-
conditioning systems, among others, must be considered to determine their impact on
the structure’s annual energy budget [2]. For example, increasing the area ofwindows
reduces the total annual cooling, heating, and lighting energy used by various building
faces, hence reducing energy losses [8]. In addition, natural airflow through a building
also contributes significantly to its energy efficiency. Numerous studies have been
undertaken in North Africa to investigate and characterise the influence of oper-
ational conditions on the energy efficiency of building structures. Certain studies
have focussed on the impact of a few design elements by employing simpler analytic
techniques [9].While sustainable buildings have been developed, debated, and imple-
mented in a range of geographical areas, only a few studies have studied the cost-
effectiveness of integrating various energy-saving techniques to construct low-energy
structures in North Africa [10]. Typically, a non-depth analytical strategy is utilised
to analyse a broad array of energy efficiency measures, or EEMs, through the use of
sophisticated simulation tools and optimisation techniques [11–13]. Numerous coun-
tries in the North African region have made significant efforts over the last decade
to improve the energy efficiency of their building stock, including the formulation
of new legislation, the implementation of grading systems, and the construction of
branding programmes [14]. However, there are no studies in the literature regarding
the use of BIM technology in North African countries [15].

This study’s aims were as follows:

• Conduct research on energy modelling software.
• Using available BIM tools, develop a verified model for energy use.
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• Analyse various design solutions for reducing energy consumption and achieving
the most energy-efficient building in terms of energy consumption intensity and
cost.

• Calculate the building’s energy cost–benefit analysis using the energy cost and
the EUI.

2 Methodology

On a national level, energy requirements for buildings fall into two broad categories:
normative and performance and both provide the potential for energy efficiency
improvements on the path to zero energy buildings. Prescriptive codes establish
defined minimum requirements for constructing a structure (e.g., minimum heat
reflectivity [R-value] for insulation and installation and control requirements for
HVAC systems).

ASHRAE 90.1 is the US model national energy code for commercial buildings.
It provides minimum energy efficiency standards for new construction, substantial
changes, and renovations to high-rise commercial and multifamily residential struc-
tures. On the other hand, Architecture 2030 was created in 2002 to lower building-
related greenhouse gas emissions. The group made the ZERO code part of its 2030
challenge, which asks for all new construction, development, and significant renova-
tions to be carbon neutral by 2030. The code corresponds to themost recentASHRAE
90.1-2016 standards for its minimum energy efficiency requirements. In addition, the
code permits both on-site and off-site renewable energy generation to get the zero
energy label.

To test the accuracy of those recommendations, the energy analysis was based
on a case study of a typical Moroccan residential building in the Moroccan City of
Oujda. Autodesk Revit Architecture is used to create the 3Dmodel of the commercial
building, and Autodesk Insight is utilised to do the energy study. This study focuses
primarily on a simplified energy simulation of an existing structure.

To begin, the building’s design is modelled in Revit/Autocad using construction
parts (walls, floors, roofs, etc.). During model setup, the location and weather data
are specified. Next, a separate energy model consisting of surfaces and volumes
is constructed directly from the design model. The energy model is automatically
generated in Revit and may be visually verified for accuracy before submission to
Insight for analysis. The energy parameters allow to specify which aspects should
be considered when generating the energy model.

The calculation method in Revit to calculate cooling loads is based on the RTS
approach is a two-stage process. To begin, the building’s heat gainsmust be estimated
or calculated. These gains include lighting energy, equipment, and human activity,
conduction through the building envelope, convection caused by infiltration or venti-
lation, and solar gains transmitted or absorbed. Equations (1) and (2) summarise the
relationship between conductive heat gains and relative magnitude:
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fr = Rc

Rr + Rc
(1)

fc = 1− fr (2)

with

fr: radiative fraction of conductive heat gain.

fc: convective fraction of conductive heat gain.

Rr: radiation film resistance ((m2 °C)/W).

Rc: convection film resistance ((m2 °C)/W).
The RTS technique evaluates their overall influence on outside surfaces rather

than computing specific convection and radiation surface heat balances. Instead,
conductive heat transfer is calculated using the sol–air temperature as indicated by
Eq. (3):

qθ =
23∑

θ=0

Yp
(
te,θ − trc

)
(3)

qθ heat flux for the current hour (W/m2).
Yp air-to-air periodic response factors (W/(m2 °C)).
te sol–air temperature (°C).
trc constant room temperature (°C).
θ: time step (h).

To analyse and optimise building performance, it is necessary to analyse and adjust
the various variables affecting the energy plan (building orientation, window wall
ratio, window shades, wall construction, roof construction, lighting efficiency, plug
load efficiency, infiltration). Then, the various scenarios created must be compared
based on EUI and energy cost.

3 Results and Discussion

To conduct an optimisation analysis and determine the EUI and energy cost of a
selected range of energy efficiency measures and photovoltaic system sizes suitable
for residential buildings in the city of Oujda, a simulated environment with a variety
of parameters is evaluated. To begin, the fundamental characteristics of the resi-
dential prototype building used in the optimisation analysis are described. Table 1
summarises the fundamental characteristics of a prototypical single-family home as
considered in the optimisation analysis [16]. Figure 1 depicts a three-dimensional
view of a typical house (dubbed villa) created using the Revit software. Autodesk
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Revit, a comprehensive energy simulation tool for the entire building, was used to
conduct an energy analysis and optimisation of the prototype residential building in
the city of Oujda.

As previously stated, the building’s energy consumption is computed as an energy
usage intensity (EUI) in kWh/m2 per year basedon the project’s energy specifications.
The EUI is determined by dividing the total energy consumed by the building over
one year by the building’s entire gross area.

In addition, the analysis report provides numerous design alternatives for modi-
fying and controlling the building’s energy usage, such as operating schedules,
window-to-wall ratios, HVAC systems, building orientation, and lighting efficiency.
Finally, the study report provides the project’s energy consumption intensity and
annual energy cost per square metre.

Table 1 The characteristic of the envelope materials and glazing

Building
components

Material
(layers)

Thickness
(mm)

Thermal
conductivity
(W/m K)

Density
(kg/m3)

Thermal
capacity
(W h/kg K)

U-value
(W/m2 K)

Exterior
wall

Cement
plaster

20 1.153 1700 0.278 3.185

Hollow
brick

70 0.501 720 0.221

Hollow
brick

70 0.501 720 0.221

Cement
plaster

20 1.153 1700 0.278

Floor Tile 7 0.341 790 0.223 4.258

Mortar 50 1.153 2000 0.233

Concrete 300 1.755 2300 0.256

Roof Cement
plaster

20 1.153 1700 0.278 5.350

Concrete
block

160 1.09 1300 0.181

Concrete 40 1.755 2300 0.256

Interior wall Cement
plaster

20 1.153 1700 0.278 5.737

Hollow
brick

70 0.501 720 0.221

Cement
plaster

20 1.153 1700 0.278

Glazing Thickness
(mm)

U-value
(W/m2 K)

SHGC Solar
transmission

Solar
reflectance

Visual
transmission

Single
glazing

2.5 5.74 0.87 0.85 0.075 0.901
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Fig. 1 Building modelling 3D view

This model is created using the data and characteristics of the model’s constituent
elements (walls, floors, doors, windows, etc.); it is based on the volume of the rooms;
these spaces enable us to configure the areas in which the HVAC systems operate.
Following the generation of the energy model, a simulation of its performance is
available via the cloud. Using the energy model’s data and the project’s location,
Revit enables specifying the exact location of the project and then selecting the
nearest meteorological site to use its data during the simulation. This simulation site
considers solar radiation, exterior temperature, the building’s location, the building’s
operating hours (24/7, 12/5), and the building’s typology (residential, office, school,
or hotel). This is achievable as a result of Insight’s integration.

As illustrated in the Figs. 2, 3 and 4, a comparison of three scenarios (Baseline,
ASHRAE 90.1, and Architecture 2030) to ASHRAE 90.1 andARCH 2030 standards
is generated.

The figure compares the energy use and cost of energy in each scenario using
the following benchmarks: The intensity of energy consumption under the baseline
scenario before the design characteristics were modified was 28.5 $/m2/year; under

Fig. 2 Scenario’s comparison Kwh/m2/year and Usd/m2/year
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Fig. 3 Benchmark comparison Kwh/m2/year (baseline, Ashrae90.1, Archi 2030)

Fig. 4 Benchmark comparison Usd/m2/year (baseline, Ashrae90.1, Archi 2030)

the ASHRAE 90.1 scenario, the energy consumption was 241 Kwh/m2/year, and
the cost of energy was 11.2 $/m2/year; and under the Architecture 2030 with PV
integration, the energy consumption was 29.4 Kwh/m2/year, and the cost of energy
was − 3.83 $/m2/year.

It can be seen that the building’s EUI value decreased from 403 to 29.4
kWh/m2/year after several design criteria were changed in the Insight platform. By
adjusting each design criteria in the Insight analysis, the building’s energy intensity
and cost can be restored to the appropriate levels. Additionally, Autodesk Insight
enables one to compare two energy models with varying shapes, orientations, and
energy factors to choose the most appropriate building model for the lowest energy
consumption and cost. Table 2 summarises the different suggestions to reach the
requirements for each of the two scenarios (ASHRAE and Archi 2030).
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Table 2 Summary of building design options

Baseline ASHRAE 90.1 Architechture 2030

WWR-eastern walls (%) 30 15 0

WWR-western walls (%) 30 15 7

WWR-southern walls (%) 30 30 30

WWR-nothern walls (%) 30 30 30

Roof construction No insulation R15 R60

Wall construction No insulation R13 wood R38 wood

Plug load efficiency (W/m2) 28 13.99 6.36

Lighting efficiency (W/m2) 20.45 11.84 7.53

HVAC Heat pump ASHRAE VAV High efficiency VAV

PV-surface coverage (%) 0 60 90

4 Conclusion

The energy analysis was based on a case study of a typical Moroccan residential
structure in Oujda, Morocco. The commercial building’s 3D model was created
using Autodesk Revit Architecture, and the energy assessment was conducted using
Autodesk Insight. The purpose of this study was to present a simplified energy
simulation of an existing structure. It was vital to maximise both the energy use
intensity (EUI) and the energy cost of a building through energy analysis using
Building Information Modelling (BIM) technology. As such, the goal of this study
was to produce an energy-efficient building by assessing numerous design options for
EUI and energy cost following ASHRAE 90.1 and Architecture 2030 requirements.

The study evaluated alternative design solutions for energy conservation and
achieving the most energy-efficient building regarding energy consumption inten-
sity and cost. Additionally, the energy cost–benefit analysis of the building was
performed using the energy cost and the EUI.

Significant primary energy consumption reductions have been achieved by rein-
forcing the building structure and adding solar photovoltaic (PV) energy into the
basicmodel. Additionally, additional architectural innovations like improved thermal
insulation, higher lighting efficiency, and photovoltaic (PV) panels have aided in
developing positive energy buildings that generate more energy than they consume.

Future research will concentrate on the approach and cost–benefit analysis of net-
zero energy residential buildingdesign in order to optimise residential buildingdesign
in multiple locations throughout the MENA region in order to minimise life-cycle
energy costs through the use of a variety of energy efficiency measures.
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Numerical Modeling of Partial
Dam-Break Over Mobile Bed:
Very Fine Sand Case

Sanae Jelti and Abdelhafid Serghini

Abstract This work deals with the numerical modeling of dam-break problem over
mobile bed. The governing equations are a combination of the coupled model and
the non-capacity model. The mathematical model is solved by the finite-volume Roe
scheme, associated with a new discretization of the source term. Attention is given
to the behavior of the water flow and the bed rate change. The numerical scheme is
applied on bottoms composed of very fine sand.

Keywords Roe scheme · Sediment transport · Unstructured grids · Mobile bed ·
Very fine sand

1 Introduction

Natural rivers are the center of interest of many researchers because it is linked
to several domain like water resources management, hydropower production, and
flood risks among others. The problem of dam-break is very studied in the literature;
various mathematical models were proposed to modelize the problem. In this work,
we applied the mathematical model proposed by Cao et al. [1], which link the water
flow, the bed rate change, and the sediments transport.

In this work, we resolve numerically the dam-break problem over erodible bed,
specially using very fine sand of which the goal is the discovery of a new behavior of
the flow and the bed, in two-dimensional case using unstructured grids. The math-
ematical model consists of five equations; the shallow-water of the water-sediment
mixture, the momentum conservation equation of the water-sediment mixture in the
x and y directions, respectively, the transport diffusion equation of sediment particles
and bed rate change equation. Roe scheme, introduced in [2], associated to the new

S. Jelti (B)
M and E Laboratory, Faculty of science, Mohammed First University, Oujda, Morocco
e-mail: s.jelti@ump.ac.ma

A. Serghini
ANAA Research Team, ESTO, LANO Laboratory, FSO, Mohammed First University, Oujda,
Morocco

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
H. Bekkay et al. (eds.), Proceedings of the 3rd International Conference on Electronic
Engineering and Renewable Energy Systems, Lecture Notes in Electrical
Engineering 954, https://doi.org/10.1007/978-981-19-6223-3_92

895

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6223-3_92&domain=pdf
mailto:s.jelti@ump.ac.ma
https://doi.org/10.1007/978-981-19-6223-3_92


896 S. Jelti and A. Serghini

discretization which satisfies the C-property is used to solve numerically the gov-
erning equations developed in [3]. The MUSCL method with generalized minmod
limiter and the Runge–Kutta method is used in order to achieve a second-order accu-
racy in space and time, respectively. A local mesh refinement is implemented using
sediment concentration as a monitoring function to achieve higher level of accuracy
and gain on the computational cost.

Attention is given to the behavior of the flow and the bed rate change after dam-
break. The numerical scheme is applied on partial dam-break over erodible bed. The
obtained results are compared to existing similar works.

This paper is organized as follows. In Sect. 2, we introduce the governing equa-
tions. In Sect. 3, we present the numerical scheme. Discretization of the source term
is given in Sect. 4. Numerical results are presented in Sect. 5. Finally, concluding
remarks are summarized in Sect. 6.

2 Governing Equations

We study in this work the dam-break problem in open-channel hydraulic with rectan-
gular cross-section of constant width, over a movable bed composed of uniform and
noncohesive sediment particles. In this case, we treat specially bottoms containing
very fine sand.

The considered physical problem ismodeled by the system of equations presented
below. Themathematical model is composed of the Saint–Venant equations of water-
sediment mixture, the transport diffusion equation of sediments particles, and the
bed rate change equation. This new concept was introduced in [1, 4] and resolved
differently in different works as [5–7]. The governing equation are given by

∂h

∂t
+ ∂(hu)

∂x
+ ∂(hv)

∂y
= E − D

1 − p
(1)

∂(hu)

∂t
+ ∂(hu2 + 1

2gh
2)

∂x
+ ∂(huv)

∂y
= Bx (2)

∂(hv)

∂t
+ ∂(huv)

∂x
+ ∂(hv2 + 1

2gh
2)

∂y
= By (3)

∂(hc)

∂t
+ ∂(huc)

∂x
+ ∂(hvc)

∂y
= E − D (4)

∂z

∂t
= − E − D

1 − p
(5)

where Bx and By are the source terms defined by:
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Bx = −gh
∂z

∂x
− ρs − ρw

2ρ
gh2

∂c

∂x
− ghS fx − ρ0 − ρ

ρ

E − D

1 − p
u (6)

By = −gh
∂z

∂y
− ρs − ρw

2ρ
gh2

∂c

∂y
− ghS fy − ρ0 − ρ

ρ

E − D

1 − p
v (7)

t is the time; x and y are horizontal coordinates; h is the flow depth; u and v are depth-
averaged velocities in the x-, y-directions, respectively; z is the bed elevation; c is the
flux-averaged volumetric sediment concentration; g is the gravitational acceleration;
p is the bed sediment porosity. D and E are the sediment deposition and entrainment
fluxes across the bottomboundary of flow; they represent the exchange betweenwater
column and bed. S f x and S f y are the friction slopes in the x and y directions, respec-
tively; ρ = ρw(1 − c) + ρsc is the density of water-sediment mixture; ρ0 = ρw p +
ρs(1 − p) is the density of the saturated bed; ρw and ρs are the densities of water and
sediment, respectively. We apply in this work the same empirical functions as [3].

3 Numerical Scheme

The mathematical model described earlier (1–5) can be arranged in the following
conservative form:

∂U

∂t
+ ∂F(U )

∂x
+ ∂G(U )

∂y
= S(U ) + Q(U ) (8)

where

U =

⎛
⎜⎜⎜⎜⎝

h

hu
hv

hc
z

⎞
⎟⎟⎟⎟⎠

, F =

⎛
⎜⎜⎜⎜⎝

hu

hu2 + 1
2gh

2

huv

huc
0

⎞
⎟⎟⎟⎟⎠

, G =

⎛
⎜⎜⎜⎜⎝

hv

huv

hv2 + 1
2gh

2

hvc
0

⎞
⎟⎟⎟⎟⎠

,

S =

⎛
⎜⎜⎜⎜⎜⎝

0

−gh ∂z
∂x − (ρs−ρw)

2ρ gh2 ∂c
∂x

−gh ∂z
∂y − (ρs−ρw)

2ρ gh2 ∂c
∂y

0
0

⎞
⎟⎟⎟⎟⎟⎠

and Q =

⎛
⎜⎜⎜⎜⎜⎜⎝

E−D
1−p

−ghS fx − ρ0−ρ

ρ
E−D
1−p u

−ghS fy − ρ0−ρ

ρ
E−D
1−p v

E − D

− E−D
1−p

⎞
⎟⎟⎟⎟⎟⎟⎠
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3.1 Finite-Volume Roe Scheme

The finite-volume Roe scheme is used to discretize Eq. (8) on unstructured triangular
grids. The time interval is divided into sub-intervals [tn, tn+1] with stepsize �t , and
the spatial domain is discretized in conforming triangular elements Ti . Each triangle
represents a control volume, and the variables are located at the geometric centers
of the cells. Hence, a finite-volume discretization of (8) yields

Un+1
i = Un

i − �t

|Ti |
∑
jεN (i)

∫

�i j

F(Un,−→ηi j )d� + �t

|Ti |
∫

T i

S(Un)d�

+ �t

|Ti |
∫

T i

Q(Un)d�

(9)

where
F(Un,−→ηi j ) = F(Un)ηx + G(Un)ηy

N (i) is the set of neighboring triangles of the cell Ti , Un
i is an averaged value of

the solution U in the cell Ti at time tn:

Un
i = 1

|Ti |
∫

Ti

Und�,

|Ti | denote the area of Ti , �i j is the interface between two control volumes Ti and
Tj and

−→ηi j = (nx , ny)
T denote the unit outward normal to �i j .

The numerical flux is defined by 	i j such as:

∫

�i j

F(Un,−→ηi j )d� = 	i j

∣∣�i j

∣∣ (10)

Equation (9) becomes:

Un+1
i = Un

i − �t

|Ti |
∑
jεN (i)

	i j |�i j |

+ �t

|Ti |
∫

Ti

S(Un)d� + �t

|Ti |
∫

Ti

Q(Un)d�,

(11)

Using Roe scheme, the numerical flux is defined as

	i j (U
L
i j ,U

R
i j ) = 1

2
(F(UL

i j ) + F(UR
i j )) − 1

2

∣∣A(Ũ n
i j )

∣∣ (UR
i j −UL

i j ), (12)
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UR
i j , U

L
i j are the right and left approximations of the solution U at the interface

�i j at time tn . Ũ n
i j is Roe average andAη(U) is Jacobian matrix of the system in use

given in [3].
We refer the reader to the detailed calculation reported in [3].
To develop a second-order finite volume, we use a monotone upstream-centered

scheme for conservation laws method MUSCL incorporating a slope limiters in the
spatial approximation. Two-step Runge–Kutta TVDmethod is implemented for time
integrating introduced in [6]. Concerning the boundary conditions, for open inflow
and outflow, the flow variables on the boundary are set to the same values as at the
interior of the flow. For solid walls, the value of the flow variables is simply the
mirror image of that at the associated boundary point so that the normal velocity
component is zero at the boundary.

4 Discretization of the Source Term

In this study, we implement the new discretization of the source term satisfying
the conservation property developed in [3]. The numerical scheme in use satisfies
the C-property if we approach the source term

∫
Ti
S(Un)d� given in Eq. (11) as

following ∫

Ti

S(Un)d� = 1

2
(S R

i + SL
i )

where S R
i and SL

i are the right and left approximations of
∫
Ti
S(Un)d�

S R
i =

⎛
⎜⎜⎜⎜⎜⎜⎝

0
I Rxi − ρ0−ρw

2ρ g (hR
i )2

∑
jεN (i)

cRi j nxi j |�i j |
I Ryi − ρ0−ρw

2ρ g (hR
i )2

∑
jεN (i)

cRi j nyi j |�i j |
0
0

⎞
⎟⎟⎟⎟⎟⎟⎠

andSL
i is obtained by replacing in the expression ofS R

i the data right by the associated
data left. The proposed decomposition of the source term

∫
Ti
Q d� given in Eq. (11)

is given as: ∫

Ti

Q d� = 1

2
(QR

i + QL
i )

where QR
i and QL

i are the right and left approximations of the term
∫
Ti
Q(Un)d�
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QR
i = |Ti |.

⎛
⎜⎜⎜⎜⎜⎜⎝

ER
i −DR

i
1−p

−ghR
i S

R
fx ,i

− ρ0−ρ
ρ

ER
i −DR

i
1−p uR

i

−ghR
i S

R
fy ,i

− ρ0−ρ
ρ

ER
i −DR

i
1−p vR

i

E R
i − DR

i

− ER
i −DR

i
1−p

⎞
⎟⎟⎟⎟⎟⎟⎠

QL
i is obtained by replacing in the expression ofQR

i the data right by the associated
data left.

5 Numerical Results

The partial dam-break problem is widely used in the literature as [3, 8] among others,
except that it is never used over soil composed of very fine sand. Special attention is
given to the behavior of the flow and bed rate change.

5.1 Partial Dam-Break: Bottom Composed of Fine Sand

In this part of study, we consider a square reservoir with a flat bottom, length, and
width are equal to 200m. The dam is 4m thick, and the breach is assumed to be 75m.
In the present study, only, fine sand sediments are considered, precisely d = 0.1mm,
d = 0.2mm and d = 0.3mm. The initial conditions are given by

u(x, y, 0) = v(x, y, 0) = 0m/s

c(x, y, 0) =
{
0.01, if x ≤ 100m

0, otherwise

In order to study the behavior of the bed after dam-break and the performance of
the numerical scheme with the proposed discretization, we supplied the bottom by
three bumps defined as

Z(x, y, 0) = 10 exp(−((xx − 2.5)2 + (yy − 7.5)2))

+15 exp(−((xx − 5)2 + (yy − 7.5)2))

+12 exp(−((xx − 5)2 + (yy − 5)2))

Z(x, y, 0) = Z(x, y, 0)/20

where xx = x−100
10 and yy = y

20 . The flow depth is given by

h(x, y, 0) = 1 − Z(x, y, 0).
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Fig. 1 Initial condition

Notice: All figures represent a cross-section on y = 125.
Figure 1 presents the initial conditions. We remark in Fig. 2 that the water-free

surface sustained a depression marked by a stairs when the sediments are coarser.
Sediment size has also a great effect on the bed rate change, more the sediment is
finer more significant is the erosion. This is the reason why the higher concentration
back to the finer sediments. We also remark that the wavefront undergoes a lateral
expansion which is wider when the sediment is fine. The appearance of the profiles
is in agreement with the results obtained in [3, 5, 7–10].
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Fig. 2 Water free surface, bed, and concentration profiles at different times, for different sizes of
sediment (from top to bottom t = 2, 4, 6, 8 s)
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Fig. 3 Mesh adaptation at t = 2, 4, 6, 8 s min using fine sand of d = 0.1mm

Comparing this results to those obtained in [3] of partial dam-break aver a bottom
composed of medium sand, we remark that the bed rate change is more pronounced
in this case which influence the concentration profiles, the concentration reached
higher level when the soil is composed of fine sand.

Concerning the velocity, we remark in Fig. 2 that the velocity increases progres-
sively when the sediment is coarser. The higher velocity back to the coarse sediments
the same remark reported in works [1, 3, 5]. The numerical scheme is already applied
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on medium and coarse sediments in [3]. We remark the same bed behavior, but the
extent of bed rate change is relative to the sediment size and the velocity in use. This
is in agreement with the results obtained in the benchmark test reported in [11].

Figure 3 represents the mesh adaptation in use; we observe that the refined surface
follows the gradient concentration. After dam-break, we observe that the refinement
was limited on the initial dam-break; then, it propagates on all the studied surface.
We used a dynamic mesh to gain in computational time also in precision.

6 Conclusion

The present study is a numerical modeling of dam-break problem over mobile bed.
The physical problem is modeled by the coupled model and the non-capacity model.
Roe schemewith a discretization of the source term is used to solve the mathematical
model. We focused in the behavior of the flow and the bed rate change after dam-
break in the case of the finest sediments. Through the obtained results and comparing
to other works, the numerical scheme in use presents a satisfying performance.
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Antonio Gagliano, Giovanni Mannino, and Giuseppe M. Tina

Abstract Compared to the photovoltaic (PV) module, which only produces elec-
tricity, the photovoltaic/thermal (PV/T) system presents as a promising technology
capable of simultaneously producing electrical and thermal energy. In addition, this
technology considerably improves the photovoltaic efficiency by cooling the PV cells
sensitive to the increase in temperature. This paper investigates the impact of various
nanofluids on improving the performance of PV/T systems. Three different fluids,
pure water, Al2O3/water, and Cu/water are studied as a coolant to reduce the temper-
ature of the PV panel. The performances of the nanofluid-based PV/T system were
simulated using a numerical model based on the energy balance equation, devel-
oped in MATLAB software. By analyzing the simulation results, it is observed that
the use of Al2O3/water and Cu/water nanofluids improves the results of the PV/T
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system in terms of electrical and thermal efficiency compared to the pure water-
based PV/T system. In particular, dispersing a 2% volume fraction of copper and
alumina nanoparticles in water helps to increase the thermal and electrical efficiency
of the PV/T by 26 and 1.24% for Cu/water and 10.33 and 0.99% for Al2O3/water,
respectively.

Keywords PVT collector · Nanofluids · Electrical · Thermal efficiency

1 Introduction

In recent years, solar energy has been widely used for thermal energy generation
by solar collectors and electrical energy by photovoltaic (PV) panels [1]. A novel
innovative technology has been invented, able to produce simultaneously electrical
and thermal energies in a single unit is known as a hybrid solar system (PV/T) [2,
3]. Due to different criteria and parameters, many types of (PV/T) systems can be
identified. Regarding the cooling fluid, photovoltaic thermal systems (PVT) can be
divided mainly into three types: water-based PVT, air-based PVT, and bi-fluid-based
PV/T using both fluids simultaneously air and water [4]. Recently, a new generation
of cooling fluids known as nanofluids is investigated as well as applied in the PV/T
system. As a result, numerous researchworks have been conducted in order to predict
the electrical and thermal behavior of this type of PV/T systems adopting nanofluids
for the cooling effect. From literature, it is proved that nanofluids have better thermo-
physical proprieties than basic fluids, which can potentially improve the PV/T system
performances compared to the other systems (PV/T using air or water) [5]. An exper-
imental study is conducted by [6], where the effect of the silica/water nanofluid (1
and 3 wt%) as a coolant on the thermal and electrical efficiencies of a PV/T sheet &
tubes system is studied, based on the first and second thermodynamic laws. As a
result, the electrical and thermal efficiencies were improved by 18.9% and 7.93%,
respectively, by dispersing 3 wt% of SiO2 in water. In the work performed by [7], the
impact of applying 0.05% volume concentration of CuO/water nanofluid in a PV/T
collector with and without glazing is investigated experimentally. It is concluded
that under identical conditions, the electrical efficiency using nanofluid is inferior
by 13%, while thermal efficiency is higher by 45% compared to water. In another
study [8], a two-dimensional numerical model to study the effects of using (0.1,
0.2, and 0.4 wt%) of (Al2O3 and Cu) nanoparticles in water and glycol is devel-
oped. According to this study, using a Cu/water with 0.4 wt% as a coolant fluid on
the uncovered PV/T system showed a better performance. Another numerical study
is performed to examine the use of Ag/water and Al2O3/water nanofluids on PVT
sheet & tube performances [9]. In comparison to pure water, they found that a 3%
volume fraction of Ag and Al2O3 nanoparticles enhanced the thermal efficiency by
5.15% and 1.36%, respectively. Furthermore, the electrical efficiency of Ag/water
and Al2O3/water improved by 1.88% and 0.95%, respectively. In order to evaluate
the energy performances of the PV/T system, Al2O3, CuO, and SiC nanoparticles
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have been applied in [10] with several volume fractions of 0.5, 1, 2, 3, and 4% in
water. It is depicted that the SiC/water nanofluid is appropriate to improve the PV/T
system production. In the work of [11], the impact of MWCNT/water nanofluid on
PVT system performances was investigated. They found that by dispersing 1% of
MWCNT in water, the electrical and thermal efficiencies were improved by 1.18%
and 5%, respectively. The effectiveness of using nanofluids for the cooling of the
PV cells is also proved through the results of [12]. They analyzed numerically the
utilization ofCu/water endAl2O3/water nanofluid inPVTsheet& tube system.More-
over, by adding 2vol% of Cu/water, the thermal and electrical efficiency reached an
enhancement of 4.1 and 1.9% while, those of Al2O3/water reached up to 2.7% and
1.2%, respectively.

In this work, the impact of dispersing 2% of copper and alumina nanoparticles
in water as cooling fluids on the electrical and thermal efficiency of PVT sheet &
tube system is examined numerically. Furthermore, the results were compared with
those of water-based PVT. This work is organized into three main sections: Sect. 2
presents the mathematical model of nanofluid-based PVT. The results and discussion
are illustrated in Sect. 3. Finally, the conclusion is shown in Sect. 4.

2 Mathematical Models of the Nanofluid-Based PVT
Systems

This work investigates numerically the performance of a PV/T system using three
types of cooling fluids: pure water, Al2O3/water, and Cu/water. Hence, The PV/T
model is developed based on the energy balance established for each layer and the set
of obtained Eqs. (1)–(8) is solved byRUNGE–KUTTA4 (RK4)method inMATLAB
software depending on [13]. The PV/T hybrid system studied in this research consists
mainly of a single glass cover, a photovoltaicmodule, a Tedlar, ametal sheet absorber,
a set of tubes, a cooling fluid, and an insulation layer for reducing the heat loss with
the ambient. The whole design of the PV/T system and its components is presented
in Fig. 1.

Glass cover  

PV module + Tedlar

Sheet-and-tubes

Insulation

Fig. 1 PV/T “sheet & tubes” system design
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2.1 Energy Balance Equation of the PV/T Systems

In this section, the energy balance for each layer of the PV/T system is established
as shown in Table 1. Moreover, the set of obtained equations is written consid-
ering the different heat exchange by conduction, convection, and radiation and the
effect of external excitation, e.g., solar radiation (see Fig. 2), ambient temperature.
Furthermore, to simplify the calculation, the following assumptions are taken into
account:

• The heat flux is only in one direction, from the top to the bottom of the PV/T
system;

• The heat loss at the edges of the PV/T system is neglected;
• The material properties of each component are constant;
• The water and nanofluid mass flow rates in tubes are uniform.

2.2 Thermo-Physical Properties of Cooling Fluids

In this section, the common expressions adopted to determine the main key thermo-
physical properties of cooling fluids influencing the PV/T system behavior are
presented in Table 2.

3 Results and Discussion

3.1 Simulation Input Parameters

3.1.1 Effect of Volume Fraction on the PVT Performances

In this study, the thermal conductivity and heat capacity are analyzed in function of
volume fraction in order to evaluate the impact of different nanofluids on the electrical
and thermal behaviors of the PV/T system. Figure 3a and b show respectively the
variations of the specific heat capacity Cpnf/Cpbf and of the thermal conductivity
λnf/λbf as a function of the volume fraction of Cu/water and Al2O3/water.

From Fig. 3a, it can be seen that the thermal conductivity of the two studied
nanofluids varies linearly with the volume fraction and exhibits almost the same rate
of variation. When the volume fraction varies from 0 to 2%, the thermal conductivity
for Cu/water reaches 8.3%, while for Al2O3/water does not exceed 7.9%. So as a
result, the thermal conductivity of the nanofluid increases as the nanoparticle volume
fraction increases, which leads to a better cooling capacity. It is worth noting that
adding nanoparticles to the base fluid in the tube enhances thermal conductivity and
thickens the boundary layer along the tube’s surfaces [9].
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Fig. 2 Hourly variation of solar radiation and ambient temperature

Table 2 Thermo-physical properties of cooling fluids

Nanofluid

Density (Kg/m3) [14] ρnf = ρnp + φρbf (9)

Heat capacity (J/Kg.K)
[14, 15]

cp,nf = cp,np + (1− φ)cp,bf

cp,nf = cp,np+(1−φ)cp,bf
ρnf

(10)
(11)

Thermal conductivity
(W/m.K) [16]

knf = knp+2kbf−2(kbf−knp)
knp+2kbf+2(kbf−knp)

kbf (12)

Dynamic viscosity (Pa.s)
[1]

φ < 0.05, μnf = (1+ 2.5)bf
0.05 < φ < 0.1,

0.05 < φ < 0.1, μnf =
(
1+ 2.5+ 6.52

)
μbf

(13) (14)

Nanofluid Nusselt number
[17, 18]

Cu/Water [17]:

Nunf =
0.0059

(
1+ 7.6280.6886Pe0.001nf

)
Re0.9238nf Pr0.4nf

Al2O3 [18]:

Nunf = 0.085 Re0.71nf Pr0.35nf

(15)
(16)

Pure water

Dynamic viscosity (Pa.s)
[19, 20]

bf = 2.70110−10T2 − 1.84910−7T+ 3.19910−5 (17)

Nusselt number [19, 20] Nuwater =
4.4+

(
0.00398

(
RewaterPrwater DintL

))1.66

1+
(
0.0114

(
RewaterPrwater DintL

))1.62 (18)

Regarding the specific heat, it is clear from Fig. 3b that increasing the nanoparti-
cles volume fraction from 0 to 4% produces a significant decrease of both nanofluids
specific heat capacities; this is due to the low specific heat values of the nanopar-
ticles heat capacity. At 2% of volume fraction, the specific heat capacity Cpnf/Cpbf
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Fig. 3 a Thermal conductivity, b heat capacity of nanofluid studied

decreased to 0.92% for the Al2O3/water nanofluid and 0.84% for the Cu/water
nanofluid. As known, the specific heat is defined as the amount of energy required to
raise the temperature of a unit mass of a substance by one degree Kelvin. It is evident
from the definition and at the same condition that any substance with lower specific
heat must provide a higher temperature according to other fluids [21].

3.1.2 Effect of Mass Flow Rate on the PVT Performances

Figure 4a and b display the effect of the fluid mass flow rate on the electrical and
thermal performance of the PV/T system using Cu/water, Al2O3/water, and pure
water. It is observed that the electrical efficiency increases slightly as the mass flow
rate rises, while thermal efficiencies increase rapidly with the mass flow rate rises
until a maximum value of 62.5, 55, and 50% for Cu/water, Al2O3/water, and pure
water, respectively, noted at a mass flow rate of 0.04 kg/s. After that, a slow increase
of the efficiencies is observed by increasing the mass flow rate. In what follows, the
mass flow rate value is taken as 0.04 kg/s.

Fig. 4 Variation of a electrical efficiency, b thermal efficiency versus mass flow rate using pure
water, Al2O3/water, and Cu/water nanofluids
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3.2 PV/T System Performances

3.2.1 Electrical Performance

The electrical performances are calculated using the equations presented in [19].
The effect of the dispersing 2% of copper (Cu) and alumina (Al2O3) nanoparticles
in pure water on the electrical performance of the PVT module is shown in Fig. 5. In
particular, the variations of PV cell temperature (a), electrical efficiency (b), and elec-
trical power (c), for three fluids: pure water, Cu/water, and Al2O3/water are depicted.
According to Fig. 5a, at 13:00, the PV temperature of the PV/T panel reached the
values of 54.2 °C, 54.67 °C, and 56.57 °C for Cu/water nanofluid, Al2O3/water
nanofluid, and the pure water, respectively. According to this figure, it was noticed
that the use of nanofluids leads to the decrease of the PV cell temperature by 4% in
the case of Cu/water, and 3.3% in the case of Al2O3/water when compared with the
pure water.

The PV panel temperature using Cu/water is the lowest. Moreover, Cu/water has a
higher heat transfer coefficient thanAl2O3/water.As a result, dispersingnanoparticles
in the base fluid helps to increase the thermal conductivity of the substances that in
turn enforce the heat transfer between the PVT collector layers. A diminution in
PV temperature led to improve the PV electrical efficiency as proved in Fig. 5b.
As observed, the electrical efficiencies are inversely proportional to the PV cell
temperatures. As the PV temperature of the PV/T system increases, the electrical
efficiency gain decreases and reaches a minimum value at 13:00 of about 10.42%
and 10.39%, respectively, for Cu/water, Al2O3/water nanofluids, and 10.29% for
pure water. Higher electrical efficiency is demonstrated by both nanofluids cases.

As shown in Fig. 6, the use of nanofluids slightly improves the electrical produc-
tions of the PV/T system, by about 1% at 13:00 the maximum electrical power of the
PV/T reached 115.95 W, 115.66 W, and 114.53 W for Cu/water, Al2O3/water, and
purewater, respectively. Froman electrical viewpoint, the use ofCu/water nanofluids,
which has the higher thermal conductivity in comparison with the other investi-
gated cooling fluid, increases the heat transfer exchange in the PV/T system, and
consequently, improving the system’s electrical output.

Fig. 5 Evolutions of PV temperature a electrical efficiency, b of PV/T systems
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Fig. 6 Electrical power
evolutions of PV/T systems

3.2.2 Thermal Performance

In this section, the impact of nanofluids on the thermal performances has been exam-
ined in which are calculated utilized the formula reported in [22]. Figure 7a presents
the variation of the outlet temperature of the PVT system for the three working fluids:
pure water, Cu/water, and Al2O3/water nanofluids.

At 13:00, it was noted that the working fluid outlet temperature reaches the
higher value, (59.7 °C), for Cu/water nanofluid compared to the other working fluids,
Al2O3/water (57.5 °C) and pure water (55.7 °C). A difference of 3.9 °C was recorded
between Cu/water and pure water. This conclusion is in good agreement with the
fact that the specific heat of the nanofluid Cu/water decreases by 15% for the volume
fraction of 2% nanoparticles. Figure 6b depicts the thermal efficiency of the PV/T
system for the three studied cooling fluids. Cu/water and Al2O3/water nanofluids
significantly improve the thermal efficiency of the PV/T system. The thermal effi-
ciency reaches its maximum value of 63.9 and 55.7% for Cu/water and Al2O3/water,
respectively, against 49.58% in the case of pure water. As a result, an enhancement
of 26.9 and 10.3%, was obtained by adding copper and alumina in the base fluid
(water), respectively.

Fig. 7 Evolutions of fluid outlet temperature (a) thermal efficiency (b) of PV/T systems
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Fig. 8 Thermal power
evolutions of PV/T systems

The daily thermal power PV/T for the investigated fluids is illustrated in Fig. 8.
At 13:00, the thermal power reaches its maximum value of 737.01 W, 640.59 W,
and 580.61 W for Cu/water, Al2O3/water, and pure water, respectively. The use of
nanofluids allows to enhance the thermal performance of PV/T collector. Indeed, an
increase in thermal power of 26.9% for Cu/water and 10.3% for Al2O3/water was
recorded. These results were noted against the use of pure water.

4 Conclusion

In this work, a numerical study of the PV/T system using different cooling fluids, e.g.,
Cu/water, Al2O3/water, and pure water was carried out. According to the simulation
results obtained, the following conclusions can be observed:

• Compared to pure water, Cu/water and Al2O3/water nanofluids provide better
performance for the PVT system;

• Using Cu/water and Al2O3/water nanofluid as cooling fluids with a mass flowrate
of 0.04 kg/s leads to reducing the PV temperature by 2.36 °C and 1.89 °C,
respectively;

• The improvement of Cu/water and Al2O3/water nanofluids-based PV/T with 2%
of nanoparticles reached by 1.24% and by nearly 0.99% at 13:00, respectively;

• Themaximumelectrical power produced by the PVTcollector occurred at 13:00 is
115.95, 115.66, and 114.53W for Cu/water, Al2O3/water, andwater, respectively;

• The nanofluid increases the thermal efficiency of the PV/T system by 26% for
Cu/water and by 10.33% for Al2O3/water;

• The thermal performance of the Cu/water nanofluid-based PVT systemwas found
to be the highest compared to the Al2O3/water nanofluid-based PVT and the pure
water-based PV/T, which are 737.01 W, 640.59 W, and 580.61 W, respectively.
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Thermal Comfort Assessment of a Small
House in Portugal Using EnergyPlus
and Ansys Fluent

Inês M. Teixeira , Diogo B. Esteves , Nelson J. Rodrigues ,
Luís A. Martins , José C. Teixeira , Ana C. Ferreira ,
and Senhorinha F. Teixeira

Abstract According to the European Union Directive 2018/844, almost 50% of
the final energy consumption is used in heating and cooling processes, whereas, of
these, 80% are used in the buildings. Thus, to accomplish the proposed energy and
climate objectives for 2050, priority has to be given to energy efficiency as well
as the deployment of renewable energies in buildings. Most thermal modeling of
buildings is carried out through computational dynamic simulation programs. The
main objective of this paper is to compare the thermal analyses performed by two
programs, EnergyPlus and Ansys Fluent. For this, the model of a simplified building
was created, with its thermal surroundings, envelope characteristics, and technical
systems. In the model, the insulation of the building was not considered, in order to
better compare both software under study. The objective is to verify if two different
philosophy software have similar results and validate them. Finally, the temperature

I. M. Teixeira (B) · D. B. Esteves · A. C. Ferreira · S. F. Teixeira
ALGORITMI, Universidade do Minho, Guimarães, Portugal
e-mail: ines.teixeira@dps.uminho.pt

D. B. Esteves
e-mail: a70937@alunos.uminho.pt

A. C. Ferreira
e-mail: acferreira@dps.uminho.pt

S. F. Teixeira
e-mail: st@dps.uminho.pt

N. J. Rodrigues · L. A. Martins · J. C. Teixeira · A. C. Ferreira
Metrics, Universidade do Minho, Guimarães, Portugal
e-mail: nrodrigues@dem.uminho.pt

L. A. Martins
e-mail: lmartins@dem.uminho.pt

J. C. Teixeira
e-mail: jt@dem.uminho.pt

A. C. Ferreira
Centro de Investigação em Organizações, Mercados e Gestão Industrial (COMEGI), Universidade
Lusíada Norte, Porto, Portugal

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
H. Bekkay et al. (eds.), Proceedings of the 3rd International Conference on Electronic
Engineering and Renewable Energy Systems, Lecture Notes in Electrical
Engineering 954, https://doi.org/10.1007/978-981-19-6223-3_94

917

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6223-3_94&domain=pdf
http://orcid.org/0000-0001-7418-228X
http://orcid.org/0000-0002-7353-3567
http://orcid.org/0000-0002-9394-1357
http://orcid.org/0000-0003-2595-150X
http://orcid.org/0000-0001-8459-1837
http://orcid.org/0000-0002-4775-5713
http://orcid.org/0000-0002-7464-3944
mailto:ines.teixeira@dps.uminho.pt
mailto:a70937@alunos.uminho.pt
mailto:acferreira@dps.uminho.pt
mailto:st@dps.uminho.pt
mailto:nrodrigues@dem.uminho.pt
mailto:lmartins@dem.uminho.pt
mailto:jt@dem.uminho.pt
https://doi.org/10.1007/978-981-19-6223-3_94


918 I. M. Teixeira et al.

and PMV results obtained from EnergyPlus are compared with the results of Ansys
Fluent. There was a small deviation for both software, with a PMV value of -1.10
for the EnergyPlus and for -1.12 Fluent. The PMV distribution was compared with
K–S test that showed no significant statistical differences.

Keywords Energy performance · EnergyPlus · Thermal comfort · PMV · Ansys
Fluent · Simulation

1 Introduction

Buildings currently account for 40% of total final energy consumption in the Euro-
pean Union. As the sector is expanding, its energy consumption can be expected to
increase. Almost 50% of the final energy consumed in the EU is used for heating
and cooling purposes, and about 80% of this is used in buildings. This accounts for
about 36% of all CO2 emissions in the European Union [1].

Portugal experienced a huge growth in the buildings sector, both residential,
commercial, and services buildings, after integration in the European Union, and
the total final energy consumption increased until 2007. From 2010 to 2017, the
energy consumption of the residential sector decreased by 13%, linked to a decrease
in the consumption of petroleumproducts,mainly heating oil and liquefied petroleum
gas (LPG), in which the consumption of the latter fell by 38%. In the same period,
natural gas and electricity consumption decreased by 16% and 13%, respectively.
On the other hand, the use of energy from renewable sources, such as biomass
and solar thermal, grew by 11% in the same period [2]. Following the same trend,
energy consumption in the service sector has fallen by 10%. Petroleum products
went from a 27% contribution in 2007 to 8% in 2017 [2]. In the opposite direc-
tion, natural gas evolved from a contribution of 8% to 13%. Meanwhile, electricity
in 2017 accounted for 73% of all energy consumption in this sector. The contri-
bution of other energy forms evolved from 1% in 2007 to 6% in 2017 [2]. These
reductions in building energy consumption were influenced by improvements in
energy efficiency, but were mostly due to the effects of the prolonged economic
crisis from 2010 onward. The efficiency improvements have been ensured by the
use of better building materials together with the development of methodologies
used in the design phase to predict the energy consumption, such as spreadsheets
and simulation software. The Portuguese Decree-Law nº118/2013 defines building
dynamic simulation as the prediction of the annual energy consumption based on
occupancy, HVAC system, and the local typical Meteorological year (TMY) on an
hourly basis [3, 4]. The most commonly used dynamic simulation programs, certi-
fied by the ASHRAE140 standard, include: EnergyPlus, Trace 700, Carrier HAP,
IES-VE, Design Builder, eQuest, and TRNSYS [3, 4]. Moreover, thermal comfort
is essential for the well-being of users and also a mandatory need for certification
of buildings and constructions. In addition, it has a major impact on occupant health
and performance [8]. In this paper, the EnergyPlus, was used to model the energy
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consumption for heating, cooling, ventilation, lighting, and other internal loads in
a mono-zone building and compared with the Ansys Fluent, an industry-leading
fluid simulation software known for its advanced physics modeling capabilities and
industry-leading accuracy [5]. The main objective is to compare the mean tempera-
ture and predicted mean vote (PMV), considering the results from both tools. PMV
is an index that predicts the average thermal sensation vote of a large group of people
on a 7-point scale, based on the thermal balance of the human body [6, 7]. The
assessment is performed inside the building without insulation during the heating
season, by analyzing the similarities of the results and exploring the reasons and
explanations for the differences. These two parameters were chosen because indoor
air temperature has the greatest weight in thermal comfort, and PMV is the best
approximation for determining and quantifying thermal comfort.

2 Methods and Materials

In this section, the test building is defined, with its geographic location, in addition
to the characterization of its envelope, which is essential for the calculation of the
energy needs for heating and cooling.

2.1 Study Case Description

The building consists of a rectangular prism with the dimensions of 10 m × 6 m ×
3 m. The south facade includes 12 m2 of glazed area, and the floor area equals 60
m2 with a ceiling height of 3 m. On the ceiling wall, three boundary conditions were
defined, two inlets with 0.3 m× 0.15 m (standard measurement) and one extraction
as a pressure outlet with 0.15 × 4 m. Figure 1 shows the model representation. The
location chosen was Viana de Castelo, located in the northwest of Portugal.

Because of the increasingly demanding level of regulation, the constructive solu-
tions,without thermal insulation, havebeenprogressively abandoned as they are prac-
tically excluded from all regulatory application contexts. Nevertheless, this scenario
is the simplest case to compare both software. Table 1 summarizes the definition of

Fig. 1 Schematic model of
the building geometry in the
study
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Table 1 Constructive solutions of the building without insulation [9]

Constructive
solution type

Material Thickness
(m)

Conductivity
(W/mK)

Density
(kg/m3)

Heat
capacity
(J/kgK)

U*
(W/m2K)

Simple
exterior wall

Plaster 0.02 1.333 1900 1046 2

Light
concrete
block

0.20 0.408 2000 840

Traditional
beton plaster

0.02 1.333 1900 1046

Ceiling Gravel 0.05 2 1700 0.8 1.61

Bitumen 0.232 0.043 1000 185

Autoclaved
beton

0.05 0.160 450 1000

Structural
beton

0.2 2 2300 1000

Traditional
beton plaster

0.02 1.333 1900 1046

Pavement Glazed
ceramics

0.01 1.25 2300 920 2.06

Grout 0.11 1.294 1900 1046

Structural
beton

0.2 2 2300 1046

* U—global heat transfer coefficient

the building envelop characteristics, which are existing constructive solutions, but
devoid of any insulation, thus not fulfilling the current regulatory requirements.

The glazed windows were considered as a simple 6 mm colorless glass with a
density equal to 2200 kg/m3 [9], with a heat capacity equal to 750 J/kg.K and a
conductivity of 1.10 W/m.K, corresponding to a global heat transfer coefficient U of
6 W/m2.K.

2.2 Ansys Fluent—CFD Model

The computational fluid dynamics (CFD) simulation was developed using FLUENT
2020 R2, fromANSYS®. In addition to the mass and momentum balances, the simu-
lation includes the energy equation, which accounts for thermal exchanges between
boundaries and as well as within the fluid, the radiation model, and the species model
for humidity calculations. The turbulencemodel chosen was the transition k−kl−ω,
with 3 equations, developed to focus on the boundary layer development and can
be used to effectively address the transition of the boundary layer from a laminar to
turbulent regimes. The radiant heat transfer was evaluatedwith the surface-to-surface
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model (S2S), which considers the radiant heat exchange between surfaces in a field
of view. In this model, the solar calculator was also activated, which is an automatic
way to consider the thermal gains from solar radiation exposure by simply indicating
the hour of the TMY dataset.

The mesh was generated considering 212,160 elements, presenting very good
quality metrics, such as average skewness of 0.05 and average orthogonal quality of
0.973. The near-wall mesh was refined to address the near-wall flow.

All the walls, (except the pavement defined only as a convection thermal condi-
tion), are considered mixed for the thermal condition combining the convection and
radiation boundary conditions. The free stream temperature is used to calculate the
convective losses or heat gains. In this case, free stream and radiation temperature
were defined by a user-defined function based on the temperature profile for January
23 of the TMY.As for the outside temperature profile, it ranges between 2 ºC and 9.72
ºC with a curve approximated by a polynomial model of degree 4. The temperature
starts to increase at 8:00, reaching the peak at 16 h. After this hour, the temperature
gradually decreases, achieving 7.35 ºC at 21:00.

The building has an HVAC system set to 1 ren/h, which corresponds to a velocity-
inlet of 1.11 m/s at 30 ºC, to guarantee an internal comfortable temperature of 20
ºC.

2.3 EnergyPlus—Dynamic Simulation

The EnergyPlus software is a collection of integrated modules to calculate the energy
required for heating or cooling a building, using different active systems and energy
sources. The software can model, with excellent precision, radiant, and convective
heat fluxes between indoor and outdoor, HVAC systems performance, heat exchange
with the ground, thermal comfort, natural, artificial, and hybrid systems [4, 10].

The simulation process started by defining the variables presented in the previous
subsection (geometry, study zone, period of time of the TMY, materials, thermal
loads, and set point temperature) [10]. After this process, the simulations are
performed to obtain the heating and cooling demands of the building, assuming
a temperature set point of 20 ºC. The simulation is based on the solution of the heat
balance equation through the surfaces of the building [10]. It is essential to point
out that the 3D model was created in SketchUp2017, linked to OpenStudio via the
appropriate plugin.

All the building surfaces were defined as well as their boundary conditions. The
building envelope has outdoor conditions, and only one thermal zone was defined for
the interior. After defining the 3D model, the model was imported to the OpenStudio
that interfaces with the EnergyPlus.
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3 Results and Discussion

Figure 2 shows the variation of the air temperature inside the building for awinter day,
January 23 considering the results from EnergyPlus and Ansys Fluent simulations.
This specific day was selected because it is, statistically, the coldest of the year. The
analysis was done for the occupancy period, i.e., from 8:00 to 21:00.

As can be seen in Fig. 2a, until 14:00, the temperature obtained fromAnsys Fluent
is slightly lower than that from EnergyPlus. After 14:00, the reverse is observed. The
slower rate of cooling after 15:00 observed with Ansys Fluent may occur due to
different inertial considerations on both software and also due to differences on
how Ansys Fluent considers the solar thermal radiation and near-wall heat transfer.
Overall, the average indoor temperature is 19.44 °C with Ansys Fluent, which is

Fig. 2 a Indoor air temperature and b mean PMV in the building for January 23
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slightly colder than that obtained with EnergyPlus, 19.26 °C. Nonetheless, both
software were in close agreement.

Figure 2b shows that the variation of the PMV over time tends to follow the
temperature profile, demonstrating the greater influence of this variable on comfort.
Nevertheless, the average PMV in Ansys Fluent is −1.12 and in EnergyPlus is −
1.25. Both results correspond to a medium cold sensation with 32–38% of people
dissatisfied with the thermal conditions inside the building, which is mainly due
to the lower surface temperatures of the non-insulated envelope. In both cases, the
dissatisfaction rate is considerable and the feeling of cold in the space is predominant.
For a better comparison of both software distributions, the Kolmogorov–Smirnov
statistic test (K–S test) was used, which proved that there are no relevant statistical
discrepancies between them.

4 Conclusions

This work provided a direct comparison between two different software programs.
Ansys Fluent is a R&D oriented numerical simulation with greater accuracy of the
phenomena, whereas EnergyPlus is more focused on building certification and uses
simplified models for quick and averaged results.

The results show that, despite their differences, both software yield realistic results
and are in close agreement. On the other hand, the use of both software can be of great
value for both academic and business purposes. Although EnergyPlus is more cost
effective, taking less computing effort, Ansys Fluent can complement the study with
a better understanding of a particular 3D space by providing detailed information
about the local heat fluxes and temperatures.

Both software did show that a building without insulation is greatly influenced by
the outside temperature that affects the thermal comfort due to the flow average radi-
ation temperature and despite an air temperature near 20 °C. This is represented by
the simulated temperature oscillations that follow the temperature profile of the day.
Based on K–S test, it was verified that the results from Ansys Fluent and EnergyPlus
are not statistically different.
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Influence of Typical Meteorological Years
on the Optimization of Incident Solar
Radiation for PV Applications
in Portugal

Ana C. Ferreira , Nuno Menezes, Inês M. Teixeira ,
Senhorinha F. Teixeira , and Luís A. Martins

Abstract In Portugal, the values used for forecasting the production of solar thermal
systems, photovoltaic and thermal simulation of buildings are periodically updated
due to climate changes. There is a special interest in optimizing these systems since
Portugal has high insolation levels and the sector has benefited from technolog-
ical developments that improved its efficiency and costs. The main objective is the
analysis of typical meteorological years influence on the optimization of incident
solar radiation, applied to the municipality of Braga (north of Portugal). A study
was carried out on the fundamental concepts related to solar geometry, and the best
methods for data processing were identified to develop an analysis tool, inMS Excel,
to compare the selected climatic databases. Different solar tracking configurations
were also considered: biaxial, polar axis, horizontal axis and fixed tracking systems.
The analysis shows that the climatic database update resulted in the increase of
total incident solar radiation when comparing both typical meteorological years.
The polar axis present values very close to the orthogonal incidence biaxial system,
which maximizes the incident solar radiation in the panel. The application of simple
atmospheric models to estimate/predict the total radiation incidence presents more
conservative values when compared to the more complex models.
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1 Introduction

Portugal submitted to the United Nations the Roadmap for Carbon Neutrality 2050,
which represents the country’s long-term development strategy regarding the Green-
house Gas (GHG) emissions, in compliance with the Paris Agreement targets.
Considering that one of the outlined objectives is the total decarbonization of the
electricity production sector and urban mobility, Portugal has committed to a reduc-
tion between 45 and 55% of GHG by 2030, between 65 and 75% by 2040 and
between 85 and 90% by 2050, in comparison with 1990 [1]. A special focus is given
to the building sector, which represents about 36% of total GHG emissions and 40%
of energy consumption. Within the scope of the National Energy and Climate Plan
2030 (NECP2030), the energy strategy for building renovations sets the goals for
achieving a zero-emission building stock by 2050 and to orient choices toward decar-
bonized solutions [2]. This energy strategy predicts the intensive implementation of
solar PV systems.

Typical and representative climatic data facilitate the design and long-term eval-
uation of systems as weather conditions can significantly vary from year to year
[3, 4]. Typical Meteorological Year (TMY) corresponds to a set of meteorological
data defined for a specific location, listing hourly values of solar radiation and other
meteorological parameters over the year. The most used method to generate a TMY
is the Finkelstein–Schafer statistical method. Ohunakin et al. [5], Jiang [6], Skeiker
and Ghani [7] applied this method to generate TMYs for different locations in their
studies. It is an empirical approximation that selects data from different years of the
period under study, considering variables, such as ambient temperature, precipitation,
relative humidity, wind velocity, cloudiness rates, global solar radiation, diffuse, and
direct solar radiation. The data of each meteorological parameter is grouped and the
cumulative distribution functions (CDF) are calculated [5, 8]. These methodologies
have been applied either for flat panels or concentered solar systems [9]. Portugal
has a huge solar energy production potential when compared to Northern European
countries, due to a higher average annual value of insolation and lower latitude [10].
Thus, photovoltaic (PV) technology can be used to convert the most abundant renew-
able energy source, solar energy, directly into electricity. The associated technologies
have been investigated at a scientific and commercial level, resulting in continuously
efficiency improvements and lower prices over the last few years [11, 12].

From 2013, the energy certification system introduced an update to the TMY used
as reference, so as to take into account Climate change effects. Also, the building’s
energy certification and the design of solar PV systems are based on yearly climate
forecasting. Thus, the improvement of the solar incidence estimation presents itself
as an opportunity to increase the efficiency of solar energy conversion systems. The
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objective of this paper is to study the influence of TMY on the optimization of inci-
dent solar radiation in Portugal in flat-panel systems. Thus, the former TMY corre-
sponding to the period 1961–1990, applicable to the old energy legislationRegulation
of the Characteristics of Thermal Behavior of Buildings, (RCCTE) is analyzed and
compared with the TMY based in the period of 1971–2000 and applicable to the
current Energy Certification System of Buildings (SCE) (Decree-Law nº118/2013).
The calculation methodology was developed inMS Excel. With this comparison, the
impact of the TMY update on the energy production forecast is evaluated, through
the variation of the incident solar radiation in a flat surface and for different solar
tracking systems.

2 Methodology for Solar Radiation Calculation

A methodology was defined to develop a tool for predicting the incident solar radi-
ation on inclined flat panels, by assessing the effect of TMY on the total incident
energy. The TMY database includes data for the 8760 h of a reference year, consid-
ered as representative of a specific location. In this study, the considered location was
the Braga municipality (north of Portugal), with a centered latitude of f = 41.54°
and reference altitude of 170 m. The two data sets were then obtained using the
Solterm software:

(1) TMY 2006—data period 1961–1990 applicable to RCCTE up to 2012;
(2) TMY 2013—data period of 1971–2000 applicable to SCE from 2013 onwards.

The calculation of radiation components was performed considering two isotropic
atmospheric models: simple and diffuse isotropic models (Table 1). For the simple
isotropic model, the total radiation on an inclined plane corresponds to the sum of
the direct beam radiation on inclined plane with the diffuse horizontal irradiance. For
the diffuse isotropic model, total radiation on an inclined plane includes the direct
component, the diffuse solar sky radiation and the ground reflected diffuse radiation.

Both models considered three particularities:

Table 1 Simple and diffuse isotropic model assumptions

Atmospheric model Considerations

Simple isotropic model Diffuse incident radiation on the inclined plane is considered equal to
that incident on a horizontal plane:
Gt = Gbt + DHI
Gbt—Direct beam radiation on the inclined plane
DHI—Diffuse Horizontal Irradiance

Diffuse isotropic model Separation of diffuse radiation into two components:
Gt = Gbt + Gdt + Grt
Gdt—Diffuse solar sky radiation
Grt—Ground reflected diffuse radiation (ρ = 0.2)
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Fig. 1 Methodology implemented in MS Excel for solar radiation calculation

• True solar time was used in all calculations on an hourly basis;
• The direction of the sun radiation was evaluated at the half-hour;
• Day-night transitions correction coefficient.

The direction of the sun rays was evaluated at the half-hour because in the TMY
files, the solar radiation value for each hour represents the total energy received in the
previous hour. The determination of incidence angles on inclined surfaces is based
on usual solar geometry, equations evaluated at the sun exact time position. [13].
The methodology implemented in MS Excel for solar radiation calculation can be
calculated as in Fig. 1.

In the day-night transitions, the solar zenith angle (θz) is close to 90ºwhich leads to
the overestimation of direct radiation because the TMY data correspond to the values
of global and diffuse radiation on a horizontal surface. A coefficient was considered
to avoid incorrect values in day-night transition hours.

3 Results and Discussion

For the radiation analysis, themonthly sum of themain components of solar radiation
was calculated as well as the monthly mean temperature evolution, as shown in Fig. 2
for TMY 2006 and TMY 2013, respectively. All the components of solar radiation
are maximum in the summer period due to the higher apparent position of the sun,
the greater number of daylight hours and to the reduced cloudiness. Comparing
both TMYs, the mean annual temperature is lower for TMY 2006 (14.03 °C) when
compared to TYM 2013 (15.01 °C) in what appears to be a clear sign of climate
change. Upon receiving solar radiation, the solid surfaces store heat and its release
is not immediate. This thermal inertia effect is reflected in the mean temperature
variation that is kept high. Considering the values for the municipality of Braga,
it can be seen that the mean radiation values drop significantly in September and
October, but it is only from November that there is a significant drop in the mean air
temperature. The global horizontal radiation reaches a peak in July with 206 kWh/m2

for the TMY 2006 and a higher 225 kWh/m2for TMY 2013. It should be noted that,
in the winter season, the direct normal radiation exceeds the values of the global
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horizontal radiation, mostly because in winter the apparent position of the sun is
lower and the incident solar radiation is spread over a larger horizontal area.

Calculations were made to determine the total annual incident radiation for both
simple and diffuse isotropic models and also considering different tracking system

Fig. 2 Components of solar radiation andmonthlymean temperature throughout the reference year
in the municipality of Braga for: a TMY2006 and b TMY 2013
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Table 2 Comparison of the incident solar radiation between TMY 2006 and TMY 2013, for fixed
and different tracking system configurations (simple and diffuse isotropic model)

Atmospheric model Tracking system
configuration

Annual incident solar
radiation (kWh/m2)

Comparison (%)

TMY 2006 TMY 2013

Simple isotropic model Biaxial 1977 2217 12.1

Polar axis 1924 2151 11.7

Horizontal axis
N-SC

1770 2007 13.3

Horizontal axis
E-WD

1671 1794 7.4

Fixed (South, β =
f)

1601 1736 8.4

Diffuse isotropic model Biaxial 1907 2152 12.8

Horizontal axis
E-WD

1637 1740 6.3

Fixed (South, β =
f)

1562 1674 7.2

Notes β—surface tilt angle from the horizontal; β = f—tilt angle equal to latitude; N-SC—North–
South orientationwith continuous adjustment; E-WD—East–West orientationwith daily adjustment

configurations. The results are presented in Table 2. Note that, calculations for the
polar axis and N-SC horizontal axis tracking system were only applied to the simple
isotropic atmospheric model due to methodology limitations.

When TMY 2013 is compared to TMY 2006, for the same tracking configuration
and atmospheric model, it is verified that there is an increase in the forecast of the
incident yearly solar energy for the TMY 2013. The increase is more significant with
the biaxial, polar axis and horizontal axis N-Sc tracking systems (approx.+ 12 to+
13%), regardless of the atmospheric model used. Regarding fixed surface systems,
for an interval of up to 10° in tilt angle, the effect of the tilt angle variation is smaller
than the effect of the atmospheric model and to maximize the energy production over
a full year the optimal value is 30 to 35°. This means that, for annual optimization,
it is preferable to decrease the tilt angle of the fixed solar panels, in order to obtain
a higher diffuse radiation values and by comparison to the values normally used in
solar thermal systems.

In addition to this analysis, both TMY were compared by forecasting the elec-
tricity production for a fixed panel (a 3kWp polycrystalline panel, model AXIpower
270P/60S (year of 2020), south oriented, β = 35°) and considering the Hay-Davies,
a robust model that provides good results even when the diffuse radiation component
is not fully known. The annual electricity production obtained for TMY 2006 and
TMY 2013 corresponded to 229 kWh/m2 and 246 kWh/m2, respectively.
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4 Final Considerations

The climatic annual database update resulted in the increase of the incident solar
energy for any surface orientation. In particular, during the summer months, the peak
values for the global horizontal solar radiation are significantly higher for the TMY
2013 when compared with the TMY 2006. The annual mean air temperature is also
higher for TMY 2013. When applying the annual production models to the updated
and more realistic radiation conditions of the TMY2013, the electricity production
is expected to improve by at least 7% with a fixed system and by 11–13% with the
best tracking systems.

If the polar tracking system is compared with the biaxial orthogonal incidence
tracking system, there difference is only of about 4%. Therefore, polar axis is more
economically interesting, given the greater complexity of the biaxial solar tracking
system. As future work, it is intended to study the influence of the optimal fixed tilt
angle for seasonal applications (e.g., photovoltaic irrigation) and the development of
the methodology considering anisotropic atmospheric models.
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Time Series Forecasting of a Photovoltaic
Panel Energy Production

Abdelaziz El Aouni and Salah Eddine Naimi

Abstract Predicting the energy production for few days horizon is the key for
best managements of photovoltaic residential installations. This paper compares
two methods for predicting the power output of solar PV system. We first create
a database of around 36,000 points by simulating a PV module using a real weather
data (hourly measurements of the temperature and the solar irradiance). To make
predictions on the PV panel energy production, two techniques were compared: the
combination of the discrete Fourier transform (DFT) and an artificial neural network
(ANN), and a well new technique, the long short-term memory (LSTM) time series
forecasting with a neural network. The results show an accuracy of the DFT-ANN
model around 90% of the energy produced for three days horizon (85% as a mini-
mal sporadic value). For the LSTM method, the accuracy is around 92% for 5 days
forecasting.

Keywords PV energy forecasting · Discrete fourier transform · LSTM

1 Introduction

The energy is becomingmore andmore important andbeing an indispensable element
in human’s life. Because of global warming and limited amount of fossil fuel energy
stock in the world, it is urgent to find alternative solutions to these sources of energy.
Photovoltaic energy is one of them, but unlike conventional power sources, solar
energy supply cannot be precisely planned beforehand. This is due to the fact that
solar energy is highly dependent onweather conditions, especially cloud structure and
day/night cycles. To successfully integrate increased levels of PV power production
while maintaining reliability, it is therefore very important to be able to predict the
power output. Power output forecasts on multiple time horizons play a fundamental
role in storage management of PV systems, control systems in buildings, as well as
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for the grid regulation and power scheduling. It allows grid operators to adapt the
load in order to optimize the energy, transport, allocate the needed balance energy
from other sources if no solar energy is available, plan maintenance activities at the
production sites, and take necessarymeasures to protect the production from extreme
events.

The PV power forecasting can be performed by several methods, but the most
promising is the machine learning models [1]. The choice for the method to be used
depends mainly on the prediction horizon; actually, all the models have not the same
accuracy in terms of the horizon used [2, 3].

In this paper, we evaluate two techniques for time forecasting of a photovoltaic
panel energy production. The first method is a combination of Fourier transformation
of sample data and an artificial neural network (DFT-ANN), while the secondmethod
uses a well new LSTM network for time series forecasting.

2 Time Series Forecasting of PV Power Output Using
Machine Learning

The machine learning models can be used in forecasting problems in three different
ways [4]:

• Structural models which are based on other meteorological parameters;
• Time seriesmodelswhich only consider the historically observed data of PVpower
as input features;

• Hybrid models which consider both, PV power and other variables as exogenous
variables.

In this work, we focus on the combination of the DFT with ANN to perform the
time series forecasting. For evaluating this technique, we use the LSTM algorithm
as reference because it is widely used in such problems.

In fact, it is difficult to compare different methods under different conditions; a
small change in input data or models parameters may result in substantial variations
in the prediction accuracy of the models. Results of several forecasting methods are
proposed in the literature based on ML for solar PV generation as shown in Table 1.

2.1 Generation of a Realistic PV Power Database

To make the best prediction of the PV power output, we need large historical data to
train the model on it. This section describes the process flow for creating the database
(Power output versus the environmental temperature and solar irradiance). The cho-
senmodel, of a PVcell, is the single diodemodelwith both series andparallel resistors
for greater accuracy. Modeling this device, necessarily, requires taking weather data
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Table 1 A summary of the literature studies

Publications Models Time horizon Error metrics Results

Lin et al. [5] Pattern sequence
NN

24 h-ahead MAP, RMSE 77.37, 106.33

Gensler et al. [6] Autoencoder,
LSTM

24 h-ahead MAP, RMSE 0.0366, 0.713

Wang et al. [7] CNN, ANN,
LSTM

24 h-ahead RMSE 0.343–1.434

Gao et al. [8] LSTM-NN 2 days ahead MAD 1.41% and 3.97%

Error Metrics: Mean Absolute Percentage (MAP), Mean Absolute Deviation (MAD), and Root
Mean Squared Error (RMSE)

(irradiance and temperature as aminimal parameters) as input variables. The purpose
of the simulations is to get I(V ) curve and P(V ) curve that can permit to generate the
power output of themodule.We consider that the global system (PV-load) operates in
ideal condition (maximumpower point). For the temperature and solar irradiance, we
used a real set of data from theNRELSolar Radiation Research Laboratory located at
Colorado (USA-39.7423, -105.1785) (irradiance: the Global Normal CMP22 instru-
ment, Temperature: Dray Bulb Temp (Tower) instrument, The data can be freely
accessed via https://nrel.gov). All data are collected, theoretically, each minute for
several years. Themodeled PVmodule was from JFSOLAR (JFS2-144-545M panel)
with the following characteristics: Maximum Power = 545W, Open-Circuit Voltage
= 49.65V, Short-Circuit Current = 13.92A, Number of Cells = 6× 24.

2.2 DFT-ANN for PV Power Forecasting

For a digital data, a discrete Fourier transform (DFT) is defined as a method that
allows to decompose functions depending on time into functions depending on fre-
quency. Themost intuitive application of the Fourier transform is a time series decom-
position.Any extrapolation in frequency domain can be interpreted as time prediction
but with some risks. However, it is new that the combination of the FT technique with
artificial neural network can be used for time forecasting of PV power production [9].
The variation dynamic of the PV power output is controlled by day and night cycles.
As the zero power at every night does not provide any real useful informations, we
deliberately generate a symmetrical curve by replacing all nights data with data from
the previous day. With this transformation, the signal spectrum is less complicated
as we will show in the results section. Once this transformation is performed, the
DFT of the signal is calculated. Figure 1 shows the algorithm workflow applied to
the training dataset. The DFT is estimated each step for N samples and N + M sam-
ples. The window is moved each time with a predefined step (P in the figure). As
the Fourier transform characteristic is symmetric, we used this property to reduce
the number of coefficients (real and imaginary parts). Consequently, two matrices
are obtained; the first matrix generated from N samples is used as an input for an

https://nrel.gov
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Fig. 1 Prediction steps using an artificial neural network (ANN) trained with data from Fourier
transform calculus of a temporal sample

artificial neural network, while the second matrix (obtained from N + M samples)
represents the target for the feedforward ANN. Thus, the trained network can be used
to estimate each time M values. We need to compute the inverse Fourier transform
to be able to predict the next M temporal values of the curve. After testing different
configurations, the best neural network model is chosen considering the combination
of the RMSE mean errors. This best ANN model is comprised of an input layer of
200 neurons and a single hidden layer of 130 neurons, in addition to 270 neurons for
the output layer. For the training algorithm, we use Levenberg–Marquardt algorithm.

2.3 Time Series Forecasting Using LSTM Method

In order to estimate future values of the energy production, a time series forecasting
techniques can be applied. The algorithms are generally based on some historical
records of a variable to predict the next temporal value. The most significant of these
models are the linear autoregressive integrated moving average (ARIMA) model or
the autoregressive-moving average (ARMA)model. On the other hand, the nonlinear
model such as a recurrent neural network (RNN) architecture is more powerful for
complicated series.

Thus, forecasting with long short-term memory (LSTM), which is type of RNN,
is well-suited for making prediction. The LSTM network was trained on the same
database as the previous algorithm. The LSTMmethod will not be described further
in this section as it is explained in previous studies [10–12].
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3 Results and Discussion

Figure 2 shows an example of the simulated characteristics I–V of solar panel.We
verified that the value of short-circuit current (13.92A) and the value of open-circuit
voltage (48.38V) are in agreement with the manufacturers’ data. After this first
validation of the PV model, the weather parameters were used to generate the output
power of the panel. Figure 2 shows the real temperature as well as the irradiance
variations during a week (1–7 June 2020) as well as the PV power output simulated
during the same amount of time. The simulated output power during 1–7 years (with
a sampling period of 1h) is used as a training and validation database for the two
methods of power time forecasting. In Fig. 3a, we plot the predicted and actual power
target for 11 days (200 points at a sampling period of 1h); as already mentioned, a
symmetric curve is generated by replacing all night’s data by those of the previous
day. The corresponding signal frequency spectrum is presented in Fig. 3b. The real
and imaginary parts of the computed DFT of the signal are used to train the neural
network (ANN input). The sequence inputs–outputs are, obviously, normalized for
the training, and the outputs de-normalized after the validation step. To predict the
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Fig. 3 DFT-ANN results. a (Blue curve) the PV power dataset, (Blue circles) the 200 data used
at the input of the ANN, (Red curve) the predicted power output (between 200 and 270). b An
example of the calculated DFT for 200 samples. c The actual and predicted energy produced by
the PV for 3 days horizon estimated each hour. d The relative error of the energy forecasted for the
following three days

power of the next hours, the DFT of approximately 14 days (270 sample) is used
as a target for the ANN. The dataset is processed as windows of 270 samples that
moves in all data length. An example of power time forecasting is shown in Fig.
3a for three successive days. As shown in Fig. 3d, the error in prediction of PV
energy production for 3 days horizon is less than 20% (10% in mean). In Fig. 3c, we
plot the predicted and actual power target; each point represents the sum of 3 days
of PV power production estimated each hour. To evaluate the performance of the
LSTM algorithm to forecast PV power, we performed various simulations according
to the number of hidden layers, sampling data interval, and the time steps of a deep
RNN-based forecasting model. The LSTM network structure with one input layer,
one hidden layer of 500 neurons, and one fully connected output layer was the most
efficient. In Fig. 4, the graphics represent the predictions for 8 days horizon using
(Fig. 4a) 7 years hourly sampling dataset and (Fig. 4b) 2 years dataset for training
the network. From Fig. 4, we were able to calculate the relative error of the estimated
energy produced after 3 days and 5 days. Therefore, if 7 years dataset is used, the
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Fig. 4 PV maximal power prediction using LSTM method. a Results for 7 years training dataset.
b Results for 2 years trading dataset

relative error (of the produced energy) is around 30% for 3 days horizon and 50%
for 5 days horizon (in cloudy days). In fact, the LSTM network was unable to predict
correctly the duration of daylight. However, if we use a 2 years dataset for training
the LSTM network, the relative error of the estimated energy drop to around 12%
for 5 days forecasting and less than 8% for 3 days forecasting.
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4 Conclusions

In this paper, we compare the RNN-based LSTM forecast algorithm to the combined
DFT-ANNforPVpower generation forecasting.Weusedon-siteweather information
and a one diodemodel of the PVcell to simulate a realistic hourly power production of
a commercial panel. The simulation results showed that, for theDFT-ANNalgorithm,
the prediction accuracy was the best when it consists of one hidden layer with 130
neurons. The input layer accepts a set of 200 data corresponding to Fourier transform
of a sampling period of 10 days every hour and produce 270 values in the frequency
domain that is equivalent to 3–4 days prediction horizon. The energy produced by
the PV module was estimated hourly for the next 3 days with relative error less than
8% (the increase of the error was sporadic only). For the LSTM algorithm, when
applied to daily steps PV production, the method was inefficient, while for hourly
time forecasting, the LSTM algorithm was able to predict the energy produced by
the panel for the following 5 days with a relative error less than 8%.
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Study of the Hybrid Solar Energy Supply
of a Mobile Service Unit (MSU)

Abdelkrim Laabid, A. Laamimi, A. Saad, and M. Mazouzi

Abstract Mobile ServiceUnits (MSUs) aremobile structures (on truck, semi-trailer,
bus, etc.) equipped with material and human resources to relocate complete services
and bring them closer to populations far from the official centers (peri-urban and rural
areas). These services can be administrative, banking, training, employment, social
assistance, support or medical. These services obviously require the deployment of
equipment (office automation, IT, equipment specific to the service delivered) which
need a reliable and permanently available power supply, something that is not always
guaranteed, particularly in the case of rural sites isolated from the electricity network
or provided with a low-power network. The quality of services provided byMSU, the
reduction in operating costs and the reduction in pollution generated by conventional
sources of energy have led to the recent development of alternative sources of clean
energy. Our work falls within this context and aims to develop MSU power supply
solutions based on hybrid energy sources (PV/batteries). The network (if present on
the site) and/or a generating set (GE) provide backup against the intermittent of the
PV. We worked on a first version of MSU produced in 2018 and equipped with a
2120 Wp solar roof associated with batteries totaling a capacity of 19,200 Wh to
meet the consumption needs of the MSU estimated at around 10,000 Wh per day.
We collected and analyzed data from the deployment in the field (solar production,
consumption, SOC batteries). We proceeded to a modeling of the energy chain and
simulated the behavior on all days of the year. Themeasurement results are validated,
and several PV/battery combination scenarios are proposed and analyzed for better
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optimization of the hybrid system produced. The results obtained made it possible
to propose an improved solution for the second version of the MSU, which has been
completed. It will also be subject to energy monitoring during its deployment in the
field.

Keywords Hybrid energy system · PV system · Standalone · PV/diesel/battery
storage system · Energy for rural community

1 Introduction

The Kingdom of Morocco has given itself, among other things, the priority of
reducing social inequalities, in particular for the middle class and the rural areas
[1], improving the healthcare system [2] and raising the bar in terms of renewable
energies which are thus targeting to exceed the current goal of 52% of the national
electricity mix by 2030 [3]. The use of renewable energies concerns all sectors of
activity (industry, transport, buildings, agriculture, etc.). In our research and devel-
opment, we are particularly interested in the integration of renewable energies in
Mobile Service Units (MSUs). The MSU is a service delivery unit for populations
with no or difficult access to the said services, made up of a mobile team traveling
with a vehicle adapted to the geographical and climatic conditions to provide the
services. A significant part of the Moroccan population is made up of sedentary
populations established in areas far from urban centers (rural and peri-urban world).

This article presents a case study of the integration of photovoltaic energy in a
MSU. This work is tackling the concerns part of our research, namely the study with
a view to improving the performance ofMobile Service Units (MSUs) manufactured
in Morocco.

After a brief review of the scientific literature and industrial concerns on this
subject, a state of the art was established and served as a reference for our study.
Starting from the established state of the art, we first contributed to the realization
of a first version of MSU equipped with a hybrid energy source (PV + battery
+ emergency generator) (PV field of 2 kWp and battery totaling approximately
20 kWh). We then collected and analyzed the operating data of these units (PV
production, MSU consumption, battery SOC, etc.). We proposed a modeling of the
hybrid source and developed an algorithm that scrutinizes the energy operation of
the MSU on every day of the year. Several PV-battery combination scenarios are
presented, analyzed and compared in order to find the optimal solution to meet the
load requirement while guaranteeing the longevity of the batteries.

The study carried out and presented will be continued to further optimize the
components of the on-board energy source and also to implement an intelligent
management approach.
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2 Overview of the Literature and the Industrial Context

The issue we are dealing with is current and subject to many developments and
advances. Isolated sites and sites connected to networks, unsecured and exposed
to power outages and instability, have been powered by hybrid sources generally
associated with one or more renewable resources (PV and/or wind power and storage
(battery); a diesel generator or the network if it exists is connected in parallel. For
example, we can cite the references for inaccessible and away from the distribution
network (Houses, Dispensaries, Administration and others) [4–9] which develop
hybrid solutions for use in rural or remote area’s environment. The MSU (mobile
clinics, training units, laboratories, bank branches, etc.) serving these areas is also
increasingly equipped with renewable energy, like the sites mentioned. Here, we are
talking about on-board energy sources [10–12].

Embedded renewable energies are also developing in the industrial field of trans-
port, in particular in van trucks, commercial vehicles [13], ambulances [14] and cara-
vans [15]. These energies now make it possible to meet the minimum consumption
needs of the loads transported, in particular refrigeration [16, 17], air conditioning
and the supply of electrical equipment. In general, the electricity produced by PV is
used to:

• Reduce diesel consumption through the use of PV panel on the vehicle.
• Reduce CO2 emissions from diesel generators by, for example, supplying energy

for refrigeration when vehicles are parked or on the road.
• Take charge of the air conditioning of buses and utility vehicles.
• Take care of secondary applications such as thawing ice and snow on truck roofs.
• Serve as a power source for electric vans [18].

To further improve the performance achieved and the levels of safety required,
research efforts are continuing and are aimed at:

• The realization of light and efficient PV modules, resistant to vibrations and to
shearing and bending forces.

• Ease of installation at low heights.
• PV high-voltage systems that meet the safety requirements of PV and vehicle

standards.
• Larger storage capacity with minimum weight [19–21].

Presentation of the studied MSU and their energy needs.

2.1 General

In its development strategy, the National Agency for the Promotion of Employment
and Skills (ANAPEC) acquired and put into service in 2019 the first MSU which are
real mobile agencies intended for rural and peri-urban populations. The core values
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of this development strategy are equity and proximity to populations. A flexible
and tailor-made service is provided to young job seekers by mobile advisors made
available to them by ANAPEC.

Figures 1 and 2 show the exploded view of the interior of the truck-type agency
and its solar roof.

The power demand is calculated from the power balance of the various equipment
and components of the MSU considered (agency on truck). It is rated at 4.3 kW. The
daily energy needs are also estimated. The average consumption is estimated at
10 kWh.

Fig. 1 Equipment for
MSU—interior

Fig. 2 Solar photovoltaic
array mounted on the roof of
the truck
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The surface available on the roof of the vehicle to accommodate the PV panels is
equal to 17.5 m2. This surface made it possible to install 8 panels with a unit power
of 265 Wp, i.e., a total of 2120 Wp (Fig. 2). Based on an average producible of
1700 kWh/kWp, the expected average daily production is estimated at 10 kWh/day.

2.2 Assessment of Battery Needs

It is based on daily operation of 6 h with an average power of 60% of the estimated
nominal power, i.e., a daily consumption of 0.6 * 4340 * 6 = 15.6 kWh. Then, the
capacity of the necessary accumulators is estimated by the formula:

C = (Ec ∗ N )/(D ∗U )

C: battery capacity in ampere-hours (Ah).
Ec: energy consumed per day (Wh/d) (according to the power balance).
N: number of days of autonomy.
D: maximum permissible discharge (0.8 for lead batteries).
U: battery voltage (V).
By choosing U = 24 V with a depth of discharge of 80%, one day of autonomy

would lead to a capacity of 15,600 * 1/(0.8 * 24) = 812.5 Ah or 19,500 Wh (Fig. 3).
The hybrid system presented has been installed on the MSU and tested before

deployment in the field since 2019. It has been subject to regular monitoring, the
results of which we have reported and analyzed with a view to proposing solutions
for improvement.

Fig. 3 Diesel generator/solar battery/inverter/regulator are mounted in the skirts of the truck
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Fig. 4 Examples of results obtained in the Marrakech-Safi region and the Beni Mellal-Khénifra
region

3 Analysis of MSU Energy Monitoring Results

The monitoring focused mainly on the powers produced by the PV source and that
consumed by the MSU as well as on the SOC of the battery, through recordings and
measurements taken at time intervals of a few minutes during the operation of the
MSU. We have processed and analyzed the data collected and those in the different
geographical areas served by the MSU.

Below are two examples of results obtained in the Marrakech-Safi region and the
Beni Mellal-Khénifra region (Fig. 4).

We were able to follow theMSU over almost a year in order to analyze the impact
of sunshine which affects PV production and the impact of the HVAC system which
affects the load. We noted that over the entire period explored, it was not necessary
to use the network or the GE. The hybrid power system only ran on PV backed up
by the batteries.

4 Assessment of the Performance of the PV Source
on Board the MSU

To assess the performance of the PV modules, we compared the results of measure-
ments carried out on the MSU during its operation in Ben Curer on 07/27/2021 and
those generated by simulation using the PVGIS software [22]. The coordinates of the
site (32.14 N latitude; 7.96 E longitude, height of 474 m) are entered into the calcu-
lation software, as well as the power of the PV source. The theoretical production
curve is finally compared with the measurements of the day in question.

Figure 5 shows the measured production profile and that calculated with PVGIS.
The observed difference is attributed to local weather conditions which would not be
identical to those of the same day given by PVGIS [22], to aging and to dirt deposited
on the PV modules.

We also compared the SOC calculated from the initial battery charge and the
production given by PVGIS to the SOC measured (Fig. 6).



Study of the Hybrid Solar Energy Supply of a Mobile Service Unit (MSU) 949

Fig. 5 PV production measured versus production given by simulation with PVGIS on 27/07/2021

Fig. 6 Evolution the SOC battery during the day of 07/27/2021

During the day of observation, the battery charge was initially at a level slightly
below 50%. At the end of the day, it went almost to the SOC limit of 20%. We will
come back to this situation later.

5 Modeling of the MSU Hybrid Energy Supply Source

The design of theMSUon-board power source solution is based on an average annual
model. Daily, weekly and monthly variations are not taken into consideration as well
as the impact on the charge and discharge cycles of the battery. In order to achieve an
optimal solution, we proposed a modeling of the hybrid system and analyzed several
PV/battery combinations in order to better reduce the call on the network and/or
generator.
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5.1 Presentation of the Studied System

The hybrid energy source that equips the studied MSU is composed of:

• PV modules covering the roof of the vehicle.
• The energy storage battery.
• The hybrid inverter.
• The generator.
• The cable reel that can be connected to the electrical network when possible.

The source is schematized in Fig. 7.
PPV: Power supplied by the PV source.
PR: Power supplied by the network or the generator (GE).
PB: Power exchanged with the battery.
PC: Power called by the load.
At any moment:

PC = PPV + PR + PB

The load is supplied primarily by the PV source with the following scenarios:
If the need is satisfied, the surplus is used to recharge the battery until itsmaximum

level is reached, and there, the residual is not recovered (energy not recovered).
If the need is not satisfied by the PV, the battery provides the rest as long as its

charge EB (expressed inWh) is greater than the minimum threshold EBm associated
with the battery.

If the need is not satisfied by the PV and the battery reaches EBM, the power grid
or the generator set comes into action to satisfy the use and charge the battery.

Fig. 7 PV/diesel generator/grid/battery hybrid system configuration
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5.2 Functional Modeling

• The operation of the system is modeled over an entire year on the basis of:
• Daily solar production (hourly data: from midnight to 11 p.m. with a step of h =

1 h) provided by the PVGIS simulation (free tool for simulating solar production
anywhere in the world). The PV power is given in the form of a column matrix
of 326 × 24 = 8760 elements.

• The load profile constituted by theMSU (hourly data) givenwith the same number
of points. PC is a column matrix of 8760 elements.

• The battery initially charged to its maximum energy EBM (expressed in Wh).
• The time matrix T also contains 8760 points, successively 1, 2, 3, …, 24, 25, …,

8760 (Fig. 8).

5.3 Operation Simulation

The simulation is based on:

• The production of a 2120Wp solar field placed on the roof of the vehicle, provided
by PVGIS, operating in the geographical area of BENGUERIR.

• The average daily consumption profile of the MSU.
• Storage batteries totaling energy of 19,200 Wh.

The objective is to evaluate the performance of the solution and explore more
advantageous PV-storage association scenarios.

For this purpose, we considered three storage capacities: installed (19,200 (Wh)),
40,000 (Wh) and 31,680 (Wh).

We compared the power produced to the power consumed throughout the year.
Figure 9 illustrates the results obtained.

It is clear that throughout the year, the need for consumption is largely met by
PV production. However, the seasonal fluctuation of PV production generates either
a surplus of production (case of April and July) or a deficit (case of December).
The adjustment between production and consumption must be best fulfilled by the
battery.

The battery must ensure the assigned function under the best conditions, in
particular:

• Limit the use of the network or the generator.
• Limit the number of charge–discharge cycles for better battery life.

The impact of battery capacity on reducing the number of charge/discharge cycles,
and therefore on battery life, is studied by comparing three battery capacities: 40,000,
31,680 and 19,200 Wh (the one installed). The power of the PV field is maintained
at 2120 Wp in the three situations. Figures 10, 11, and 12 show the balance over the
year of the hybrid system with the three battery capacities (Table 1).

The following observations emerge from the summary table:
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Fig. 8 Flowchart used for system modelization and simulation of the energy management system
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Fig. 9 Daily profiles of PV production and MSU consumption

Fig. 10 Annual operating of the hybrid PV-storage system 19,200 Wh battery
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Fig. 11 Annual operating of the hybrid PV-storage system 31,680 Wh battery

• The increase in battery capacity leads to a reduction in the number of
charge/discharge cycles as well as the depths of discharge. We see that when
we double the capacity, we almost halve the number of cycles.

• On the other hand, the capacity does not significantly affect the uncaptured energy
which remained around 435 kWh/year in the three cases.

• This approach helps to choose the optimal battery capacity based on the
manufacturer’s specifications and the desired lifetime of the batteries.

6 Conclusion and Prospects

Following the production of a first MSU version equipped with a PV/battery hybrid
source backed up by a generator, we were able to validate the concept developed in
the field. Operational monitoring in the field confirmed the expected performance.
The slight discrepancies observed between the measurements and the theoretical
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Fig. 12 Annual operating of the hybrid PV-storage system 40,000 Wh battery

Table 1 Summary of the results obtained

Power (Wc) 2120

Battery capacity (Wh) 40,000 31,680 19,200

Energy produced per year (kWh) 3248.4 3248.4 3248.4

Energy consumed per year (kWh) 3219.7 3219.7 3219.7

Energy not captured per year (kWh) 434.3 433.09 443.99

Percentage of energy not captured (%) 10.3 13.33 13.66

Number of deep charge/discharge cycles 12 13 21

simulation are mainly due to the cleanliness of the panels and the weather conditions.
The modeling of the operation of the hybrid source and the simulation of several
PV/battery combination scenarios provide information on the optimal solutions to
be achievedwith the best compromise between the size of the PVfield, the capacity of
the batteries and the minimization of unrecovered energy. In addition to the financial



956 A. Laabid et al.

constraints, the weight of the batteries and the limited reception surfaces of the PV
modules must be the subject of an optimization study planned in the continuation of
this work. The new MSU completed at the end of 2021 has already benefited from
feedback from previous versions. Equipped with systems sized with a PV power of
3540 Wp, they are monitored and the results will be presented in a future article.
The same will apply to MMUs (Mobile Medical Units) completed in 2020 whose
operation is delayed following the COVID-19 pandemic. The performance of their
hybrid energy source will be evaluated and optimized.
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Antonio Gagliano, and Giuseppe Marco Tina

Abstract Photovoltaic/thermal unit (PV/T) is an innovative technology that allows
the renewable energy production by cogenerating electricity and heat simultane-
ously. This technology is seemed promising for the energy supply in many applica-
tions, especially for building envelope. In the present work, the performances of two
different PV/T solar plants with a Roll-bond and PV/T sheet-and-tube absorbers are
compared under the operating conditions of Catane, Italy. The performance assess-
ment of theses PV/T solar plant is ensured by the dynamic modeling of two PV/T
in MATLAB software. Moreover, the PV/T energy yields for suppling the energy
need of a simple building are evaluated. From results, the comparison of the two
PV/T systems proves that the “Roll-bond” configuration provides a higher thermal
performance with a maximum fluid outlet temperature of 42.13 °C with respect to
the standard one of 40 °C “Sheet-and-tube” configuration). In terms of the PV/T
energy yields used for the energy supply of a standard building, it’s observed that
PV/T” Roll-bond” system is very promising. It can fully cover the energy needs of
the building with a total coverage factor of 76.79%.

Keywords PV/T solar plant · Absorbers · Roll-bond · Sheet-and-tube · Energy
yields · building needs

1 Introduction

PV/T technologyoffersmany attractive options since itmerges aPVand solar thermal
technologies in the same unit, for producing electricity and heat simultaneously. This
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hybrid unit is seen promising, in particular for building applications, due to its multi-
ples advantages [1]. In the PV/T system, different fluids can be used for the cooling
effect [2]. Besides, an effective cooling can be offered by the suitable choice of the
absorber configuration. The most conventional PV/T system configuration is with
Sheet-and-tubes one, where a parallel tubes are welded with metal plate. In recent
years, a developed similar PV/T with Roll-band configuration is obviously adopted.
It’s characterized by two metal absorbers combined by a rolling process. These two
PV/T systems configurations arewidely investigated in literature, for further improve
their performances. For the PV/T Sheet-and-tubes, a dynamic numerical model and a
new bi-dimensional finite difference numerical model have been developed and vali-
dated experimentally by [3, 4]. The obtained results show a very good agreementwith
the experimental data in case of stable and transient weather conditions. For the work
of [5], a new 3D dynamic model for the Sheet-and-tube PV/T water system is devel-
oped to evaluate the electrical energy production and the supply of hot water under a
real climatic condition. This model fits well with the measured data published by the
Eurofins laboratory. For the PV/T Roll-bond, the performance of a glazed Roll-bond
PV/T system is evaluated by [6]. Hence, excellent performances are noted for this
PV/T system. The work of [7] investigates a one-dimensional model of an unglazed
and uninsulatedRoll-bond PV/T system, using the numerical finite volume approach.
A good agreement is noted with the experimental data. Another study of unglazed
Roll-bond PV/T system, whose model is implemented in the TRNSYS environment
is conducted by [8], considering the data of three sites in Europe (Paris, Milan and
Athens). Moreover, the experimental results obtained prove the trends observed in
the simulation of PV/T model.

A few studies are made on the comparison of these PV/T systems: Roll –bond and
Sheet-and-tube configurations. In fact, it ismore challenging, due to the very different
geometric characteristics of the channel’s configurations. Thework of [9] have exper-
imentally evaluated the performance of three different configurations of PV/T system,
under real operating conditions at the SolarTech LAB laboratory (Milan, Italy): PV/T
Sheet-and-tubes and PV/T Roll-bond with a different insulation. The results show
that the PV/T Roll-bond is the most effective one. New prototypes of PV/T Roll-
bond systems were presented and compared with a standards PV/T Sheet-and-tubes
systems as reported by [10]. The thermal performances of four PV/T systems are
investigated theoretically and experimentally, in the steady-state and quasi-dynamic
regime. A higher thermal efficiency of about 82% was noted for the PV/T Roll-bond
systemwith a black coating. The present study aims to determine the best PV/T solar
plant configuration (with Roll-bond or Sheet-and-tubes absorber) allowing a good
performance. It is underlined the advantage of integrating the best PV/T configuration
on a simple Italian building to cover its energy needs.
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2 PV/T Solar Plants Modeling

In this section, the considered PV/T solar plants are characterized and described.
Both PV/T solar plants are equipped with: two unglazed PV/T panels connected in
series with an inclination of 45° [11], hydronic circuit including the thermal storage
tank, the pump and pipe connection. The difference between the two solar plants is
the PV/T panel (the absorber) as shown in Fig. 1. In first case, the thermal absorber
is designed with a conventional Sheet-and-tube configuration. While in second one,
the absorber is in Roll-bond design.

2.1 PV/T Thermal Models

In this study, the PV/T models are developed similarly to previous literature models,
based on the energy balance established in MATLAB. The PV/T Roll-bond model
is built and validated as reported in [11, 12]. While the PV/T Sheet-and-tubes model
consists an extension of the model presented in [13–17] and validated in [14, 15].

The energy balance for each PV/T design includes the different heat exchanges
by radiation, convection and conduction. Figure 2 presents an equivalent electrical
circuit of the heat flux trough the studied PV/T panels. In case of the Roll-bond PV/T
design (a), the considered layers are: the glass cover, PV cells, Tedlar, Roll-bond
absorber, and the insulation. While in the PV/T Sheet-and-tube one (b), the Roll-
bond absorber is replaced by a metal plate and a set of tubes. The meteorological
variables, e.g., the solar irradiance, the ambient temperature and the wind speed are
integrated in the developed PV/T models as well some hypotheses are used for the

Fig. 1 Schematic diagram of the whole PVT solar plant and the PV/T panels: a with roll-band
configuration, b with sheet-and-tubes configuration
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Fig. 2 Equivalent electrical circuit of the PV/T panels: a with roll-bond absorber, b with sheet-
and-tubes absorber

calculation as shown in [13–15]. Figure 3 shows the solar irradiance (G) and ambient
temperature (T a) profiles used in the simulation for the period 7–10 Mars 2019.

2.2 PV/T Energies Production

The electrical power production (Pe) of the PV/T solar plant is calculated from the
solar irradiance at the PV/T panel surface (G), the total surface of the PV cells (APV)
the reference electrical efficiency ηref and the PV cells characteristic β as presented
in [1]

Pe = ηref[1− β(TPV − 25)]APVG (1)

The net energy produced Eel,ne depends on the efficiency of the inverter device
ηinv considered equal to 95%, electrical efficiency of the panel ηe and Ppump power
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Fig. 3 Meteorological data: ambient temperature (T a) and solar irradiance (G)

required for pumping the coolant fluid.

Eel,ne =
∫

(ηinvPe − Ppump)dt (2)

The thermal power (Pth) and the thermal energy is estimated by:

Pth = �Cf
(
Tc,out − Tc,int

)
(3)

where ṁ, Cf and A, Tc,int, Tc,out are, respectively, the fluid mass flow rate, heat
capacity, panel area and temperature of inlet and outlet of the PV/T panel.

The energy-saving for the DHW production (hot water demand) is calculated
using Eq. (5).

EDHW,PVT =
t∫

0

ṁDHWC f
(
Tm,out − Tsup

)
dt (4)

where ṁDHW, Tm,out, Tsup are the mass flow rate for DHW, temperature of the water
from mixing valve and temperature of the water from the mains.

The energy needs coverage factors, as function of electrical, thermal and total
energies needs of the building are:

Fel(%) = 100 · Eel,ne

Eel,load
(5)

Fth(%) = 100 · EDHW,PVT

EDHW,load
(6)

Ftot(%) = 100 · Etot

Etot,load
(7)
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3 Results and Discussion

3.1 Main Key Temperatures Profiles

The two PV/T solar plants are describing as a set of overlapping parts including:
the glass, PV cells, Tedlar, absorber, fluid, and solar tank. Figure 4 shows the hourly
PV temperature variation of the studied PV/T configurations. Indeed, a lower PV
temperature is observed for the PV/TRoll-bond (themeanmaximumPV temperature
is about 39.25 °C). This result underlines the effective cooling process ensured by
the Roll-bond design, allowing more heat extraction from the PV cells compared to
the Sheet-and-tube geometry.

The fluid temperatures at the outlet of the PV/T panels for each configuration
are plotted in Fig. 5. For the same inlet water temperature entering the PV/T panels
[11], the outlet temperature presents a logical trend. It can be observed that the outlet
temperature of the PV/T Roll-bond configuration is higher at about 43.0 °C. While
in case for PV/T Sheet-and-tube one is about 39 °C. These results can be explained
by the Roll-bond design transferring more heat between the PV cells and the fluid
compared to the Sheet-and-tubes design.

Figure 6 shows the mean temperatures of the water in the solar tank. The Roll-
bond configuration highlight a higher water temperature inside the tank compared
with that of Sheet-and-tubes configuration. The maximum mean water temperature
reached in the third days at around 15h:00mm is 40 °C for the PV/T Roll-bond
and 37.1 °C for the other one. These results could be attributed to the increase in
the temperature of the water living the PV/T panels and enter in the solar tank for
the Roll-bond configuration. Further analysis to assess the performances of the two
compared PV/T plants is presented thereafter.

Fig. 4 PV temperature in the PV/T panels: cases of roll-bond configuration (black line) and sheet-
and-tubes configuration (blue line)
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Fig. 5 Fluid temperature at the PV/T panel outlet (T c,out): cases of roll-band configuration (black
line) and sheet-and-tubes configuration (blue line)

Fig. 6 Temperatures in the solar tank (T t): cases of roll-band configuration (black line) and sheet-
and-tubes configuration (blue line)

3.2 Electrical and Thermal Energy Production

The daily electrical (Pe) and thermal (Pth) powers profiles of the two PV/T solar
plants is shown in Fig. 7. Obviously, at midday with a value of solar irradiance of
1000W/m2, the solar plants provide themaximumelectrical and thermal powers. The
Roll-bond configuration shows a better electrical and thermal production with mean
maximum values of 0.9 kW and 0.45 kW, respectively, for the thermal and electrical
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Fig. 7 Electrical and thermal power of the PV/T solar plant: cases of roll-band configuration (black
line) and sheet-and-tubes configuration (blue line)

production (0.7 and 0.4 kW in case of Sheet-and-tubes design). For evaluating the
daily performances of the twoPV/T solar plants (on 7March)workingwith a constant
mass flow rate of 6 l/min, a synthetic resume of the energy performance of theses
PV/T solar plants has to presented.

Table 1 shows the electrical, thermal and total energies (Ee), (Eth) and (ETot)
produced by the PV/T solar plants. It’s reports as well some key performance factors
of the PV/T plants energy production. The electrical, thermal and total demand
coverage factors Fel, Fth, and Ftot are determined as a function of the different ener-
gies demands. In this work, the electrical and thermal loads are adopted for a standard
building with a floor area of 100 m2 and net volume of 300 m3. The daily profile of
DHW demand with T setpoint and T sup are fixed at 40 and 15 °C, according to the stan-
dard EN 15316:2007 as shown in Fig. 8 [18]. While, the daily profile of electricity
demand referred to this house (lighting and appliances) is illustrated in Fig. 9 [18]. As
regards the energy needs, the average electrical energy needs of an Italian house are
estimated as about 3000 kWh/y [19–21] (cooling and heating needs are included).
Thus, the highest electrical coverage factor (Fel) is referred to the PV/T Roll-bond
solar plant (76.31%). Otherwise, the lowest one is achieved by PV/T Sheet-and-tubes
one (73.03%). The highest thermal coverage factors (Fth) is achieved with the PV/T
Roll-bond type (76.89%).

As results, it is worth noting that the PV/T Roll-bond solar plant provides a better
energy production and it’s near to fully cover this house energy needs with a total
coverage factor (Ftot) of 76.79%.
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Table 1 Comparison of the energy performance of the PV/T solar plants

Eel
(kWh)

Eth
(kWh)

Etot
(kWh)

EDHW,PVT (kWh) Fel
(%)

Fth
(%)

Ftot (%)

PV/T
sheet-and-tubes

6.473 6.152 12.626 0.25198 73.03 72.39 72.4

PV/T roll-bond 6.764 8.137 14.903 0.26765 76.31 76.89 76.7

Fig. 8 Daily profile of the house DHW [18]

Fig. 9 Daily profile of the house electricity demand [18]

4 Conclusion

In this work, two different PV/T solar plants with Roll-bond and Sheet-and-tubes
absorber designs have been numerically characterized and compared under the same
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conditions. For each PV/T configuration, a numerical model has been established
using the energy balance equations in dynamic regime inMATLAB. From the perfor-
mances comparison of the PV/T solar plants, the PV/T Roll-bond design presents a
better result than the PV/T Sheet-and-tubes with a total energy production of about
14.903 kWh per day. Thus, installing the PV/T Roll-bond solar plant in the building
roof to supply the energy needs could be very promising. It is proved that this type of
PV/T solar plant is near to fully cover the building energy needs, with an estimated
total coverage factor (Ftot) of 76.79%. This result is very interesting in comparison
with PV panels and solar collectors installed separately.
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Abstract A photovoltaic/thermal solar collector (PV/T) is used to generate simulta-
neously thermal and electrical energy from received solar irradiation. In particular, bi-
fluidPV/Twith air andwater coolingfluid is adopted for the energy supply of different
applications. In this paper, a numerical study of a bi-fluid photovoltaic/thermal solar
panel is performed to improve the cooling effect of two different heat exchangers:
air rectangular channel with cooling fins and serpentine copper tubes. A simulation
is conducted using ANSYS Fluent 21 software using the 3D steady-state analysis.
Furthermore, some main key parameters, e.g., the velocity and temperature in each
heat exchanger, are evaluated and analyzed. At a number of tubes and fins, respec-
tively, of 12 and 20, the results show a good PV/T cooling effect. An improved fluid
velocity and temperature for the two heat exchangers are determined to be 0.09 m/s
and 46.67 °C for air and 0.27 m/s and 29.54 °C for the water.
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1 Introduction

Themain advantage of a PV/T hybrid solar system is the conversion of solar radiation
into electricity and heat at the same time. It could use water and/or air as cooling
fluid [1, 2]. Zhou et al. [3] analyzed a three-dimensional model of a PV/T water
collector with serpentine tubes which is established using the finite element method
in software ANSYS. They studied the effect of many important parameters, namely
the inlet velocity and spacing of the tubes, the arrangement of the tube, and the
absorbing materials. Karaaslan and Menlik [4] examined the performance of the
three-dimensional geometry sheet and tubePV/T-basedwater compared to nanofluids
using software Fluent with different input velocities. The results concluded that
the performance of the nanofluid gives better efficiency than water, and inlet fluid
velocity plays a very important role in the thermal efficiency. Hosseinzadeh et al.
[5] presented the effects of ZnO/water nanofluid and pure water on the electrical
and thermal efficiencies of a photovoltaic thermal system. The 3D numerical model
equations are discretized and solved using the pressure-based finite volume method
by ANSYS Fluent 16.2 software. According to the results of their study, the inlet
temperature of the fluid is the most effective parameter on the efficiency of the
nanofluid-based PVT system. Then, Tembhare et al. [6] developed a 3D thermo-
optical model thermal in ANSYS to evaluate the performance of a glazed PV/T. The
effects of many important parameters, the greenhouse effect and the number of tubes,
the bonding width, and the diameter of the tubes were studied. The application of
the greenhouse effect increases the thermal efficiency by 12% compared to the case
without this effect. Özakin and Kaya [7] studied theoretically and experimentally
the air PV/T hybrid system with fins. They present the results of their work on the
effect on the exergy, using a software model ANSYS for modeled fluid flow and
heat transfer to show the temperature and the velocity of air. Lu et al. [8] presented
and compared three types of PV/T collectors with sheet and tube-based water and
air gap with different PV cell locations. Their results are based on computational
fluid dynamics (CFD), and their analyses allow to choose the best performance of
the three collectors.

The main objective of the present work is to analyze and compare the thermal
performance of the two fluids air and water in the two different heat exchangers. The
numerical modeling is performed by using the ANSYS Fluent 21 software.

2 CFD Model

First, the two geometries are presented and the systemof equations governs themixed
convection flow and heat transfer in both heat exchangers. Then, the solution to this
three-dimensional problem is implemented with Fluent software.

The studied system contains a wall installed on the upper wall of the air channel
withfins and the serpentine copper tube forwater,while the otherwalls aremaintained
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adiabatic. Figure 1a and b shows the geometry of the considered problem. The mixed
convection problem in this hybrid collector, air and water system, was numerically
investigated in three dimensions with a length of 1.138 m and a width of 0.52 m.

The physical systems considered are the air rectangular channel with fins for
cooling the PV module as shown in Fig. 1a and the serpentine where water is
flowing under the absorber as shown in Fig. 1b. The dimensions used in the numerical
simulation are indicated in Table 1.

Fig. 1 Geometrical model defined for each case study: a the air rectangular channel with fins
cooling and b design of the cooling tubes copper tubes serpentine
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Table 1 Dimensions of two
models

Parameter Value Parameter Value

Number of tubes 12 Number of fins 20

Inner diameter of
tube

0.008 m Height of fins 0.01 m

Outer diameter of
tube

0.01 m Space between fins 0.01 m

Length of each
tube

0.425 m Height of air channel 0.05 m

2.1 Mathematical Model

Regarding the mathematical model, twomain fields are solved, namely the fluid flow
and the heat transfer. The former is simulated through the Navier–Stokes equation
with the addition of a turbulence model. For the turbulence, the laminar model was
chosen, being appropriated to address the flow within the air channel and in the
serpentine due to their low Reynolds number. To account the heat transfer in the
domain, the energy model was activated and the heat flux radiation through the wall
was defined. The description of these models is presented in detail in the ANSYS
Fluent User’s guide [9]. Furthermore, a set of assumptions are adopted in this study,
in order to simplify the mathematical modeling of the problem. These assumptions
are based on the physical properties of the air flow and water flow with heat transfer
in the regime of mixed convection.

• The flow is three-dimensional;
• The flow is laminar;
• Solar irradiation fixed at 1000 W/m2.
• The thermo-physical properties of the different geometries were considered

constant in both models.

Regarding the calculations developed by the software, the simulation was carried
out using the steady-state formulation, and the convergence criterion was chosen as
10–5 and 10–7 for continuity and energy and momentum equations, respectively. The
Semi-ImplicitMethod for Pressure-LinkedEquations algorithmwas used to solve the
pressure–velocity coupling since it provides more efficient and robust single-phase
flows. The contribution of the gravity acceleration was implemented in a downward
direction.

2.2 Computational Domain, Boundary Conditions, and Mesh

The mathematical model must be solved under certain well-defined boundary condi-
tions, which correspond to the characteristics of the mixed convection problem in
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Table 2 Boundary
conditions

Boundary condition Value Boundary
condition

Value

Inlet air 306 K Inlet water 300 K

Inlet velocity air 0.05 m/s Wall
adiabatic

300 K

Mass flow rate of
water

0.035 kg/s Inlet
velocity
water

0.14 m/s

Mass flow rate of air 0.007 k/s

(a) (b)

Fig. 2 Meshing the air channel with fins (a) and mesh in serpentine (b)

the two geometries. The types of conditions imposed in this study are given in Table
2 for both cases.

A structured three-dimensional mesh with hexahedron elements was carried out.
Figure 2a and b shows the meshing details of the two exchangers.

3 Numerical Results and Discussion

For this purpose, the base case conditions mentioned in assumptions are considered
and the intensity of solar irradiation used is 1000 w/m2. For an inlet temperature
of air is 33.70 °C, it can be observed that the temperature of the air fluid in the
outlet reached at 46.67 °C is shown in Fig. 3a and it presents a good evolution of
the temperature. This excellent cooling performed in the water cooling mode which
allows for better heat extraction.

The velocity evolution outlet of air channel with fins is illustrated in Fig. 3b. From
the mass flow rate and the surface flow rate and the density of the air, we calculated
and we obtained the inlet velocity at 0.04 m/s.
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Fig. 3 Contours of a temperature and b velocity at the outlet of the serpentine

For the outlet, it can be observed that velocity arrived at center of channel at
0.09 m/s and between fins and upper and down at 0.06 m/s. Then, it is observed that
the air velocity is very close to zero in the regions near the fins. Because the viscous
forces and the friction effect cause the no-slip condition, the air velocity is zero at
all points where it touched to the fins. In opposition to the areas near the fins, the
velocity of air is faster and more laminar in the regions at the inlet and outlet and in
the regions between the fins and upper of fins.

The temperature distributions in all the tubes from the first to the end are illustrated
in Fig. 4. As can be seen from Fig. 5, the upper surface of tubes is uniformly heated
with the inlet temperature is 26 °C, thewater reached equal to 29.12 °C at 1000W/m2.

The velocity evolution outlet of water in serpentine is illustrated in Fig. 5b. From
the mass flow rate and the surface flow rate and the density of the water, the inlet
velocity of 0.14 m/s can be obtained. It is observed that the air velocity is very near
to zero in the regions near the boundary of tube. For the outlet, velocity of water
arrived at 0.27 m/s in the center of the tube.
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Fig. 4 Contours of temperature distributions of all the tubes

Fig. 5 Contours of a temperature and b velocity at the outlet of the serpentine

4 Conclusions

The present work concerns a numerical modeling of PV/T bi-fluid system with two
different heat exchangers. The first one is with air channel and fins design, and
the second is with a serpentine copper tube. A 3D steady-state numerical model is
developed in ANSYS Fluent software in order to predict the thermal behavior of
the cooling fluid. The simulation results show that using this heat exchange design
allows an efficient cooling of the PV cells. At a fixed number of tube and fins about
12 and 20, respectively, an improved fluid velocity and temperature for the two heat
exchangers are noted to be 0.09 m/s and 46.67 °C for air and 0.27 m/s and 29.54 °C
for the water.
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Numerical and Parametric Analysis
of Nanofluid-Based PV/T System
for Hydrogen Production

Safae Margoum, Chaimae El Fouas, Mohamed Hajji, Hajji Bekkay,
and Abdelhamid Rabhi

Abstract Hydrogen production from the PV/T hybrid system becomes an attractive
option in recent years. As a good alternative to the fuel, hydrogen can be produced
by electrolysis of water using the electrical output of the PV/T system. In this work,
a Cu/water nanofluid PV/T system is designed for producing hydrogen through the
electrolysis of water in a proton exchange membrane electrolysis cell (PEMEC).
Assessment of electrical power required by the PEMEC for separation of the oxygen
and hydrogen molecules is performed, based on a dynamic numerical model of
PEMEC-PV/T developed in MATLAB software. To further enhance the amount of
hydrogen produced, a parametric analysis had been proceeded to investigate the
impact of the Cu/water nanofluid mass flow rate and inlet temperature. In addition,
the effect of glazing the PV/T panel on the hydrogen generation from the whole
system is studied. From the analysis of the obtained results, the PEMEC-PV/T is
seemed very promising for generating hydrogen. An important amount of hydrogen
produced is found to be 1.556 mol/h in the case of an unglazed PV/T system, where
effective energy provided by theCu/water nanofluid PV/T system is ensured adopting
an optimum mass flow rate of 216 kg/h and inlet temperature of 303.15 K.
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Keywords PEMEC-PV/T · Cu/water nanofluid · Hydrogen production · Electrical
power · Water electrolysis

1 Introduction

Hydrogen can be generated by electrolysis of water by adopting the solar electrical
production from PV panels, without using fossil sources and emission of carbon
dioxide. However, because of temperature issue presented by the PV panel, coupling
the PV/T system with electrolysis device for producing hydrogen could be an effec-
tive technique. Among various types of electrolysis device, the alkaline and polymer
exchange membrane (PEMC) electrolysers are the most commercially available [1].
In particular, the PEMEC electrolysis system is the most used to produce pure
hydrogen [2]. The work of [3] aims to assess the monthly performance of an inte-
grated PV/T for cooling and hydrogen production from PEMC system. As a results,
the amount of hydrogen produced is found to be maximum about 9.7 kg in August.
The effectiveness of PV/T system for providing the required electrical power of the
PEMEC and preheat the feed water is proved trough the work of [4]. In other study,
a numerical model to investigate the hydrogen generating from proton exchange
membrane (PEM) electrolyzer powered by a photovoltaic thermal system (PV/T)
is developed by [5]. It is observed that 0.018 kg of hydrogen can be produced by
using the electrical energy of the PVT system. The performance of the PEMEC,
powered by the (PVT) system, is also examined by [6]. Accordingly, it is found that
the PVT-TEG-PEMEC system outperforms other systems in hydrogen production.
A novel solar hydrogen generation PV/T system is proposed, and a numerical model
for evaluating and optimizing the PV/T thermodynamic performance is established
in [7]. They investigated the effect of various parameters, including solar radiation,
the fluid, and PV emissivity on the hydrogen production. The possibility of hydrogen
production from PV/T solar plant formed by two PV/T system in series is examined
as well by [8], where a considerable amount of hydrogen produced is depicted about
60 ml/min. From previous literature works, many studies have been conducted on
the application of conventional PV/T systems for the hydrogen generation. In recent
years, a few research works have been suggested the nanofluids-based PV/T system
for producing a pure hydrogen. The possibility of applying nanofluid-based PVT
system for hydrogen generation is experimentally investigated by [9]. According
to this research, using nanofluids improves the PVT system’s electrical and thermal
performance as well as its hydrogen generation. It is estimated that 51 kWh of energy
is able to produce one kilogram of hydrogen. Another PV/T model using MWCNT
and Fe2O3 nanofluids as passive cooling agents is built for improving its electrical
production [10]. This PV/T system is designed to generate hydrogen from water
electrolysis. The results show that Fe2O3 nanofluid was the promising source to
enhance the working ability of the PV/T system, a peak production of hydrogen of
17.3 mL/min was observed for the 0.01 kg/s of Fe2O3.
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This paper is focused on the coupling of proton exchange membrane electrolysis
cell with a Cu/water nanofluids-based PV/T system for producing hydrogen. Further-
more, the evaluation of the impact of some main PV/T parameters on its electrical
output and the hydrogen production is proceed.

2 PEMEC-PV/T System Description

2.1 PEMEC-PVT System Modeling

In this work, hydrogen is produced by the electrolysis of water in a proton exchange
membrane electrolysis cell (PEMEC) using the electrical output of the PV/T panel. In
general, a PEMEC consists of an anode and a cathode electrode, and a thinmembrane
as described in Fig. 1. By applying a voltage in the PEMEC device, water molecules
are dissociated into hydrogen and oxygen gas. On the anode side, an atom of oxygen,
two hydrogen protons, and two electrons are born. While hydrogen gas is gener-
ated when hydrogen protons and electrons are transferred through the membrane
to the cathode side. As follows, the main reaction describing the steps of the water
electrolysis process in the PEMEC device is presented [6]:

Anode reaction H2O → 2H+ + 1/2O2 + 2e− (1)

Cathode reaction 2H+ + 2e → H2 (2)

Complete reaction H2O → H2 + 1/2O2 (3)

In order to assess the PV/T panel electrical power required for the energy supply of
the PEMECdevice, a dynamic thermo-electrical PV/Tmodel is developed based on a
heat balance equations for each PV/T layer, using previous literature works [11, 12].
This electrical power is a function of the PV cell temperature Tcell, reference electrical

Fig. 1 Schematic diagram
of hydrogen production from
the PEMEC-PV/T system
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Table 1 Expressions of the PEMEC parameters

Parameters Equations

The amount of hydrogen
production (mol/h) [12]

ṁHydrogen = Ee
2ϑF (5)

PEME voltage electrolysis (V)
[12]

ϑ=ϑrev + ϑanode + ϑcathode + ϑohm (6)

The reversible cell voltage (V)
[6]

ϑrev = 1.229 − 8.5e−4(Tcell − 298.15) (7)

The anode and anode
polarization voltage (V) [6]

ϑanode = RTcell
αanode

ln

(
j

2 janode
+

√
1 +

(
j

2 janode

)2)
(8)

The anode and cathode
polarization voltage (V) [6]

ϑanode = RTcell
αcathode

ln

(
j

2 jcathode
+

√
1 +

(
j

2 jcathode

)2)
(9)

The ohmic voltage (V) [6] ϑohm = jδmembrane
k (10)

The membrane conductivity
(�/m) [6, 14]

kmembrane =
(0.5139λ − 0.00326)exp

(
1268

(
1
303 − 1

Tcell

)) (11)

efficiency ηref and a solar irradiance G [13]. For calculating the hydrogen produced
in the PEMEC unit, Table 1. Expressions of the PEMEC parameters resumes all
the governing equations and expressions of PEMEC parameters included in the
simulation.

Ee = ηref[1 − β(Tcell − 25)]GPAτglass (4)

ηref reference PV cell efficiency, β reference temperature coefficient, P packing
factor,A collector surface, τglass glass transmittivity, their values are 12%, 0.0045K−1,
1, 1.15 m2, 0.95 respectively.

3 Results and Discussion

3.1 PEMEC-Cu/Water Nanofluid PV/T Hydrogen Production

In this section, the hydrogen production fromwater electrolysis ensured by PEMEC-
PVT system-based Cu/water nanofluid is evaluated, where the electrical output of the
PV/T panel is used for the energy supply of the electrolysis system; from Fig. 2, it is
obvious that the hydrogen produced is directly proportional to the electrical power.

During the day, the electrical production presents the same trend with the solar
irradiance. In Fig. 3, the solar irradiance and ambient temperature reach a maximum
value at 13 h of 1000 W/m2 and 309 °K which affects the electrolysis process. As



Numerical and Parametric Analysis of Nanofluid-Based PV/T System … 983

Fig. 2 Cu/water-based PVT/T hydrogen production

Fig. 3 Environmental data: solar irradiance and ambient temperature

observed, a maximum value of electrical power and hydrogen production is reached
at 13h00 about 118.5 W and 1.401 mol/h respectively.

3.2 Effect of Cu/Water Nanofluid Mass Flow Rate and Inlet
Temperature on the PEMEC-PV/T Hydrogen Production

In order to improve the amount of hydrogen generated by the PEMEC-PV/T system,
the effect of some PV/Tmain key parameters, e.g., the Cu/water nanofluid mass flow
rate and inlet temperature on the effective cooling of the PV/T panel, is investigated
in this section.
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Fig. 4 Evolution of cell temperature (a), electrical power (b) and hydrogen production (c) with the
Cu/water nanofluid mass flow rate

3.2.1 Effect Cu/Water Nanofluid Mass Flow Rate

The impact of Cu/nanofluid mass flow rate on the hydrogen produced is determined
considering five mass flow rate values of 72, 108, 144, 180, and 216 kg/h. Figure 4
shows the evolution of the cell temperature (a), electrical power (b), the hydrogen
production (c) with the Cu/water nanofluid mass flow rate increases.

It is observed from Fig. 4a that increasing the mass flow rate from 72 to 216 kg/h
reduces the cell temperature from a maximum value of 331.6 to 320 °K. As a result,
the maximum electrical power is increased from 113.4 to 120.4 W (Fig. 4b). This is
related to the effective extraction of the heat at the PV cell back. Thus, increasing
the mass flow rate enhances the operating voltage of the PEMEC and improve the
hydrogen production by 6.27% as illustrated in Fig. 4c.

3.2.2 Effect of Cu/Water Nanofluid Inlet Temperature

The effects of increasing the Cu/water nanofluid inlet temperature on the cell temper-
ature, electrical power, and hydrogen production of the PEMEC-PVT system are
presented in Fig. 5a, b, c, respectively. The cell temperature and the electrical power
have been significatively affected by an increase in the inlet temperature of Cu/water.
As illustrated in Fig. 5a and b by rising the inlet temperature from303.15 to 318.15 °K
the PV cell temperature is increased by 1.34%. While a reduction in electrical power
of about 6.68% and hydrogen production of about 7.26% are noted Fig. 5c. This is
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Fig. 5 Evolution of cell temperature (a), electrical power (b) and hydrogen production (c) with the
Cu/water nanofluid inlet temperature

due to the lower amount of heat extracted from the PV cells, using a higher inlet
temperature Cu/water nanofluid inlet temperature. Then, important production of
hydrogen by the PEMEC-PV/T system can be performed while ensuring an effective
cooling of the PV cells.

3.3 Effect of Glazing the PV/T Panel on the PEMEC-PV/T
Hydrogen Production

The glazing and unglazing of the PV/T panel could affect the effective cooling as
well as the energy production of the panel. The variation of the PV cells temperature,
electrical power, and hydrogen production of PEMEC-PVT system for glazed and
unglazed cases is shown in Fig. 6a, b, c, respectively. According to these figures,
the glazed PV/T presents a higher PV temperature of 323.2 °K at 13h00 compared
with the unglazed one (312.5 °K). This can be explained by the fact that adding the
glass cover contribute to more heating of the PV cells, which affects its electrical
production. Consequently, electrical power is enhanced by 16Wwhile removing the
glass cover as depicted in Fig. 6b. In terms of the hydrogen produced by the PEMEC-
PV/T system, maximum production is obtained for the PV/T unglazed 1.556 mol/h
as shown in Fig. 6c (1.401 mol/h for the glazed PV/T).
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Fig. 6 Variation of PV cell temperature (a), electrical power (b), hydrogen production (c) for glazed
and unglazed Cu/water nanofluid PV/T

4 Conclusion

In this study, a parametric analysis of Cu/water nanofluid PV/T system coupled with
a proton exchange membrane electrolysis cell (PEMEC) for hydrogen production
is performed. The objective is to evaluate the effect of some main key parameters
of the Cu/water nanofluid PV/T system, e.g., nanofluid mass flow rate and inlet
temperature on the PV/T energy production and hydrogen produced.Next, the impact
of glazing the PV/T panel on the PEMEC-PV/T production is investigated. The
obtained results driven from the developed numerical PEMEC-PV/T model allow
dressing the following conclusions:

• Increasing the Cu/water nanofluid mass flow rate enhances the PV/T system elec-
trical output and hydrogen generated by PEMEC. An optimum value of the mass
flow rate is fixed to be 216 kg/h.

• While the Cu/water nanofluid inlet temperature is lower with a given value of
about 303.15 K, important production of hydrogen is allowed.

• Unglazing of the PV/T panel is recommended to further improve the production of
the PEMEC-PV/T system. In this case, a significant amount of hydrogen produced
is found around 1.556 mol/h.
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A Hybrid HGWO-PSO Approach
for Combined Economic Emission
Dispatch Problem Optimization

Naima Agouzoul, Faissal Elmariami, Aziz Oukennou, Ali Tarraq,
and Rabiaa Gadal

Abstract Currently, thermal power station pollution requires special attention. In
fact, the majority of the energy demand is produced by thermal power industry.
Therefore, the objective of combined economic emission dispatch (CEED) is to
optimize the total cost of energy production, by minimizing the CO2 emissions. The
challenge of CEED is to find the trade-off between these two contradictory objectives
simultaneouslywhile considering the valve point effect. The said valve point that acts
nonlinearly and influences the total energy price. In this paper, we are combining two
algorithms to develop a new hybrid algorithm named “HGWO-PSO.” This algorithm
goal is to contribute toward the optimization of the CEED problem using the particle
swarm optimization (PSO) and the gray wolf optimization (GWO) algorithms. The
hybrid HGWO-PSO technique has been shown to be an effective technique. It finds
the global optimal convergence solution with the fewest verified iterations using
the standard IEEE-30 BUS network system. An observable improvement in system
behavior has been seen while comparing HGWO-PSO with conventional PSO and
GWO methods.

Keywords Cost · CEED · CO2 emission · GWO · HGWO-PSO · Optimization ·
PSO

1 Introduction

The amount of attention paid to climate change caused by air pollution is growing
day by day. This rise is due to an increase in electrical energy demand where thermal
power units provide majority of this energy. For example, in China more than 70%
of energy is delivered by thermal power station [1]. It is undeniable that renewable
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energy sources have contributed to a significant reduction of CO2 emissions, never-
theless their full integration into the global power grid still under development and
requires time. Hence, the aim of CEED is to operate the energy with a minimum cost
and emissions, while satisfying all the system constraints. Several hybrid PSO-GWO
techniques have recently been used to solve a number of problems, demonstrating
their efficacy. In [2], hybrid PSO-GWOwas applied to optimizemicrogrid scheduling
problem. In [3], PSO-GWO is compared to PSO, GWO, ABC, and SSA as well as
three different hybrid methods of PSO-GWO and tested on five benchmark func-
tions and three different real problems. In [2, 3], GWO was only used in part with a
few iterations and population in PSO execution. In [4], the pertinence of GWO-PSO
is revealed when minimizing power loss and voltage deviation in ORPD problem.
In [5], the success of PSO-GWO is verified by the significant reduction of conges-
tion. Here GWO intervenes during the execution of PSO with small probabilities
to replace some random generated particles with improved ones. In [6], the hybrid
PSO-GWO approach has ensured a high reduction of total harmonic distortion of the
source current. In [7], PSO was executed first, followed by GWO in each iteration.
Although this technique is simple to implement, it has a long execution time. In [8],
the dynamic finite automata learningmethod, based on a hybrid PSO-GWO,was able
to efficiently harness sensor energy, extend the network lifetime and transmit data in
an optimal path. Here the process was initialized by running GWO followed by PSO
using modified equations. Until now, many approaches combining PSO and GWO
algorithms have been proposed and applied to solve real-world optimization prob-
lems as mentioned before. Nevertheless, in our knowledge we have not found papers
applying this hybrid approach to solve the CEED problem. The proposed technique
is validated by comparing PSO to GWO algorithm in an IEEE-30-bus test system.
The following is the paper’s outline: Sect. 2 describes the CEED model. Section 3
gives a brief overview of PSO and GWO methods and explains the operation of the
proposed HGWO-PSO algorithm. While Sect. 4 describes the experimental results
with discussions, and the paper is concluded in Sect. 5.

2 CEED Problem Formulation

2.1 Objective Function

To reduce the energy production unit’s fuel costs and emissions, the price penalty
factor (PPF) was used to combine two objective functions into a single one.

The model used is described above using the weighted sum technique [9]:

minOF = w f 1Ctot + w f 2hT Etot (1)

where, minOF is the objective function, Ctot is the operating cost, Etot represents
the emissions function, w f 1 and w f 2 are weight’ factors, hT denotes the total PPF
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in ($/kg). According to [10], the min–max approach (PPF) was chosen because
it provides relevant results. We use the equation below to calculate PPF of every
generator as hi.

hi = Ci
(
Pmin
i

)
/Ei

(
Pmax
i

)
(2)

where Ci and Ei are the operating cost and the emissions of power generating unit
i, respectively, Pmin

i and Pmax
i are, respectively, the minimum and maximum output

limit of the i power unit (MW).
The total PPF is given as the summation of PPF power units:

hT =
Ng∑

i=1

hi (3)

Ng: the number of power units.

The operating cost and emission functions

The operating cost function is given as:

Ctot =
Ng∑

i=1

Ci =
Ng∑

i=1

ai P
2
i + bi Pi + ci + ∣

∣ei sin
(
fi
(
Pmin
i − Pi

))∣∣ (4)

where ai , bi and ci are the cost coefficients of power unit i. ei , fi are the cost
coefficients of generator i representing the valve point effect, Pmin

i and Pi are the
minimum output power limit and the output power of the i unit, respectively (MW).

The thermal unit’s emissions are expressed mathematically as shown below:

Etot =
Ng∑

i=1

Ei =
Ng∑

i=1

γi + βi Pi + αi P
2
i (5)

where Ei and αi , βi , γi are emissions and emission coefficients of unit i, respectively.

2.2 Equality and Inequality Constraints

To ensure the system power balance, the total power generated from thermal units
must be equal to the summation of the total load demands and network losses.

Ng∑

i=1

Pi = PD + PL (6)



992 N. Agouzoul et al.

where PD presents the total load demand, PL is the network losses calculated using
B matrix method [7].

PL =
Ng∑

i=1

Ng∑

j=1

Pi Bi j Pj +
Ng∑

i=1

Pi Bi0 + B00 (7)

where Bi j , Bi0, and B00 are coefficient losses.
The power generators must be bounded between its lower and upper values.

Pmin
i ≤ Pi ≤ Pmax

i (8)

3 Proposed Methodology

3.1 Briefs on Basics of PSO and GWO Algorithms

In PSO, particles move through a space to search an optimum solution [11]. The
movement of each particle is updated based on the best position on its previous
history (Pn

i ·Pbest) and best global position of the group (Pn
i ·Gbest) using this function:

vn+1
i = w · vn

i + c1 · r1
(
Pn
i ·Pbest − xni

) + c2 · r2
(
Pn
i ·Gbest − xni

)
(9)

where w is the inertia weight. The velocity and the position of the ith particle are vn
i

and xni at the nth iteration. While c1 and c2 denote the coefficients acceleration, r1,
r2 are random numbers within [0, 1].

The updating position of each particle during iteration i is expressed as:

xn+1
i = xni + vn+1

i (10)

The GWO [12] is a recent meta-heuristic technique inspired by gray wolves
hunting prey behavior. Based on a hierarchy composed of four levels of wolves:
α, β, δ, and γ.

The GWO operations are modeled mathematically as:

D = ∣∣C × X p(t) − X(t)
∣∣ (11)

X(t + 1) = X p(t) − (A × D) (12)

t corresponds to the running iteration. X and Xp are the position of wolf and the prey,
respectively. A and C are the coefficient vectors that are formulated as follows:
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A = a × (2 × r1 − 1) (13)

C = 2 × r2 (14)

r1 and r2 are random numbers in [0, 1]. In addition, during each iteration, “a” is
decreasing linearly from 2 to 0.

The α, β and δwolves update their locations according to the following equations:

−→
Dα =

∣∣∣
−→
C1

−→
Xα − �X

∣∣∣; −→
Dβ =

∣∣∣
−→
C2

−→
Xβ − �X

∣∣∣; −→
Dδ =

∣∣∣
−→
C3

−→
Xδ − �X

∣∣∣ (15)

−→
X1 =

∣∣∣
−→
Xα − −→

A1
−→
Dα

∣∣∣; −→
X2 =

∣∣∣
−→
Xβ − −→

A2
−→
Dβ

∣∣∣; −→
X3 =

∣∣∣
−→
Xδ − −→

A3
−→
Dδ

∣∣∣ (16)

Thus, the optimal solution is the average value of X1, X2, and X3 calculated as
follows:

−→
X (t + 1) =

−→
X1 + −→

X2 + −→
X3

3
(17)

3.2 HGWO-PSO Algorithm Proposed Mechanism

According to [13], PSO is known for its good exploitation. However, its exploration
capacity remains limited [14]. Our proposed algorithm combines the advantages of
both techniques. The novelty of our approach is reflected in the proposed structure
of the PSO and GWO combination, where we have avoided the successive execution
of both algorithms in all iterations. The arbitrary execution of PSO is conditioned
by a randomly generated number defined between 0 and 1 and less than a number
predefined in the control parameters list in Table 1. In this case, GWO is executed for
300 iterations while PSO is executed for 30 iterations instead of 300. Themechanism
of this hybrid algorithm is shown in Fig. 1.

Table 1 Parameter setting of
HGWO-PSO for solving
CEED problem

Parameters Values

Maximum iterations of GWO 300

Population size of GWO 50

Maximum iterations of PSO 30

Population size of PSO 20

Inertia weight w = 0.9

Acceleration factors c1 = 2 and c2 = 2

The generated number 0.5
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Y

Start

Evaluate the fitness func-
tion

Create a random popula-
tion and velocity 

Initialize the control GWO 
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Update the velocity and the 
particle’s position

Run PSO and reform pbest and gbest 

Calculate the wolves’s position 
following the formula (17) 

Define ,β and δ the values 
of three best wolves 

Set a, A and C values accord-
ing to the function (13) & (14)

Generate 
number < user-

defined low 

The low number of 
iterations of  PSO 

execution is achieved

Evaluate the objective func-
tion of the wolves

Update  , and The number of 
iterations is 

achieved
Store the optimum 

solution 
Stop

PSO

Yes

Fig. 1 Flowchart of the proposed hybrid HGWO-PSO algorithm

4 Simulation Process and Results

The HGWO-PSO has been tested on the IEEE-30 bus test system. The toolbox of
MATPOWER contains the total data of this system [15]. The reliability of HGWO-
PSO algorithm is proven using MATLAB by comparing it with PSO and GWO
methods.

Figure 2 shows the algorithm convergence in the case where w_f1= 1 andw_f2=
0. The HGWO-PSOmethod achieves the lowest operation value cost of 822.6185$/h
with a fast convergence in a record time at iteration 105 comparing to separate GWO
and PSO which reached a cost of 823.445$/h for 242 iterations and 832.4755$/h
after 136 iterations, respectively.
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Fig. 2 Convergence characteristics for fuel cost

Indeed, Fig. 3 shows the convergence characteristics of CO2 emissions. In the
case where w_f1 = 0 and w_f2 = 1, the rate of emissions found by HGWO-PSO is
equal to the one found by PSO (363.6757 kg/h). Whereas HGWO-PSO is more effi-
cient because it obtains better results with minimum number of iterations according
to Table 2. Table 2’s bolded numbers show each algorithm’s least power losses,
minimum number of convergence iterations, and optimal values of the objective
function for each algorithm.

Figure 4 shows the results of combining production costs with emissions, i.e., in
the case, where w_f1 = 0.5 and w_f2 = 0.5, the total minimum cost found by GWO
and PSO using the (PPF) is equal to 931.024$/h and 930.9825$/h, respectively. By
applying the HGWO, the total cost was reduced to 930.0035$/h.

Fig. 3 Convergence characteristics for CO2 emissions
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Fig. 4 Convergence characteristics for CEED optimization using HGWO-PSO, GWO, and PSO

The last six columns of Table 2 contain the power distribution of the six generators.
Furthermore, for the 300 tests performed, the generators power production limits
are respected in the three test cases. The analysis of the simulation results that the
integration of HGWO-PSO proves to be a great saving with a minimum number
of iteration and a minimum number of transmission losses. In fact, HGWO-PSO
outperforms PSO and GWO in terms of obtaining the best total production cost
combined with CO2 emissions. This shows the effectiveness and efficiency of the
proposed closure.

5 Conclusion

In this paper, a newapplicationof the hybridizationof twopowerful algorithms,GWO
andPSO,was presented for the optimal resolution ofCEEDproblem. The experiment
was conducted on IEEE 30 transmission framework and allowed to reduce the total
cost of energy to an ideal total cost of 930.0035$/h. According to the simulation
results, the introduced technique has the ability to obtain reasonable solution to
address this problem. Many features can be considered a continuation of this current
work. It may be more realistic to apply the same algorithm to large power systems
with many control variables and intermittent sources. The goal is to exploit the
advantages of the hybrid method to operate the system in an optimal way and in the
best possible conditions.
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VSAS Models for Energy Processes
and a Greenhouse Simulation
and Control

Nacer K. M’Sirdi and Fabrice Aubépart

Abstract A Variable Structure Automatic Systems (VSAS) modeling approach is
proposed for cyber-physical processes using renewable energies. It is developed for
a greenhouse dynamic analysis. It is also applicable for control of vehicles dynamics
and cooperating robots. The VSASmodels have energy exchanges with environment
and are subject to commutations and switching.

Keywords Variable structure systems · Switched systems · Simulation model ·
Energy regulation interaction with environment · Hybrid modeling systems
approach

1 Introduction

Several Multi-InputMulti-Output (MIMO) plants have intermittent interactions with
their environment and/or other neighbor processes. This class of systems is in the
main interest of this work.

They are in general nonstationary, time varying or/and nonlinear and operate in
changing environment conditions.

The climate and environment dependent processes are affected by switched phe-
nomena with intermittent effects. These are driven by some events (wind blowing,
rain, rising sun, shadows, etc.). Their effects on the plant operationmode, are switched
on and off regard to the associated events.

We can try to stabilize the climate, inside a greenhouse, by controlling of those
effects based on multiple feedback loops and Lyapunov functions. One can also,

N. K. M’Sirdi (B) · F. Aubépart
Aix Marseille Univ, Université de Toulon, CNRS, LiS UMR CNRS 7020, Avenue Escadrille
Normandie Niemen , 13397 Marseille Cedex 20, France

HyRES Lab, Marseille Cedex 20, France
e-mail: nacer.msirdi@lis-lab.fr
URL: http://nkms.free.fr/MGEF/HyRESLab.htm

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023
H. Bekkay et al. (eds.), Proceedings of the 3rd International Conference on Electronic
Engineering and Renewable Energy Systems, Lecture Notes in Electrical
Engineering 954, https://doi.org/10.1007/978-981-19-6223-3_102

999

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6223-3_102&domain=pdf
mailto:nacer.msirdi@lis-lab.fr
http://nkms.free.fr/MGEF/HyRESLab.htm
https://doi.org/10.1007/978-981-19-6223-3_102


1000 N. K. M’Sirdi and F. Aubépart

develop several observers, predictions and then be able for diagnosis and test to
monitor the plant.

Our project deals with diagnosis and control of the behavior of a VSAS process,
after state observation and estimation of its non-measured variables. The considered
process is a Greenhouse equipped with IoT and wireless sensors.

We propose in this paper a modeling approach based on Variable Structure Auto-
matic Systems (VSAS) to cope very well to plant the dynamics. We will apply this
kind of model to a greenhouse and show that it allows estimations and identification
of parameters for the separate phenomena (Temperature, humidity, condensation,
etc.).

The piece-wise continuous equations (linear or note) are well suited to get Ordi-
nary Differential Equations (ODEs)-based models for Energy sources, greenhouses
[1–3] and some robotic applications.

Some greenhouse modeling methods use a classic linear model with context-
dependent Markov-switching [4]. Other ones are based on hierarchical fuzzy logic
commutation and supervision. Nonlinear extension based on PCA are preferred in
[1]. Markov chains [4] and Kalman filters [5] can be used for prediction and then to
drive the commutations [6].

Neural Networks and Fuzzy Logic or neuro-fuzzy techniques for learning to get
black box local representations have also been used [3].

The local models do not have physical interpretations and depend on the operating
points.

When using a linear model, the parameters are fast time varying during operation
in a changing environment. The parameters identification will be difficult [3, 7, 8].
The control will then be difficult to adjust in time for each operating region.

In [1] authors combine known part of the involved phenomena (gray box) in a
hybrid representation.

Knowledge on the events is needed to track the structure variations and to be able
to observe or identify the model parameters [9].

For the system state observation and the parameters identification, adequate mod-
els are required [8]. Event governed models are used in [9]. The events occurrences
are assumed known.

For the Complex Nonlinear systems in interaction with their environment, we
propose the Variable Structure Automatic Switched Systems (VSAS) modeling
approach. This model class easily describe, simulate and control the behavior of
a Greenhouse. This will simplify the process stabilization, the diagnosis and moni-
toring.

This approach is modular and well adapted to use of IoTs for measurements by
wireless sensors, acquisition and local control loops. We can eventually use different
sampling periods. The control can then be composed by modular feedback loops and
adapted trough IoTs.

We present in Sect. 2 the formulation and the stability tools useful for this
approach. Section3 illustrates the effectiveness of this approach for a greenhouse.
Section4 concludes by discussion on Greenhouse results.
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Fig. 1 VSAS nonlinear model structure for switched system

2 Problem Formulation

2.1 VSAS Systems Model

Let us use a similar approach than the one we have developed previously in [1, 8],
which is described by Fig. 1.

The main features of this switched multi-model approach, are the modular struc-
ture, the combination of switched models (Mp) (representing partial dynamics of the
plant) and compatibility with use of IoTs and local sensors.

The sub-models describe the process dynamics (due to the involved phenomena)
in different state space regions.

Dp ⊂ R
n and time periods (for p = 1, 2, . . . , P) (ż p = fm p (z p, u, t), t ∈ R.

The subspace Dp ⊂ R
n correspond to activity of a phenomenon and then the

(action) validity of the corresponding sub-model.
The global system gathers the sub-models (addition of the phenomena effects)

activated by some logic conditions of Switching (ξp(tk) depending on operating zone)
indicating when they are active.

As consequence we get the proposed VSAS model:

⎧
⎨

⎩

ż p(t) = fm p (z p, xe, u, t) for p = 1, . . . , P
ξp(tk) = F[tk−1, u, x, z p, xe, t] for p = 1, . . . , P
ẋ(t) = gm(x, xe, u, z p, fm p , ξp, t) = ∑P

p=1 ξp(tk) · fm p (x, xe, u, z p, fm p , t)
(1)

where

• u define the inputs used to control the heating, the brumisation, the ventilation,
the crop watering, windows opening, etc.),

• xe are the external inputs external temperature, humidity, radiation, wind (Te,He),
• x(t) is continuous state vector for the greenhouse,
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• Mp is the sub system describing one phenomenon (heating, ventilation, sun radi-
ation effect, vaporization, misting, etc.),

• z p is the (partial) state vector affected by one phenomenon Mp,
• ξp is the weight of the contribution of the model Mp in the dynamics of the global
system,

• F is the discrete event function defining the switching ξp (heating on/off, ventila-
tion dark-night,sunny day, sun radiation effect, vaporization),

• tk time instant when the weights (ξp(tk)) changes.

For the P sub-models we have the variables ξp(tk) defined by Eq. (1) of F , from
the system state, the sub-model state, the inputs, the external inputs and the control
inputs by the following equation:

ξp(tk) = F[tk−1, u, x, z p, xe, t] for p = 1, . . . , P (2)

The variables ξp(tk) are used for weighting the effects of the different phenomena
in the models combination.

The composition of the function F depends on the Time periods. For example
the day can be split in four time periods, at least [10]: • night (or dark-night), •
day (sunny day) or • daybreak and • night-break. During the day solar radiation is
on and contribute to heating. During the night there is no radiation and the outside
temperature is lower so the condensation start on the canopy and the roof. It will
depend on temperature difference, canopy and roof surfaces. During night-break
and daybreak the radiation, the external temperature and humidity will be different.
The time is needed for selection and weighting of corresponding the corresponding
sub-model equations, like night, night-break, day or daybreak, when solar radiation
is null, or weak and increasing, or full or weak and decreasing (respectively). Then
condensation can appear or not. The discrete event function F depends on the inputs,
the wind, the ventilation, the misting and the heating can be activate or not.

The system sub-models combination is governed by a logic function of the plant
behavior, the state variables and external inputs (e.g., temperature is too low (respec-
tively high) then start heating (respectively ventilation).

If, during the dark-night the outside temperature in high (like in summer) the
condensation will not occur and the heat still flows from outside to the inside of the
greenhouse.

The event functionF depends on the state variables or feature like condensation, on
snow on the roof or on the canopy among others. It depends also on the sub-models
Interactions.

Equation (1) defines what is called the VSAS class of models which is driven by
functions of Discrete Events (2).

This class ismore close to the system for physical interpretation andmore efficient
for description than the literature proposed ones. Compared to the hybrid systems
description of [1–4], the VSAS models are more easy to use.
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The obtained model is modular and more simple. It is more compatible to use
IoTs, wireless sensors and remote decentralized control. We can easily observe and
estimate the systems states ξ̂ (t). The sub-models Mp are physically interpretable.

2.2 Stability Tools for VSAS System

As in the VSAS class there are several sub-models Mp, we can use multiple Lya-
punov’s functions for stability analysis [1].

The plant switching nature requires use of several Lyapunov functions corre-
sponding to the sub-models commutations and switches ξp(tk) [11–13].

Let us recall, for stability analysis, the Lyapunov theorem.

Theorem 1 (Lyapunov’s Stability) Let zep be an equilibrium point in domain Dp,
for the system Mp (in Eq.1 and a chosen real valued Lyapunov function Vp(z) in the
domain Dp. We get the local stability if Vp(z) satisfies the following conditions:

(C1): Vp(z) > 0 for z �= 0 and Vp(0) = 0

(C2): V̇p(z) < 0: for any z, z ∈ Dp : V̇p(z) = ∂Vp(z)
∂z f p(x, u, t) ≤ 0.

Theorem 2 (Composed Lyapunov function) For an equilibrium point to xe = 0
of the VSAS plant, assume that, for each vector field f p(z p, u, t) of a P-switched
plant,we define a Lyapunov function Vp(z p), which verify theorem 1. As ξp(tk) define
the event sequence of switching the Mp sub-models, then we have in addition the
condition:

(C3): Vp(z p(tk+1) ≤ Vp(z p(tk) for all the switching times tk .

The set V gathers the P Lyapunov candidates in V = {V1, . . . , Vp}, we get a
description of the energy flows in the switched system.

The energy evolution depends on the discrete events ξp(tk), the sub-models
f p(x, u, t).
To ensure stability (an always decreasing energy), over the models Mp switching,

the Lyapunov functionmust decrease (after switching) or be controlled with a limited
growth.

3 Greenhouse VSAS Model

One use a greenhouse to create optimal conditions for plant growth. It is used to
soften the weather conditions. It tracks (measure and detect) the external distur-
bances, like hard solar radiation, temperature excess, wind blow, etc. It must avoid
the disadvantages, reduce the wind and rain effects by the control of temperatures,
the internal hydrometry and the carbon dioxide.
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Agricultural greenhouses are in general made of the following sub-systems , at
least:

• A room with canopy and roof,
• A heating, by hot air flow or a hot water circulation buried tubes; solar energy is
used for water heating.

• A Misting: water vaporization by a ramp running through the greenhouse.
• Air Ventilation, by manual sashes and the roof openings.

3.1 Greenhouse Description

It is a simple and small greenhouse with glass canopy and roof which can be placed in
a house garden. It interests more and more families, after the period of confinement.
The greenhouse inside Surface is 18.70m2 (6.04m long and 3.09m large). The height
varies from 1.8 to 2.47mwhen the roof is open. The total Air Volume inside is 40m3.

A greenhouse has at least, 8 inputs and 2 outputs to be controlled:

• 4 actuators as inputs for misting, openings, shading and heating
• 4 disturbances inputs ormeasurementswhich are solar radiation Rg (W/m2), exter-
nal hydrometry He (%), external temperature Te (◦C), and wind speed vw (km/h)),

• 2 outputs to control: internal temperature Ti (◦C) and hydrometry Hi (%).

The greenhouse heating is done by hot water circulation in buried tube under the
ground. Water is heated by a PVT panel harnessing solar energy. The energy har-
nessing and storage is not considered in this paper.

For Humidity control Water is vaporized.
Air flow control is done byVentilation and (walls and the roof) windows openings.
Wireless sensors, connected to IoT systems are used for data acquisition and the

remote control.
We start this project with a small set of sensors as we are interest first by modeling

study.
The required sensors for full observability and controllability of greenhouse oper-

ation and plant will be studied in the next work.
Combined sensors givemeasurement of the internal air humidity and temperature.

The greenhouse sensors used are:

• Temperature sensors of the rooting substrate,
• External sensors of the greenhouse,
• A combined humidity-temperature sensor,
• A global radiation sensor (insulation),
• A wind speed sensor,
• Soil temperature is measured near the crop rooting substrate,
• Outside Sensors measure the external temperature and air humidity,
• Sensor to measure solar radiation and wind speed.
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The following states Variables are also considered:

• the state of the substrate watering,
• the crop deficit in Water,
• the concentration of CO2 in the greenhouse,
• the humidity saturation of Air,
• We consider also several sensors to get measurements in several points (inside and
outside) in the greenhouse environment.

Measurement andControl System: Several connected nodes are used to collect data
from the measured quantities in the greenhouse (Temperature, Humidity, radiation,
wind speed, etc.). They constitute a wireless network. Each nodes associates a LORA
SX1278 chip from Semtech and a module integrating a 32-bits micro-controller
(ESP32). The node is associated with an XBee communication chip in order to allow
the possibility of 3 wireless communication protocols modes: LORA, Zigbee and
Wifi, see Fig. 1.

TheWiFi and Bluetooth are integrated by use of a micro-controller (ESP32) from
Espressif Systems (Table 1).

3.2 The VSAS Physical Model of the Greenhouse

Several physical phenomena are combined in the Greenhouse behavior. They occur
as water and vapor fluxes transfers (Qi ) and heat transfers (�i ) (radiations). They
are gathered as QS = ∑

i Qi and �S = ∑
i φi .

In this paper, we consider only the temperature and humidity.
The greenhouse thermal and humidity behavior can be described by the following

four equations involving the states of internal temperature, internal humidity, soil
temperature and the heating fluid temperature (ti , Hi , Ts, T f ).

dTi
dt = 1

Cp
· �S(t)

dHi
dt = QS
dTs
dt = φheating − φloss
dT f

dt = − h pf ·A f

m f ·C f
· (T f − Ts) + ṁe ·c

m f ·C f
· (T f − Tfin)

(3)

where QS is the water mass balance of the air humidity and �S is the sum of the
heat flows weighted by the corresponding ξp(t) (in Eqs. (1) and (2)).

The last two equations describe the heating system. The ground heating receives
the heat flow φheating = hs f ·A f

ms ·Cs
· (Tfout − Ts) given by the circulation of the heating

fluid which has as temperature T f between Tfin at the inlet and Tfout at the outlet
when leaving the greenhouse.

The quantity of heat loss from the ground is transmitted to the air inside the
greenhouse φloss = hsi ·As

ms ·Cs
· (Ts − Ti ).
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Table 1 Inputs and state variables and parameters

Variable State variables Units

Ti Temperature inside air ◦C
Hi Humidity rate inside kg/m3

Ts Soil temperature ◦C
T f Heating fluid temperature ◦C
Tfout Fluid outlet temperature ◦C
Variable Environment variables Units

He Humidity of air outside kg/m3

Rg Solar radiation

Te Outside temperature ◦C
Tfin Inlet fluid temperature ◦C
Tb Temperature of the misting water ◦C
vw Velocity of the wind m/s

qa Air flow ventilation g/s

H∗ The water content % at saturation

Variable Input variables Units

ṁ f Water flow in the heating circuit l/s

Rv Air flow rate control –

Fb Misting flow control –

R Ventilation air flow Rate R = 1
Vg
qa l/s

Variable System parameter Units

Se Surface of Canopy exposed to sun m2

As Greenhouse soil surface m2

A f Heating circuit contact surface m2

Ap Canopy surface m2

Vg Greenhouse air volume 40m3

τ Absorption coefficient of the soil substrate

Kc Heat transmission coefficient of the roof

a and b The crop evaporation parameters –

The heating system injects the fluidmass quantity ṁc inside the greenhouse buried
tube.

3.3 VSAS Flows Commutations

The heat flow balance �S inside the greenhouse volume at time t is the sum of input
flows �in and the produced flow �prod minus the losses �loss and the flow �Cons

consumed by the crop (assumed null in this paper).



VSAS Models for Energy Processes and a Greenhouse … 1007

�S(t) = �in + �prod − �Cons − �loss

�in = �Ray + �Vent + �Brum + �Heat

�prod = �Conv-Sol + �Plants + �Conv-Pers

(4)

The input heat flow�in gathers heat from solar radiation, ventilation, misting and
heating. The soil convection, the crop, and people in the greenhouse lead a produced
flow �prod.

Thermal flows analysis led us to

�loss = Cp · h p · Ap

Vg
· (Ti − Te)

�Conv-Sol = hs · As
Vg

(Ti − Ts)

�Vent = −Cp · dTi
dt = −R · Cp(Ti − Te)

�Brum = Lv · Fb ·(Ti−Te)
Vg

�Chauf = ms · Cs A f · (Ts − T f )

�cons = 0

(5)

The air humidity balance (vapor mass balance QS) gathers the soil evaporation
and condensation on canopy and roof, the misting and the ventilation effect.

Study of humidity flows combination gives us:

Q1 = Rb/1.3 · Vg
Q2 = (a + b · Rg) · Di

Q3 = 1
Vg

dv
dt (Hi − He) = (Hi − He) · Rv

Q4 = (as + bs · Rg) · (H∗ − Hi )

Q5 = Cparoi · Cm,h(cres · H∗ − Hi )

Q6 = Croof · Cm,h(Hrouf(Te) − Hi )

QS = Q1 + Q2 + Q3 + Q4 + Q5 + Q6

(6)

where R = 1
Vg

dVg

dt = 1
Vg
qa is the volume rate of air exchange produced by the venti-

lation and dVg/dt = qa the air flow.
In a previous work an experimental study proved that we can split a day in four

periods: night, night-break, day and daybreak [1].
During the night there is no solar radiation but heating may be necessary and

ventilation may be stopped. This allow to mind about definition of the weighting
commutation functions for each sub-model.

Each line of InEqs. (5) and (6)wewillweight eachQi and�i by the corresponding
ξp(tk).

The ξp(tk) can be equal to 1 when active and to 0 when the function is inactive. If
needed, smooth transitions from 0 to 1 and reciprocally can be used. As an example
the the sun radiation can beweighted by 0 during dark-night, 1 in the day and growing
from 0 to 1 during the night-break (which is from 5:00 to 7:30 mornings during the
Summer-days) and decreasing from 1 to 0 during the daybreak (from 19:30 to 22:00).
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This finally gives us the VSAS model of the greenhouse:

dTi
dt = 1

mp ·Cp
· �S(t)

dHi
dt = Q1 + Q2 + Q3 + Q4 + Q5 + Q6
dT f

dt = − h pf ·A f

m f ·C f
· (T f − Ts) + ṁe ·c

m f ·C f
· (T f − Tfin)

dTs
dt = − hsi ·As

ms ·Cs
· (Ts − Ti ) − hs f ·A f

ms ·Cs
· (Ts − Tfout)

(7)

The VSAS model class is then modular and adjustable by commutations. We can
also adjust the weighting functions depending on the world region and the period in
the year.

4 Conclusion

The VSAS class gives models easy to handle for physical systems description. It
can give incremental models. It is also modular and efficient to use with IoTs-based
hardware.

The VSASmodeling approach copes very well to model the dynamics of a green-
house, buildings, renewable energy sources and plants composed by multiple sub-
systems. It uses the material and energy balances, and then it is adequate for physical
models development, for the stability analysis, for observation and diagnosis and
also for control. It leads to systems which can easily be verified and managed.

The VSAS model developed in this paper is modular and copes well for equip-
ment of the measurements and control by wireless sensors and IOTs. Control and
measurement can also be done with different and adapted sampling period for acqui-
sition and control. Trough IoTs we can apply decentralized measurement and local
feedback loops for control. Simulations can be done by incremental models end then
are well adapted to process prototyping.

The next works will focused be on the diagnosis based on observations and pre-
dictions. The next step will then be to design robust control approaches which may
efficiently implemented using wireless technologies, IoTs and distributed electronic
computing.
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Impact of Wind Power Integration
on the Moroccan Electrical Grid
Reliability

M. El Fahssi, T. Ouchbel, S. Zouggar, M. Larbi Elhafyani, M. Oukili,
M. Maaouane, and M. Chennaif

Abstract Wind energy integration intoMorocco’s electricity grid is increasing. Due
to the unpredictable nature of wind, this increase can have a significant impact on
the electrical system’s ability to handle the load. As a result, the goal of this research
is to employ a non-sequential Monte Carlo simulation to assess the impact of wind
power and load evolution on the reliability of the Moroccan electrical network at the
hierarchical level HLI (HLI: load covering ability under the assumption of infinite
node). To accomplish so, a set of empirical equations has been used to calculate
Weibull parameters based on wind medium speed and to quantify the electrical
power generated bywind farms inMorocco. Following that, themodeledwind power
was integrated into the developed Monte Carlo simulation program to evaluate the
influence of increasedwind power penetration onMoroccan power system reliability.

Keywords Reliability · Wind energy · Monte Carlo simulation · Weibull
parameters

1 Introduction

In order to decrease its strong energy dependence, Morocco adopted its National
Energy Strategy (NES) with corresponding targets for 2020 in 2009 and renewed it in
Paris end of 2015 with targets until 2030. It challenged the three principal challenges
of modern energy policy, security of supply, affordability, and sustainability.
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Among the goals of this NES is securing energy supply, especially by reducing
the dependence on imported energy carriers through the development of domestic
RE sources (from 96% in 2015 to 82% by 2030) [1] and the increased exploration
of conventional energy sources.

Based on the NES’s goals and the related National Priority Action Plan (PNAP,
2009/2015) set target to increase the total installed capacity of renewable energy
(RE) in the electricity sector to 42% by 2020 and to 52% by 2030 [2].

Morocco has huge potential and favorable conditions especially forwind and solar
energy. Due to its long coastline with high wind speeds (up to 11 m/s), the total wind
power potential is estimated at around 5000 TWh/year [2].

A major plank in Morocco’s NES is the progressive rollout of RE technologies
through the Moroccan Integrated Wind Program, the Moroccan Solar Plan as well
as a continuation of the country’s hydro-electric plans.

TheMoroccan IntegratedWind Program aims to achieve 2000MW installedwind
power capacity by 2020 and up to 5000 MW by 2030 (additional 4200 MW from
2016 to 2030) [1]. In light of this plan, Morocco has opted to build many wind farms
to generate electricity. But, this haphazard energy source has a significant impact on
the system’s ability to cover the load.

The Weibull parameters (k, c) are calculated by the empirical equations of each
wind farm for the twelve considered regions. Then, the fluctuating electrical wind
power is then generated. Finally, a non-sequential Monte Carlo simulation [3–10] by
well-being indices is used under the MATLAB environment in order to quantify the
impact of increased wind power penetration on the Moroccan power grid.

The paper is organized as follows. Section 2 presents electrical wind power in
Morocco. Next, Sect. 3 introduces the impact of wind power on the reliability of the
Moroccan electrical grid. Then, simulation results and interpretations are discussed
in Sect. 4. Finally, Sect. 5 presents conclusions.

2 Electrical Wind Power in Morocco

2.1 Weibull Parameters of Moroccan Wind Farms

Based on wind medium speed taken fromMoroccan wind map Fig. 1 and the empir-
ical Eqs. (1) and (2), we calculated the Weibull parameters (k, c) [11] of each wind
farm for the twelve considered regions, Table 1.

k = 0.9 + 0.2Vm (1)

c = Vm

�[1 + (1/k)]
(2)
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Fig. 1 Moroccan wind map

Table 1 Moroccan wind
farms at 2019

Wind farm Installed power
(MW)

Region (province)

Akhefnir 1 101.5 Tarfaya

Amogdoul 60 Essaouira

Foum al Oued 50.6 Laayoune

Tanger I 140 Tanger

Tarfaya 301 Tarfaya

Haouma 50.6 Tanger

A.Torres (Koudia El
Baida)

53.5 Tétouan

Afftissat 201.6 Boujdour

Jbel Khalladi 120 Ksar Sghir

Akhefnir 2 100.23 Tarfaya

CIMAR 5 Laayoune

LAFARGE 32 Tétouan

Vm: the windmedium speed, c: the scale parameter (information on the average wind
speed), and k: the shape parameter (wind repartition around the average value).

The Weibull parameters for each of the twelve wind farms are presented in Table
1. and are validated by the Moroccan wind map (Fig. 1; Table 2).
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Table 2 Calculated Weibull parameters for each wind farm

Wind farm k c (m/s) Vm (m/s)

Akhefnir 1/Akhefnir 2 2.1 6.77 6

Amogdoul/Tarfaya 2.3 7.9 7

Foum al Oued/Haouma/A.Torres (Koudia El Baida) 2.4 8.46 7.5

Afftissat/Jbel Khalladi/LAFARGE 2.5 9.02 8

Tanger I/CIMAR 2.6 9.57 8.5

2.2 Wind Speeds in the Different Regions

To determine the hourly fluctuations of the power generated by wind farms, we need
to sample the hourly wind speeds. In that way, we use the method based on the
inversion of the cumulative distribution function of Weibull associated with each of
the investigated regions. Practically, the procedure is divided into two steps [6, 12]:

• Initially, a uniformly distributed on the interval [0, 1] random number is assigned
to P.

• Then, the wind speed for each value of P is determined by Eq. (3):

V = c(− ln(1 − P))1/k (3)

Figure 2 shows the hourly wind speeds generated for Foum El Oued park using
the proposed sampling method. It should be noted here that each time evolution
is independent since, at each hour, a different random number (between [0, 1]) is
sampled for each of the twelve regions.

2.3 Global Generated Wind Power by the Considered Wind
Farms

In this study, we use the Moroccan wind farms operated in 2019. The technical
description of each of these twelve parks is given in Table 3 [7, 10].

The previously generated wind speeds (Sect. 2.2) allow calculating the hourly
electrical power produced by the twelve considered wind farms. Indeed, based on
the wind turbines characteristics of the investigated wind parks, it is possible to
convert each hourly wind speed into generated power (Fig. 3).

The power curve associated with all kinds of wind turbines is illustrated in Fig. 3.
When converting wind speeds into power, it is supposed that all wind is subject

to the same hourly wind speed. Therefore, every hour, one different wind speed is
sampled for each wind farm and converted into power using the adequate power
curve (Fig. 3). The hourly wind power produced in Morocco is then achieved by
adding the hourly power generated for each of the twelve wind farms (4).
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Fig. 2 Hourly wind speeds generated for Foum El Oued park

Table 3 Technical
descriptions of all considered
wind farms

Wind farm Turbine Number of turbines

Akhefnir 1 Alstom Eco74 61

Amogdoul Gamesa G52/850 71

Foum al Oued Siemens
SWT-2.3-101

22

Tanger I Gamesa G52/850 165

Tarfaya Siemens
SWT-2.3-101

131

Haouma Siemens
SWT-2.3-93

22

A.Torres (Koudia
El Baida)

VestasV44/600
Enercon E40/500

83
7

Afftissat Siemens 3.6-130 56

Jbel Khalladi Vestas V90/3000 40

Akhefnir 2 GE 1.7-100 56

CIMAR Gamesa G52/850 6

LAFARGE Gamesa G52/850
Gamesa
G80/2000

12
11
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Fig. 3 Power curve for considered wind turbines

PG = 61PA1 + 56PA2 + 71PM + 22PF + 165PTN + 131PA
+ 22PH + 83PT1 + 7PT2 + 56PAF + 40PJ + 6PC
+ 12PL1 + 11PL2 (4)

With

• PG the global electrical power produced by all parks;
• PA1 the power produced by the Akhfenir 1 wind park;
• PA2 the power produced by the Akhfenir 2 wind park;
• PM the power produced by the Amogdoul wind park;
• PF the power produced by the Foum al Oued wind park;
• PTN the power produced by the Tanger I wind park;
• PTA the power produced by the Tarfaya wind park;
• PH the power produced by the Haouma wind park;
• PT1 the power produced by the Koudia El Baida wind park (VestasV44/600);
• PT2 the power produced by the Koudia El Baida wind park (Enercon E40/500);
• PAF the power produced by the Afftissat wind park;
• PJ the power produced by the Jbel Khalladi wind park;
• PC the power produced by the CIMAR wind park;
• PL1 the power produced by the LAFARGE wind park (Gamesa G52/850);
• PL2 the power produced by the LAFARGE wind park (Gamesa G80/2000).

Figure 4 shows the global power produced by the twelve parks for 8760 h. Again,
the fluctuating nature of the latter is clearly illustrated.
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Fig. 4 Global power produced by the twelve wind farms

3 Impact of Wind Power on the Reliability of the Moroccan
Electrical Grid

3.1 Non-sequential Monte Carlo Simulation

A non-sequential Monte Carlo simulation was used to evaluate the reliability indices
[3, 13–19] concerning the Moroccan electrical system. This simulation depicts the
“grid’s life” as a series of events that alter the system’s status. In our simulation, each
created system state is taken into account hourly. Furthermore, depending on the
studied hierarchical level, the algorithm recognizes load changes, possible failures,
or maintenance of production units (hierarchical level HL1), as well as any overloads
or line unavailability (weather, falling branches, etc.) in the case of hierarchical level
2 (HL2: Production+Transmission). It should be noted that the reliability evaluation
in this research will be limited to the hierarchical level HLI.

Each traditional production unit (thermal, gas turbine, hydraulic) can be classified
into two states in the context of our research: completely available and unavailable.
Using the following approach, a uniformly distributed (in the interval [0, 1]) number
is sampled for each production unit during the Monte Carlo simulation to determine
its operating state [3, 6, 9, 18, 20]:

• If μ ≤ FOR (Forced Outage Rate: rate of unplanned downtime associated with a
production unit), the production unit is assumed to be unavailable.

• If μ > FOR, the production unit is fully available.

In practice, the global power is equal to the sum of the power produced by each
conventional unit (considering the latter’s availability state) plus the sampling wind
power for the twelve wind farms examined during each created system state.
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3.2 Reliability Indices: Well-Being Analysis of the Electrical
System

The electrical system reliability indices are calculated by comparing the global gener-
ated electrical power with the load consumption during each generated state. The
indices used in our research are known as electrical system “well-being” indices.
Roy Billinton [6, 8, 18] established these indicators in 1999, and they are presented
in terms of healthy, marginal, and risky states using the following definitions:

• Healthy state: The available global power, even if the most significant production
unit is stopped, can cover the required load within adequate operating conditions
of the electrical grid.

• Marginal state: The available global power is greater than the corresponding
hourly load and permits to cover the latter within adequate operating conditions.

However, if themost significant production unit is stopped, this power becomes
lower than the needed load.

• Risky state: The available global power is directly below the needed consumption
and does not permit adequately covering the latter.

During the electrical system “well-being” analysis, reliability indices are defined
as follows:

Healthy state probability = P(H) = n(H)/N · 8760 (5)

Marginal state probability = P(M) = n(M)/N · 8760 (6)

Risky state probability = P(R) = n(R)/N · 8760 (7)

where n(H), n(M), and n(R) are the numbers of healthy, marginal, and risky states,
respectively and are simulated during the Monte Carlo algorithm, and N is the total
number of simulated years.

3.3 The Moroccan Generating Facilities and Evolution
of the Load

In addition to the wind parks presented in Table 1, the classical production units
installed in Morocco in late 2019 are also considered. The total installed capacity
was then reaching 8746 MW (without considering the installed renewable power
intermittent) dispatched in 1269.1 MW of hydraulic type, 5488MW of thermal type,
1489.4 MW of gas turbine type and 464MWof STEP standard [21]. This study does
not consider the photovoltaic and CSP power installed.
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Table 4 Classical generating
units considered in the Monte
Carlo simulation

Total hydraulic park 1269.1 MW

Total thermal park 5488 MW

Total Gaz turbine park 1489.4 MW

STEP park 464 MW

Table 5 FOR parameter for
each type of conventional
production [6, 20]

Type of production unit FOR (%)

Hydraulic 1.5

STEP 1.5

Gaz turbine 1.2

Thermal 2.5

Table 4 shows the various units that constitute theMoroccan conventional produc-
tion park, while Table 5 provides the FOR associated with each type of conventional
production [6, 18, 20].

Finally, Fig. 5 illustrates the temporal evolution of the simulated load. This last one
is modeled by the use of a uniformly distributed law (linear approximation of the load
distribution of probability) between the annual peak load and the base consumption
[4–6]. Table 6 gives the peak load and base consumption in Morocco for 2019.

CH = u(Cpic − Cbase) + Cbase (8)

Fig. 5 Evolution of the simulated load
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Table 6 Parameters of
consumer Morocco for 2019

Year Base load (MW) Peak load (MW)

2019 2500 6540

where CH, Cpic, Cbase are power load, peak load, and base load, respectively.

4 Simulation Results and Interpretations

The first part of this research is to determine the impact of wind generation on the
Moroccan power grid’s reliability.

A Monte Carlo simulation has been launched to assess this impact, integrating
wind power (11%) to the classical production park described in Table 4 and replacing
this wind power with conventional generation (keeping the same installed power).

The simulation results are provided in Table 7.
Firstly, we see from the results of Table 7. that when we replace wind power

(11%) in the electrical system with conventional power (without changing the load),
the probability of finding the system in a risky state decreases considerably (P(R) =
15.8 × 10–5 with wind energy P(R) = 2.4 × 10–5 with conventional energy). The
results confirm that the intermittency of wind energy impacts the electrical system’s
reliability.

Secondly, we also note from the results of Table 7. The energy produced by the
system constituted by conventional units greatly exceeds 11% of the wind power
(Fig. 6).

The second part of this study evaluates the effect of adding the installed wind
power to see at which global installed power we will reach the same reliability
indices of 100% conventional energy (Table 8).

Based on the results of Table 8, we can first note that reliability indices decrease
when the wind energy progressively increases. Furthermore, these reliability indices
do not reach the conventional 100% reliability indices despite when 100% in wind

Table 7 MCS results with replacement wind power by conventional plants

With wind power 11% (2019) Replacement wind power by
conventional energy (2019)

Installed power (MW) 10,677

P(H) 0.98455 0.99404

P(M) 0.015292 0.0059349

P(R) 15.8 × 10–5 2.4 × 10–5

LOLE (h/year) 1.38 0.21

Yearly electricity generation
(GWh)

78,970 85,100
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Fig. 6 Simulation of global production, wind power, and load in Morocco on 2019

Table 8 MCS results with adding wind power to installed power

% wind power added + 100% + 60% + 40% + 20%

Installed power 21,354 17,083 14,947.8 12,812.4

P(H) 0.99624 0.99541 0.99455 0.99245

P(M) 0.0037206 0.0045377 0.0053965 0.0074871

P(R) 3.6244 × 10–5 4.7374 × 10–5 5.061 × 10–5 6.697 × 10–5

LOLE (h/year) 0.3175 0.415 0.44333 0.58667

Yearly electricity generation
(GWh)

115,936 101,142 93,758 86,350

power of the initially installed power is added, which confirms the effect of the
intermittency on the electrical reliability system.

Secondly, in terms of energy, we see from Table 8 that the yearly electricity
generation, including added wind power, increases gradually and exceeds the energy
produced by 100% conventional from 20% of the wind power added hence the
importance of having means of energy storage and interconnections with the other
countries.

The third part of this research evaluates the impact of progressively replacing the
conventional power installed on 2019 by wind energy to verify which percentage of
wind power the Loss Of Load Expectation (LOLE) [13–17] exceeds the threshold
set CREG and NERC as shown in Table 10.
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Table 9 MCS results of
replacing conventional power
installed by wind power

% wind power 17% 15% 11% (2019)

Wind installed
power

1815 1601.5 1220

P(H) 0.96611 0.97675 0.98455

P(M) 0.033314 0.022932 0.015292

P(R) 0.00057277 0.00032249 15.8 × 10–5

LOLE (h/year) 5.0175 2.825 1.3833

Table 10 Threshold of
LOLE fixed by CREG and
NERC

Threshold fixed by
CREGa (h/year)

Threshold fixed by
NERCb (h/year)

LOLE 2.72 2.4

a CREG: Commission de Régulation de l’Électricité et du Gaz
bNERC: North American Electric Reliability Corporation

From the result of Table 9, we can see that at 11% of wind power, LOLE is lower
than the threshold fixed by CREG and NERC; however, at 15%, LOLE exceeds this
threshold, which confirms that 11% of installed power is an adequate percentage of
wind power on 2019.

5 Conclusion

In this paper,wefirstly evaluated theMoroccanpower grid’s reliability in the presence
of wind power for the hierarchical level HLI (HLI) using a non-sequential Monte
Carlo simulation.

The simulation results have evaluated the effect of wind power generation on the
reliability of the Moroccan power grid. When we replace wind power (11%) with
conventional power (without changing the load), the probability of finding the system
in a risky state decreases considerably, which confirms the intermittency’s impact of
wind energy on the electrical system’s reliability.

Secondly, we note that reliability indices decrease when the wind energy is
progressively increased, without reaching the conventional 100% reliability indices
despite when 100% in wind power of the initially installed power is added, which
confirms the effect of the intermittency on the electrical system reliability.

In terms of energy, the yearly electricity generation, including wind power,
increases gradually, hence the importance of having means of energy storage and
interconnections with other countries.

Finally, when we progressively replace the conventional power installed on 2019
by wind energy, we note that 11% of wind power LOLE is lower than the threshold
fixed by CREG and NERC. However, at 15%, LOLE exceeds this threshold, which
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confirms that 11% of installed power is an adequate percentage of wind power in
2019.
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Development of an Energy Management
Approach in a Residential Building
Integrating Renewable Energies

Abdelouahid El Youssefi, Noudi Nsangou Mama, and Abdallah Saad

Abstract Morocco has implemented an ambitious energy policy in terms of energy
efficiency and integration of renewable energies into the electricity network. These
distributed generators should represent more than 50% of the total installed capacity
in 2030. The current paper concerns this policy and aims to integrate a maximum
of renewable energies in buildings to reduce the part provided by the electricity
distributor. This contribution is limited to the integration of photovoltaic (PV) energy
into a residential building. The exact energy needs were evaluated by modeling
different appliances load profiles. These were adjusted to the real ones obtained
by experimental measurements. We then sought to cover the needs with locally
produced and optimized PV. Without using storage solutions nor injecting surplus
PV production into the network, we adopted an optimization approach based on
load scheduling without affecting comfort. Therefore, the energy supplied by the
electricity distributor was substantially reduced.

Keywords Load scheduling · Modeling load profiles · Optimization · PV energy ·
Residential building

1 Introduction

World energy policy has highlighted sustainable development and the limitation of
greenhouse gases to overcome the depletion of fossil fuels and globalwarming, hence
the development of research into alternative renewable energies and the energetic
efficiency.

Morocco, fully involved in these environmental issues, has put in place a very
ambitious energy policy which has made it a forerunner at the regional and even
global level. Through the policy implemented, it aspires to meet more than 50% of
its needs by 2030 through renewable energies (solar and wind). Through the strategy
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adopted in terms of energy efficiency, it aims to achieve an energy saving of around
20% by 2030.

Our work fits into this context and aims at the energy efficiency of a building and
its energy autonomy via PV energy sources. Indeed, residential and tertiary buildings
in Morocco represent a significant part of the energy consumed in Morocco, more
than 50% in 2015 according to the International Energy Agency.

The potential for energy savings in the building sector is estimated at around
40%, and this largely through economically viable measures according to the “450”
scenario of the said agency in 2009.

This potential can be achieved by aggregating the effect of several individual
measures, according to a study carried out by Plan Bleu in 2009.

Our work concerns residential buildings where we are looking for:

• On the one hand to use equipment with high energy efficiency, providing the
required comfort but in an optimal way.

• On the other hand, to set up a solar PV production such that the load curve of the
building where the building element considered matches the consumption profile,
the unused part therefore injectable in the network having to be minimized. The
storage and return of the latter are not mentioned in this article.

To do this, we first modeled the equipment of a home and studied the load profiles.
The established models as well as the modeled profiles are validated by experimental
measurements. The loads are then managed dynamically, in particular the times and
durations of use, to arrive at a profile best covered by the PV production. Once the
global PV consumption/production management model was validated, we imple-
mented it to reduce the energy required from the network without affecting user
comfort.

The reminder of this article is structured as follows. Section 2 describes and
details models and data specifications. Section 3 addresses the scheduling algorithm.
Section 4 investigates the case study of ourwork and summarizes the results obtained,
and finally, Sect. 5 presents conclusions and future works.

2 Data Specifications and Models

For the purposes of our study, we considered a 100 m2 apartment in a four-story
building located in Casablanca. It is composed of a living room, a kitchen, three
bedrooms and two bathrooms.

The list of equipment in the apartment is specified in Table 1. This table mentions
the powers and the operating time slots.

1. Load profile

The modeling of buildings and their equipment has been the subject of numerous
studies [1-3]. We use the models developed to analyze the energy needs of housing.
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Table 1 Data specifications
of the appliances

Devices Power (W) User time
preference

Observations
(priority)

Fridge-freezer 140 –

Washing
machine

2400 8:00 Schedulable
(1)

Electric cooker 1000 7:00–7:15
13:00–14:00
19:00–20:30

Dishwasher 2000 17:00 Schedulable
(2)

Heating/air
conditioning

1200 7:00–8:30
17:00–23:00

Flat iron 1200 15:30–17:00 Schedulable
(3)

Water kettle 1500 7:00–7:15
13:30–14:00
20:30–21:00

Microwave 800 7:00–7:15
13:30–14:00
19:30–20:00

Coffee maker 1000 7:00–7:15
13:45–14:00

Water heater 1600 6:00–8:15
17:00–21:00

Lighting 300 6:30–8:00
18:00–23:00

Other goods 500 19:30–21:30

Figure 2 represents the simulation (Obtained by MATLAB/Simulink) of the vari-
ation of the powers absorbed during 24 h of operation. The coefficients assigned
to the models have been adjusted to have practically the curves obtained from the
experimental measurements.

2. Experimental Measurement

The house also includes an experimental device for measuring the consumption
data of the various equipment as shown in Fig. 1. This is mainly the Home Energy
Manager (HEM). Its main function is to manage consumption and control of loads as
well as the interface with the network manager (including weather and consumption
forecasts).

A load curve of a dishwasher observed experimentally is shown in Fig. 2 and the
global load of residence is shown in Fig. 3.

The proposed solution is based on an Arduino board. It consists of the following
materials:

• Processing: Arduino Mega2560 board
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Fig. 1 Home installation
diagram

Home
Energy 

Manager
Locale PV

Home
Appliances 

Low Voltage 
network

Fig. 2 Load curve of a dishwasher observed experimentally

Fig. 3 Global load profile of residence
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• Display: LCD I2C
• Measurement sensors
• Conditioning card.

3. PV profile

For this study, the residential PV load profile was generated. Figure 5 indicates the
profiles for both summer and winter periods in Casablanca city (Fig. 4).

4. Adaptation of the load profile to the experimental results

Fig. 4 Conditioning card

Fig. 5 Power of the residential PV installation
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For each equipment, the theoretical consumption profile obtained by simulation
is compared with the measured profile. We have determined by the method of
least squares the parameters of the model which makes the two profiles coincide.
According to this method, if we have N measurements (yi ) with i = 1, …, N the
“optimal” parameters (yi ) are those which minimize the sum:

S(θ) =
N∑

i=1

(
yi − f (xi ; θ))2 =

N∑

i=1

r2i (θ) (1)

where the ri(θ ) are the residuals of the model: ri(θ ) is the difference between the
measurement yi and the prediction f (xi; θ ) given by the model.

S(θ ) can be considered as ameasure of the distance between the experimental data
and the theoretical model which predicts these data. The least squares prescription
dictates that this distance be minimal.

3 Scheduling Algorithm

Solar energy is an intermittent source. When it is available, it should be consumed
first. The objective of this paragraph is to present an optimal management method
for loads to maximize the use of this renewable source.

In the literature, there are several methods for optimizing energy consumption in
an electrical installation. As presented in [2], they are:

• Linear (LP) and nonlinear (NLP) optimizations
• Applied dynamic programming (DP)
• Optimal linear quadratic (LQ) control
• Genetic method, …

In general, the methods presented above have a sampling period of the order of
1 h. This is not suitable for domestic appliances which, for some, can only work for
a few minutes. In addition, only the average load curve is modeled. Their application
to the management of building loads is not easy. Therefore, the authors in [2] have
developed an approach that combines two methods: nonlinear programming and the
so-called “branch and bound” separation and evaluationmethod. A study of the exact
method of managing the loads of a building is presented in [4].

Wehavedeveloped anonlinear optimizationmethodbasedon the algorithmbelow.
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4 Case Study

Numerical studies have been done to evaluate the performance of the algorithm
presented in Fig. 6. By using MATLAB, the experiments are performed on the HP
computer with an Intel Core i3 CPU, 2.30 GHz speed and 4 GB of memory.

The energy consumed by all the n equipment:

EL =
n∑

i=1

pi ti (2)

The energy produced by EPV photovoltaic (PV) panels is a function of time. For
durations of the order of a minute, it can be estimated by:

EPV =
n∑

i=1

PPV · ti (3)

PPV: Power produced by the PV and which varies according to time.
In our case study, EPV is known from meteorological data. It is then necessary to

optimize the load curve of the next day to consume the maximum possible energy
produced by the PV: Therefore, minimizing the energy produced by the PV and not
consumed.

As described in [5], the objective function is:

Fig. 6 Organizational chart
of scheduling algorithm

Enter the PV production curve (EPV)

Rank the n movable charges in descending order (of energy)

i =

Enter load curves

Calculate the energy withdrawn from the PV by the non-moving loads 0, = 0
Delta 0= – 0

i = i+1

Add the first movable load and run through the PV production 
period with a time step of 30mn. For each start-up period j, 

Delta 1 =   – ( 0+ 1 )  
= min (Delta 1 )

End

No

Yes
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Min f (c) = EPV − EL(c) =
n∑

i=1

Ppv · ti −
n∑

i=1

cpi ti (4)

Constraints : 0 ≤ PPV.

Without optimization, the energies produced by the PV and not consumed are
given in the table below:

The energy paid to the EDist distributor is:

EDist = EL − EPVC (5)

EPVC = EPV − EPVNC (6)

With
EPVC: PV energy produced and consumed.
EPVNC: PV energy produced and not consumed.
The energy paid to the distributor is reduced by 9.64 kWh in summer and 4.80 kWh

in winter. That is a decrease of 34% and 17% of the energy paid to the distributor in
summer and winter, respectively, and this, by the sole fact of using a PV source and
without optimizing the load curve.

Using the proposed optimization algorithm, we get (Tables 2, 3 and 4):

Table 2 PV energy without optimization

Period Average energy consumed
per day EL (kWh)

PV energy produced EPV
(kWh)

PV energy produced and
not consumed EPVNC
(kWh)

Summer 28.25 27.35 17.71

Winter 28.25 13.84 9.04

Table 3 PV energy with optimization

Period Average energy consumed
per day, EL (kWh)

PV energy produced, EPV
(kWh)

PV energy produced and
not consumed, EPVNC
(kWh)

Summer 28.25 27.35 15.56

Winter 28.25 13.84 6.11

Table 4 Optimal operating
periods of movable loads

Period Optimal time of use

Iron Dishwasher Washing machine

Summer 11:30 10:30 9:30

Winter 10:00 10:30 12:00
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Fig. 7 Load and PV curves during summer period without optimization

With the optimization, the PV energy not consumed in summer is reduced by
2.15 kWh. That is a decrease of 12%. This value increases to 2.93 kWh (32%) in
winter. The energy paid to the distributor is reduced by 11.79 kWh (42%) in summer
and 7.73 kWh (27%) in winter. This contributes significantly to the fight against
pollution caused by fossil energy sources.

The algorithm used for the optimization is an exactmethodwhose implementation
time is about 17 min.

Figures 7 and 8 represent the different load and production profiles in summer
and winter without and with optimization, respectively.

5 Conclusion

In this article, we have evaluated the impact of load management on the electrical
energy consumption of an apartment in the city of Casablanca. After the experimental
consumption measurements, we studied the load models of the different electrical
equipment. These load profiles have been adjusted to actual values. This made it
possible to have the overall load curve of the apartment. Then,we developed amethod
for managing movable loads. This gave very interesting results since we were able
to reduce the consumption paid to the distributor by 42% in summer and 27% in
winter. Similarly, the share of PV energy produced and not consumed decreased by
12% and 32% respectively in summer and winter.

Moreover, the proposed algorithm is classified among the exact methods. The
implementation time is 17 min for 12 pieces of equipment, 3 of which are movable.
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Fig. 8 Load and PV curves during summer period with optimization

This time can become very long if the number of controllable loads increases. As
indicated by the authors in [4], this time can be significantly reduced by using a
heuristic method: hence, the need to make a comparative study with a heuristic
method. Similarly, it is possible to consider integrating local storage of PV energy
to reduce the share of PV energy produced and not consumed.
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Numerical Analysis of Heat Transfer
in a Solar Collector Submitted the Flow
of Nanofluid

Fatima-Zahra Barhdadi, Ikrame Jamal, Kamal Amghar, and Salah Daoudi

Abstract This work is based on a two-dimensional numerical simulation, to study
the effects of various nanofluids (Al2O3, CuO, SiO2, and ZnO) on heat transfer perfor-
mance along the rectangular channel mounted with two different ribbed: rectangular
and triangular. The effects of this ribbed on heat transfer performance are evaluated
with Reynolds number in the range from 5000 to 20,000 with a uniform heat flux of
10,000 W/m2 at upper and lower walls. The governing equation is based predicated
on the continuity equation, momentum, and energy equations, which are solved by
using the finite volume method. Numerical results are analyzed, such as the profiles
of velocity, the factor coefficient, and average Nusselt number. In addition, the model
studied is tested by comparing the literature and the results obtained that are in favor-
able agreement with those reported in literature. Moreover, the results show that the
thermal performance is highly significant for the case of ribbed rectangular also
with nanofluid SiO2–water in which shows the greatest improvement in heat transfer
compared to other nanofluids. Finally, through ribbed channels, the average Nusselt
number improved with increasing Reynolds number.

Keywords Forced convection · Turbulent flow · Ribbed channel · Nanofluid ·
Heat transfer · Numerical simulation
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1 Introduction

Recently, the improvement of forced convection heat transfer in a rib–groove channel
has attracted the attention of many engineering researches, as it contributes to the
increase of the efficiency of heat exchangers. The most geometric shapes of the
rib–groove channel used in all domains of engineering are the following: rectan-
gular, triangular, square, and circular [1]. The use of nanofluids on the heat transfer
fluids in rib–groove channels is one of the most widely used methods to improve
heat transfer [2–5]. These are solutions containing nanoparticles with very high
thermal conductivity suspended in a base fluid to increase the effective thermal
conductivity of the mixture, thus improving its thermal performance. Arroub et al.
[6] conducted a numerical study which is performed to investigate the influence
of Al2O3–water nanofluid on the mixed convection heat transfer in a rectangular
channel. The obtained results indicate that the presence of nanoparticles in the base
fluid acts to increase the heat transfer rate and the average temperature inside the
channel. Monireh et al. [7] studied numerically the heat transfer by two-dimensional
incompressible nanofluids around four sinusoidal lateral obstacles in a horizontal
channel. The results obtained show that the averageNusselt number increaseswith the
increase in the concentration of nanoscale particles and the decrease in the distance
between the obstacles, which improves thermal transmission. Parsazadeh et al. [8]
presented a numerical investigation of forced convection turbulent of nanofluid in
a two-dimensional channel, and the results indicate that SiO2 nanofluid improves
the heat transfer in a channel with detached rib arrays due to its higher thermal
conductivity and lower mass density. It is shown that heat transfer increases with
increasing nanoparticle concentration and decreasing nanoparticle diameter. Vanaki
andMohammed [9] studied a numerical work to investigate the thermal and hydraulic
characteristics of turbulent flow of nanofluid by forced convection in channels using
transverse ribs of different shapes. According to the results, the triangular ribs have
the highest Nu number. It was found that the SiO2 nanofluid with a nanoparticle
diameter of 30 nm and a concentration of 4% provides the highest values of Nusselt
number and friction factor. Alsabery et al. [10] numerically investigated the effect of
the Reynolds number and wall corrugation number on the flow and heat transfer of
nanofluids in a two-dimensional channel andwavy. The results indicate that when the
Reynolds number increases, the average particle velocity increases, on the other hand,
the temperature is lower than the average temperature. In addition, as the number of
oscillations increases, the fluid leaves the channel at a higher average temperature.

2 Physical Model

According to Fig. 1, the configuration represents a rectangular channel mounted with
the ribbed rectangular and triangular which are installed on the walls of the channel.
The study is analyzed at three configurations (a), (b), and (c). Consequently, the
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Fig. 1 Studied configuration, a smooth channel, b rectangular ribbed channel, c triangular ribbed
channel

Table 1 Dimensions of the configuration

L A B e W P D

104 mm 10 mm 40 mm 2 mm 2 mm 20 mm 22 mm

numerical simulation is carried out to study the effect of various nanofluids and the
effects of configuration on heat transfer performance. The dimensions of geometries
are illustrated in Table 1.

The flow of nanofluid is assumed to be turbulent with intensity of 1% and at room
temperature of T in = 300 K. The top and bottom walls are maintained at a uniform
heat flux of 10,000 W/m2. There is no slip condition imposed on the channel walls
and rib surface in all simulation.

3 Mathematical Formulation

3.1 Governing Equations

The physical problem is examined by two-dimensional form of the Navier–Stokes
equations. The system of equation is solved numerically by finite volume method.
The standard k–ε model is chosen for modeling the turbulence. For a Cartesian
coordinate system, these equations can be written as follows:

Continuity equation:

∂u

∂x
+ ∂v

∂y
= 0 (1)
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Momentum equation:

∂(ρui )

∂t
+ ∂

(
ρuiu j

)

∂x j
= −∂P

∂xi
+

[
μ

(
∂ui
∂x j

+ ∂u j

∂xi

)]
+ Fj (2)

Energy equation:

u
∂T

∂x
+ v

∂T

∂y
= Knf(

ρcρ

)
n f

(
∂2T

∂x2
+ ∂2T

∂y2

)
(3)

The standard k–εmodel is a semiempiricalmodel inwhich two transport equations
are used, one for the turbulence kinetic energy k and rate of kinetic energy dissipation.
The equations demonstrating the turbulent flow can be formed as follows:

Equation of the kinetic energy K:

∂

∂x j

(
ρu j K

) = ∂

∂xi

[(
μ + μt

σk

)
∂K

∂x j

]
+ Gk − ρε (4)

Turbulent kinetic energy dissipation:

∂

∂xi
(ρuiε) = ∂

∂xi

[(
μ + μt

σε

)
∂ε

∂x j

]
+ C1ε

(ε

k

)
Gk + C2ερ

(
ε2

k

)
(5)

3.2 Governing Parameters

Reynolds number (Re) : Re = ρuDh

μ
(6)

Local Nusselt number (Nu) : Nu = hDh

Kn f
(7)

Friction factor ( f ) : f = 2�PDh

LρU 2
(8)

3.3 Thermophysical Properties of Nanofluids

The following equations are used to calculate the thermophysical properties of
nanofluids, which are the density and heat capacity [11], according to these
expressions:
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ρn f = (1 − ϕ)ρ f + ϕρp (9)

(ρCP)n f = (1 − ϕ)(ρCP) f + ϕ
(
ρCp

)
P (10)

In addition, the parameter of thermal conductivity is calculated by usingBrownian
motion of nanoparticles in rib–groove channel, and the effective thermal conductivity
can be obtained by using the following mean empirical correlation [12]:

keff = kstatic + kBrownian (11)

Kstatic = Knp + 2K f + 2
(
Knp − K f

)
ϕ

Knp + 2K f + (
Knp + K f

)
ϕ

K f (12)

KBrowniam = 5 × 104βϕρ f Cρ, f

√
KT

2ρnp Rnp
f (T, ϕ) (13)

where k = 1.3807 × 10−23 J/K.

f (T, ϕ) = (
2.8217 × 10−2ϕ + 3.917 ∗ 10−3

)( T

T0

)

+ (−3.0669 × 10−2 − 3.3.91123 × 10−3
)

On the other hand, the dynamic viscosity [13] is calculated as follows:

μeff = μ f
1

(
1 − 34.87

(
dp

d f

)−0.3 ∗ ϕ1.03

) (14)

where d f =
[

6M
Nπρb f

] 1
3
.

4 Numerical Procedures and Code Validation

The code validation is based to study the independence of the mesh. The study is
applied for different meshes with that based on different numbers of nodes such us
13,626; 46,308; 61,218; 86,751; 173,451; and 231,267 nodes. Figure 2 shows the
variation of the average Nusselt number as a function of the numbers of nodes for
Al2O3–water nanofluid. In all simulations, we have chosen the mesh of 173,451
nodes, and the latter gave an ease of convergence and an acceptable result with
minimal computation time. In addition, the validation of the code was done based
on the work used from Vanaki et al. [9], as well as the Dittus–Boelter equation and
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correlations of Blasius [14]. According to Fig. 2, the results show a good agreement
(Fig. 3).

Correlations of Dittus−Boelter : Nu = 0.023R0.8
e P0.4

r (15)

Correlations of Blasius : f = 0.316R−0.25
e for 3000 ≤ Re ≤ 20,000 (16)

Fig. 2 Mesh independence
study

Fig. 3 Comparison of the results obtainedwith those numericalmethods, a averageNusselt number
and b friction factor
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Fig. 4 Effect of nanofluids
on the average Nusselt
number

5 Results and Discussion

5.1 The Effect of Various Nanofluids

In Fig. 4, we examined the effect of different types of nanofluids on the heat transfer
performance along the smooth channel, and the results found that SiO2 nanofluid
gives high values of average Nusselt number compared with other nanofluids. This
is explained by the SiO2–water nanofluid which has a particle diameter of 30 nm
and a concentration of 4%. So, we will use the SiO2–water nanofluid to study in
all simulation, which next goals is to study the effect of two different ribs of types
rectangular and triangular on heat transfer performance and conservation of mass.

5.2 Velocity Profiles

Figure 5 shows the results of the velocity field distribution along the channel with
triangular ribs using SiO2–water. We note that the velocity profiles are uniform at
the entrance of the channel, while they become zero on all the walls because of the
non-slip condition applied to the walls, and the value of the velocity increases while
moving toward the center of the channel precisely for the ribbed part. We can explain
these results by the friction between the fluid particles and the channel walls.
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(a) (b)

(d)(c)

Fig. 5 Velocity distribution along the channel with ribbed triangular. a Re= 5000, b Re= 10,000,
c Re = 15,000, and d Re = 20,000

5.3 Average Nusselt Number and Friction Factor

According to Fig. 6, the average Nusselt number increases as a function of the
Reynolds number. This augmentation is attributed to the higher velocity, which can
lead to the disturbance of theflowand thus improve the heat transfer. Itwas discovered
that the average Nusselt number of a ribbed channel is greater than that of a smooth
channel. This is due to the induction of a high recirculation flow and a thin boundary
layer in the ribbed channels, leading to higher temperature gradients. The triangular
ribbed channel provides the highest averageNusselt number. In addition, Fig. 7 shows
the variation of the friction factor along the channel as a function of the Reynolds
number for the smooth channel and the two cases. From this figure, it is observed that
the highest values of the friction factor are related to the ribbed channel. Moreover,
the Reynolds number increases to improve the friction factor. We conclude that the
friction factor values for the triangular rib are the highest compared to the other
configurations.

6 Conclusion

In thiswork, a numerical studywas carriedout to investigate the thermal andhydraulic
characteristics of nanofluid flow by forced convection turbulent in a two-dimensional
channel using rectangular and triangular ribs under a constant heat flow andReynolds
number varied from 5000 to 20,000. According to the results, it was observed that the
increased value of Re causes an increase in heat transfer along the channel.Moreover,
the SiO2–water nanofluid considered perfect, which has a particle diameter of 30 nm
and a concentration of 4%, provides the highest values of Nu number and friction
factor among other types of nanofluids due to its higher thermal conductivity and
lowermass density. On the other hand, the channel mounted by triangular ribs has the
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Fig. 6 The effect of ribs on
the average Nusselt number
as a function of Re

Fig. 7 The effect of ribs on
the friction factor as a
function of Re

important average Nusselt number. Finally, it is concluded that the type of nanofluid
and the shape of ribs are considered important to improving heat transfer.
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Numerical Investigation on Ejector
Optimization and Performance Using
the Refrigerant R134a

Ikrame Jamal, Fatima Zahra Barhdadi, Kamal Amghar, and Salah Daoudi

Abstract In this paper, the computational fluid dynamics (CFD) technique is used
to study the effects of condensing pressure and geometrical parameters on the perfor-
mance of an ejector. The working fluid used in this study is R134a gas, which was
employed in a numerical simulation of a supersonic refrigerant ejector. The numerical
calculation is performed using Ansys Fluent software. The Soave–Redlich–Kwong
(SRK) real gas model is used for the equation of state. The Navier–Stokes equa-
tions and the turbulence model based on the realizable k − ε model are solved by
the finite volume method using the SIMPLE algorithm for the pressure–velocity
coupling scheme. Close agreement in terms of entrainment ratio is obtained between
the numerical and experimental results, with a relative error that does not exceed
5.12%compared to the experimental data. Furthermore, the numerical results showed
that the ejector performance is strongly influenced by the condensing pressure and
geometrical parameters, in addition to the existence of an ideal HNE and NXP value
for the ejector to work at its best.

Keywords Numerical simulation · Refrigeration · Entrainment ratio · Supersonic
ejector · R134a

1 Introduction

Most traditional air conditioning and refrigeration systems run on electricity.
Researchers have considered replacing these traditional systems with systems that
use renewable or low-grade heat sources. Thermally driven cooling systems, such as
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absorption cooling or ejector refrigeration systems, appear to be suitable substitutes
for conventional refrigeration systems [1]. The main advantage of ejector refriger-
ation systems over absorption cooling systems is that they operate with relatively
low-quality thermal energy sources up to 80 °C [2].

The supersonic ejector (Fig. 1) is a system with several advantages, the main of
which is the absence of moving mechanical parts, the engineering is very simple, and
the ability to operate at very low temperatures and pressure ranges. This system is
used in a wide range of applications, including refrigeration [3–5], air conditioning,
heating, and desalination. It works by drawing vapors or gases from low-pressure
areas to high-pressure areas, transforming the pressure energy of a primary fluid
into kinetic energy to drive the sucking fluid, and then compressing the mixed fluid
by converting the kinetic energy back into pressure energy. In ejector refrigera-
tion systems, compression is possible without using mechanical energy, they can
be powered by thermal energy from solar energy or thermal waste from industrial
processes [6].

The most important component of ejector refrigeration systems is the ejector [3].
Because of the numerous physical processes involved, the flow regime in this device
is quite complicated (the interplay of supersonic and subsonic flows, mixing, shocks,
etc.). As a result, several theoretical, experimental, and numerical investigations have
been carried out in order to better understand the features of the local flow inside the
ejector as well as its performance [7–9].

Computational fluid dynamics (CFD) has become the most effective tool to study
the flow behavior inside the ejector with speed and lower costs than those generated
by experimental methods. It offers agreement with the experimental results collected
by several researchers. For example, CFDmechanics, according to Hanafi et al. [10],
is an effective tool for determining the hydrodynamic and thermal features of the
ejector under various operating conditions. Furthermore, they discovered that the
primary vapor pressure has an optimal value that results in the highest entrainment
ratio. Baek et al. [11] conducted a study of the parameters of geometric variables
on the entrainment performance of the two-phase high-velocity ejector using R134a
liquid as a refrigerant. They discovered that the size of the recirculation bubble that

Temperature and pressure are very high (Primary Fluid)  

Temperature and pressure are lower (Secondary Fluid)

Average temperature and pressure (Outlet Fluid)

Fig. 1 2D schematic of a supersonic ejector
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forms in the suction chamber is greatly influenced by the nozzle output position. They
also demonstrated that the entrainment performance of the ejector is highly dependent
on the diameter and length of the mixing tube. Croquer et al. [12] used the refrigerant
R134a to study the type of single-phase supersonic ejector. The results show that the
inlet geometry of the secondary fluid has little influence on the entrainment ratio of
the secondary and primary fluids as well as on the shock position found in the mixing
zone. The performance of the ejector is determined by the use of several factors, such
as the entrainment ratio, ω, which is the most common index used for the evaluation
of ejector performance. It is defined as the ratio of the secondary flow mass flow rate
to the primary flow mass flow rate, it is given by the relationship: ω = ṁs

ṁ p
.

The goal of this study is to create a numerical simulation of supersonic flow in
an ejector of a refrigeration system utilizing R134a gas as the refrigerant. The find-
ings were compared to previous research, including a numerical case study [13] and
an experimental case study [14]. The findings are found to be in reasonable agree-
ment with previous research. The effect of condensation pressure and geometrical
parameters on our ejector’s performance is then investigated.

2 Geometric Model

The ejector system under consideration includes all of the elements that are often
found in a refrigeration system, such as a generator, a condenser, an evaporator, an
expansion valve, and a pump. In our study, we used an ejector with two inlets (an
inlet of the primary fluid and an inlet of the secondary fluid) and an outlet for the
outlet fluid. Figure 2 shows a presentation of the ejector studied, highlighting its
main dimensions. This ejector is designed for a refrigeration system that was tested
in experimental measurements in the study [14].

In all numerical simulations, the boundary conditions are specified for the primary
inlet pressure with a value of 2633 kPa, a secondary pressure with a value of 350 kPa,
and a pressure of 720 kPa for the diffuser outlet. The temperature at the primary inlet
was 100 °C, and the secondary flow temperature was 25 °C. In all CFD calculations,
these values are assumed to be fixed (Table 1).

Fig. 2 Geometry of the ejector studied
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Table 1 Dimensions of the ejector used in our study

L1 L2 L3 L4 L5 L6 L7 (NXP)

29.79 mm 86.00 mm 89.00 mm 315.00 mm 17.20 mm 7.75 mm 29.00 mm

H1 H2 H3 H4 (HTH) H5 (HNE) H6 H7

12.70 mm 30.00 mm 9.00 mm 3.50 mm 4.50 mm 8.31 mm 25.20 mm

3 Numerical Model

In this study, the fluid flow in the ejector was simulated using Ansys Fluent software.
This program allows the prediction of fluid flows by solving the Navier–Stokes
equations based on the finite volume method (FVM). The fluid used is the refrig-
erant R134a. With a two-dimensional, axisymmetric, and stationary computation,
the working fluid flow is compressible. The SIMPLE algorithm is used in conjunc-
tion with the PRESTO! scheme for pressure–velocity coupling. The “second-order
upwind” scheme is applied to discretize the advection and diffusion terms, except
for the pressure term. The Soave–Redlich–Kwong (SRK) equation of state is used
to calculate the supersonic flow in the ejector. The realizable k–ε model is chosen
for the turbulence modeling. The solution is deemed convergent when the residuals
of all algebraic equations are smaller than 10–6.

4 Mesh Study

Wewere able to evaluate themesh solutions independence for the fourmeshes (2542,
6837, 17,458, and 37,502 cells) using the RSKmodel of the real gas equation of state
and the given operating conditions. To capture the boundary layer, these meshes are
designed with a constriction at the walls. To detect the effect of the number of cells,
the static pressure along the ejectors is used. By examining the results of Fig. 4,
we notice that the third and fourth grids have relatively close values in terms of
entrainment ratio compared to the first and second grids. As a result, the 17,458-cell
array will be used for the remainder of the study (Fig. 3).

Fig. 3 Structured mesh of the ejector
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Fig. 4 Variation of the static
pressure for different meshes

5 Results and Discussion

5.1 Validation

Figure 5 illustrates the variation of the calculated training ratio compared to the
numerical results and experimental work depending on outlet pressure, also called
condenser pressure. From this figure, there is an accordance between our simu-
lation results and the corresponding numerical and experimental results of our
work. However, one can clearly find that the current numerical results and those
of Aligolzadeh and Hakkaki-Fard [13] are close, with a relative error value of
2.68%, while the predicted drive ratios in the design mode of the numerical results
of Aligolzadeh and Hakkaki-Fard [13] are about 2.85%. It is concluded that the
experimental results [14] are very close compared to our study.

According to Fig. 5, the results are composed of three zones. The first one is
represented by a horizontal segment where the entrainment ratio is at its maximum,
constant, and independent of the ejector outlet pressure (on-design regimes). This
situation persists until the dividing point between the first and second regions is
reached, which is called the critical point. The second region is represented by an
inclined segment in which the drive ratio decreases with increasing condenser pres-
sure (off-design regimes). In the third zone, the entrainment ratio is negative (the
entrained flow is reversed).
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Fig. 5 Comparison between
numerical and experimental
entrainment rates

5.2 Influence of the Condensation Pressure
on the Performance of the Ejector

The pressure distribution along the ejector wall, as well as the Mach number distri-
bution, is shown in this section. The influence of the condensation pressure on the
performance of the ejector is discussed. As shown in Fig. 6which depicts the pressure
distribution contours for two cases of condensing pressure, when the outlet pressure
increased from 720 to 800 kPa, the pressure distribution is larger and closer to the
primary nozzle. Figure 7 presents the simulation of the Mach number with the two
cases of condensation pressure. We notice that in case (a), the variation of the Mach
number starts just after the throat, with relatively important values at the level of
the mixing chamber, which represents a succession of oblique shocks called a shock
train, then at the entrance of the diffuser, a normal shock wave appears, which shows
us the good functioning of the ejector (on-design regimes). Beyond the latter, the
distribution of the Mach number begins to decrease along the divergent part, and
thus the passage from supersonic flow to subsonic flow. According to the second
case, and along with the same reasoning, one observes, at the level of the mixing
chamber, a rather important difference in the Mach number, and the shock train is
driven to the starting position of themixing chamber. In this case, we note the absence
of normal shock at the entrance of the diffuser, whichmeans that we are in the zone of
malfunction of the ejector (off-design regimes). We conclude that when the conden-
sation pressure increases, the supersonic velocity decreases inversely, bringing the
shock train closer to the primary nozzle.



Numerical Investigation on Ejector Optimization and Performance … 1051

(b), P=800

(a), P=720 

Fig. 6 Pressure distribution along the ejector for different values of P

(b), P=800

(a), P=720 

Fig. 7 Mach number distribution along the ejector for different values of P

5.3 The Effect of Geometrical Parameters on the Ejector’s
Performance

Figure 8 shows the effect of the primary nozzle exit height on the entrainment ratio.
It shows that the increase in the height up to a value of HNE = 4.95 mm causes an
increase in the entrainment ratio. After exceeding this last value, the entrainment
ratio starts to decrease. Through this numerical simulation, it is concluded that there
is an optimal range of values for the primary nozzle exit height that equals 4.95 mm
for the ejector to obtain its best performance under constant operating conditions.

The primary nozzle outlet position (NXP),which refers to the distance between the
primary nozzle outlet and themixing chamber inlet, is a critical geometric component
that influences ejector performance. Different values of the ratioN =NXP/HTH were
applied to three HNE cases, using a fixed value of the HTH throat height, to evaluate
the influence of NXP on ejector performance (Table 2).

Figure 9 compares the results of the entrainment ratio obtained for three numerical
simulation cases as a function of the ratio N. It can be seen that the entrainment ratio
increased with the increase in the ratio N for all cases due to the increase in the
effective surface area, until the optimum values were obtained for each case. But
further increases in N resulted in a decrease in the entrainment ratio. This may be
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Fig. 8 Effect of the primary
nozzle exit height on the
entrainment ratio

Table 2 The effect of NXP on ejector performance for different values of HNE

N = NXP/HTH 7.46 8.28 9.11 9.94 10.77 11.6 12.43 13.26

ω(%) Case 1: HNE = 4.5 37.88 37.67 38.17 39.92 43.25 45.11 42.47 40.84

Case 2: HNE = 4.95 38.73 39.25 40.54 42.70 45.91 44.63 42.97 41.92

Case 3: HNE = 5.4 36.55 38.20 40.91 44.58 44.44 42.41 41.13 40.60

due to the formation of small recirculation zones in the converging part of the mixing
chamber, which reduces the effective secondary flow area, and thusNXPhas a greater
effect on the effective secondary flow area. In conclusion, there is also an optimal
NXP for a maximum entrainment ratio. Finally, we can see that the second case, with
its optimal NXP value, has the highest entrainment ratio, indicating that it is the best
performing.

6 Conclusion

The impact of condensing pressure and geometric parameters on the performance
of the ejector of a refrigeration system using R134a as a heat transfer fluid has been
studied by numerical simulations. The flow is assumed to be stationary in a two-
dimensional model and axisymmetric with adiabatic walls. The results reveal that
the numerical model is well suited to calculating the performance of supersonic ejec-
tors under various operating conditions. Compared with the experimental data, the
relative error of the entrainment ratio was found to be less than 5.12%. Two simu-
lations were performed by adjusting the condensing pressure, and it was found that
the ejector performance is strongly influenced by the condensing pressure. Addi-
tionally, as the condensation pressure increases, the supersonic velocity drops in the
opposite direction, bringing the shock train closer to the primary nozzle. Then, we
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Fig. 9 Effect of NXP on the
entrainment ratio for
different values of HNE

examined different values of the primary nozzle exit height and concluded that there
is an optimal HNE height range for the ejector to achieve its best performance under
constant operating conditions. Moreover, we investigated the influence of NXP on
the ejector performance in three HNE cases. We discovered that there is an optimal
NXP for maximum entrainment ratio, and we finally found that the second case with
its optimal NXP value has the highest entrainment ratio, indicating that it performs
best.
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Optimization of Industrial Energy
Efficiency by Intelligent Predictive
Maintenance Tools, Case of Coupling
Misalignment and Unbalance
for an Industrial System

Yousra El Kihel, Amar Bakdid, and Ali El Kihel

Abstract Today’s industry presentsmany challengeswhose increasing competitive-
ness weighs heavily on productivity. A new way of organizing industrial processes
involves the use of precise technologies and the digitization of measured data from
the production apparatus. This new organizationmustmeet the challenges of compet-
itiveness to meet customer expectations but with short time to market and at the cost
of optimized production in terms of energy consumption, reduced breakdowns, etc.
In this study, we have developed a method of monitoring the main components of an
industrial installation continuously and follow the evolution through data that allow
us to prevent a malfunction before stopping the production (in our case misalignment
and unbalance). This monitoring uses predictive algorithms and very precise tech-
nologies for the detection of anomalies, which allows to follow parameters in real
time as vibration, consumed energy, temperature of the various components, etc. The
method is applied on a test tank made in the laboratory and gives very satisfactory
results.

Keywords Predictive maintenance · Vibration analysis · Energy · Temperature ·
Power consumption

1 Introduction

Today’s industrial environment presents many challenges whose increasing compet-
itiveness weighs heavily on productivity. Controlling costs while guaranteeing the
desired level of quality is the key challenge of industrial production.
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The Industry of the Future requires a new way of organizing industrial processes
with the aim of implementing maintenance tools that are more intelligent and more
capable of adapting to production. This new organization should make it possible to
meet the challenges of production tomeet customer expectations butwith a short time
tomarket and at the price of an optimized production in terms of energy consumption,
reduced breakdowns, etc.

Predictive maintenance is of paramount importance whose strength is the antic-
ipation of breakdowns, by executing according to the analysis and evaluation of
the significant parameters of the degradation of the considered element (vibration,
energy, temperature, etc.) [1].

To this end, predictive maintenance is a powerful tool for optimizing the avail-
ability of manufacturing and production factories, the profitability of maintenance
work and can also be used to reduce energy consumption [2, 3].

Predictive maintenance provides factual data on the actual mechanical condition
of eachmachine and the operating efficiency of each process [4]. In general, the tech-
niques used for predictive maintenance are monitoring vibration analysis, infrared
thermography, ultrasonic testing and oil analysis, etc. Each technique has a unique
data, and its sensitivity depends on the severity of the defect [5, 6].

Our contribution is to develop a monitoring method of the main components
of an industrial installation, in continuous evolution through quantifiable and qual-
ifiable data allows the prediction of malfunctioning before production stoppage.
Many authors have addressed the field of industrial monitoring, thus highlighting the
growing interest shown by industry in this issue [7, 8].

This predictive maintenance, which has been developed in the form of a PSI [9]
industrial monitoring platform using precise instruments, makes it possible to antic-
ipate factory failures and thus considerably increase the availability and reliability
before a breakdown occurs and increase productivity [9, 10]. On the other hand, one
can highlight the energy consumption according to the state of health of the indus-
trial equipment. Indeed, it is now common practice to add sensors to production
machines, which continuously measure the state of their operation. It is a question of
monitoring and analyzing the evolution of an element to find the best time to replace
it. This work deals with the coupling of two failures which are misalignment and
unbalance. In this work, we show how these failures impact the industrial system in
terms of vibration and energy consumption [11].

2 Experimental Monitoring Protocol

2.1 Operating Principal of the IMP

The Industrial Monitoring Platform is an application with two components [12]:
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Hardware Components: based on the implementation of a network of sensors
communicating with each other via a proprietary protocol, ensuring data acquisi-
tion and transfer to the platform.
Software Components: allows users to view remotely and in real time: the energy
consumed by the industrial system, the temperature and the vibration level.
Considering the predefined thresholds of each parameter, the intervention time
can be predicted to avoid production stops.

2.2 IMP Description

The experimental device or monitoring platform “IMP” is the latest generation of
data acquisition equipment. It allows us to accurately measure, acquire, monitor and
analyze data from test benches. The data can be acquired directly on a local PC or
in a decentralized way via a local network.

Our platform is composed of a three-phase motor group with a variable speed
drive (from 500 to 3000 tr/min).

2.3 Operating Principal of the IMP

Three main functions of the IMP: connect and transfer data from instruments to a
PC, analyze and interpret results, and predict and anticipate failures.

This operation is summarized in the [13].

3 Creation of Misalignment

An experimental study on misalignment and its impact on vibration, energy
consumption and temperature has already been done by us [9].

Figures 1, 2, and 3 represent the evolution of the acceleration, the power consump-
tion and the heating temperature of the motor as a function of the thickness with
different shaft speeds (from 500 to 3000 tr/min) [12].

According to this figure, it can be seen that the acceleration increases in an almost
linear way as the thickness and the speed of rotation of the shaft increase.

By definition, the power consumed by the electric motor is written:

P0 = C0 × ω (1)

where
P0: Power consumption without defects (neither unbalance nor misalignment);
C0: The torque before the creation of the defects;
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ω: The speed of rotation.
If one wishes to express the power consumed in the present misalignment, it is

advisable to arrange the relation (1), and one then obtains:

P1 = (C0 + Cd) × ω (2)

where
P1: The power consumed in the present of misalignment;
Cd : The added torque due to misalignment.
We conclude that the term misalignment introduces a torque on the system, so

the power consumed by the electric motor increases with the misalignment and the
speed of rotation, and this consumption starts to increase from 2000 tr/min.

When the rotation speed and misalignment increase, the temperature increases.
In the following part, we present the coupling of an electric motor and an unbal-

ance; the study is based essentially on the analysis of the different quantities and
their influences on the state of each component of the motor and its energy efficiency
(Fig. 4).

Fig. 4 Creation of misalignment and unbalance
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4 Materials and Methods

4.1 Coupling of Misalignment and Unbalance

Based on the previous results, it can be seen that the effect ofmisalignment is readable
on the system from a thickness of 3 mm. In the following section, the thickness is
set to 3 mm.

Next, an unbalance is created by changing the mass “m” and setting the distance
between the mass and the center (“r” = 100 mm = cte).

The unbalance creates a rotating force, which equals:

F = m ∗ r ∗ ω2 ∗ sinωt (3)

where
F: Unbalance force (N), m: Mass (kg), r: Rayon (m), ω: Rotation speed (rad/s).
Finally, the results (Figs. 5, 6 and 7) of the physical quantities are presented:

acceleration, power consumption and outside temperature.
These results are measured using a vibration analyzer, an electrical analyzer and

an infrared camera [13].

5 Results and Discussion

The following figures represent the results obtained during the experimental study.
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Fig. 5 Acceleration evolution
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Fig. 7 Temperature outside the motor according to unbalance

5.1 The Impact of Coupling on Acceleration

Figure 5 shows the results of the different acceleration measurements with a constant
thickness equal to 3 mm.

According to Fig. 5, we can see that the acceleration increases according to the
mass in an almost linear way whatever the speed of rotation.

As the mass increases, the slope of the acceleration increases considerably with
increasing speed [14].
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5.2 The Power Consumed by the Drive Motor According
to the Coupling

The power consumed by the motor is obtained by adding the unbalance torque:

P2 = (C0 + Cd + Cb) × ω (4)

where
P2: Power consumption in the presence of faults (misalignment and unbalance);
Cb: Torque due to unbalance.
Power consumption “P2” is then composed of the torque exerted by the unbalance

and by the misalignment with the angular velocity.
Figure 6 shows the power consumption of the electric motor for the different

masses.
Analyzing the results obtained, it can be seen that the power consumed by the

engine increases exponentially with the increase in mass. It is also shown that the
power increases considerably for the three speeds 2000, 2500 and 3000 tr/min. This
phenomenon is explained by the resistant torque C(e) due to the unbalance and the
misalignments introduced.

5.3 The Impact of Misalignment and Unbalance on Motor
Temperature

Figure 7 shows the measured temperature at the drive motor for the different
unbalances applied.

The temperature of the engine increases as the mass increases at constant speed.
It becomes more important at rotational speeds above 2000 tr/min.

6 Conclusion

Anewmethod formonitoring an industrial system by analyzing and processing phys-
ical quantities has been presented in this paper. The approach is based on data acqui-
sition, resulting in real-time processing, whose good performances have been illus-
trated using experimental data. Our objective is to study the impact of misalignment
and unbalance on the system.

The connectedmeasuring instruments allow following the evolution of each phys-
ical quantity (acceleration due to vibration, power consumption and engine warm-up
temperature). The processing of the results is done in real time in a very precise way.

The results obtained show that increasing the misalignment thickness and/or the
unbalancemass has negative effects on the industrial system. These effects reduce the
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reliability and efficiency of the system and increase its energy consumption. Finally,
knowing the temperature and vibration thresholds at the bearings, we can predict
failures and schedule interventions to avoid risks or production stoppages.
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The Influence of Reynolds Number
and Baffles
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Abdel-illah Amrani, Ahmed Alami Merrouni, Elmiloud Chaabelasri,
Merzouki Salhi, and Najim Salhi

Abstract This study looked at how steady-state three-dimensional turbulent forced
convection flow and heat transfer worked in a circular pipe with baffles fixed inside
the pipe. The numerical study was performed for a Reynolds number increasing
from 100,000 to 140,000, a Prandtl number of 0.71, and a baffle angle of 90°. The
findings demonstrate that the Nusselt number and friction factor of the circular pipe
with baffles are greater than the smooth circular pipe in this study (without baffles).
As a general observation, the addition of baffles and the Reynolds number plays
an important role in the flow and heat transfer characteristics. Comparing the data
acquired with those obtained from a smooth duct serves to verify the correctness of
the results obtained.
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1 Introduction

Expanding the convective heat transfer coefficient or increasing the heat transfer
surface area improves heat transmission from a surface. A pump or fan is employed,
or an existing one is replacedwith a bigger one to improve the heat transfer coefficient.
However, this may or may not be convenient. Increasing the surface area of a surface
is another way to improve heat transmission from that surface. When baffles or
fins are placed on the duct surfaces, the surface area for heat transmission may be
enhanced [1–4].

Many technical applications use circular pipes with turbulent flows, including
nuclear reactors, shell and tube heat exchangers, gas turbines and combustion
chambers, and electronic cooling equipment.

A large number of experimental and computational studies have been carried out
to determine the influence of various geometrical characteristics of baffles, such as
form, size, spacing between baffles, attack angle, blockage ratio, and porous space,
on the performance of the baffles under consideration. The geometry of baffles is
a critical parameter for vortex creation [5]. As a result, a variety of forms have
been devised, including the inclined baffles [6, 7], the W-baffle [8], the Z-baffle
[9], and multi-V-type perforated baffles [10], and the diamond shape presented by
Sripattanapipat et al. [11].

The numerical analysis of the steady-state three-dimensional turbulent flow and
thermal characteristics in a tubular heat exchanger with baffles is performed in this
paper. We investigate the influence of Reynolds number and baffle number on ther-
mohydrodynamic behavior. The outcomes of this work are supposed to offer numer-
ical data on turbulent convective heat transport in complicated geometries in three
dimensions.

2 Formulation of the Problem

The computational environment and the properties of the circular pipe employed in
this investigation are shown in Fig. 1. Tube: It is a cylindrical tube with a circular
cross-section with a diameter of 150 mm. It has a length of 1000 mm and is crossed
by a turbulent flow of air. The wall temperature is brought to Tw = 343 K, and it
stays that way. All the required details on the geometrical parameters are provided
in Table 1.

3 Governing Equations

Three-dimensional Navier–Stokes and energy equations explain flow and heat
transfer in the computational domain. Turbulent flow is defined as incompressible
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Smooth pipe                                                    Case (1) 

Case (2)                                                           Case (3) 

Case (4) 

Fig. 1 Schematic view of the computational domain

Table 1 Specifics about the physical problem’s size

Parameters L (mm) L1 (mm) L2;3;4 (mm) D (mm) Number of baffles

Smooth pipe 1000 400 200 150 0

Case (1) 1000 400 200 150 1

Case (2) 1000 400 200 150 2

Case (3) 1000 400 200 150 3

Case (4) 1000 400 200 150 4

Newtonian flow in three dimensions with minimal buoyancy and viscous dissipation
at a steady state. Thermophysical properties are immutable. The governing equations
for turbulence in this scenario are as follows:
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∂x
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The standard two-equation transport model k-E models the turbulence
phenomenon. In general, the two additional equations provided by the k–E turbulence
model used:

For the kinetic energy of turbulence (k):
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For the dissipation rate of kinetic energy (E):
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where

μt = ρcμ
k2/

ε (8)

The various empirical constants in the k-ε model are given the following values:

C1ε = C3ε = 1.44,C2ε = 1.92,Cμ = 0.09, σk = 1.0, σε = 1.3 (9)

4 Boundary Conditions

The boundary conditions of the computational domain are defined as follows:

• At the entrance of the channel: (U = U int; V =W = 0; T = T int = 300 K°)
• Wall (adhesive contact): (U = V =W = 0; Tw = 343 K°)
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• Pipe output (output condition): (P = Patm; (∂ϕ
/

∂x) = 0, where φ = U, V, W, T,
k, E)

• Baffle: (U = V = W = 0; adiabatic).

The following are the primary parameters of the present survey defined by the
formula:

• The friction factor (f):

f = 2(
L
Dh

) × �P

ρU 2
m

(10)

• Average Nusselt Number (Nu):

Nuavg = hDh

λ
(11)

5 Grid Independence Study

The mesh that has been chosen is a tetrahedral mesh. Additionally, to ensure the
independence of the accepted mesh size values, additional tests were conducted for
the Reynolds number Re = 100,000. From the grid of 888,227 cells, the A Nusselt
number and factor of friction begin to stabilize. For our further calculations, and as a
trade-off between accuracy and computation time, the 990,767 cell grid is ideal (see
Fig. 2).

Fig. 2 Grid-independency
study for Re = 100,000
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Fig. 3 Variation of (Nu) and
(f) as a function of Reynolds
for a smooth pipe

6 Validation of the Numerical Model

An analytical correlation between Dittus-Boelter and Petukhov’s correlations was
used to validate our computational model. Figure 3 shows the numerical and analyt-
ical outcomesof the calculations.TheNusselt number evolution curves are practically
identical, demonstrating high agreement between simulated and analytical findings.
This comparison helps us to validate our simulation and validate our numerical code.

7 Results and Discussion

Several parameters can illustrate heat exchanges from one medium to another.
In this paper, we have discussed four parameters that may be useful for a better
understanding the heat transfers created between a heat exchanger and the air (see
Fig. 4).

First, we carried out a study on the fluid velocity within the studied geometry. The
figure illustrates the air velocity field within a smooth heat exchanger and circular
cross-section heat exchangers with baffles.

In the first case, which characterizes a smooth heat exchanger, we can easily
notice that the air velocity varies slightly. It is between 12.5 ms−1 and 17.5 ms−1.
Nevertheless, in the other cases, it is remarkable that the fluid velocity is influenced by
the presence and the number of baffles incorporated in the exchanger. This influence
is generally illustrated by the increase of velocity in the channel. Moreover, the
maximum velocity fields are much more pronounced for a high number of baffles.
Note that the observed increase is particularly during the passage of fluid particles
between the baffles and the walls of the exchanger. This can be explained by an
inversely proportional relationship linking the increase in velocity and the decrease
in the section through which the fluid flows.
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Fig. 4 Velocity contours for
different case

Smooth pipe 

Case (1) 

Case (2) 

Case (3) 

Case (4) 

On the other hand, the figure shows that the presence of baffles causes the zones
of air recirculation located in the right part of the baffles. This causes a phenomenon
of air confinement and leads the fluid to follow a serpentine flow path.

To clarify the thermal behavior created inside the heat exchanger, we considered
it important to carry out a study on the distribution of the temperature field within the
geometry studied. Figure 5 shows the form of the isotherms produced during heat
exchanges in an exchanger with and without baffles.

In the absence of the baffles, a constant temperature is observed in most of the
heat exchanger volume, except in the vicinity of the walls of the channel, where
there is a slight temperature variation. It should also be noted that the temperature is
improving at the level of the channel walls near the outlet of the heat exchanger. The
superposition of the isotherms, which are concentrated at the edge of the walls of
the geometry studied, provides for the dominance of the conduction mode thermal
about the convective mode.

The inclusion of baffles in the heat exchanger presents one of the ideal solutions for
improving heat exchange. This is clearly illustrated by corrugated isotherms having
a temperature of 13 degrees higher than the temperature observed in the center of an
exchanger without baffles. Themost important thing tomention is that these isotherm
ripples coincide with the previously observed air recirculation zone. In other words,
the residence time of the fluid particles in this place gives more time for the air to
acquire a maximum amount of heat delivered by the exchanger walls. So we will get
an increase in temperature in this area. Note that, this phenomenon is repeated near
each baffle, so the passage of air in the vicinity of these areas will be accompanied
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Fig. 5 Temperature
contours for different case

Smooth pipe 

Case (1) 

Case (2) 

Case (3) 

Case (4) 

by an improvement in the temperature within the canal, from which a remarkable
homogeneity of the temperature distribution field within the heat exchanger will be
obtained.

In order to quantify the heat exchanges created within the heat exchanger studied,
it was necessary to carry out a study on the Nusselt number. This number reflects the
heat transfer rate between the exchanger and the fluid.

Figure 6a shows the variation of this number as a function of the Reynolds number
for the various cases studied previously. One can easily notice that the rate of heat
exchange (Nu) improves as the number of Reynolds increases. Also, it is lucid to
see that for a specific number of Reynolds, the number of Nusselt increases with the
number of baffles. This is mainly due to the increase of high-temperature air recircu-
lation zones, which causes a decrease in fluid density and promotes the dominance
of convection that homogenizes the temperature within the heat exchanger.

About Fig. 6b, which illustrates the variation of the friction factor as a function
of the Reynolds number, the study of this factor provides us with more information
on the causes of the thermal behavior produced within the exchanger.

The analysis of the histograms shows that the friction factor decreases with the
increase of the Reynolds number. This is because a reciprocal formulation binds this
factor with velocity. As a result, for high values of the Reynolds number, the velocity
becomes increasingly high, which causes the observed decrease of the friction factor
for the large Reynolds values. In other words, this can be explained by the fact that
the velocity becomes low for low Re values, so the fluid particles reside more in the
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Fig. 6 a Evolution of (Nu), and b Evolution of (f) as a function of (Re) for different case

exchanger, which leads to more contact with the channel walls, hence the increase
of this factor the small values of Re.

8 Conclusions

The performance of a heat exchanger with varying numbers of internal baffles is
examined in this research. The study was done for four cases: one, two, three, and
four baffles, respectively. All of the experiments were carried out using air as the
working fluid in a turbulent flow regime with Re between 100,000 and 140,000.
There are a few things that may be concluded from the results:

• In all circumstances, (Nu) rises in direct proportion to (Re).
• Reducing (Re) causes the friction factor (f) to drop.
• Increases in Nu and f are a result of baffles being added to the pipe. The bigger

the number of baffles, the higher the values for both parameters.
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Photovoltaic Panels End-of-Life
Recycling

Michele Calì and Alberto Acri

Abstract The largest contribution of electricity production comes from conven-
tional sources including coal and oil that pollute the environment. Renewable energy
sources, including solar energy, wind energy and energy storage in batteries, are
expected to play a progressively central role in meeting future energy needs in all
sectors, largely responding to the increasing demand for energy. In particular, the
use of solar energy will be considered as the main solution to global climate change
and fossil fuel emissions. Although today’s photovoltaic panels have an average
lifespan of 25 years, their disposal is a cause for concern when photovoltaic tech-
nology is evaluated from the perspective of comprehensive life cycle analysis and
End-of-Life management (EoL). We therefore need some innovative solutions that
can reduce emissions of pollutants as a result of the recycling of solar panels that no
longer work. This manuscript reports some of the most current efficient and effective
photovoltaic (PV) panel recycling solutions and the foreseeable developments for
such recycling.

Keywords Photovoltaic panels · End-of-life management · EcoDesign ·
Sustainability · Renewable resources

1 Introduction

The use of renewable and sustainable energy is fundamental to reduce environmental
degradation and limit any significant climate change. The European Commission is
currently considering the Green Deal by adopting a series of proposals to reduce
net greenhouse gas emissions by at least 55% by 2030 compared to 1990 levels.
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The European Green Deal aims to promote the efficient use of resources so to have a
clean and circular economy, stop climate change, restore biodiversity loss and reduce
pollution [1].

The realization of these objectives involves the use of renewable resources, that is,
all those materials and energy sources that are present in nature such as the strength
of the wind, the waterways of the rivers or the heat generated by the sun. Through this
type of resources, it will be possible to create recyclable and biodegradable materials
that not only have a minimal impact in environmental terms, but are also designed
to be reused often without losing their original characteristics [2].

To generate a sustainable economy, it is therefore necessary to consider the link
between EcoDesign and the circular economy from the moment in which the former
considers the environmental impact that a given product, or production process, will
have during all phases of its life cycle.

Europe has an important infrastructure for the production of solar and wind ener-
gies and for the storage of energy and the use of portable batteries. Considering,
however, that this infrastructure is being replaced by more modern structures and as
the maintenance cycle requires a possible replacement of parts, the application of the
principles of the circular economy is the basis for exploiting the resource potential
of the generated waste and minimizing the challenges of its management. Experts
predict that hundreds of thousands of tons of old wind turbines, batteries and solar
modules will have to be disposed of or recycled in the next decade as well as millions
of tons by 2050 (Fig. 1) [3].

However, the recovery of materials from discarded devices remains impractical
because they are manufactured so as not to break and to be able to carry out their
work for as long as possible. Today’s photovoltaic panel have a lifespan of 25 years.
Therefore, materials engineers, manufacturers and waste managers are working to
efficiently recover renewable energy materials but at the moment not enough of these
panels have reached the end of their life cycle to make the investment in recycling
plants actually worthwhile.

Fig. 1 Growth of waste materials from renewable resources
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2 Focus on Photovoltaics

In 2018, photovoltaics became the fastest-growing energy technology in the world.
According to the most recent authoritative reports [4], the use of photovoltaic panels
in 2018 exceeded 100 GW (Fig. 2 [4]). This growth is due to an increasingly
widespread demand leading at the end of 2018 to add further countries with a cumu-
lative capacity of 1 GW or more, to the countries of the previous year. Of all photo-
voltaic panels installed globally, China has the largest share with 35.3%, followed
by the European Union (19%), the USA (11.8%), Japan (10.6%) and India (6%) [5].

This continuous increase is due to a new interest in being able to generate elec-
tricity through photovoltaics without causing environmental impacts mainly related
to the use of agricultural land. Therefore, the idea was born to apply photovoltaic
panels in industrial basins, irrigation ponds and drinking water tanks, using the so-
called floating solar photovoltaic (FPV) to achieve the ambitious renewable energy
goals [6, 7]. These FPV installations represent new opportunities for the spread
of photovoltaics, especially in all those countries with a high population density
and little land available. In addition, the levelised cost of electricity (LCOE) of
floating solar photovoltaic systems does not differmuch from that of ground-mounted
fixed-inclination systems and is therefore a good innovation.

The birth of FPV also implies opportunities to combine solar photovoltaic tech-
nology with hydroelectric power plants. In fact, in 2017, the world’s first hybrid
and hydroelectric FPV system (220 kW at the Alto Rabagão dam) were installed
in Portugal [8]. The construction of plants based on the combination of these two
technologies can limit the effects of the variability of solar resources. Indeed, such
facilities can make a better use of the existing transmission resources by offering

Fig. 2 Exponential growth of energy from photovoltaic panels
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Fig. 3 Comparison of the amount of waste produced by solar panels in the event that they reach
25 years

opportunities in particular for those countrieswhere networks areweakor constrained
by inflexible generation technologies.

Unfortunately, the increase in the installation of photovoltaic panels signifies also
an increment in the amount of waste produced when these panels reach the end
of their 25-year lifespan. In short, the number of photovoltaic panels reaching the
end-of-life (EoL) stage would increase exponentially as the number of photovoltaic
installations increases. At the end of the useful life of these panels, these become
harmful waste that threatens the environment. It is therefore essential to establish a
low-cost recycling technology for the rapid commercialization and advancement of
the photovoltaic industry [9]. Figure 3 quantifies the accumulation of waste due to
photovoltaic solar panels in the event that solar panels resist to their useful life of
30 years [9]. In a regular loss scenario (solar panels operating until the age of 30), a
dramatic increase of 6 million tons is expected by the end of 2050, while in an early
loss scenario (solar panels failing before the age of 30), waste is expected to rise to
8 million tons by 2050.

3 Opportunities and Challenges for Photovoltaics

Although the European Union estimates that the region currently generates 30,000
metric tons per year of PV panel waste and that this will rise to about 500,000 tons
per year over the next two decades [10], there is an opportunity that 95% of materials
can be recycled (e.g., glass, copper, aluminum, etc.) as shown in Fig. 4. From what
has been said in [5] it can be estimated that most of the recyclable materials in



Photovoltaic Panels End-of-Life Recycling 1079

Fig. 4 Quantity of recyclable material in solar panels

photovoltaic panels are based on glass that is present with about 68% by weight,
aluminum with about 15% by weight, high purity silicon with about 3% by weight
and copper cables with about 1% by weight.

Among the key challenges in photovoltaic recycling [3], both in economic and
in technological terms, are the delamination, separation and purification of silicon
from glass and semiconductor thin film. According to a study conducted by the
European Commission, the main problem associated with the improper disposal of
waste photovoltaic panels is the possibility of recycling photovoltaic panels due to
the presence of hazardous substances such as cadmium, arsenic, lead, antimony,
polyvinyl fluoride (PVF) and polyvinylidene fluoride. In an effort to avoid such
environmental problems and maximize material recovery, the EU-funded research,
including the Full Recovery End-of-Life Photovoltaic (FRELP) project. The FRELP
process recovers silicon and other metals by heating the panels in a furnace while
the other metals are recovered by electrolysis. An example of a plant based on the
technology developed by FRELP is the Sasil plant, inaugurated in 2015 in Italy,
which can accommodate 3500 tons of photovoltaic panels per year and which is able
to recover about 93% of the materials from the photovoltaic panels used [11, 12].
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4 Recycling Challenges

Europe, Japan and the USA are currently conducting research on the recycling of
solar panels focusing their main purpose on the recovery of important and valuable
components housed inside the used solar panels. Therefore, still challenges are to
be faced for photovoltaics to become one of the main sources of electricity world-
wide. Since photovoltaic solar panels contain lead (Pb), cadmium (Cd) and many
other harmful chemicals, recycling is the major challenge. According to [10], the
average life of modern solar panels is 25 years and the most common end-of-life
(EoL) technology for photovoltaic components remains their disposal in landfills.
This can be quite dangerous as harmful chemicals introduced into the soil can cause
contamination of drinking water. In addition, as with normal waste, the incineration
process is used, which involves the release of toxic heavy metals into the atmosphere
and also renouncing to the possibility of recovering raw materials. The only advan-
tage of this method is that photovoltaic modules do not have to be separated from
other commercial or industrial waste [13]. At the legislative level, only the EU has
established the rules for the collection and treatment of solar panels in the Waste
Electrical and Electronic Equipment (WEEE) Directive (Directive 2012/19/EU). As
can be found in the literature, existing industrial technologies for recycling solar
panels make it possible to obtain a recovery of 95–97% of cadmium and tellurium
for thin-film solar cells, a recovery of 90% of glass and a recovery of 80% of silicon
for multi-Si PV models [14]. According to the data reported in [15], the recycling of
all components of 1 kWmulti-Si photovoltaic panels with modern industrial thermal
and chemical methods emits 6.32 kg of SO2, 23.4 kg NO2, 13.8 kg CO2, as well as
0.97 kg of ammonia (NH3), 2.59 kg of ethylene and 4.26 kg of methane.

From the point of view of real recycling, currently two types of photovoltaic
panels produced and used all over the world arise: silicon-based photovoltaic panels
and thin-film photovoltaic panels [5]. Both are characterized by their own recycling
method since the panels are differentiated by their internal compositions. At the
moment, silicon-based solar panels are the most adopted on the market (over 95%)
and therefore are at the center of attention [5]. Different techniques can be indi-
cated depending on whether we recycle zinc-based photovoltaic panels or thin-film
photovoltaic panels [14].

With silicon-based photovoltaic panels, the glass that makes up the coating is
separated from the aluminum parts that represent the frame. In particular, the glass is
95% recyclable; all the external metal parts are largely reused to form new frames for
solar panels and the remaining materials are heat-treated at a temperature of 500 °C
in such a way that the plastic evaporates leaving the silicon elements ready for further
processing. The steam generated as a result of heat treatments is not released into
the environment but is used as a heat source for further heat treatment. After this
treatment, 80% of the panels are reused, while the remaining percentage is subject to
additional cleaning. The silicon particles contained in cracked and scratched wafers
are acid-etched and then fused to be reused to produce new siliconmodules, achieving
a recovery level of 85% of the silicon raw material.
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Instead, thin-film photovoltaic panels must first be crushed to a very low particle
size (4–5 mm) to obtain the removal of the foil that holds the internal materials
and subsequently a separation of solid and liquid materials is performed. Liquid
materials go through a process of precipitation and dehydration to allow the recovery
of semiconductormaterials that stands at an average recovery of 95%. Solidmaterials
contaminated by so-called interlayer materials are instead cleaned with washes as a
result the clean glass remains and must be melted and reused.

In order to be able to recycle 98% of photovoltaic panels, the PHOTORAMA
project [16] has been implemented by a consortium of 13 organizations in the period
2021–2024 and funded by the EU precisely to improve the recycling of photovoltaic
panels and optimize the recovery of rawmaterials. The prospects for this new project
are of great importance both from an environmental and from an economic point of
view because the developing technology will be focused on the eco-design of photo-
voltaic modules to create a production technique that makes the panel easily recy-
clable in all its components [17]. According to this project, a new delamination tech-
nology employed to separate the solar cells from the glass plate will consider inno-
vative chemical–physical processes so to recover all the materials without resorting
to those shredding techniques of the photovoltaic modules in which the cells, which
constitute the valuable part of the panel, end up in a recovery chain of low economic
value (the so-called down-cycling) [18]. The new technological process will result in
an “up-cycling” with the recovery of high-value materials (such as aluminum from
the frame and glass and polymers from the plates) and metals from the layer of solar
cells (critical such as silicon, indium and gallium and precious as silver). In addition
to improving the recovery of components, the recyclability of PV panels and the
decrease of harmful chemicals produced by them can be improved through an opti-
mized design aimed at increasing the EoL of the panels. The authors performed an
in-depth statistical analysis on the main damage/failure causes, proposing innovative
design solutions. Through panel Thermo-Mechanical Fatigue (TMF) analysis using
a parametric Finite Element (FE) model, authors proved that it is possible to increase
the total life cycle of the PV panel by more than 40%. As an example in Fig. 5
the PV total life cycle was evaluated with and without silicone layer. More details
of this new design solution are described in the manuscript “The Design Value for
Recycling End-of-Life Photovoltaic Panels” Calì M. et. al. [19].
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Fig. 5 (A) Parametric model of silicon-based PV panels with support; (B) Total life cycle without
silicone layer; (C) Total life cycle with silicone layer

5 Conclusions

Photovoltaic technology is among the most useful technologies for the environment
compared to the various technologies of power generation and electricity if this is
evaluated from the point of view of the life cycle, including the management of the
end of life. On the other hand, photovoltaic solar panels are considered as responsible
for an increasingly high amount of waste per unit of energy than any other source of
electricity generation. This means that the recycling of solar panels will be essential
to mitigate the environmental problems related to EoL treatments and allows, in this
way, to further increase the opportunities for economic and social development while
reducing greenhouse gas emissions through the generation of electricity. Currently
only Europe has effective specific regulations on the recycling of solar panels, while
other countries in the world have different not fully ecological regulations. Through
recycling, it is possible to reuse some materials and focus on a circular economy
by exploiting projects that consider end-of-life products. Authors, after an in-depth
analysis of the main damage / failure causes, propose innovative design solutions
that allow to extend the EoF of the PV pannels components and to increase their
recyclability. This approach will lead to positive consequences for consumers since
the products will last longer and can be easily updated and repaired.
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