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Abstract. It is important to accurately identify the combustion state of themunic-
ipal solid waste incineration (MSWI) processes. Stable state not only can greatly
improve the combustion efficiency, but also can ensure safety of the MSWI
processes. What’s more, the pollution emission concentration would be greatly
reduced. Aiming at the situation that domain experts identify the combustion state
in terms of self-experience in the actual MSWI processes, this study proposes an
efficient method based on improved deep forest (IDF). First, the image prepro-
cessing methods such as defogging and denoising, were used to preprocess the
combustion flame image to obtain a clear one. Then, the multi-source features
(brightness, flame and color) were extracted. Finally, the multi-source features
were used as the input of cascade forest module in terms of substituting multi-
grained scanning module. Therefore, a combustion state recognition model of
MSWI processes based on IDF was established. Based on actual flame images of
industrial processes, many experiments has been done. The results showed that
the constructed model can reach a recognition accuracy of 95.28%.

Keywords: Municipal solid waste incineration · Combustion state recognition ·
Features extraction · Improved deep forest

1 Introduction

The generation rate of municipal solid wastes (MSWs) increases year by year [1]. The
MSWs which weren’t treated in time have caused serious environmental pollution. Fac-
ing the increasingly serious global environmental pollution [2], countries all over the
world began to vigorously promote MSWs incineration (MSWI) technology to replace
the original composting one [3]. However, when the MSWI technology that imported
from developed countries is applied to China, there are a series of “endemic” phenomena
[4, 5]. That is to say, at the actual plant, the MSWI processes is generally controlled
by domain experts manually. In order to ensure the sufficiency, stability and safety of
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MSWI processes, it is necessary to accurately identify the combustion state. At present,
the partition of combustion state of MSWI processes is mainly based on the location of
the flame combustion line. In view of the complex and changeable, it is of great practical
significance to take effective and feasible methods to recognize the combustion state.

The combustion flame images collected by acquisition equipment generally contain
some noise and interference. Therefore, it is generally necessary to preprocess flame
image. By this way, it can restore the real combustion scene as much as possible. To
solve this problem, some experts and scholars have carried out detailed researches. A
fast image defogging algorithm for a single input image was proposed [6], which can
restore a fog-free combustion image. In order to effectively separate the flame and black
smoke in the vent flare, reference [7] used different parameters to normalize the torch
combustion image. The results shown that when the mean and variance values of three
channels were set to 0.5, and the pixel values of the image were scaled to [–1, 1], the
flame can be effectively separated from the background area. In order to eliminate the
influence of fringe noise on THz image, notch filter was used to eliminate fringe noise
[8]. Further, reference [9] verified that the median filter algorithm can effectively remove
the noise of image.

Flame image features that are used to reflect the combustion state are diverse. In order
to identify the combustion state, feature extraction is necessary. Zhang [10] et al. studied
a recognition method of cement rotary kiln combustion state based on flame image.
First, the flame image was divided into several target regions. Then, the average gray
value, average brightness value and color feature of the target area were extracted. The
combustion state identificationmodel is constructed based on these extracted features.As
the abnormal working state is easy to occur in the smelting processes of electric melting
magnesium furnace, Liu [11] et al. proposed a diagnosismethod by using dynamic image
of furnace body. First, the spatial features of local sub-block imagewere extracted. Then,
themonitoring indicators of the defined areawas combined. Finally, the level of abnormal
working state was obtained. Wu et al. [12] proposed a diagnosis method of abnormal
working state, in which the spatial and temporal features of images were extracted based
on neural network.Although this study realized the automatic labeling based onweighted
median filter, the identification method based on flame image in industrial processes is
relatively fixed. However, the coupling between different abnormal regions is serious in
the MSWI processes.

There are some researches on the identification of combustion state for MSWI pro-
cesses. Reference [13] extracted 12 features ofMSWI flame image, inwhich the recogni-
tion model of combustion state was constructed based on BP neural network. Consistent
with the disadvantages of traditional artificial neural network, this method needs lots of
training data to achieve a better result [14, 15]. Qiao et al. [16] proposed a combustion
state recognition method based on the color moment feature of flame image for the
MSWI processes, in which the color moment feature of flame image was extracted by
using sliding window and the identification model was built by using the least square
support vector machine (LS-SVM). These models either have a slow convergence or
have a poor recognition accuracy.

In recent years, Zhou et al. [17] proposed the deep forest (DF)model for classification
problem. Compared with other deep learning algorithms based on neural network, DF
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has a lot of advantages. It can automatically adjust model scale and maintain a good
representation learning ability [18, 19]. Subsequently, a large number of researchers have
carried out many researches in the field of computer vision. Tang et al. [20] constructed
a waste mobile phone recognition model using DF algorithm, which achieved a good
recognition accuracy. The classification of hyperspectral images based onDFwas studied
[21], whose effectiveness was verified based on common hyperspectral dataset with
character of sample insufficient. To solve the small sample problem, the DF method has
great advantages in accuracy and anti-parameter sensitivity [22]. The above research
results show that DF has good modeling effect on small samples and high dimensional
dataset. However, themulti-grainedmodule inDF has great computational consumption.
This is an urgent problem to be solved.

Motivated by the above problems, this paper proposes a combustion state identifica-
tion method for the MSWI processes based on improved deep forest (IDF). First, image
preprocessing is used to restore fog-free images. Then, the multi-source features such
as brightness, flame and color of combustion flame image are extracted. Finally, the
extracted multi-source features are used to replace the multi-grained scanning module
as the input of cascade forest (CF) module. The efficiency of the model has been verified
based on actual flame images of a MSWI plant in Beijing.

2 Processes Description and Modeling Strategy

The MSWs are transported to the plant by the feeder truck. Then, the operator con-
trols the grab throw the MSWs into incinerator. The combustion processes is generally
divided into three stages, i.e., drying, combustion and burnout stages. During MSWI
processes, the domain experts judge the combustion state by observing the flame image
in furnace. Meanwhile, they continuously adjust the grate speed and air volume to keep
the combustion state as stable as possible.

Based on the above analysis, this paper proposes a modeling strategy composed
of image preprocessing module and improved deep forest (IDF) module, which is
shown in Fig. 1. In which, {In(u)}Nn=1 represents the flame images, In(u) represents
the nth image, N is the number of image samples and u represents the uth pixel in the
image, {Lmedian

n (u)}Nn=1 represents the images after preprocessing, {Xn}Nn=1 represents
the extracted feature sets, and ŷ represents the identification results.

The functions of the above modules are shown as follows:

➀ Image preprocessing module: It is used to eliminate the noise introduced by
environment and transmission and to separate theflame from the furnacebackground.

➁ IDFmodule: First, multi-source features such as brightness, flame and color of com-
bustion flame images are extracted. Then, they are used as the input of recognition
model based on CF module, in which random forest (RF) and completely random
forest (CRF) are used as the basic learners to identify the combustion state. Finally,
the prediction results are gotten by using the simple weighting average algorithm.
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Fig. 1. Modeling strategy of the combustion state identification based on IDF

3 Algorithm Implementation

3.1 Image Preprocessing Module

InMSWI processes, fly ash and smoke are generated ceaselessly. RGB image {In(u)}Nn=1
inevitably contains signal interference and other physical noise. Therefore, before to
make feature extraction, image preprocessing is employed to restore the flame image
{Lmedian

n (u)}Nn=1.

Fast Defogging Algorithm Based on Single Image
First, the minimum values of the R, G and B channels from original image In(u) are
taken to obtain Hn(u). By considering the relationship between transmittance ln(u) and
image Hn(u), we can get.

ln(u) ≥ 1 − In(u) × (An)
−1 = 1 − Hn(u) × (An)

−1, (1)

where An represents global atmospheric light. Then, a rough estimation of transmittance
ln(u) can be obtained,

ln(u) = 1 − H ave
n (u) × (An)

−1 + �H ave
n (u) × (An)

−1, (2)

where � ∈ [0, 1]. By set η = 1 − �, the following result is obtained,

ln(u) = 1 − ηH ave
n (u) × (An)

−1. (3)

To prevent the image being too dark or too bright after defogging, we set up η̃ = ρhavn .
In which, ρ is an adjustable parameter with range 0 ≤ ρ ≤ 1/(havn )−1, and havn is the
mean of all elements of Hn(u).
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To ensure that � is positive value, the upper limit is set to be 0.9. Then, we have the
relation,

η = min(ρhavn , 0.9). (4)

Thus, ln(u) is obtained as.

ln(u) = max(1 − ηH ave
n (u) × (An)

−1, 1 − Hn(u) × (An)
−1), (5)

where 1 − ηH ave
n (u) × (An)

−1 is a rough estimate of ln(u) and 1 − Hn(u) × (An)
−1 is

the lower limit of ln(u).
Then, ambient light Zn(u) can be obtained,

Zn(u) = min(ηH ave
n (u),Hn(u)). (6)

The range of An is (max(H ave
n (u)),max(maxc∈r,g,b(I cn (u)))). The mean value of An

is directly taken as follows,

An = 1

2
(max(H ave

n (u)) + max(max c ∈ r, g, b(I cn (u)))). (7)

Finally, the image after defogging is obtained,

Fn(u) = In(u) − ln(u)

1 − (An)
−1ln(u)

. (8)

Features Normalization
After features normalization, the flame can be separated from the background. Here,
zero mean normalization method is adopted,

Wn(u) =Fn(u) − μn

σn
, (9)

where μn is the mean value, σn is the standard deviation, and Wn(u) is the normalized
image.

Notch Filtering
Noise needs to be eliminated in the frequency domain. The notch filter has a very narrow
stop band, whose ideal frequency response is expressed as follow,

|H (ejw)| =
{
1,w �= w0

0,w = w0
. (10)

After notch filtering, the image {Vn(u)}Nn=1 can be obtained,

Vn(u) = notch{ Wn(u)} n = 1, 2, ........N . (11)

Median Filtering
The isolated noise points caused by fly ash need to be eliminated by median filter. The
median filtered image is obtained as follow,

Lmedian
n (u) = median

(u,v)∈�
{Vn(u)}n = 1, 2, · · · · · ·N (12)
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3.2 Improved Deep Forest Module

Traditional DNN algorithms usually need large dataset to ensure training results. At the
same time, the structure of the trained model is very complex. So it has great limitations
in practical application in terms of limit hardware resource. DF is a forest ensemble algo-
rithm composed of multiple forests, which maintains high performance and trainability
on small-scale datasets. The structure of traditional DF model includes multi-Grained
scanning and CF modules, as shown in Fig. 2.
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Fig. 2. Structure of the traditional DF model

In Fig. 2, it is assumed that the dimension of the input eigenvector is 400. The
purpose of multi-grained scanning module is to deal with the relationship between data
and features. So it is used to enhance the performance of CF module. In this paper, it
is considered that the combustion state identification needs a real-time performance. To
meet this requirement, the multi-grained scanning module is replaced with multi-source
feature extraction module.

Extraction of multi-Source Features Sub-module
The flame image usually contains lots of information. It is considered to extract different
flame features (size, brightness, color) to express the combustion state.

Brightness Feature
For the flame image ofMSWI processes, its brightness feature can be described from

different views.

(1) Average value of gray image

First, the original color image is converted into gray image [6], which is shown as
follow,

Gn(u) = 0.11 × (Lmedian
R )n(u) + 0.59 × (Lmedian

G )n(u) + 0.3 × (Lmedian
B )n(u), (13)

where (Lmedian
R )n(u), (Lmedian

G )n(u) and (Lmedian
B )n(u) represent the color components of

R, G and B channels at uth pixel of the nth image, respectively.
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The average value of gray image is calculated as follow,

Gray_ aven = 1

U

U∑
u=1

Gn(u). (14)

(2) Variance of gray image
The variance of gray image is calculated as follow,

Gray_ varn = 1

U

U∑
u=1

[Gn(u) − Gray_ aven]2. (15)

The former two features mainly describe the image brightness in terms of computer
vision. Image in HSV color space is closer to the human vision. Therefore, the flame
image is transferred from RGB space to HSV space firstly. Then, the brightness feature
is extracted from V channel.

(3) Average value of brightness
Here, the image converted to HSV space is represented as {LHSVn (u)}Nn=1. The

average value of V-channel (LHSVV )n(u) is calculated as the brightness feature,
(4) Variance of brightness

Bright_ aven = 1

U

U∑
u=1

(LHSVV )n(u). (16)

The variance of brightness is calculated as follow,

Bright_ varn = 1

U

U∑
u=1

[(LHSVV )n(u) − Bright_ aven]2. (17)

Flame Feature
The calculation of flame area is based on V channel.

(1) Effective area of flame
The effective area of flame is defined as the total number of pixels in the image

withwhosebrightness value is greater than the specified threshold θth. It is calculated
as follow,

A_vn =
U∑
u=1

�[(LHSVV )n(u) − θth], (18)

where �(·) is the unit step function.

(2) High temperature area of flame
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The high temperature area is defined as the total number of pixels in the image with
whose brightness value is greater than the specified threshold ωth. It is calculated as
follow,

G_vn =
U∑
u=1

�[(LHSVV )n(u) − ωth]. (19)

Color Feature
Color moment is a simple and effective color feature. The first-order, second-order and
third-order moments are used to express the color information in this study.

The first-order moment υcolor
n is calculated as follow,

υcolor
n = 1

U

U∑
u=1

Lmedian
n (u). (20)

The second-order moment σ color
n is calculated as follow,

σ color
n = (

1

U

U∑
u=1

(Lmedian
n (u) − υcolor

n )2)
1
2 . (21)

The third-order moment δcolorn is calculated as follow,

δcolorn = (
1

U

U∑
u=1

(Lmedian
n (u) − υcolor

n )3)
1
3 . (22)

Finally, the extracted features are combined to obtain the final multi-source feature
set, i.e.,

Xn = [Gray_ aven,Gray_ varn,Bright_ aven,Bright_ varn,A_vn,G_vn,Color_ Tn].

Identification Model Based on Cascade Forest Sub-module
In each layer of CF, there are several forests composed of decision trees. The CFmodule
used in this study contains 2 RFs and 2 CRFs in each layer.

Random Forest Algorithm
RF is a machine learning algorithm in terms of ensemble learning [23]. Bootstrap is used
to randomly sample the training sets D = { (xi, yi), i = 1, 2, · · · b} ∈ RB×M , whose
process can be described as.

{ (xj,M
j
, yj)b1}Bb=1 = fRSM (fBootstrap(D,P),M j), (23)

where { (xj,M
j
, yj)b1}Bb=1 represents the jth training subset; fRSM (·) represents the boot-

strap function, m = 1, · · · ,M j, M j represents the number of features selected by the
jth training subset in the forest and M j << M .
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The above function was used J times. Then, the RF training sets can be obtained.
The above process is shown as follow,

D

J

}
⇒

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

{(x1,M 1
, y1)b1}Bb=1

· · ·
{(xj,M j

, yj)b1}Bb=1

· · ·
{(x1,MJ

, yJ )b1}Bb=1

, (24)

where J is the number of bootstrap times and the number of DTs in RF. Further, J DTs in
RF model are built with the above training subsets. The construction strategy is shown
in Fig. 3.
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Fig. 3. Modeling strategy of RF

We take the jth training subset as an example. The number of best segmentation
featureM j

sel and syncopation point s need to be searched based on Gini index criterion,
which can be represented to solve the following optimization problem.

(M j
sel, s) = argmin[

yjCLeft

yj
Gini(yjCLeft

) +
yjCRight

yj
Gini(yjCRight

)], (25)

Gini(·) =
K∑

k=1

pk(1 − pk) = 1 −
K∑

k=1

p2k , (26)

s.t.

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

CLeft > θForest

CRight > θForest

Gini(yjCLeft
) > 0

Gini(yjCRight
) > 0

where k represents the kth class in labels, and pk indicates the proportion of kth class
in the total number of tags, and θForest indicates the threshold of the number of samples
contained in the leaf node.
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Based on the above criteria, the optimal variable number and the value of cut-off
point are found by traversing all input features. The input feature space is divided into
left and right regions. Then, the above process for each region need to be repeated until
the leaf node number of samples contained is less than the threshold, or the Gini index
is 0. Finally, the input feature space is divided into Q regions. To build the model of
classification tree, the following functions are defined,

�j(·) =
Q∑

q=1

cqj I(x
j,M j ∈ Rq). (27)

cqj = [p1, · · · , pk , · · · , pK ]T (yjNRq
∈ Rq,NRq ≤ θForest), (28)

where NRq represents the number of training samples contained in Rq; y
j
NRq

represents

the label vector corresponding to the sample feature in Rq; c
q
j represents the prediction

result of the final output of Rq; I(·) is an indicator function, when xj,M j ∈ Rq, I(·)=1;or
we have I(·)= 0.

The above steps need to be repeated J times to obtain the RF model,

FRF(·) = arg(max
k

1

J

J∑
j=1

�j(·)). (29)

Completely Random Forest Algorithm
Different from RF, CRF randomly selects any one value of a feature as a split node

in the feature space. The obtained CRF model is represented by FCRF(·).
Simple Weighting Average
Each layer ofCFmodule uses twoFRF (·) and twoFCRF(·) as base learners for cascade

learning.Themodel is constructedbyusing the idea of stack. For the input samplesXn, the
last layer of CF outputs the 4K-dim class distribution vector R = [rRF1 , rRF2 , rCRF1 , rCRF2 ].
We take the average and maximum value to obtain the final predicted value.

ŷ = max[1
4

× (rRF1 + rRF2 + rCRF1 + rCRF2 )]. (30)

4 Experimental Verification

4.1 Description of Data

The combustion images used in this experiment come from an MSWI plant in Beijing.
According to the different positions of combustion line, those images are divided into
three combustion states, i.e., forward moving, normal moving and backward moving of
the combustion line. The calibration criterion of flame image is shown in Fig. 4. The size
of image is 718 × 512. The numbers of samples is 571. The number of samples corre-
sponding to three state are 184, 213 and 174, respectively. The training set, verification
set and testing set are divided in a ratio of 2:1:1.
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Fig. 4. Calibration of flame image

4.2 Results of Experiment

Results of Image Preprocessing
For the studied flame image, the large amount of smoke contained in the image should
be removed firstly. The defogging effect is shown in Fig. 5 (b). Thus, the amount of
smoke in image is significantly reduced after defogging.

(a) Original image (b) Image after defogging     (c) Normalized image

(d) Notch filtering            (e) Median filtering

Fig. 5. Results of image preprocessing

In order to improve the computational efficiency, it is necessary to normalize the
image. Figure 5 (c) shows the normalized image. It can be seen that the normalized image
achieves the purpose of effectively separating theflame frombackground.However, there
are still serious fringe interference in the image. It will be eliminated by notch filtering, as
shown in Fig. 5 (d). Thus, the fringe noise in the filtered image is obviously suppressed.
The median filter is used to eliminate small noise. It is shown in Fig. 5 (e).

Identification Results of IDF
The preprocessed image is converted from color space to gray space, which is shown in
Fig. 6 (a).
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(a) Gray space                                        (b) V-channel image

(c) Contour map of V channel (d) Extraction of color moment

Fig. 6. Results of multi-source features extraction

The preprocessed flame image is transformed from RGB space to HSV space. The
threshold values of flame effective zone and high temperature zone are selected based
on the V-channel, which are shown in Fig. 6 (b). Compared with Fig. 6 (c), it is deter-
mined that the threshold of flame effective area is 0.226 and the threshold of high
temperature area is 0.941. The experimental results of reference [16] showed that the
recognition performance is the best one when the sliding window scale is 1/5 of the
image. By experimental verification, the sliding window scale consistent with [16] is
finally selected. The extraction results are shown in Fig. 6 (d).

The identification results of combustion state based on IDF are shown in Tables 1–2.
It is the mean value of running 20 times.

Table 1. Accuracy of identification results based on IDF

Features Training set Validation set Testing set

Brightness 95.58% 60.66% 66.01%

Flame 90.96% 57.55% 59.44%

Color 99.98% 94.76% 94.93%

Combination 99.98% 94.68% 95.28%

The results show that the color features have the highest contribution to the effect
of recognition. The contribution of flame feature is the lowest one. Compared with the
color features, the training results of combined features keep the same effects on the
training set. However, combined features have a better effect on the testing set, which
shows that it has a stronger generalization.

Comparison of Different Methods
The comparative results with the existing methods are shown in Table 3.
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Table 2. F1 score of identification results based on IDF

Features Training set Validation set Testing set

Brightness 95.70% 61.28% 66.56%

Flame 91.05% 57.97% 59.33%

Color 99.98% 95.01% 95.08%

Combination 99.98% 94.92% 95.43%

Table 3. Comparative results of different methods

Methods Recognition accuracy on testing set

Color moment + LS_SVM [16] 75%

Convolutional neural network 75.56%

Color moment + RF 94.81%

Our method 95.28%

The results show that our method has the highest recognition accuracy. The reasons
include: (1) The extracted features have a good expressive ability for the combustion
state information contained in the flame image. (2) The tree structure can exert more
powerful learning and classification capabilities for features with physical meaning. (3)
The transfer of supervised information between cascade layers greatly enhances the
learning ability of the model. These results prove the efficiency of our proposed method.

5 Conclusion

A combustion state identification method on MSWI processes is proposed in this paper.
The main contributions are shown as follows: (1) A modeling strategy based on image
preprocessing and IDF is proposed. (2) Multi-source features with physical meaning are
extracted from the flame image to replace the multi-grained scanning module in tradi-
tional DF, which reduces the computational consumption. Based on the actual running
data, the accuracy on testing set of the proposed method is more than 95%. The future
study is to extract the powerful and interesting local features in the flame image.
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