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Preface I 

Dear Authors and Esteemed Participants, 
It is with immense satisfaction that we write the foreword to the proceedings 

of the Third International Conference on Computing in Mechanical Engineering, 
sponsored by the All India Council for Technical Education. The conference was 
hosted virtually by the SCMS School of Engineering and Technology, Cochin, and 
witnessed an extravagant display of computational techniques and their application 
in mechanical and related engineering. 

ICCME was launched in 2015, with a vision to become a regular global plat-
form for computing enthusiasts from academia and industry to interact, discuss, 
and disseminate their ideas and views on computational methods. After the second 
edition of ICCME in 2017, which was a grand success with participants from around 
the globe, it took a long four years to showcase the eminence of this prestigious 
event since the world was busy fighting the pandemic. ICCME, relaunched in 2021 
under the sponsorship of the All India Council for Technical Education, partnering 
with Springer Publications, brought the best experience of computational analysis 
in mechanical engineering to its participants. Keynote lectures by the most eminent 
computational experts from academia discussed the theory of novel computing tech-
niques, methods, and their applications, while a hands-on experience on computing 
tools was provided by the expert team from Cadence—Numeca, Belgium. We were 
fortunate enough to have Prof. Alam Md. Mahbub and Prof. Bale V. Reddy with us 
for ICCME from the very beginning of the conference in 2015. 

We conclude with a positive note and hope to meet all our organizers, panelists, 
speakers, delegates, and sponsors in person during the next edition of ICCME. 

Brussels, Belgium 

Ernakulam, India 

Prof. Dr. Ir. Dean Vučinić 
(Editor-in-Chief) 

Dr. Vidya Chandran
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Preface II 

This conference proceedings volume contains the selected contributions to 
computing in mechanical engineering presented at ICCME’21—The Third Inter-
national Conference on Computing in Mechanical Engineering, a virtual event held 
during September 22–24, 2021, hosted by the SCMS School of Engineering and 
Technology, Ernakulam, India. 

Computers manifest themselves as a tool for designing, analyzing, and experi-
menting the scientific processes with much ease and accuracy. The applications of 
computers in the field of mechanical engineering extended the horizons of research 
and development. Computational skills when used effectively with scientific experi-
ments and sound theoretical knowledge can tremendously increase research output. 
Processes such as fluid flow, solidification and melting, combustion in the IC engines, 
and many other complex and fast physical phenomena can be visualized, and every 
minute aspect of these processes can be better comprehended through computational 
techniques. 

The application of computing is not limited to computational fluid dynamics 
(CFD), but it is hard to find an area in mechanical engineering where computation 
is not used as a tool for enhancing productivity. While CFD can be used for visu-
alizing and predicting flow characteristics, computer-aided designing is used in the 
design and installation phase, MATLAB for optimizing designs and processes, CNC 
programming for controlling machines and processes, and BIM in the decommis-
sioning phase. High-performance computing employing cluster, blade, and cloud 
environments has indeed paved the way for the most convenient and state-of-the-art
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viii Preface II

applications of computing in mechanical and allied engineering fields turning tedious 
impossible calculations into possible. 

Brussels, Belgium 

Ernakulam, India 
Shenzhen, China 
Calicut, India 

Dean Vučinić 
(Editor-in-Chief) 

Vidya Chandran 
Alam Md. Mahbub 

C. B. Sobhan
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About the Conference 

Third International Conference on Computing 
in Mechanical Engineering 2021 (ICCME’21) 

The International Conference on Computing in Mechanical Engineering 
(ICCME’21) focuses on the applications of computation and simulation techniques 
in mechanical engineering and related fields. The conference provides a platform for 
all computing enthusiasts from academia and industry to discuss and disseminate 
their ideas and findings. 

ICCME’21 invited contributions in thirteen tracks, highlighting computing as a 
tool for analysis in core mechanical engineering research. From the one hundred 
and twenty-seven extended abstracts received, sixty-five papers were selected and 
presented at the conference. From the presented papers, twenty eight were selected 
and included in this conference proceedings. The proceedings also includes the 
written versions of the plenary talk delivered during the conference. The selected 
papers cover a wide range of computing aspects in mechanical engineering, espe-
cially in fluid flow and heat transfer, material science, manufacturing, and industrial 
engineering.
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on multiphysics engineering simulation software, Omnis 5.1, for the conference 
participants, offered by Cadence Numeca, Belgium. The conference also hosted a 
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Abstract The paper describes the conceptual design of the project: “Development 
of zero-emission passenger sailing ship”, as the breakthrough approach to use renew-
able energy sources (RES) for ship propulsion and other on-board operations. The 
project is co-financed by the European Union from the European Regional Develop-
ment Operational Program “Competitiveness and Cohesion 2014–2020” and fully in 
line with the ongoing Horizon Europe Framework Programme for Green Maritime 
Transport. The electricity for the electric ship propulsion is stored in rechargeable 
batteries. The important research challenge is the recharging of batteries, applying 
the hybrid process of converting wind and solar energy using different technolog-
ical solutions: propellers operating in the turbine mode as drive motors operate in 
generator mode, auxiliary hydrokinetic turbines, wind turbines, photovoltaic system, 
and connection to coastal power sources. These hybrid energy conversion options 
are promising, as they provide energy for the ship’s electrical propulsion motors and 
power all other on-board equipment. The project consortium is entirely Croatian 
consisting of shipbuilding industry members and academic partners, adopting a very 
“shipbuilding approach” by reusing the results from the already built sailing ship 
Klara, as a reference design with ICE drives, to design and build the new sailing 
ship LeDA with zero-emission propulsion. LeDA will be the full-scale prototype 
of a 3-masted cruising sailing ship for a maximum of 36 passengers, to be built
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in the Croatian shipyard Brodosplit, and expected to empower the Croatian ship-
building industry with such new products and their commercialization for the world 
waterborne transportation market. 

Keywords Zero emission propulsion · Sailing ship · RES · Energy conversion 

1 Introduction 

The paper presents the conceptual design phase of building a zero emission sailing 
ship with focus on the generation and use of renewable energy sources, mainly wind 
energy. The encountered challenges are listed along with proposed solutions to define 
this first design step towards the production of a ship, which will not only be powered 
by wind, but goes a step further by recuperating part of the kinetic energy via the 
propeller(s), which in the turbine mode are driving the propulsion electric motor as 
generator(s) to produce electricity. This energy will be stored on board and used for 
propulsion during “no wind” periods, as well as, satisfying also, all other energy 
needs on board. This will make the new ship, fully energy self-sufficient, expecting 
to end the fossil fuel use. 

The main objectives of the project “Development of a zero-emission passenger 
sailing ship”, co-financed by the European Regional Development Fund, contribute 
with their solutions to the overall goals of Maritime transport, aimed at reducing 
greenhouse gas (GHG) emissions, which account for about 3% of global emissions 
annually [1, 2]. Today, the sector is highly dependent on fossil fuels, counting approx-
imately 100,000 ships that in the future, should be replaced by more energy efficient 
ships. Consequently, this will transform the entire fuel supply chain in the shipping 
industry. 

The wind and hydrokinetic renewable energy sources [3] are in focus. However, in 
the future, the solar “photovoltaic” sources will also be considered to further improve 
the use of green energy to power the Croatian zero-emissions sailing ship [4, 5]. 

The conventional soft sails are experiencing revival, primarily through the devel-
opment of super yachts and racing sailboats [5]. In this way, it is expected that the 
gained knowledge/solutions will be scaled up, to be used for the propulsion of larger 
ships, as an auxiliary propulsion option. In Fig. 1, several research projects are shown, 
to motivate the future ship designs, as follows: Greenheart Project—combination of 
PV energy produced on land that will be used as energy to power a coastal ship along 
with wind energy over sails; B9 shipping—combination of Dynarig solution of the 
sails with the biogas-powered engine; Ecoliner—combination of rounded Dynarig 
solution of the sails with the diesel-powered engine; Seagate delta wing sail—fast 
deployment delta wing sails on existing cargo ships offer higher efficiency over 
investment cost [6].
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a)                                  b)                             c)                                 d) 

Fig. 1 Ship designs deploying soft-sail technology: a Greenheart Project (2012), b B9 shipping 
(2013), c Ecoliner (2015), d Seagate delta wing sail (2016) 

1.1 On-Board Energy Storage (for ‘no Wind’ Periods) 

The wind energy solutions for ship propulsion rely on relatively consistent winds, 
while in the high seas. The problem arises when ships enter bays and ports, and the 
electric energy storage systems are needed for the manoeuvring operations. There-
fore, it is necessary to consider the use of electrical energy storage for the ship 
propulsion, which could be obtained from two different sources, as follows. 

The first approach is to get electricity from the port infrastructure [5], see Fig. 2, 
where the electricity comes from the continent (not only RES sources). This approach 
is already in use for the electric vehicles and their charging stations. Thus, it needs 
to be scaled up for the electrical ships, where the challenge is to fulfil the huge 
energy demand within a relatively short charging time. This consequently leads to 
the technical design connections problem on how to provide very high charging 
currents [7], under increased humidity conditions (e.g. splashing waves on shore), 
see Fig. 3. 

The port electrical infrastructure is a complex design problem [8], as we need 
the high-voltage installations appropriately located near the ship (transformation 
stations and underground cable routes) to be connected to the ship’s energy storage,

Fig. 2 In port exchanging 
batteries
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Fig. 3 In port charging 
cables

Fig. 4 Port with high-voltage shore connection (HVSC) system power supply by an HV > 100 kV 
primary line with a single-phase fault at the delivery point 

see Fig. 4. The main problem is the handling of the heavy power cables under poor 
weather conditions (ship is floating, and hydrodynamic forces are critical to keep a 
safe distance for the connected cables). One possibility is to use cranes with robotic 
arms to assure the required distance. 

To set a strong project baseline for our zero-emission sailing ship project, see 
Fig. 5, the state-of-the-art design is introduced with these two most advanced concepts 
found. The expected outcome will be the prototype ship, to be built in the Croatian 
shipyard Brodosplit.

2 Zero-Emission Passenger Sailing Ship Project 

The Zero-Emission Passenger Sailing Ship Project addresses the overarching goals 
for the Maritime transport to prevent further climate change and environmental degra-
dation fostering environmentally friendly ship propulsion by motivating the change 
of diesel propulsion to propulsion systems based on renewable energy sources. 

Therefore, the construction of sailing ships, see Figs. 6 and 7, is in progress and will 
implement such new propulsion system, which is well aligned with the “Innovative
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Fig. 5 Renewable energy sources

Green Initiatives” funded programme entitled: “Increasing the development of new 
products and services arising from R&D activities—Phase II” from 2019 [9]. 

The current development strategies have been analysed [10, 11] and resulted in 
the project based on the company management long-time vision to use the existing 
3-masted sailing ship Klara, as a reference design, see Fig. 7, and build the new ship 
equipped with the innovative solutions for the ship propulsion and operations [12].

Fig. 6 Golden Horizon—speed 20 knots, length 162 m, weighs 24 tons, 5 masts with 36 cross 
sails, total area is 6347 m2, total energy consumption ~4.2 kWh
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Fig. 7 Three mast schooner passenger sailing ship Klara is 64 m long, 10 m wide, with the height 
of 5.35 m up to the main deck. Gross Tonnage: 497 t and max speed above 11 knots 2 × ICE 
368 kW, 8 sails with a total area of 845 m2, and two 150 kW diesel generators

The key ship designers [13], members of the project consortium, and authors 
of this paper have brought in their extensive experience in the design, construc-
tion, and monitoring of naval and civilian ships, which made possible to produce 
such improved ship design in cooperation with the academic partners, as strong 
multidisciplinary effort, by converting the reference sailing ship Klara into the new 
zero-emission sailing ship LeDA, see Fig. 8, which is already in construction at the 
Brodosplit shipyard.

2.1 Design Challenges 

As already discussed, the basic idea of “zero emissions” is to eliminate diesel propul-
sion by returning to sailing, the wind energy propulsion. The need for a propeller 
has raised the question: “What propulsion system can be an alternative to a diesel 
engine?” Considering the developments in electrical vehicles, electric propulsion is 
considered a suitable solution, becoming interesting even for sail-less ships due to 
its high efficiency, see Fig. 9.

The challenge in the sailing ship design is to use wind energy efficiently. 
Throughout history, the requirement for continuous navigation, when there was not 
enough wind, was met by using propellers for ship propulsion. Initially, steam engines 
were used, but with the development of the internal combustion engines, the era of 
sail-less ships began [14, 15].
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Fig. 8 Twin propellers configuration (Klara ship reference design). ICE as drive will be replaced 
with electric drive as more efficent solution that can use energy from RES and can produce energy 
via hydrokinetic recuperation

A safety regulation, dates from that period, still requires that sailing ships are 
equipped with the propeller propulsion. Today, the latest trend is that electric propul-
sion is the auxiliary sailing ship propulsion, combining the propeller with an electric 
drive [16]. 

During the sailing, the water stream under the ship can act on the existing propeller, 
which behaves as turbine driving the electrical generator. The same electric motor, 
used for the propulsion, becomes a generator in the turbine mode. The technical
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Fig. 9 Development of the propulsion system for ships

challenge is to optimise the amount of kinetic energy, which can be extracted, named 
“sea plowing”, to transform, even better, the available wind energy [3, 16]. 

The recovered energy ensures stability and comfort of navigation while main-
taining the required ship cruising speed [9, 10]. The advantage of electric systems is 
that speed control is much faster than the navigation time constants, as the excitation 
of the generator can act as a “brake”. The advantage of such control system is that in 
the event of a sudden wind energy decreasing, the transition from generator to engine 
operation, and vice versa, is achieved practically instantaneously. This feature makes 
extremely smooth the entire control of the ship cruising speed, see Fig. 10 [17]. 

The computational fluid dynamics (CFD) analysis will simulate the sea hydrody-
namic hull resistance, when sailing, as the basis for the required propulsion calcula-
tion [18, 19]. Primarily, the hybrid propulsion will be achieved from the wind acting 
on sails and secondarily from the propeller propulsion. In both cases, the CFD simu-
lations of propellers performance are required. There are two basic propeller’s types

Fig. 10 Classification of the ships’ energy management strategies 
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Fig. 11 Ship Klara (left) and the conceptual new zero-emission sailing ship design 

considered: fixed pitch propeller (FPP) and controlled pitch propeller (CPP). CPP 
(blades rotate around their axes) can achieve optimum performance under different 
water stream conditions, as the propeller pitch can be adjusted and thus the propellers 
thrust forces can be adjusted too. 

In addition, the solution can be used to generate electricity when a ship is anchored 
in a location where coastal currents are present [20]. 

Since the wind turbines are also considered in the project, they are expected to be 
used when the ship is anchored in the harbour and there is wind (then the sails are 
lowered). Figure 11 shows one of the proposed wind turbine arrangements. 

2.2 Energy Storage (Batteries) 

The electricity storage is a key element in the design of hybrid systems, where 
different sources and consumers need to be combined [15]. To define such a topology, 
the electricity storage is usually connected to other systems via the DC bus. Figure 12 
shows a common solution, where the parts of the power system operated by AC are 
separately connected.

In measuring the size of the battery’s demand, as the power storage device, two 
important facts must be kept in mind: the battery is a chemical source that should never 
be fully charged, but neither should be fully discharged [21, 22]. In this respect, the 
battery’s role is to temporarily store surplus energy from RES or possibly recovered 
energy from certain subsystems of the ship, representing the energy source, as backup 
option, when the ship systems need it (and RES is not available).
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Fig. 12 Hybrid PV/diesel/ESS power system in an oil tanker ship

The aspect of the financial burden of the initial investment in the size of the battery, 
its maintenance, and optimization for the needs of the energy flows within the ship 
has been the subject of numerous studies, as shown in [23]. 

3 Conclusions 

The paper describes the conceptual design of the “Development of a zero-emission 
passenger sailing ship” project, which represents an innovative use of renewable 
energy sources for ship propulsion and on-board operations. The project is funded 
by the EU and supported by the Horizon Europe’s Green Maritime Framework 
Programme, as the urgent action is needed to reduce carbon emissions to halt global 
warming, and shipping is no exception. 

The International Maritime Organisation (IMO) strategy document points to the 
fossil fuels pollution from internal combustion engines (ICE) as destroying our envi-
ronment and nature. Analyses have shown that up to 80% of the pollution is caused 
by the international container ships transport, which offers a unique opportunity 
to contribute to the decarbonisation of the shipping industry. It is well-known that 
the shipping classification societies are very strict with their rules and regulations. 
In recent years, they have already adopted guidelines for environmentally friendly 
maritime transport and are increasingly considering the possible application of wind 
energy for ship propulsion. 

In line with the presented facts, the presented conceptual solution is well aligned 
with the overall objective of the underlying European project, which aim is to find an 
acceptable solution for maritime mobility by developing a clean integrated wind
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energy use with the expectation of increasing the global competitiveness of the 
maritime sector and thus achieving the far-reaching goal to sustain a greener maritime 
transport of goods and passengers. 

The presented conceptual design focuses on the use of wind energy, as the domi-
nant available energy resource available on the high seas. Another form of wind 
energy use is the conversion of wind energy into electricity. The combination of 
these two approaches represents an interesting integrated solution, which makes 
possible: (1) to power the ships, (2) to reduce the high dependence on fossil fuels, (3) 
to reduce greenhouse gas emissions and thus contribute to a more environmentally 
friendly maritime transport. 

3.1 Industry-Wide Cooperation 

In order that such proposed design is implemented, the project coordinator, the DIV 
group, in close cooperation with scientific institutions has adopted the research and 
development cluster approach, i.e. creating an innovative platform for design, produc-
tion of best practices for prototyping such solution, already applied in the design 
and construction of the Golden Horizon sailing ship, see Fig. 6, which received the 
highest possible class for noise and vibration classification, due to its superior design 
and construction quality. This conceptual design is part of the continuation effort 
underpinning the project consortium research and development approach, which is 
well aligned with the Horizon Europe Framework Programme for Green Maritime 
Transport objectives. 

The design and build of such new generation ship, see Fig. 13, is motivated by the 
Golden Horizon success story, whose propulsion systems are based on renewable 
energy sources. Thus, in response to the proposals call for “Increasing the Devel-
opment of New Products and Services Arising from Research and Development 
Activities”, a five-member project consortium was formed to achieve synergy in 
skills and expertise to cover the needed multidisciplinary areas required to imple-
ment the project objectives, see Fig. 14. The project coordinator is the DIV Group 
and together with the two industrial partners (i) MES DIV—a design and engineering 
company, and (ii) Brodosplit—a shipyard with almost 100 years ships production 
history.

3.2 Backed by Academia 

For the project consortium, the two technical faculties are selected, as scientific 
partners, namely (i) the Faculty of Electrical Engineering, Mechanical Engineering 
and Naval Architecture (FESB) Split—for sailing innovations, and (ii) the Faculty 
of Electrical Engineering, Computer Science and Information Technology (FERIT)
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Fig. 13 First variant of the zero-emission sailing ship design 

Fig. 14 Hybrid energy recuperation from different RES: wind energy during sailing on open sea 
(movement of ship, recuperation of kinetic energy via hydrokinetic turbine mode of ship main 
propellers), wind energy during anchored time with sails down via small wind turbines, sun energy 
via photovoltaic panels

Osijek—for innovations in the field of electrical propulsion and electrical subsystems 
designing ship energy flows, see Fig. 15.

Horizon Europe has defined the basic guidelines for climate-neutral, clean, smart, 
and competitive waterborne transport. In line with this intervention logic, this project 
is funded to improve the electrification of shipping and the overall energy efficiency 
of maritime transport.
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Fig. 15 Ship propulsion and manoeuvrability research was presented by FESB to FERIT, during 
their project consortium meeting, in 2021

3.3 Establishment of the Digital Twin to Reach LeDA 

The ship design must consider the entire life cycle of the ship, from the beginning 
of construction to the end when it is recycled. The energy consumption analysis is 
very important to determine the energy requirements for all the ship subsystems. 
The collected data is used for energy and exergy analysis. Usually, the results are 
presented with Sankey diagrams summarising the energy transfer during the ship’s 
voyage. The well-known engineering practice was applied, by starting the project 
from a reference project, the designed and constructed sailing ship Klara, with diesel 
and sail propulsion. The new project (LeDA) aims to build a new ship with zero 
emissions, equipped with innovative renewable energy systems. The planned system 
analyses for propulsion, energy, and management are intended to improve the ship’s 
key characteristics. The resulting data will enable the validation of the achieved 
results from the numerical simulations and to tune the numerical models (initial 
settings, parameters, and boundary conditions) to be more realistic and in line with 
the real data measurements. The verified and validated mathematical models of the 
ship systems (developed as part of the industrial research) form the important base 
for the virtual ship simulator (digital twin), which can model and simulate a variety 
of the ship physical objects and/or processes, in real time, as a digital equivalent. 

3.4 Life Cycle Approach Starts at Conceptual Design 

The goal is to minimise carbon emissions, for the entire shipbuilding process: starting 
with the extraction of raw materials, through the production of the basic materials 
used to build ships. Subsequently, this is linked to the operation and maintenance 
of ships, right through to the recycling and reusing of the existing materials. The 
zero-emission planning must consider the energy sources required to operate all 
the maritime systems that are available, in space and time, for the planned area 
of operation. Today, the main problem is on the coast supply chain for renewable
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energy, and another problem is the maintenance of ships and the supply of spare 
parts. Therefore, the use of wind energy, as the dominant and available source, is 
fully considered, regardless of the position with the energy storage system for times 
when wind energy is not available. The results are expected to show that the electric 
propulsion is the most efficient and environmentally friendly propulsion. 

3.5 On Sails Design 

As a scientific partner, FESB Split has the task of developing an innovative sails 
design for the ship LeDA, together with the designers from MES DIV Zagreb. The 
latest findings, from this conceptual design phase, show that further studies are needed 
for the development of the sailing semi-rigid sails, with a system of rollers and leans 
on the mast. The multi-part wing sail, as the basic concept, is already in used for the 
fastest high-performance sailboats. To achieve the best possible sail performance, in 
house numerical methods are being developed, applying the Finite Elements compu-
tational analysis of sails, and Computational Fluid Dynamics flows simulations under 
different environmental and technical conditions, to analyse hard and soft surfaces 
in contact with fluid that have specific dynamic behaviour and should achieve the 
optimum aerodynamic performance. 

3.6 On Electricity Storage and Management 

The electric ship propulsion uses electricity stored in rechargeable batteries. The 
batteries recharging is a hybrid process of converting wind and solar energy, 
using different technical solutions: propellers and main propulsion in reverse mode 
behaving like turbines and power generators, axillary hydrokinetic turbines, wind 
turbines, photovoltaic panels, and finally connection to energy sources on the coast. 
These energy conversion options are very promising, as they provide the necessary 
energy for the ship’s electric propulsion motors and for all other equipment on board. 

The project was submitted under the call for proposals to support the development 
of new products and services from research and development activities, co-financed 
by the European Union from the European Regional Development Fund. The most 
valuable outcome of the project will be a passenger ship in the form of a three-
masted schooner, independently designed and built to prove the state of technological 
knowledge, but also to prove the use of renewable energy sources to obtain an efficient 
vehicle without greenhouse gas emissions. 

The electricity storage is a key element in the design of hybrid systems, where 
different sources and consumers need to be combined. 

Since the main propulsion of a sailboat is wind, which often exceeds the propulsion 
needs, one of the challenging objectives is to explore the possibility of using the main 
propellers to harvest hydrokinetic wind energy, as a function of the relative speed
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between the ship and the sea. This part of the scientific research will be carried out by 
FERIT having expertise in electromechanical energy conversion and energy storage 
systems, as detailed in Sect. 2.1. 

This process must be coordinated with the process of ship and sail management. 
When operating the propellers as turbines, it is important to control the generated 
propeller resistance, which slows down the ship speed, as well as the hydrokinetic 
energy of the water entering the turbine. This is done using the experience gained from 
the modern management development process, and in combination with different 
simulation techniques, primarily developed for use in electric vehicles and modified 
to be used in the development of electric marine propulsion systems. 

3.7 On Solar 

In parallel, the development of a system for observing and monitoring sailing systems, 
solar panels, and electric drives is being carried out, see Fig. 13. It is necessary to 
determine the parameters of the solar collector on the roof of the passenger cabin, 
which serves as an additional heat source for the ship’s hot water needs. It is also 
being investigated whether small wind turbines can be installed above the deck to 
collect wind energy when the ship is anchored in port (as in this case, the sails cannot 
collect the available wind energy). 

3.8 Teamwork Towards Excellence 

The envisage main projects outcomes are as follows:

• Development and construction of an innovative zero-emission passenger sailing 
ship from renewable energy sources.

• Cooperation of regional industrial and scientific subjects in the development of a 
competitive product. 

The specific objectives of the project, which this conceptual design has investi-
gated, are as follows:

• Development of a hydrokinetic electric marine propulsion system for wind kinetic 
energy storage and propulsion redundancy.

• Integration of vertical wind turbines, hydro turbines, and solar panels for use on 
the existing diesel-powered vessels. 

In this paper, the analysed design solutions contribute to the use of renewable 
energy sources for ship propulsion and other on-board operations, as the added value 
to the underlying research and innovation project in progress. The presented concep-
tual design is the integrated multidisciplinary teamwork, representing the unique 
know-how of this project consortium, well-balanced between shipbuilding industry
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and academic partners. The novel ship design concept represents a strong engineering 
base for building such advanced ship prototype—the cruising emission-free sailing 
passenger ship with 3 masts—under construction in the Brodosplit shipyard, expected 
to strengthen the Croatian shipbuilding industry in the global water transport market. 
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Simulation Analysis of Composite 
Materials for Divergence Elimination 

Kalaivanan , Ganesh Karthic , Vyas Jatinkumar Manubhai , 
N. P. Pavai , V. Aravinth, S. Poornachandran, and Naveen Velmurugan 

Abstract The forward swept-wing aircraft is one of the most superior aircrafts 
in terms of both aerodynamics and structural configurations. This design has been 
consistently frustrated by the divergence problem. The divergence in the wing can 
be reduced by increasing the wing bending stiffness which in turn increases the 
weight of the wing. So, to accomplish both, composite materials are being employed 
in this analysis. The alteration of the fiber angle orientation enables the material 
to improve mechanical properties. This research has been conducted to analyze the 
buckling behavior of different materials with the various fiber angle orientation so 
that the material would be sufficient to alleviate divergence. A laminate of three 
different materials, carbon fiber, graphite epoxy and Kevlar epoxy for 20 different 
stacking sequences, each sequence consisting of 24 plies have been analyzed by 
using Fortran and Abaqus. The analysis results showed that the graphite epoxy has 
better mechanical property comparing to the other two materials, and it can be used 
for divergence elimination. 

Keywords Forward swept wing · Divergence · Buckling behavior · ABAQUS ·
FORTRAN 

1 Introduction 

The wing behavior of an aircraft is characterized by the interaction between the 
material and shape of the wing. Material selection plays a prominent role in the 
design and wing behavior of an aircraft. If the material is not selected properly, 
the design may show poor performance and requires frequent maintenance. The
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structural failure of the wing may lead to injuries or fatalities [1]. The selection of 
the material is dependent upon the performance requirements of the aircraft [2]. Poor 
selection of the material leads to various modes of failure, namely buckling, excessive 
deflection, fatigue, creep, etc. [3]. The modulus and strength are the two basic material 
properties that are often considered in the preliminary selection of the material where 
structural integrity and design constraints are limited. The deformations occurring 
in the wing of an aircraft, which uses the composite laminate layups, indicate the 
modulus, and the utmost load-carrying capacity indicates the strength of the layup’s 
orientation [4]. 

The forward-swept wings prove to have high aerodynamic efficiency if the diver-
gence problem is eliminated. The major problem in the forward swept-wing aircraft 
is divergence. Generally, in the forward-swept wing, when the aircraft turns, it applies 
high G-loads on the wing, and this load causes the wingtip to bend upward which 
in turn leads to the twist of the leading edges in the upwards direction [5]. A catas-
trophic phenomenon called divergence occurs, when the angle of attack increases, 
due to the twisting of a wing. Moreover, the divergence in the wing can be reduced by 
increasing the wing bending stiffness which is in turn associated, with the increase 
in the weight of the wing that leads to an increase in the overall weight of the aircraft. 
Implementation of the advanced composite material using the laminate layup method 
helps the designer to overcome the weight constraint in the conventional metal wings 
[6]. 

The high strength-to-weight ratio, stiffness-to-weight ratio and lightweight tend 
to reduce the fuel cost as well as the increase in the payload capacity are the major 
reasons for employing composite material in aircraft applications [7]. It is evident 
from the literature that the laminate layups provided significant changes in the prop-
erty of the material based on the orientation. The experimental evaluation of the 
different stacking sequences seems to provide the variation in the dynamic cracking 
behavior of the test specimen [8]. In this analysis, three different composite mate-
rials, namely carbon fiber, graphite epoxy and Kevlar epoxy, have been employed. 
These three materials are used in various parts of the aircraft majorly in the aircraft’s 
wings [9]. The structural arrangement of an individual fiber in the material improvi-
sation is called fiber angle orientation. The concept of the alteration of the fiber angle 
orientation enables the material with improved mechanical properties, so it can be 
used as a prominent key in avoiding divergence [10, 11]. 

2 Methodology 

This research is all about simulation analysis of three different materials that exhibit 
different properties for 20 different stacking sequences. Each stacking sequence 
consists of 24 plies, of which 12 plies are symmetric. The sequences are organized 
in the order of combination of single angle, double angle, triple angle and even four 
angles. Carbon fiber, graphite epoxy and Kevlar epoxy having properties as shown in 
Table 1 [7, 12] were analyzed by using Fortran and Abaqus software. The buckling
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Table 1 Properties of three 
materials 

Carbon fiber Graphite epoxy Kevlar epoxy 

E1 = 132 GPa E1 = 181 GPa E1 = 76 GPa 
E2 = 11 GPa E2 = 10.3 GPa E2 = 5.5 GPa 
v12 = 0.3 v12 = 0.28 v12 = 0.34 
G12 = 5.5 GPa G12 = 7.17 GPa G12 = 2.1 GPa 

behavior of different materials for various orientations has been observed through 
this analysis, which in turn provides sufficient knowledge about the bending stiffness 
of material that varies for each orientation. By conducting this research, the proper 
selection of stacking sequence and material can be accomplished, through which 
divergence of the forward-swept wing can be alleviated. 

A laminate of size 225 × 115 mm as shown in Fig. 1, with a single-ply thickness 
of 0.15 mm has been analyzed in Abaqus. The total thickness of 24 plies is 3.6 mm 
[12]. 

This analysis involves three primary steps, namely. 

1. Calculation of extensional stiffness matrix, bending extension coupling stiffness 
matrix and bending stiffness matrix by using Fortran programming. 

2. Calculation of buckling strength value (eigenvalue) through the simulation 
analysis of three materials for 20 different orientations in Abaqus software. 

3. Calculation of buckling factor and displacement values by using Fortran 
programming.

All dimensions are in mm 

Fig. 1 Geometry of panel 
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3 Computation of Buckling Factor and Displacement 

Considering the carbon fiber material which has the following properties, 
E1 = 132 GPa; E2 = 11 GPa; v12 = 0.3; G12 = 5.5 GPa 
Stacking sequence: (−45°/0°/+45°/90°/−45°/0°/+45°/90°/−45°/0°/+45°/90°) S 

4 Stiffness Matrix 

The stiffness matrix, [Q], can be calculated by using below-mentioned equation 

[Q] = 

⎡ 

⎣ 
Q11 Q12 0 
Q12 Q22 0 
0 0  Q33 

⎤ 

⎦ = 

⎡ 

⎢⎣ 
E11 − v21v12 v12 E2 

1−v21v12 
0 

v12 E2 
1−v21v12 

E11 − v21v12 0 

0 0 G12 

⎤ 

⎥⎦ 

( SEQ “equation”\n \ ∗  MERGEFORMAT 1) 

where [Q] is the stiffness matrix in Pascal [7] 
E1 and E2 are longitudinal and transverse modulus in Pascal 
G12 is modulus of rigidity in Pascal 
v12 and v21 are Poisson ratios (no unit) 

v21 = E2 E1 × v12 = 0.025; Q11 = E11 − v21v12 = 132.997 GPa; 
Q22 = E21 − v21v12 = 11.083 GPa; 

Q12 = v12 E2 

1 − v21v12 
= 3.324 GPa; 

Q33 = G12 = 5.5GPa;  

Q13 = Q23 = 0 = Q31 = Q32 

[Q] = 

⎡ 

⎣ 
Q11 Q12 0 
Q12 Q22 0 
0 0  Q33 

⎤ 

⎦ = 

⎡ 

⎣ 
132.997 3.324 0 
3.324 11.083 0 
0 0 5.5 

⎤ 

⎦ GPa 

4.1 Transformation Matrix 

The transformation matrix [T ] can be calculated by using below-mentioned Eq. (2)
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[T ] = 

⎡ 

⎣ 
T11 T12 T13 
T21 T22 T23 
T31 T32 T33 

⎤ 

⎦ 

= 

⎡ 

⎣ 
cos2(x) sin2 (x) −2 cos(x) sin(x) 
sin2 (x) cos2(x) 2 cos(x) sin(x) 

cos(x) sin(x) − cos(x) sin(x) cos2(x)−− sin2 (x) 

⎤ 

⎦ 

(SEQ “equation” \n\ ∗  MERGEFORMAT 2) 

where [T ] is the transformation matrix (no unit) [13] 
(x) is the fiber orientation angle in Radians 
Initially, before calculating the transformation matrix, the degrees will be 

converted into radians, x = (π/180) × θ 

[T ]0◦ = 

⎡ 

⎣ 
1 0 0  
0 1  0  
0 0 1  

⎤ 

⎦; [T ]45◦ = 

⎡ 

⎣ 
0.5 0.5 −1 
0.5 0.5 1  
0.5 −0.5 0  

⎤ 

⎦; 

[T ]−45◦ = 

⎡ 

⎣ 
0.5 0.5 1  
0.5 0.5 −1 

−0.5 0.5 0  

⎤ 

⎦; [T ]90◦ = 

⎡ 

⎣ 
0 1  0  
1 0  0  
0 0  −1 

⎤ 

⎦ 

4.2 Transformed Stiffness Matrix
[
Q

] = [T ][Q][T ]T (SEQ “equation” \n \ ∗  MERGEFORMAT 3) 

where
[
Q

]
is the transformed stiffness matrix in Pascal [13] 

[T ] is the transformation matrix (no unit) 
[Q] is the stiffness matrix in Pascal 
[T ]T is the transpose of transformation matrix (no unit) 

[Q]0◦ = 

⎡ 

⎣ 
132.997 3.324 0 
3.324 11.083 0 
0 0 5.5 

⎤ 

⎦ GPa; 

[Q]45◦ = 

⎡ 

⎣ 
43.182 32.182 30.478 
32.182 43.182 30.478 
30.478 30.478 34.358 

⎤ 

⎦ GPa 

[Q]−45◦ = 

⎡ 

⎣ 
43.182 32.182 −30.478 
32.182 43.182 −30.478 

−30.478 −30.478 34.358 

⎤ 

⎦ GPa;
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[Q]90◦ = 

⎡ 

⎣ 
11.083 3.324 0 
3.324 132.997 0 
0 0 5.5 

⎤ 

⎦ GPa 

4.3 ABD Matrix Formula 

Ai j  = 
N∑

K =1 

Q 
(K ) 
i j  (hK +1 − hK ) (1) 

Bi j  = 
1 

2 

N∑
K=1 

Q 
(K ) 
i j

(
h2 K +1 − h2 K

)
(2) 

Di j  = 
1 

3 

N∑
K =1 

Q 
(K ) 
i j

(
h3 K +1 − h3 K

)
(3) 

where Aij indicates the element of extensional stiffness matrix in Pascal [13] 
Bij indicates the element of bending extension coupling stiffness matrix in Pascal 

[13] 
Dij indicates the element of the bending stiffness matrix in Pascal [13] 

[A] = 

⎡ 

⎣ 
0.2073 0.0639 0 
0.0639 0.2073 0 

0 0 0.0717 

⎤ 

⎦ GPa; [D] = 

⎡ 

⎣ 
244.1 76.09 −16.02 
76.09 189.8 −16.02 

−16.02 −16.02 84.46 

⎤ 

⎦GPa; 

[B] = 

⎡ 

⎣ 
0 0 0  
0 0 0  
0 0 0  

⎤ 

⎦ GPa 

During the flight, the top skin undergoes compressive loading which leads to 
buckling of the skin. It is essential to examine the buckling strength of the skin for an 
ultimate load. As the laminate has symmetric layers, there is no extensional-flexural 
coupling. The pre-buckling deformations are hence purely in-plane [14]. 

4.4 Buckling Factor 

λ = Buckling load ÷ q0 (SEQ “equation” \n \ ∗  MERGEFORMAT 7) 

where λ is the buckling factor (No unit) [13] 
Buckling load is in Newton
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qo is the applied load is in Newton 

Buckling Load = Buckling strength ∗ b (4) 

where buckling load is in Newton 
Buckling strength is in Newton per meter 
b is the width of the panel is in meter 
Buckling strength = 1.4099E6 N/m; Buckling load = 1.4099E6 * 0.115 = 

0.161E6 N; qo = 50KN 

λ = 0.161E6 ÷ 50E3 = 3.242 (No unit) 

It has no unit as both the loads have the unit of Newton (N). The buckling strength 
is the eigenvalues that are calculated through Abaqus. To obtain buckling load, the 
buckling strength is multiplied by the width of the panel since the panel is being 
compressed at the width section. 

The compressive load applied or used has been considered from the critical load 
cases of a real-time aircraft wing at several flight conditions such as take-off, maneu-
vering, landing, etc., and it is applied on simply supported laminated skin. Assume 
the value of compressive load was 50,000 N [11]. 

4.5 Displacement 

Displacement = a4qmn 

π 4
[
D11m4 + 2(D12 + 2D66)(mn R)2 + D22(Rn)4

]

(SEQ “equation” \n \ ∗  MERGEFORMAT 9) 
(5) 

where D11, D12, D22, D66 are the elements of the bending stiffness matrix in Pascal 
a is the length of the panel in meter 
b is the width of the panel in meter 
R is the ratio of length to width of the panel (no unit) 
m and n are buckling mode shape parameters (no unit) 
qmn is the load applied for the corresponding buckling mode shape parameter in 

Newton, and it can be calculated by using the below [12], 

qmn = 
16 × qo 
π 2mn 

(SEQ “equation” \n \∗ MERGEFORMAT 10) 

where qo is the applied load in Newton 
m and n are buckling mode shape parameters (no unit) 
m = 1; n = 1; qo = 50 KN;
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q11 = 
16 × 50000 

π 21 ∗ 1 
= 81056.946 N 

R = 
a 

b
; R = 0.225 ÷ 0.115 = 1.9565 (no unit) 

a = 0.225 m; b = 0.115 m 

The elements of bending stiffness matrix of carbon fiber material for the stacking 
sequence (−45°/0°/+45°/90°/−45°/0°/+45°/90°/−45°/0°/+45°/90°) S are 

D11 = 244.1 Pa  ; D12 = 76.09 Pa; D22 = 189.8 Pa; D66 = 84.46 Pa 

Displacement = 0.2254 × 81056.946 
π 4

[
244.1 + 2(76.09 + (2 × 84.46))(1.9565)2 + (

189.8 × (1.9565)4
)]

Displacement = 0.00044 m 

The edges apart from the loading direction are constrained in all translational 
degrees of freedom. The loading edges are constrained only in the z-direction. In 
short, the long edges of the panel are constrained in all translational degrees of 
freedom (Encastre condition), and the width edges of the panel are compressively 
loaded and constrained only in the z-direction. 

5 Results and Discussions 

The simulation analysis of carbon fiber, graphite epoxy and Kevlar epoxy 
for various ply angle orientations as shown in Table 2 produced results of 
different properties, namely displacement and buckling factor. Figure 2 displays 
the changes in the buckling behavior of each material at the same orientation 
(−45°/0°/+45°/90°/−45°/0°/+45°/90°/−45°/0°/+45°/90°) s. For the 15 sets of the 
ply orientation that is considered for the divergence elimination purposes and their 
variations in the bucking factor for all the three materials is represented in Table 3.

The numbers (1 to 20) indicated in Table 2 specify the stacking sequence used in 
Figs. 3 and 4 graphs.

From Figs. 3 and 4, it can be observed that the increment order of the buckling 
factor values for three materials is in this hierarchy of graphite epoxy < carbon fiber < 
Kevlar epoxy and vice versa for displacement. As a result of comparing, all the three 
materials, the graphite epoxy shows the better bucking factor value with the least 
displacement value. All the three materials tend to exhibit different strength values 
based on the orientation, (−45°/0°/+45°/90°/−45°/0°/+45°/90°/−45°/0°/+45°/90°) 
s of the ply as mentioned in Table 4. Among all the four different plies, 0° 
tends to exhibit the least desirable characteristics in terms of bucking strength.
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Table 2 Stacking sequences used in this research 

Orientation 

1 (0°/0°/0°/0°/0°/0°/0°/0°/0°/0°/0°/0°) S 

2 (90°/90°/90°/90°/90°/90°/90°/90°/90°/90°/90°/90°) S 

3 (+45°/+45°/+45°/+45°/+45°/+45°/+45°/+45°/+45°/+45°/+45°/+45°) S 

4 (−45°/−45°/−45°/−45°/−45°/−45°/−45°/−45°/−45°/−45°/−45°/−45°) S 

5 (−45°/+45°/−45°/+45°/−45°/+45°/−45°/+45°/−45°/+45°/−45°/+45°) S 

6 (90°/+45°/90°/+45°/90°/+45°/90°/+45°/90°/+45°/90°/+45°) S 

7 (90°/−45°/90°/−45°/90°/−45°/90°/−45°/90°/−45°/90°/−45°) S 

8 (90°/0°/90°/0°/90°/0°/90°/0°/90°/0°/90°/0°) S 

9 (−45°/0°/−45°/0°/−45°/0°/−45°/0°/−45°/0°/−45°/0°) S 

10 (0°/+45°/0°/+45°/0°/+45°/0°/+45°/0°/+45°/0°/+45°) S 

11 (+45°/0°/90°/+45°/0°/90°/+45°/0°/90°/+45°/0°/90°) S 

12 (−45°/0°/90°/−45°/0°/90°/−45°/0°/90°/−45°/0°/90°) S 

13 (90°/−45°/0°/90°/−45°/0°/90°/−45°/0°/90°/−45°/0°) S 

14 (0°/90°/+45°/0°/90°/+45°/0°/90°/+45°/0°/90°/+45°) S 

15 (−45°/0°/+45°/90°/−45°/0°/+45°/90°/−45°/0°/+45°/90°) S 

16 (90°/0°/+45°/−45°/90°/0°/+45°/−45°/90°/0°/+45°/−45°) S 

17 (+45°/−45°/+45°/−45°/0°/90°/+45°/−45°/+45°/−45°/0°/90°) S 

18 (−45°/+45°/−45°/+45°/0°/90°/0°/90°/−45°/+45°/−45°/+45°) S 

19 (−45°/−45°/0°/0°/+45°/+45°/0°/0°/90°/90°/−45°/−45°) S 

20 (+45°/+45°/90°/90°/−45°/−45°/90°/90°/0°/0°/+45°/+45°) S 

Fig. 2 Contours of carbon fiber (a), graphite epoxy (b) and Kevlar epoxy (c) for the stacking 
sequence, (−45°/0°/+45°/90°/−45°/0°/+45°/90°/−45°/0°/+45°/90°) S
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Table 3 Range of buckling 
factor 

Material Minimum buckling 
factor (no unit) 

Maximum buckling 
factor (no unit) 

Carbon fiber 3.17803 3.24298 

Graphite epoxy 4.23488 4.32526 

Kevlar epoxy 1.76296 1.79551

Fig. 3 Variation in the buckling factor values with respect to different stacking sequences 

Fig. 4 Variation in the displacement values with respect to different stacking sequences

It is evident from Tables 4, 5 and 6 that the stacking sequences based on posi-
tive and negative 45° fiber angle orientation produce the same displacement and 
buckling factor values, irrespective of the material. Although the second stacking 
sequence, (90°/90°/90°/90°/90°/90°/90°/90°/90°/90°/90°/90°) S orientation as indi-
cated in Table 5, shows the least displacement value, it has a smaller buckling factor 
value. Hence, this stacking sequence cannot be considered the best one for divergence 
elimination. Considering the bucking factor values of the graphite epoxy material for 
the 15th to 18th stacking sequences holds values greater than 4. Hence, it is evident 
that among the four stacking sequences, the 15th stacking sequence provides the 
high buckling factor value.
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6 Conclusion 

Higher the buckling factor, the possibility of material to withstand the divergence 
will be greater. From the above-obtained result, since the properties are varying in 
accordance with the ply angle orientations, it is obvious that the ply which shows 
the better buckling factor can be utilized to reduce the divergence on the aircraft 
wing. The 15th stacking sequence that has been mentioned below has the maximum 
buckling factor, and hence, it can opt for the elimination of divergence. 

(−45°/0°/+45°/90°/−45°/0°/+45°/90°/−45°/0°/+45°/90°) S 
From the obtained results, it is also evident that the graphite epoxy has moderate 

displacement and maximum buckling factor values when compared to the other 
two materials. Also, it shows enhanced properties than the other materials. Hence, 
graphite epoxy can be employed in the application of divergence elimination. 
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Effect of Fiber Drawing on Tensile 
Strength of UHMWPE Single Fibers: 
Simulation via Von Mises Stress Criterion 

Shubhanker Singh , Vishal Das , D. N. Tripathi, and N. Eswara Prasad 

Abstract Ultra-high molecular weight polyethylene (UHMWPE) is an exceedingly 
strong and lightweight polymer owing to its extremely long-chain molecules and 
a very high average molecular weight. Consequently, it is the material of choice 
for lightweight high-performance fibers. In this study, the tensile strength of single 
UHMWPE fibers, i.e., undrawn, drawn and Dyneema® SK75, has been determined 
experimentally as well as through simulation using finite element analysis (FEA) via 
von Mises stress criterion to study the effect of fiber drawing on tensile properties. 
The requisite material properties of UHMWPE were fed in the simulation software 
(SolidWorks and ANSYS), and the tensile properties were extracted using linear 
elastic isotropic model. The simulation results agree with the experimental results 
and illustrate that the percentage error between the simulated and experimentally 
determined results reduces with the extent of fiber drawing which can be ascribed 
to the better alignment and close packing of polymer chains during fiber drawing. 
This observation has been complemented by relative crystallinity through X-ray 
diffraction studies and also through morphological studies of the fiber specimens 
examined through scanning electron microscopy. 

Keywords Dyneema® SK75 · UHMWPE · Single fiber · ANSYS · SolidWorks 

1 Introduction 

Ultra-high molecular weight polyethylene (commonly termed as UHMWPE) is a 
subset of the family of polyethylene (PE) which has an exceedingly high molec-
ular weight and exceptional molecular orientation. As per ASTM definition [1],
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the average molecular weight of UHMWPE should generally be more than 3.1 × 
106 g/mol. There are commercial grades of UHMWPE with molecular weights in 
between 3 and 9 × 106 g/mole. UHMWPE is a class of polymer having unique specific 
properties (per unit density) and hence finds applications in areas requiring less abra-
sion, excellent impact strength, good chemical resistance, etc. [2–5]. UHMWPE gets 
its strength primarily from the extremely long linear molecules. The van der Waals 
forces in UHMWPE are rather weak for each atom of overlap between the molecules. 
However, large overlaps are created due to the extremely long molecules due to which 
polymer can bear more shear stresses. Thus, each UHMWPE chain is bonded to the 
others with a number of van der Waals bonds so that the overall inter-molecule 
strength is quite high. This results in UHMWPE fibers with extremely high specific 
tensile properties. Because of the extremely high molecular weight of UHMWPE, it is 
not possible to produce fibers through the conventional melt spinning process. Hence, 
the gel-spinning process followed by high temperature fiber stretching has been 
specifically adopted to produce extremely oriented, high-strength fibers [6]. During 
the production of UHMWPE fibers, the high orientation of fibrous structure through 
the application of high draw ratios is important for obtaining high specific tensile 
properties. To accomplish high draw ratios, an assortment of different techniques 
has been employed [7]. A commercial grade of UHMWPE fibers has been reported 
to have tensile strengths of about 3–4 GPa or lower, whereas some researchers have 
even reported tensile strengths of more than 6 GPa for fibers developed in their 
research work [8–10]. Thus, optimization of fiber production and processing stages 
is extremely important to maximize the strength characteristics of the developed 
UHMWPE fibers. There may be several aspects that finally govern the mechanical 
strength features of the gel-spun UHMWPE fibers [11, 12]. Fiber drawing just after 
the gel-spinning stage is one of the important aspects which govern the final mechan-
ical strength of the UHMWPE fiber. The experimental determination of strength and 
modulus thus becomes imperative to comment on the effect of fiber drawing on the 
final properties of UHMWPE fibers. The conduct of several sets of experiments to 
draw a correlation data between the effect of fiber drawing and final properties of 
UHMWPE fibers may be lengthy and time consuming. On the other hand, the conduct 
of simulation through various finite element (FE) models presents a dependable and 
efficient way to report the effect of various processing parameters on the overall 
properties of the fiber [13, 14]. Commercial software like SolidWorks and ANSYS 
presents an efficient platform to virtually carry out physical tests under various simu-
lated conditions to arrive at the final output which is extracted as meaningful data in 
the form of results [15, 16]. However, it is also pertinent to validate the simulated test 
results with the actual experimentally observed results so that the necessary confi-
dence level can be generated [17, 18]. The work presented here describes the FE 
methodology to carry out the simulation of three different types of single UHMWPE 
fibers, i.e., undrawn, drawn and Dyneema® SK75 utilizing von Mises stress criterion. 
The deformation behavior of fibers is modeled with a linear elastic isotropic model 
based on tensile properties to study the effect of fiber drawing on tensile proper-
ties of UHMWPE fibers. The simulated results have also been correlated with the 
experimental results to study the level of agreement between these sets of results.
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2 Experimental Details 

2.1 Materials 

The UHMWPE polymer used in this work was obtained from Reliance Industries 
Ltd., India (Grade–Relene® UHM 2504) in the form of powder and is associated 
with a viscosity average molecular weight (Mv) of more than 3 × 106 g/mol. Decalin 
(Decahydronaphthalene, mixture of cis and trans, purity > 98%, reagent grade) was 
obtained from Merck and used as such. n-Hexane (HPLC grade, purity > 95%) was 
obtained from Merck and was also used as such. Neat fibers were also taken from 
DSM Dyneema® SK75 grade and cleaned with xylene (Merck, purity > 95%) to be 
used as the reference UHMWPE fiber. 

2.2 UHMWPE Fiber Spinning Through the Gel-Spinning 
Process 

To gel-spin [19] the UHMWPE powders obtained, UHMWPE was first dissolved in 
decalin in stirred condition for about 60 min to form cakes which could then be fed 
into the extruder. The weight % of UHMWPE in decalin was maintained between 5 
and 10%. A moderately low dilution level of homogeneous UHMWPE solution was 
prepared. This was done since the final mechanical properties of the fibers depend 
greatly on inhomogeneities present in the solution which may result in defects in 
the final fiber structure [20]. The cake which was prepared from the dissolution of 
UHMWPE in decalin was then fed into a lab size single screw extruder to obtain a 
single strand of UHMWPE with some amount of decalin trapped in the UHMWPE 
gel. Decalin was subsequently removed from the UHMWPE gel through several 
water baths during the continuous drawing process of UHMWPE. The as-spun and 
drawn fibers were dried in an air circulated oven at 80 °C for 4 h to remove the 
residual water and decalin. In this study, an as-spun fiber specimen was collected, 
and a drawn fiber specimen was also collected which was collected at a draw ratio 
of 10. The draw ratio (DR) can be obtained from Eq. (1). 

DR = UB 

UA 
(1) 

where UA = winding speed (in m/min) of spool A (for as-spun fiber) and UB = 
winding speed (in m/min) of spool B (for drawn fiber).
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2.3 Measurement of UHMWPE Fiber Diameter 

To study the morphology and diameter of the fibers, these fiber specimens were 
first cut, cleaned with xylene, dried and then sputter-coated with gold. These fibers 
were then observed on a TESCAN Field Emission Scanning Electron Microscope 
(FESEM). The fiber specimens used in the SEM analysis were as-spun fibers extruded 
through the gel-spinning process (ND), drawn fibers (D) attained through the hot 
stretch drawing procedure and cut from dried Dyneema® SK75 UHMWPE fiber 
(Dyneema) after cleaning with xylene. 

2.4 Tensile Test of Single UHMWPE Fibers 

Tensile tests were carried out on single UHMWPE fibers to study their tensile proper-
ties (ultimate tensile strength and tensile modulus) which were performed in accor-
dance with ASTM D3379-75 [21]. The INSTRON 5900 Series Universal Testing 
Machine (UTM) was utilized with a load cell of 30 kN. The area of cross section 
of single UHMWPE fibers was evaluated using the mean observed diameter in the 
FESEM images. The support strip for fixing the fiber specimen in the UTM was 
fabricated out of thick paper. A rectangular slit of length that was equal to the gauge 
length was cut out in the middle of the support strip. A single fiber was pasted at 
both the ends of the slit in the paper support strip using a suitable adhesive. Utmost 
care was employed to verify that the axis of the UHMWPE single fiber was precisely 
aligned with the axis of the cross-head of UTM. This care was taken so that a uniform 
stress condition could be replicated over the entire cross section of the fiber. A load 
of 30 kN was set as the full-scale load. The cross-head velocity was set to 5 mm/min 
for all the types of UHMWPE fibers under study. Before the start of the tensile 
tests, both sides of the paper support strips were cut cautiously at the middle of the 
gauge section without unsettling the setup. The specimen fiber was then pulled under 
tension, and the test load and elongation were recorded until the test specimen failed. 
A total of four single fibers were tested, and the results were averaged for each type 
of UHMWPE fiber (ND, D and Dyneema). 

2.5 Finite Element Modeling 

Finite element analysis (FEA) is a universally employed methodology for studying 
structural properties of different engineering materials as well as structures [22–24]. 
The FE modeling in this work was carried out primarily in SolidWorks as it empha-
sizes more on rapidly generating 3D solid models of both intricate parts and assem-
blies which can be visually displayed. It hence aids in faster design development and 
communication and thus can evaluate efficient design functionality and performance
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prior to the production of a prototype. With all component drawing views created 
from the original 3D model, SolidWorks can virtually confirm that any corrections 
made to the model are automatically updated within the drawing itself. FEA in this 
study was also done on ANSYS Workbench 15.0 as it was convenient to use a multi-
purpose tool to solve complex structural engineering problems efficiently in a short 
time. The ANSYS Workbench 15.0 has the FEA solvers in its suite. Thus, it is easy 
to modify and automate solutions for structural mechanics problems and parame-
terize them to investigate multiple design setups [25]. Solid models were initially 
prepared on SolidWorks and then imported into ANSYS Workbench 15.0 as STEP 
files. The fibers were modeled as solid bodies with different diameters. These solid 
models were meshed with 6 node solid elements with a reduced integration scheme 
having hourglass control in the Lagrangian reference frame to capture the materials’ 
nonlinearity. Computation time highly depends upon the size of the elements. Thus, 
to compensate for the trade-off between accuracy and computation time, program 
control element size was considered. All six degrees of freedom of the nodes of the 
outer periphery of the rigid ground, i.e., the x, y and z translations, as well as the 
rotational motions about these three axes were restricted to fix the rigid ground. To 
simulate the test condition, one end of the fiber was fixed, and force (which was 
obtained from experiments done on UTM) was applied on another end of the fiber. 
The tensile properties were extracted using linear elastic isotropic model. Some of 
the properties of fiber were fed into a system comprising the boundary conditions 
like axial tensile modulus and Poisson’s ratio. Simulation results were compared 
with experimental tensile tests conducted on single fibers on UTM. 

2.6 X-Ray Diffraction (XRD) Studies of UHMWPE Single 
Fibers 

Studies were conducted on an XRD instrument to obtain the crystalline natures of the 
three single fibers. The XRD measurements of the UHMWPE fibers were recorded 
on a Bruker XRD system with Cu Kα radiation of wavelength (λ) equal to 1.54 Å. 
The experiments were done in the 2θ range of 5° to 80°. A scan rate of 0.05°/s was 
set to record the XRD pattern. 

3 Results and Discussion 

The FESEM micrographs of the undrawn, drawn and Dyneema® SK75 UHMWPE 
fibers have been illustrated in Fig. 1a–c, respectively. It was obvious from the FESEM 
micrographs that the undrawn, un-stretched fiber extruded through the in-house 
developed gel-spinning process shown in Fig. 1a has a diameter of approximately 
188–192 μm. When a similar fiber is drawn through the hot stretching process,
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the diameter of the fiber is reduced to approximately 118–122 μm as evident from 
Fig. 1b. Dyneema® SK75 UHMWPE fiber shown in Fig. 1c has a diameter of approx-
imately 19–21 μm as it is an extremely drawn, highly stretched fiber. Four single 
fibers of each type were measured to obtain the mean fiber diameter. Also, four 
different measuring points were taken along each fiber length. The disparity in the 
diameters measured at each measuring point along the fiber length was observed to 
be insignificant for each fiber specimen and each fiber type. Thus, the mean diameter 
of each specimen was taken as the average of diameters at the four measuring points. 
Furthermore, an insignificant variation in the diameters of various fiber specimens 
was seen for each fiber type. The mean and standard deviation in diameters for each 
type of fiber (ND, D and Dyneema) have been illustrated in Table 1. The diameters 
of undrawn, drawn and Dyneema were taken to be 190, 120 and 20 μm, respectively, 
for simplicity. 

The simulation of stress conditions on the fibers is depicted in Figs. 2a–c, 3a–c and 
4a–c for ND, D and Dyneema, respectively. Figure numbers 2a, 3a and 4a represent 
the solid body models of the three fibers, i.e., ND, D and Dyneema, correspondingly. 
Figure numbers 2b, 3b and 4b represent the solid body with meshing for ND, D and 
Dyneema fiber types in that order. Additionally, Figs. 2c, 3c and 4c represent the 
simulated value of the respective stresses obtained for ND, D and Dyneema single 
fibers acquired through the von Mises stress criterion. Comparative ultimate tensile 
strengths obtained experimentally as well as through simulation using FE analysis via 
von Mises stress criterion are depicted in Table 2. Results in Table 2 elucidate that the 
simulation results are close to experimental results and the percentage error between 
the experimental and simulated values reduces with the extent of fiber drawing.

(a)   (b)   (c) 

Fig. 1 FESEM images of a Undrawn (N); b Drawn (D); and c Dyneema® SK75 (Dyneema) 
UHMWPE fibers 

Table 1 Mean and standard deviation for diameters of each type of UHMWPE fibers 

Fiber diameter UNDRAWN DRAWN DYNEEMA® SK75 

Mean (μm) 189.4 120.2 19.6 

Standard deviation (μm) 1.6 1.8 0.9 
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Fig. 2 Stress simulation of 
undrawn UHMWPE fiber 
(ND) a Solid body model of 
fiber; b Solid body of fiber 
with meshing and c von 
Mises stresses in the fiber

(a) 

(b) 

(c) 
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Fig. 3 Stress simulation of 
drawn UHMWPE fiber (D) a 
Solid body model of fiber; b 
Solid body of fiber with 
meshing and c von Mises 
stresses in the fiber

(a) 

(b) 

(c) 
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Fig. 4 Stress simulation of 
Dyneema® SK75 UHMWPE 
fiber (Dyneema) a Solid 
body model of fiber; b Solid 
body of fiber with meshing 
and c von Mises stresses in 
the fiber

(a) 

(b) 

(c) 
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Table 2 Properties of (a) Undrawn (N); (b) Drawn and (c) Dyneema® SK75 UHMWPE fibers 

Properties UHMWPE (ND) UHMWPE (D) Dyneema 

Poisssion’s ratio (approx.) 0.4 0.4 0.4 

Young’s modulus (GPa) from UTM 0.301 10.746 122.107 

Load (N) from UTM 3.24 6 1.035 

Density (g/cm3) 0.97 0.97 0.97 

Specimen length (mm) 25 25 25 

Tensile strength (MPa) (experimental) 115.89 515.31 3299.81 

Tensile strength (MPa) (FEA value) 119.58 526.78 3340.7 

Percentage error (%) 2.64 1.80 1.40 

The XRD studies of the fibers give immensely valuable information about its crys-
talline nature and its consequent properties [26, 27]. There are a plethora of studies 
that have correlated the crystalline nature of a material to its tensile properties like 
tensile strength and modulus [28, 29]. In this study, the crystalline natures of the fibers 
have been correlated with its tensile properties. The XRD plots of the three types 
of UHMWPE fibers have been represented in Fig. 5. Similar to other polyethylenes 
with a different assortment of densities, UHMWPE has XRD peaks at practically the 
same position, indicating that they have typical crystal structures. As shown in Fig. 5, 
all plots contained two typical characteristic diffraction peaks at approximately 2θ 
angles of ca. 21.7° and ca. 24.1°, respectively. These peaks have generally been 
reported for UHMWPE fibers by many researchers. Also, these crystalline peaks are 
accompanied by amorphous halo at 2θ values around 12° and 30° which indicates 
that the fibers are all semi-crystalline in nature. The earliest evaluation of the crys-
tallographic unit cell parameters for polyethylene (PE) was reported by Bunn et al. 
in 1944 [30] in which an orthorhombic unit cell was predicted through wide angle 
X-ray diffraction (WAXD). As can be seen in Fig. 5, few additional peaks at ca. 
19° and ca. 37° have also been observed in the case of the ultra-drawn Dyneema® 

SK75 fiber and to some extent in the case of drawn UHMWPE fiber. It has been 
widely reported that during numerous researches conducted by varied groups in the 
1950s, it was observed that WAXD patterns for PE films and filaments which were 
subjected to significant cold drawing demonstrated extra peaks which were absent in 
the orthorhombic unit cell proposed by Bunn et al. [31, 32]. Subsequently, these extra 
peaks have been reported to occur as a consequence of the metastable monoclinic 
unit cell which forms due to the deformation of the orthorhombic unit cell [33–35]. 
The percent crystallinity in the three types of fibers was evaluated from the XRD 
data using Eq. 2 [36]. 

XC (%) = ΣAcrystalline

ΣAcrystalline + ΣAamorphous 
× 100 (2)

where Xc is the percentage crystallinity in (%),ΣAcrystalline is the total integral area of 
the crystalline peaks, andΣAamorphous is the total integral area of the amorphous phase.
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Fig. 5 XRD patterns of UHMWPE fibers

The crystalline natures of the three types of fibers under study have been illustrated in 
Table 3. It was observed that the percentage crystallinity (Xc) increased considerably 
with increased drawing and stretching involved in the processing of the gel-spun 
fibers. The trend in percentage crystallinity calculated from the XRD plots is in line 
with the findings reported earlier [37, 38] and also the technical brochure supplied 
by DSM Dyneema. This may be ascribed to better alignment and close packing of 
polymer chains during fiber drawing which can be supported by the relative crys-
tallinity of the fibers studied through XRD (Fig. 5). One of the plausible explanations 
of this peculiar observation was provided by Xu et al. [39] where it was elucidated 
through the transformation of the shish-kebab type of crystalline structure seen in 
the case of the undrawn UHMWPE fiber; to that of the more compact type of shish-
kebab type of crystalline structure perceived in case of the drawn UHMWPE fiber 
and finally to the purely microfibrillar type of extended chain crystalline structure 
depicted by the highly drawn and highly stretched Dyneema® SK75 fiber. 

Table 3 Crystallinity of the three types of fibers under study 

Fiber type Xc (%) 2θ (110) (degrees) 2θ (200) (degrees) 
Undrawn (ND) 51.96 21.73 24.15 

Drawn (D) 65.94 21.67 24.10 

Dyneema® SK75 82.07 21.69 24.09
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Thus, it is observed that the tensile properties of the UHMWPE fibers are governed 
by their microstructure evolution during the processing stage which in turn is depen-
dent on the crystalline nature of the fibers. In this study, it was evident that the 
undrawn UHMWPE fiber which has the lowest percentage crystallinity amongst the 
three types of fibers depicts the lowest axial tensile strength. Contrary to this, the 
more compact and larger number of crystalline phases present in the microstruc-
ture of the drawn fiber culminates into higher percentage crystallinity and provides 
the chain segments to bear more tensile loads before failure. The highly stretched 
highly drawn Dyneema fiber, because of its high percentage crystallinity, compact 
and extended chain crystal structure, has the ability to bear enormous amounts of 
tensile loads before failure. 

4 Conclusions 

This research work concludes the following:

• The percentage error between experimentally observed values and simulated 
values through FE analysis in respect of ultimate tensile strengths of undrawn, 
drawn and Dyneema fibers was found to be 2.64, 1.80 and 1.40 respectively, which 
are well within the acceptable limits.

• The ultimate tensile strength of fibers has been found to be dependent on the 
processing methodology (fiber drawing in particular) and thus the crystallinity of 
fibers.

• The simulation results corroborated well with the experimental results and illus-
trate that percentage error between the simulated and experimentally determined 
results reduces with the extent of fiber drawing which can be ascribed to the better 
alignment and close packing of polymer chains during fiber drawing. 
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Prediction of In-Process Forces and Tool 
Durability in Stationary Shoulder 
Friction Stir Welding: A Process 
Modeling Approach 

Vikash Kumar and Buchibabu Vicharapu 

Abstract The conventional friction stir welding (FSW) of aluminum alloys is 
reasonably matured and most of the transportation industries integrated FSW in 
their production lines. The novel stationary shoulder friction stir welding (SSFSW) 
is a sister process of FSW, in which only tool probe rotates and linearly translates 
along the original weld joint interface to form a weld seam under much lesser heat 
input and lower peak temperature. The spindle torque and traverse force on the tool 
during SSFSW of a topical AA7075-T6 is important for the prior estimation of 
tool fracture but rarely reported in literature. An absolute comparison is made here 
between the SSFSW and FSW under the identical welding conditions using a finite 
element-based process model. The computed 3D temperature field, thermal cycle, 
spindle torque, traverse force, and tool durability index are reported here, and the 
model is thoroughly validated with the independent experimental results. 

Keywords Stationary shoulder friction stir welding · Spindle torque · Traverse 
force · Tool durability index 

1 Introduction 

Stationary shoulder friction stir welding (SSFSW) process is an improved version of 
conventional friction stir welding (FSW) technology. In case of SSFSW, only tool 
probe rotates and shoulder remains stationary during welding. Sinhmar et al. [1] 
reported the lesser heat input and lower peak temperature due to the absence of heat 
generation component by stationary shoulder in SSFSW. Recently, Vicharapu et al. 
[2] reported the advantage of having improved mechanical properties and reduced 
residual stresses in SSFSW due to the lower heat input. Further, SSFSW offers weld 
nuggets with excellent surface finish, which found to enhance the fatigue life of the 
weld joint substantially. The SSFSW offers no excess flash unlike FSW that reduces 
the post-processing and cost of weld joint [3, 4].
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Barbini et al. [5] highlighted that the spindle torque was found to be lower in 
SSFSW unlike FSW. In addition, the tool probe experienced high traverse force 
due to the lack of pre-softening effect in SSFSW, while in conventional FSW, the 
additional heat generation by tool shoulder significantly reduces the traverse force 
on tool probe. DebRoy et al. [6] explained that the mechanical stress deriving from 
the combined effect of bending and torsion is the most anticipated cause for the tool 
probe failure. Trimble et al. [7] reported, substantial increase in tool traverse force 
with increase in welding speed for 5 mm thick AA2024 plate in FSW. Leitaoa et al. 
[8] also observed that higher tool traverse force and early tool failure during FSW 
of 5 mm thick AA5083 and 9.5 mm thick AA7075 plate at higher welding speed. 
Vicharapu et al. [9] reported higher tool traverse force and lower tool life in SSFSW 
compared to FSW process for 6.35 mm thick AA7010-T6 plate. 

The effect of process conditions on in-process forces and tool failure are well 
reported in literature in case of FSW [10, 11], while such studies are rarely addressed 
in SSFSW [9]. Therefore, a comparative study between FSW and SSFSW of causative 
variables of tool failure, which include traverse force and shear stress induced in the 
tool for prior estimation of tool durability index in FSW and SSFSW of AA7075-
T6 plate. AA7075-T6 is considered for the current study due to its high strength in 
comparison with other topical aluminum alloys. 

2 Numerical Modeling 

A transient 3D heat conduction Eq. (1) is solved in commercial finite element 
software, ABAQUS. 
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∂ x
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∂T 

∂x

)
+ ∂ 
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(
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∂ T 
∂y

)
+ ∂ 

∂z

(
K 

∂T 

∂z

)
+ Q = ρCp 

∂T 

∂t 
(1) 

where K = thermal conductivity (Wm−1 K−1), T = temperature (K), ρ = density 
(Kgm−3), Cp = specific heat capacity (kJkg−1 K−1), and t = time (s). The X-, Y-, 
and Z-directions represent along the length, width and thickness of the plate. 

The rate of volumetric heat generation rate (Wm−3 s−1) was estimated by Eq. (2), 
and the boundary conditions shown in Eqs. (3) and (4) are applied to solve Eq. (1) 
[2]. 

Q = ηn ×
[
ηm × (1 − δ)τy + δμ f PN

]
(ωr − U sin θ )(A/V ) (2) 

where ηn = fraction of heat transfer to workpiece, ηm = mechanical efficiency, δ = 
fractional sliding, τ y = yield shear stress of workpiece (Nm−2), μf = coefficient of 
friction between workpiece and tool, PN = axial pressure (MPa), ω = angular speed 
of rotating tool (rad.s−1), r and θ = radial distance (m) from axis of tool and its 
orientation (degree) with the welding speed, respectively. U = welding speed (m/s),
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A/V = ratio of probe-workpiece contact area to the sheared volume around the probe 
(m−1). 

Fractional sliding (δ) and co-efficient of friction (μf ) shown  in  Eq. (2) are  
estimated by using the following relations 

δ = 0.271 × exp
( rω 
1.87

)
− 0.026 (3) 

μ f = 0.54 × (−δrω) (4) 

K 
∂ T 
∂n 

− Qs + h(T − T0) = 0 (5)  

h = hb(T − T0)0.25 (6) 

where K = thermal conductivity (Wm−1 K−1), Qs = surface heating by shoulder 
(W.m−2), h = convective heat transfer coefficient (Wm−2 K−1), and hb = heat transfer 
parameter for bottom surface (Wm−2 K−0.25). 

The spindle torque (Mf ), and traverse force (Ff ) were calculated analytically using 
the Eq. (7) and Eq. (8), in which τ Y and σ are realized from the computed isotherms 
for both FSW and SSFSW [10]. First, second, and third terms of the Eq. (7) are  the  
contribution of torque from shoulder, probe along the length and probe bottom. First, 
second, and third terms of Eq. (8) are the contribution traverse force from shoulder, 
probe along the length and probe bottom. Equations (9) and (10) are used to compute 
the spindle torque (Ms), traverse force (Fs) for SSFSW process, respectively. 

M f = 
Rs∫
Rp 

r × C × (2πrdr) + 
L∫
0 

r × C × (2πrdl) + 
Rp∫
0 

r × C × (2πrdr  ) (7) 

Ff = 
Rs∫
Rp

[
δμ f PN

] × (2πrdr  ) + 
L∫
0 

σ × (d A) + 
Rp∫
0

[
δμ f σ

] × (2πrdr  ) (8) 

Ms = 
L∫
0 

r × C × (2πrdl) + 
Rp∫
0 

r × C × (2πrdr  ) (9) 

Fs = 
Rs∫
Rp

[
δμ f PN

] × (2πrdr  ) + 
L∫
0 

σ × (d A) + 
Rp∫
0

[
δμ f σ

] × (2πrdr  ) (10) 

where Rp, RS, L,  τ y, and dA are the tool probe radius, shoulder radius, tool probe 
length, and projected are of tool probe. C = [

(1 − δ)τy + δμ f σ
]
.
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The linear and rotational motion of tool probe possess stresses due to combined 
effect of bending and torsion. Considering the tool as a cantilever, maximum shear 
stress can be calculated as per Tresca criterio by using below Eq. (11) [10, 11]. 

τmax =
/(σB 

2

)2 + (τ B + τT cosβ)2 + (τ T cosβ)2 (11) 

where τ max = maximum shear stress experienced by tool probe (MPa), σ B = normal 
stress due to bending, τ B = shear stress due to bending (MPa), τ T = shear stress due 
to bending (Mpa). 

Tool durability index (I) can be defined as the ratio of yield shear stress (τyp) of  
tool probe corresponding to the peak temperature (Tp) to the maximum shear stress 
experienced by the tool probe during the welding process Eq. (12). 

I = τyp  

τmax 
(12) 

A half symmetric 3D FEM model of dimensions L (300) × W (110) × Th (6.3) 
mm3 was discretized in cuboidal element with eight nodes, the nodal temperature 
is considered as the nodal degree of freedom. Biased meshing with minimum seed 
size of 0.001 m was used near the weld region and kept increasing gradually in the 
transverse direction of weld joint for decreasing the computational time as shown in 
Fig. 2a. Heat transfer coefficients 100 W/m2 at the bottom and 30 W/m2 for rest of 
the surface are used for cooling the solution domain. 

3 Materials and Methods 

Table 1 shows the welding input process parameters and tool dimensions considered 
for comparative study between FSW and SSFSW [12, 13]. Figure 1 shows the thermo-
physical properties of AA2024-T6 and AA7075-T6 plates considered for the current 
models [13, 14]. The solidus temperature of the AA7075-T6 and AA2024-T6 were 
considered as 749 K and 645 K, respectively, while density of the both the alloys 
assumed as 2800 kgm−3 [14]. The value of τyp  for EN40 tool was calculated using τyp  
= (930.24 – 0.33 × Tp) [15]. The thermocouple location considered for extracting 
thermal cycle was 11.0 mm at the transverse distance from the weld center line and 
1.5 mm below the top surface of the plate [13].

4 Results and Discussion 

Figure 2 shows the biased meshed model and computed isotherms for both the FSW 
and SSFSW under the welding condition for 3.0 mm thick AA2024-T4 plate. Both
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Table 1 Welding input process parameters and tool dimensions considered for analysis 

Material Welding process Dimensions of rotating tool 
(mm) 

Welding conditions 

DSH DPR DPT LP N (rpm) U (mm/min) 

AA2024-T6 FSW 10 4.5 3.5 2.7 800 50 

SSFSW 

AA7075-T6 FSW 18 6.2 4.0 5.8 1500 100, 400 

SSFSW 

where DSH = Shoulder diameter, DPR = diameter of tool probe at the root, DPT = diameter of tool 
probe at the tip, LP = length of the tool probe, N = tool rotational speed, and U = welding speed 

Fig. 1 Thermo-physical properties of a AA2024-T6, and b AA7075-T6

the processes were compared at the welding speed of 50 mm/min and tool rotational 
speed of 800 rpm. The isotherms corresponding to FSW exhibited higher tempera-
tures as shown in Fig. 2a due to the heat generation by both tool shoulder and tool 
probe. At the same time, Fig. 2b depicts much lower peak temperatures under the 
same welding conditions due to the absence heat generation by tool shoulder, since 
it is stationary in SSFSW. As a result, high temperature zones appear to be narrower 
in SSFSW compared to FSW (Fig. 2). 

Figure 3 depicts the computed thermal cycles and the same are validated with the 
independent experimental results [13]. The measured peak temperatures observed to 
be ~486 K and ~412 K, respectively, for the conventional FSW and SSFSW process. 
The numerically computed peak temperatures are 490 K and 410 K, for FSW and 
SSFSW, respectively. The computed results found to be in fair agreement with the 
corresponding measured results. The maximum error noted between the measured 
and computed results is much less than 1%. These FSW and SSFSW process models 
for AA2024-T6 are extended for AA7075-T6 material as well by simply replacing 
the thermal physical properties of AA2024-T6 with AA7075-T6. Here, AA7075-T6 
workpiece material is considered for his high strength such that the tendency for the 
tool fracture is more in both FSW and SSFSW [9, 10].
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Fig. 2 a Biased meshed model and computed temperature field for b FSW, and c SSFSW at the 
welding speed of 50 mm/min and tool rotation of 800 rpm

Fig. 3 Numerically computed and experimentally measured thermal cycles a FSW, and b SSFSW 
at the welding speed of 50 mm/min tool rotation of 800 rpm for 3.0 mm thick AA2024-T4 plate 

The computed 3D temperature isotherms during FSW and SSFSW of 6.3 mm 
thick AA7075-T6 are used to estimate the spindle torque, traverse force and tool 
durability index following the methodology provided in section-2 for the process 
conditions shown in Table 1. The computed peak temperature calculated for SSFSW 
at the welding conditions of 1500 rpm rotational speed and 100 mm/min, 400 mm/min
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welding speed are 684 K and 653 K, whereas for FSW the peak temperatures are 
calculated 749 K for both conditions. 

The spindle torques were computed to be 8.44 N-m and 11.79 N-m in SSFSW 
for 6.3 mm AA7075-T6 plate, whereas in case of FSW found to be 26.63 N-m and 
27.36 N-m for the identical welding conditions Table 2. The spindle torque observed 
lower in case of SSFSW as shoulder is stationary. At lower welding speed, the 
rate of heat generation is observed higher which further makes the material softer. 
Consequently, spindle torque decreases with decrease in welding speed. 

The tool traverse forces were calculated 3.34 kN and 4.1 kN in SSFSW. On the 
other hand, tool traverse force was found in FSW to be 2.51 kN and 2.53 kN for 
the identical conditions Table 2. Traverse force was found to be higher in SSFSW 
and increasing with welding speed, as workpiece materials are relatively harder in 
SSFSW. The maximum probe forces obtained were 1.6 kN and 2.36 kN for SSFSW. 
However, the probe force found in FSW to be 0.81 kN and 0.83 kN for the same 
welding conditions Table 2. The maximum probe force was observed higher in 
SSFSW than FSW as probe resists relatively harder material as shown in Fig. 4. 

Table 2 Numerically computed peak temperature, spindle torque, traverse force, maximum shear 
stress (τ max), and tool durability index (I) in conventional FSW and SSFSW 

Welding 
process 

Welding 
speed 
(mm/min) 

Peak 
temp 
(K) 

Spindle 
toque 
(N-m) 

Traverse force 
(kN) 

τ max (MPa) I 

Tool Probe 

FSW 100 749 26.63 2.51 0.81 195.75 2.01 

SSFSW 684 8.44 3.34 1.6 407.62 0.99 

FSW 400 749 27.36 2.53 0.83 196.76 2 

SSFSW 653 11.79 4.1 2.36 583.66 0.71 

Fig. 4 Probe traverse force along the length in FSW and SSFSW at 1500 rpm rotational speed and 
welding speed (mm/min) of a 100, b 400
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Fig. 5 Computed maximum shear stress (τ max) around the rotating tool probe in FSW and SSFSW 
at 1500 rpm rotational speed and welding speed of a 100 mm/min b 400 mm/min 

The maximum shear stresses experienced by the tool probe in SSFSW were 
obtained 407.62 MPa and 583.66 MPa Table 2. The yield stress calculated corre-
sponding to process peak temperatures in the vicinity of tool probe were 406.75 MPa 
and 412.67 MPa. The tool durability indexes were calculated using Eq. (12) and were 
found to be 0.99 and 0.71, respectively, Table 2. On the other hand, the maximum 
shear stress found to be 195.75 MPa and 196.76 MPa in FSW for the identical welding 
conditions Table 2. The yield stress calculated corresponding to process peak temper-
atures are 394.37 MPa for both conditions. The tool durability indexes found to be 
2.01 and 2.0, respectively Table 2. The maximum shear stress experienced by the 
tool probe were calculated higher in case of SSFSW compared to FSW and found 
to be increasing with welding speed. Since, harder material possesses higher probe 
force as shown in Fig. 5 Hence, tool is less durable at higher welding speed Table 2. 

5 Conclusion 

Both SSFSW and FSW were compared in 6.3 mm thick AA7075-T6 plate for the 
same welding conditions based on spindle torque, traverse force, and maximum shear 
stress experienced by the tool. The spindle torque was observed to be ~57–68% 
lower in case of SSFSW. The computed traverse force reported ~33–62% higher 
in SSFSW unlike FSW. The maximum probe traverse force observed ~97–184% 
higher in SSFSW than FSW. The maximum shear stress experienced by the tool 
probe was reported ~99–197% higher in case of SSFSW compared to FSW process. 
Tool durability index found to be ~50–65% lower in SSFSW. It can be seen that 
tool is more susceptible to tool failure in SSFSW and is more vulnerable at higher 
welding speed for constant tool rotational speed.
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Wire Arc Additive Manufacturing of ATI 
718PLUS®: A Process Modeling 
Approach 

Mohammad Shabbar and Buchibabu Vicharapu 

Abstract The wire arc additive manufacturing (WAAM) process is an emerging 
metal printing technique. The WAAM uses a typical arc welding power source for 
melting and deposition of metal wires as per the computer aided design model. The 
existing investigations highlight several critical issues in WAAM, which include 
deterioration of mechanical properties and excess distortion. These two problems 
can be addressed by a thorough understanding of the heat flow during the WAAM 
process. An attempt is made here for the development of a finite element-based 3D 
heat conduction process model for WAAM to analyze the heat transfer in the 3D 
domain. The effect of interlayer cooling time and substrate preheating temperature 
during the metal printing of ATI 718Plus®, a derivative of Inconel 718, is studied 
as part of the current investigations. The computed thermal history from the model 
is in good agreement with the independently published experimental results. The 
thoroughly validated process model is extended further for the in-depth analysis of 
WAAM at different process conditions. 

Keywords Additive manufacturing · Wire arc additive manufacturing · ATI 
718Plus® · Numerical model · Thermal cycles · Metal printing 

1 Introduction 

The additive manufacturing (AM) technique is a promising technique for fabricating 
multi-layered, complex geometries covered in dense metal parts. In addition to its 
advantages over traditional manufacturing, additive manufacturing has great poten-
tial for a wide range of industrial applications. Several methods of metal additive 
manufacturing are currently available; in general, the powder bed fusion (PBF) 
process and directed energy deposition (DED) process are the most common. In 
the DED process, metal powder or wire is fed directly into a focal point of a laser, 
electron beam, or arc, resulting in a molten pool. A 3D-printing process such as
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D. Vučinić et al.  (eds.),  Applications of Computation in Mechanical Engineering, 
Lecture Notes in Mechanical Engineering, https://doi.org/10.1007/978-981-19-6032-1_5 

59

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6032-1_5\&domain=pdf
http://orcid.org/0000-0002-1770-4261
http://orcid.org/0000-0003-2091-8022
mailto:buchibabu@iitpkd.ac.in
https://doi.org/10.1007/978-981-19-6032-1_5


60 M. Shabbar and B. Vicharapu

this can be scaled to produce extremely large components sooner than powder bed 
fusion, enabling fast build speeds. Wire and arc additive manufacturing (WAAM) 
is a DED technique that uses feed wire and arc welding sources equipped with a 
robotic arm to deposit a 3D geometry. The final part is formed completely from the 
deposited weld material. Compared to powder-based AM techniques, WAAM can 
build parts up to tens of meters tall, can fabricate fully dense and large-dimensional 
parts without high forming costs or inefficiencies. It has one of the highest deposition 
rates (2–10 kg.h−1) [1]. 

Ogino et al. [2] developed a numerical model and studied the influence of interpass 
temperature and welding direction on deposition shape during the WAAM process. 
Ding et al. [3] developed a steady-state thermal model to predict the thermal fields 
during the WAAM process. Numerous works of researchers in numerical modeling 
establish it as a very efficient tool for analysis. In this paper, a 3D heat transfer 
finite element model of a multi-layer wall is developed. A study of the temperature 
distribution at the deposited layers and the effects of interlayer cooling and substrate 
preheating temperature is performed. 

2 Modeling of WAAM Process 

A finite element (FE) analysis method facilitated by ABAQUS© software was used to 
model the thermal behavior of a multi-layered thin-walled structure deposited by the 
WAAM process. A 3D heat conduction process model is developed without consid-
ering the heat transfer due to material flow. The temperature distribution resulting 
due to cyclic heating and cooling during the WAAM process has been predicted by 
this method. The heat transfer model solved the transient equation of conservation 
of energy in three dimensions to obtain the temperature distribution. The solution 
domain for this calculation includes a substrate, deposit, and heat transfer due to 
convection and radiation to the surrounding. 

2.1 Heat Source Model 

Most finite element analyses employ transient conduction models with a moving heat 
source. This heat source for the model is given with the DFLUX user subroutine. The 
Goldak double ellipsoidal model [4] was used to apply the heat to deposit material. 
This heat source model specifies a heat generation per unit volume in a moving frame 
of reference. This model gives Gaussian distribution and has good control of power 
density distribution in the weld pool. Power density for this model is determined 
separately for the region in front and behind the arc center using:
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Table 1 Parameters used in Goldak model 

a f ar b c f f fr 

3 mm 12 mm 3 mm 1.6 mm 1.4 0.6 

Table 2 Process parameter 
values 

Current Voltage Efficiency Scanning speed 

100 A 15 V 0.5 1.666 mm/s 

Q f = 6
√
3Q f  f 

π
√

π.a f .b.c 
exp

[
−3

(
x2 

a2 f 
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y2 

b2 
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c2

)]
(1) 

Qr = 6
√
3Q fr 

π
√

π.ar .b.c 
exp

[
−3

(
x2 

a2 r 
+ 

y2 

b2 
+ 

z2 

c2

)]
(2) 

f f + fr = 2 (3)  

Q = ηV I (4) 

where a f and ar are the length of the front and the rear ellipsoid, respectively; b 
is the width and c is the depth of the heat source; f f and fr are the front and rear 
heat fraction coefficient, respectively, Q is the energy input considering the factor 
of efficiency (η), V is the voltage supplied, and I is the current. Table 1 gives the 
parameters used in the heat source model, and Table 2 gives the values of various 
process parameters. 

2.2 Thermal Modelling 

Modeling the deposition process was done as a multi-step transient heat transfer 
analysis, where every single step was further subdivided into smaller time increments. 
To model, the continuous deposition of material, a discrete set of elements was 
incrementally added at the starting of each time step in such a way that the arc 
travels a distance that is equal to a new set of activated elements. Transient thermal 
analysis within ABAQUS/CAE was applied to calculate the temperature history at 
each desired point of the deposited material. 

Considering the melt generation and re-solidification caused by phase change 
in this analysis, specific material properties such as density, thermal conductivity, 
specific heat, latent heat for different temperature ranges. As adopted from Ref. [5], 
numerical values for thermal conductivity and specific heat are shown in Fig. 1. The  
latent heat was taken as 272 kJ/kg, between solidus temperature 1533 K and liquidus 
temperature of 1615 K.
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Fig. 1 Temperature-dependent properties of ATI 718Plus® a Thermal conductivity b Specific heat 

To simulate material addition, the element birth and death technique in 
ABAQUS/CAE was used. Initially, all elements within the deposited path were deac-
tivated. The time needed for the arc to travel along the deposited path of each layer 
was divided into multiple small-time steps. Elements set were activated at each time 
step. In subsequent steps, the model would use the previous results of the step as 
the initial condition for the new active element sets. The thermal model considers 
the heat flux losses by convection and radiation; thus, for the thermal analysis, a
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Fig. 2 a Meshing of the geometry (top view), b locations of temperature measurement 

convective heat transfer coefficient of 10 W/m2K, the Stefan-Boltzmann constant 
of 5.67 × 10–8 Wm−2 K−4 and the radiative emissivity of 0.3 were applied to the 
exterior sides of the substrate and layers. 

In this WAAM model, a symmetry plane (XZ-plane) was used to reduce computa-
tional time without compromising the physics of the process. The considered model 
has a substrate plate of dimensions (110 mm * 45 mm * 12.5 mm), and a wall of 
dimensions (70 mm * 6 mm * 6 mm) deposited over it. The deposit consists of ten 
layers. Mesh of the geometry, as shown in, Fig. 2a, representing a discretized form of 
the model, is made of DC3D8 element, which is an 8-node linear heat transfer brick. 
Severe temperature gradients are observed in the wall region where fusion occurs. 
So this region was given finer mesh and areas farther from the wall with a rather 
coarse mesh. Also, the locations at which the computed temperatures are extracted 
are shown in Fig. 2b. It shows the measurement of temperature at the center along the 
length of the deposit. Specific locations are chosen to analyze the peak temperatures 
at each layer separately. 

3 Results and Discussions 

Figure 3 shows the computed temperature distribution in a three-dimensional domain. 
The temperature ranges are represented by color bands in the figure legend. The 
region represented by the red color shows the fully melted portion of the weld called 
the fusion zone, as this region has a temperature above the liquidus temperature 
(~1615 K) of the material, whereas the yellow region, which has a temperature
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below liquidus and higher than solidus temperature (~1533 K), represents the mushy 
zone. 

Figure 4 shows the computed thermal cycle at a point T1 (at the center of the 
first layer) for the subsequent layers. As indicated at the center of the first layer, 
when the heat source approached, a sharp increase in temperature is seen. And, the 
cooling curve is observed as the heat source moved away. The thermal cycle curve 
has two peaks surpassing the melting point (~1533 K), indicating decent conditions 
for metallurgical bonding between two layers. 

Fig. 3 Temperature distribution during WAAM in two isometric views (a) and  (b), calculated using 
the thermal model 

Fig. 4 Thermal cycle with no interlayer cooling time measured at T1
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Fig. 5 Comparison of experimental versus simulation results measured at T4 

The model was applied to simulate the experimental work on WAAM of ATI 
718Plus® carried out by Asala et al. [6]. The experimental temperature measure-
ment was done by the thermocouple at the bottom of the deposit protected by a 
Tantalum foil to prevent the thermocouple from the arc. The comparison between 
the computed and the experimental results are shown in Fig. 5. There is a good 
agreement between the computed and the experimental results. The graph shows a 
lower interpass temperature for the computed result. The reason for this could be not 
considering the fluid flow for the modeling. 

There is an increase in peak temperature of subsequent layers as the deposition 
takes place, as shown in Fig. 6. The preheating of the previously deposited layer 
results in a significant rise in the peak temperature of the new layer in comparison 
to the previously deposited layer. This temperature rise can be attributed to the fact 
that, with the deposit height increasing, heat accumulates in the already deposited 
layer. Accumulation of heat is due to an increase in the deposit volume, while the 
contact area for conduction of heat from the deposit to the substrate remains roughly 
the same.

The effect of interlayer delay/cooling time on the temperature distribution during 
the WAAM process can be seen in Fig. 7. Shorter interlayer cooling time results in 
higher interpass temperatures of previously deposited layers and the substrate. For 
1 s of interlayer cooling time, a very large portion of the deposit, as well as substrate, 
is at a higher temperature as compared to the interlayer cooling time of 120 s. The 
provision of appropriate interlayer cooling time can help to control the interpass 
temperature between consecutive layer deposition.
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Fig. 6 Computed thermal cycles at T1, T2, and T3

Deposition of material on a substrate at room temperature results in a large temper-
ature gradient, causing serious thermal stresses, cracking, and fracture of fabricated 
parts in some cases. This makes preheating of the substrate a very good option to 
minimize residual stresses. Debroy et al. [5] stated that the substrate preheat temper-
ature can reduce the final residual stresses post-fabrication and the stresses during 
building. So, the effect of substrate preheating on the cooling rate as well as the 
thermal cycles was obtained and compared. Figure 8 shows the thermal cycles for 
deposition without substrate preheating and with substrate preheating. A higher peak 
temperature at each layer with substrate preheat temperature was observed, but a 
significant reduction of cooling rate was seen with preheating of the substrate. For 
the first layer, the average cooling rate without substrate preheating obtained was 
33.49 K/s, whereas with preheating, the cooling rate was 30.24 K/s.

4 Conclusion 

A thermal model was developed and compared with the independent experimental 
results from the published literature. A layer-by-layer heat transfer analysis was 
performed to understand the temperature evolution. The following are the findings 
of this work:
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Fig. 7 Comparison of temperature distribution for interlayer cooling time (s) of a 1 and  b 120

1. With an increase in build height, the interpass temperature was found to be higher. 
This is attributed to the accumulation of heat during material deposition. 

2. Interlayer cooling also referred to as idle time between the deposition of the 
subsequent layer results in lower interpass temperatures. This would eventually 
enhance the dimensional accuracy of the metal prints. 

3. The increase in substrate preheat temperature resulted in low cooling rates, which 
would lead to lower residual stresses.
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Fig. 8 Comparison between preheating the substrate (600 K) and no preheating
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A Review on Computational Techniques 
for Nanostructured Polymer Composite 
Materials 

G. R. Raghav , Gibin George , R. Sujith, and Nikhil Ashok 

Abstract This paper summarizes recent advancements in computational analysis of 
nanoparticle/nanofibers reinforced polymer matrix composites. The reinforcements 
vary from particle to fibers of varying shapes and sizes. In this review, various compu-
tational techniques such as computational micromechanics, integrated computational 
materials engineering (ICME) framework, and algorithms are discussed in detail. The 
multiscale modeling of polymer composites which includes mesoscale, microscale, 
nanoscale, and electronic scale modeling techniques can be carried out using various 
software packages available in the market. This review aims to explore the various 
research activities in polymer matrix composites using computational techniques 
for studying the microstructures and other mechanical behaviors which enables the 
readers for further exploration in this field. 

Keywords Computational techniques · Polymers · Micromechanics · FEM 

1 Introduction 

In recent years, the utilization of polymer-based composites has increased drastically 
in the field of coatings, electronic devices, automobile, construction, and aerospace 
applications. Even though polymer-based composite materials have been widely 
preferred it has its disadvantages. The polymer matrix composites exhibit very poor 
toughness and thermal properties. Hence, many researchers are working to discover 
better mechanical properties from polymer matrix composites. In this process, many 
methods have been employed by the researchers such as trying new reinforcements 
such as nanoparticles, nanofibers, and nano cellulose. The addition of reinforcements 
has resulted in improving the properties such as micro-hardness, toughness, tensile 
strength, and thermal resistant properties. Even though the experimental studies are 
important and more works are there in exploring the properties of polymer-based 
composites, it is difficult to predict the mechanical properties through experimental
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D. Vučinić et al.  (eds.),  Applications of Computation in Mechanical Engineering, 
Lecture Notes in Mechanical Engineering, https://doi.org/10.1007/978-981-19-6032-1_6 

69

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-6032-1_6\&domain=pdf
http://orcid.org/0000-0001-6028-3979
http://orcid.org/0000-0002-4236-4860
mailto:raghavmechklnce@gmail.com
https://doi.org/10.1007/978-981-19-6032-1_6


70 G. R. Raghav et al.

Fig. 1 Classification of different types of computational techniques 

methods. Hence, the need for computational analysis of the composite materials in 
predicting the mechanical properties also increasing. So, the computational analysis 
was utilized by many researchers to forecast the important properties of the polymer-
based composites. There are diverse types of computational techniques available 
such as micromechanics of composite materials, integrated computational materials 
engineering (ICME), and various algorithms as shown in Fig. 1. 

2 Computational Analysis of Polymer Matrix Composites 

Ever growing demand to amplify the different properties of polymer-based compos-
ites has made the researchers implement new computational techniques to predict 
and improve the mechanical properties of the polymer based composite materials. 
There are different types of simulation techniques such as particle-based simulations 
which include Monte Carlo simulations (MCS), molecular dynamics simulation, 
brownian dynamics (BD), dissipative particle dynamics (DPD), and field theory-
based simulations such as CALPHAD and Thermocalc. These simulation techniques 
are considered widely to probe the structural, mechanical and thermal properties of 
polymer composite materials [1–3]. There are many particle-based simulation tech-
niques which were considered by different researchers to develop models of polymer 
matrix composites. The above methods are so powerful in predicting the mechanical 
properties of polymer-based composites but these methods proved to be more expen-
sive when simulating large scale models. The above said methods, in the recent past, 
have established themselves to be beneficial in gaining molecular insights and fore-
casting the different properties of polymeric systems. Conversely, the above methods 
are very expensive and sometimes difficult to simulate larger models [4–6]. The field 
theory-based methods are mostly analytical calculations from which we can predict 
mechanical properties for large scale models with ease compared to particle-based 
techniques [7, 8]. While predicting using computational methods it is necessary to 
assume the basic behavior of the materials. When the models are developed following 
assumptions are made. Both the reinforcement (particles/fibers) and the matrix will 
have linear elastic properties. There will be perfect bonding between the matrix and
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the reinforcements. The reinforcements such as nanoparticles or fibers will have iden-
tical shapes and sizes [3]. Even though the following assumptions are made, most of 
the micromechanics simulations fail to calculate all the important properties of the 
polymer matrix composites [9]. Odegard et al. predicted the variation in mechanical 
properties of polymer matrix composites considering the size and volume of the rein-
forcements. To predict the mechanical properties, we require developing analytical 
or semi analytical computational or statistical methods to apply the micromechanical 
models for simulation of polymer matrix composites [10]. 

2.1 Types of Particle-Based Simulation Methods 

2.1.1 Molecular Dynamics Simulations (MDS) 

This is the method that is widely used to predict the properties of polymers and 
molecules [11, 12]. The interactions generally can be divided as non-bonded and 
bonded interactions as shown in Eq. (1). The harmonic potential represents the 
bonded interactions, which are premeditated by the summing up of different angles 
which includes dihedral angles, bond angles, and inappropriate angles as shown in 
Eq. (2). The electrostatic and Van der Waals forces represent the non-bonded interac-
tions as shown in Eq. (3). It can be noted that in Eq. (2) [13]. Tang et al. have studied the 
relationship between the structure and properties of carbon fiber reinforced compos-
ites, which were fabricated using selective laser sintering. They developed a new 
framework to study the properties of carbon fiber reinforced composites (CFRP) 
using the representative volume element (RVE) model. Based on the voxel algo-
rithm. The results revealed that the volume fraction of fiber can reach up to 38% 
when the diameter to length ratio is maintained as 15. The increase in the volume of 
fiber and direction of alignment together with the direction of loading can increase the 
stability of CFRP [14]. Sun et al. have explored the microscopic breakdown means 
of fiber reinforced polymer composites which have a unidirectional orientation. The 
molecular dynamic simulations are utilized to explore the interphase region of matrix 
and fiber. The outcome of this work exhibited the following properties: The compos-
ites have much improved young’s modulus and flexural strength in comparison with 
the pure matrix. This combination of experimental and computational approaches 
was utilized to model and authenticate the various measurable values at the interface. 
The fallouts provided great insights about failure mechanisms and confirm that the 
CFRP composites have multiple failure mechanisms and are complex in nature based 
on the condition of loading [3, 15, 16]. 

U = U_Bonded + U_Nonbonded (1) 

UBonded =
∑

Bonds 

Kb(b − b0) +
∑

Bonds 

Kθ (θ − θ0)2
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2.1.2 Monte Carlo Simulations (MCS) 

The random numbers are used to forecast the properties of polymeric materials using 
MCS, which is a stochastic approach [3, 17, 18]. In the MCS the forces are neglected, 
whereas the forces are considered in MDS. The statistical physics of materials can 
be analyzed using MCS which is not possible by MDS. 

2.1.3 Finite Element Analysis (FEA) 

The FEA is one of the numerical simulation methods and an adaptable tool for 
modeling a variety of problems. The FEA is a process in which we obtain solutions 
if there are initial and final boundary values. The entire model or domain is splitted 
or discretized into smaller subdomains as shown in Fig. 2. The nodes interconnect 
the subdomains. The limitation of FEA is that developing the maximum number of 
elements but has the advantage of solving more complex solutions. The FEA analysis 
can be used to solve more mechanical properties such as stiffness, elastic modulus 
properties of polymer matrix composites [19–22]. Mishnaevsky et al. has explored 
the effect of nanocellulose in polymer matrix composites and their relationship to 
structure and properties were studied. The FESEM image of snake-like nanocellulose 
fibrils is shown in Fig. 3. Figure 4 represents a snake-shaped nanocellulose fibrils 3D 
unit cell which was developed using Finite element analysis. The three-dimensional 
computational simulations of failure mechanisms were characterized by considering 
nanocellulose morphology. The results revealed that the nanocellulose fibrils have 
increased the stiffness of the composite materials and also reduces the brittleness 
of the polymer-based composites [23, 24]. Kempesis et al. investigated the Ultra-
High-Molecular-Weight-Polyethylene (UHMEPE) composites through RVE [14]. 
The numerical models were developed using FEA code based on the fibrillar nature 
of the UHMEPE composites. The LS-DYNA software was utilized to develop and 
implement 3D models of fibrils. The 3D models were subjected to tensile, shear and 
compressive loads. This model has achieved to record exactly the mechanisms of 
experiments [16, 25, 26] (Fig. 5).
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Fig. 2 Finite element 3D cubic models (RVE) of various geometries (adapted with permission 
from [21]) 

Fig. 3 The FESEM image of snake-like nanocellulose fibrils (adapted with permission from [23])
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Fig. 4 Different types of 3D unit cells with nanocellulose fibrils a windows type b periodic type 
(adapted with permission from [23])

2.1.4 Phase Field Modeling 

The phase field modeling is a model which can be used to solve interfacial solu-
tions such as solidification dynamics, micromechanics and vesicle dynamics. Raj 
et al. reported crack propagation mechanisms of bio composites by employing phase 
field modeling. They concentrated on exploring crack propagation in spread out 
composites employing a mixed mode environment employing a phase field theory. 
The results show that the cracks can propagate in a straight manner or shall deflect 
or kink and travel along with organic-mineral interphases depending upon the elastic 
modulus mismatch and also due to mismatch of other mechanical parameters. It is 
also observed that the mixed mode environment has influenced the trajectory of cark 
propagation by shifting the strain energy density. This model has achieved good 
prediction on crack propagation in composites [27].
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Fig. 5 Simulation results of FEA analysis which exhibits damage mechanisms (reproduced with 
permission from [23])

3 Conclusion 

Currently, the application of polymer-based composites has increased in almost every 
field owing to their eco-friendly nature. Polymer-based composites can be produced 
at a low cost which has influenced the researchers to undergo research to improve 
the mechanical and thermal properties of polymer-based composites. Therefore, this 
review brings out the different studies carried out in the field of computational anal-
ysis of polymer matrix composites. Albeit many studies carried out in the field of 
computational analysis of polymer-based composites and also produced some useful 
results that are difficult to realize from existing experimental methods. There is 
another disadvantage in computational methods is the cost of producing compli-
cated models hence the researchers opt for quite simple models which reduces the
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efficiency of the predictions. On the other hand, incredible improvements in compu-
tational analysis techniques by utilization of sophisticated algorithms and precise 
models have made the researchers simulate the models more realistically with more 
accuracy. The purpose of this paper is to help researchers in understanding recent 
research trends in computational analysis of polymer-based composites. 
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Design and Computational Analysis 
of DeusCell—A Piston Actuated Modular 
Reconfigurable Robot 

Aaditya Radhakrishnan, Abel P. Johnson, Nikhil Roy, Ruben Geo Ribu, 
and B. Deepak 

Abstract Modular Reconfigurable Robotics deals with the design and building of 
robots that can come together in versatile configurations to form a lattice shape 
to adapt to the task at hand. DeusCell is an MRR unit that runs on command to 
self-assemble into a desired structure or design with real-time adaptability and the 
capability to reconfigure themselves if an external deformation occurs. The paper will 
discuss the system’s design, the new locomotion concept and its implementation, the 
actuation algorithm, and the analysis of the cube design. It reports on the hardware 
for locomotion. 

Keywords Modular · Reconfigurable · Real-time adaptability 

1 Introduction 

In the 2014 Walt Disney movie “Big Hero 6”, Hiro Hamada develops an almost 
omnipotent system of microbots that can assemble into any shape with the help of 
mental commands. This inspired us to explore the possibilities of such a system 
in the current world and such robots are called Modular Reconfigurable robots 
(MRR). MRR systems are comprised of numerous individual modules (or units) 
that are rearrangeable or possess sufficient autonomy to rearrange themselves into 
different configurations based on the task the robot is required to perform at the time 
[1]. Modular self-reconfiguring robotic systems, also known as self-reconfigurable 
modular robots, are kinematic machines that are capable of such autonomy and, as 
a result, have a variety of morphologies. Self-reconfiguring robots are capable of 
modifying their own form by rearranging the connectivity in their parts, in addition 
to the standard actuation, sensing, and control found in fixed-morphology robots, to
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adapt to new situations, perform new tasks, or recover from damage. The term “self-
reconfiguring” or “self-reconfigurable” implies that the unit possesses the capability 
of utilizing its system of control such as with actuators or stochastic means to change 
its overall lattice structure [2]. 

MRR systems have three areas of promise—versatility, robustness, and low cost 
[3]. Regrettably, these three benefits have yet to be fully realized. The additional 
degrees of freedom make modular robots more flexible in terms of their prob-
able capabilities, but they arrive at a cost in terms of performance and mechan-
ical and computational intricacy. A modular robot will almost certainly be inferior 
to a single specialized robot built for a specific mission. As a result, the benefit 
of modular robotics is only apparent when considering many functions that would 
otherwise necessitate a variety of fixed-morphology robots, or when the essence of 
tasks cannot be fully determined before the robots are deployed. However, these 
research prototypes are fragile and their costs exorbitant, as expected in any initial 
development. 

The DeusCell design has materialized a mechanical-based locomotion system [4], 
which is unique when compared to the earlier novel counterparts which employed a 
majorly electrical-based system. Through this mechanical working, we have achieved 
higher load-bearing capacities and strength for each cell. 

2 Methodology 

The methodology for this work is developed by considering the objectives and current 
trends, methods and materials used in this field obtained by an extensive review 
of various literature. Many existing MRR designs such as Mu cubes [5], M-block 
[6], CoBold [7], RoomBots [8], SwarmBots [9], EM cubes [10], and PolyBot [11], 
were referred to while designing the current cell. The main focus of the work was to 
design a robotic cell that was made majorly using mechanical components and would 
possess load-bearing capabilities. The product in an idea is a modular unit, which can 
reconfigure into shapes using multiple units to support unstable structures. Depending 
on the situation, the cells can be programmed to take on various morphologies. 
The setup consists of a piston actuator assembly that aids the movement of cells 
and magnets that help two different cells to interlock. The cell is coded to accept 
external commands and assemble into the required support and has reconfiguration 
capabilities in case of external forces. 

The design aimed to improve its load-bearing capabilities as well as induce more 
mechanical, rather than electrical components within the cell. Designs for load-
bearing MRR are rare, and hence methodologies that have been applied for their 
design and analysis are either undisclosed or non-existent. Therefore, the method-
ology applied for this design is based on the simple question, “how much can one 
cell carry and how much can it be improved?”. 

In the first phase of design, cell locomotion was given priority to make sure that 
the cell can move with ease. Later, the focus was put on its load-bearing capabilities.
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Bound by practical limitations, to understand the behavior of the design under loading 
conditions, computational analysis was preferred over experimental setups. 

3 Design 

The DeusCell can be described as a cube with curved edges, inspired by the designs 
in shadow metamorphosis [12] that has dimensions of 230 mm on each side. The 
components housed inside the cell aids in its locomotion. The Fig. 1 shown illus-
trates the model designed using SOLIDWORKS that was achieved after many design 
iterations to optimize the mechanism and functionality of this unit. 

3.1 Inner Components 

The rectangular ‘Core’ is a major component, which serves as the nucleus to house the 
essential units required for the coordinated working of the locomotion system and the 
power source. It consists of the PyBoard/Arduino, MPU6050 and the 9 V battery. 
The core consists of two parts made using ABS plastic. Pneumatic spring return 
actuators are connected perpendicular to each face of the core using piston mountings. 
Around each actuator, a 3-way 2-position directional control (DC) solenoid valve 
with spring return is held using a collar. The other end of the actuator is held to the 
inner membrane using the ‘M-Halo’, a disc with equally spaced holes that are also 
used to accommodate the face magnets used for climbing (Fig. 2).

Fig. 1 Open cell assembly 
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Fig. 2 Assembly of interior 
components excluding the 
shell 

3.2 Shell 

The entire outer membrane is created in such a way that it provides ease of locomotion 
as well as structural integrity. The membrane can be opened to have access to the 
internal parts. The two halves of the membrane are connected using snap-fit locking. 
The membranes can be released using slots given for releasing the snap-fit. There 
are also permanent magnets placed along the curved edges to allow the locomotion 
from one face to another smoothly. Along the 70 × 70 mm face we have also added 
two equally sized holes for the sole purpose of acting as the vents for the built-up air 
inside the cell. The shell/membrane is the main load-bearing component, and hence 
the material of this component is required to meet certain parameters and property 
specifications to ensure it is suitable for the assigned role, and ABS plastic was the 
appropriate material of choice for the shell/outer membrane. The shell also has holes 
on each face to accommodate the face magnets [5] for docking and climbing, and 
edge magnets along each of the curved edges to act as pivots to aid in the climbing 
motion. The edge magnets are diametrically polarized [6] and allowed to rotate within 
its cavity (Fig. 3).

4 Working 

The activity of a DeusCell begins in the core/nucleus which houses the PyBoard 
which runs on micro-python. The pyboard initiates the motion of the unit by first
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Fig. 3 The two halves of the shell. a The male half with  the snap-fits;  b The female half with the 
cavity for the snap-fits

reading the angle or orientation of the cell using the gyroscope. Then based on it 
sends a command/signal to the corresponding ‘3-way 2-position Directional Control 
(DC) Valve’. The valve by default is in exit or exhaust path, but when it receives the 
signal, it flips to supply path, this then allows for the input of compressed air from the 
compressor to flow through the DC Valve and to the ‘single acting pneumatic actuator 
with a spring return function’. The compressed air pushes the piston linearly which 
leads to an impact force on the inner wall of the unit cell membrane. The actuator 
works on a spring return function, and so using a spring the piston returns to its initial 
position. Due to this, the input air exits through the same air-port and is released out 
through the exit path of the valve (the signal to the valve will be absent by then) to 
the vacant space of the cell which will then gradually exit through the vents provided 
in the shell. This completes the major working for a quarter of the rotation of a single 
DeusCell unit. 

5 Analysis  

The software used is FUSION360, which is a potent analyzing platform for various 
types of finite element analysis. Fusion 360 is a cloud-based 3D modeling, CAD, 
CAM, CAE, and PCB software platform for product design and manufacturing. 

Here only the shell is considered for analysis as it plays a vital role in the system 
by carrying the majority of the load on its faces as well as shielding the inner parts 
against external factors. The inner components are not considered to be carrying any 
load. The shell was analyzed with an increment of 100 up to 1000 N to ascertain the 
maximum load possible. Table 1 represents the result obtained.
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Table 1 Factor of safety Load applied (N) Factor of safety 
(with snap-fit) 

Factor of safety 
(without snap-fit) 

100 15.00 15.00 

200 15.00 14.65 

300 10.01 9.78 

400 7.51 7.34 

500 6.01 5.87 

600 5.01 4.90 

700 4.03 4.20 

800 3.76 3.67 

900 3.34 3.27 

1000 3.01 2.94 

From the values, it is understood that the body can take up to 900 N, but it is not 
preferred, and the maximum load limit has been decided on 800 N. 

The shell is analyzed in two cases—load applied on the face with snap-fit and 
load applied on face without the snap-fit. In both cases, the bottom surface was 
constrained, gravity was considered, and the top surface was given a uniaxial surface 
force of 800 N (downwards). 

6 Results 

The results obtained are given below. 

6.1 Factor of Safety 

Under the given conditions the value of factor of safety obtained is 3.761, which 
means stress applied on the body is one-third the value of yield stress of ABS. Any 
value of stress greater than 800 N can cause the FOS value to go lower than 3 which 
can lead to failure of the design (Fig. 4).

6.2 Stress Analysis 

Under these conditions, the maximum value of Von Mises stress obtained is 
5.317 MPa in Case 1 and 5.445 MPa in Case 2. The maximum value is located 
near the holes (magnet holes and vents) because of stress concentration. Von Mises
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Fig. 4 Factory of safety analysis by applying load on a face with snap-fit, and b face without 
snap-fit

Criterion states that if Von Mises stress is equal or greater than the yield limit of 
material then the material will yield. Here, the material does not yield as the yield 
limit is greater than the stress value obtained (Fig. 5).
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Fig. 5 Stress analysis by applying load on a face with snap-fit, and b face without snap-fit 

6.3 Strain Analysis 

Under these conditions, the maximum value of strain obtained in both cases is 0.0036. 
Strain is a value that represents the amount of distortion that occurs in a body. The 
value obtained is very low and hence the design is safe (Fig. 6).
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Fig. 6 Strain analysis by applying load on a face with snap-fit, and b face without snap-fit 

6.4 Total Displacement 

The maximum total displacement value obtained under applied load in both cases is 
0.39 mm. This value is very small compared to the overall dimensions of the cells 
and hence the cell remains safe (Fig. 7).
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Fig. 7 Total displacement analysis by applying load on: a face with snap-fit, and b face without 
snap-fit 

6.5 Contact Pressure 

It refers to the pressure exerted between the contact surfaces of the two shell halves. 
The contact pressure is the ratio of the normal load to the true contact area. The 
maximum value of pressure is 0.532 MPa is obtained in case 1 and 4.992 MPa is
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obtained in case 2. The value increases in case 2 as the load is directly applied on 
the snap-fit connection of the 2 cells (Fig. 8). 

From the analysis, it is understood that the cell can handle a maximum load of 
800 N. Table 2 depicts various values obtained in both cases for after mentioned 
load.

Fig. 8 Contact pressure analysis by applying load on: a face with snap-fit, and b face without 
snap-fit 
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Table 2 Values for maximum possible load 

Analysis On face with snap-fit On the face without snap-fit 

Maximum Minimum Maximum Minimum 

Von Mises stress 5.445 MPa 0.006 MPa 5.317 MPa 0.007 MPa 

Strain 0.003607 3.95E − 06 0.00366 3.814E − 06 
Displacement 0.3961 mm 0 mm 0.394 mm 0 mm  

Contact pressure 4.992 MPa 0 MPa 0.5328 MPa 0 MPa  

Reaction force 113.5 N 0 N 134.3 N 0 N  

From the above analysis, the following can be inferred:

• From the above values, it is understood that the material ABS will suffice for 
our design and a single cell can carry a maximum load of 800 N without any 
deformation or failure.

• We can also understand that if a single cell is considered to carry a load it is always 
better to load the face without a snap-fit connection as it is safer than the face with 
snap-fit. This is due to the higher contact pressure that is exerted on the snap-fit 
joint when the load is applied on the face where the snap-fit. 

7 Conclusion 

The concept of using this new mechanical oriented locomotion system that employs 
pneumatic actuators, is plausible. This in turn can change how MRR will be seen as 
they will be capable to perform higher load-bearing tasks which are rarely seen in 
this field. The use of ABS plastic as the base for most of the components in the design 
makes it cost-effective and easier to manufacture using 3D printers. Based on the 
computational analysis performed on the two cases, it is evident that the deformation, 
on the face without the snap-fit locking mechanism, is substantially lesser than that 
on the face encasing the snap-fit. Irrespective of this, the design is capable of handling 
loads in both cases. This leads to the conclusion that it is relatively more feasible to 
use the faces that are void of the snap-fit for any loading purposes. 
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Structural Design of Ultimate Terrain 
Electric Vehicle Suspension System 

Jerin Joseph, Justine Joseph, Karthik S. Rajendran, and M. S. Anoop 

Abstract The ultimate terrain vehicle (UTV) is a unique type of all-terrain vehicle 
(ATV) that can accommodate four passengers with enough storage spaces and is 
utilized for expeditions across tough terrain. Such vehicles are ideal for military 
surveillance, but they must be quiet during operation and have high initial torque. 
Both of these requirements are met by the UTV with an electric power train, resulting 
in the ultimate terrain electric vehicle (UTEV). This study explores the process of 
designing and analyzing a suspension system for a UTEV. This paper comprises 
objectives and different methodologies used for the calculation and design of the 
suspension components. For the simulation, designing, and analysis, software such 
as LOTUS, CATIA, and ANSYS was used. Necessary corrections in the designs 
were done after the analysis, and final evaluation of the outcomes of each component 
has been specified. 

Keywords Ultimate terrain vehicle · Suspension system · Structural analysis 

1 Introduction 

ATVs are advanced vehicles that may be utilized on difficult terrain for adventure. 
This needs a huge amount of force to move the car across such difficult terrain [1]. 
These vehicles are only meant to carry a single passenger. The demand for special 
purpose vehicles with additional passenger and storage space has led to the creation of 
ultimate terrain vehicles (UTVs). These types of UTV are deployed for surveillance 
and transportation of equipment necessary through tough terrain. These vehicles can 
also be used in disaster-stricken areas as medical response vehicles. Such vehicles 
have to maneuver over unprecedented conditions and require high torque. These 
vehicles maneuver under severe conditions, demanding a large amount of torque. In
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such circumstances, an electric motor-driven power train is an excellent alternative 
to internal combustion (IC) engines [2]. Furthermore, such a power train is well 
suited to military surveillance applications that require quiet operation while still 
providing high-power navigation. The main objective of the study is to design an 
electric-powered UTV that will lead to the development of ultimate terrain electric 
vehicle (UTEV). As the power train switches to electric, the UTEV needs to be 
redesigned. The primary focus of this article is to design the suspension system of 
the UTEV catering to the specific requirements. 

Depending on the operating conditions of the vehicle, the suspension system of 
the vehicle needs to satisfy many requirements. The basic functions of a suspension 
system are as follows: to improve the vehicle’s handling and braking for better 
active safety and driving enjoyment and to keep the occupants comfortable and well 
separated from road noise, bumps, and vibrations [3]. The car and its associated 
systems are also protected by the suspension. Springs and associated linkages are 
all part of the suspension system that links a vehicle to its wheels. The design of 
the front and rear suspension of a vehicle is in most cases different, but there are 
similarities too [4]. 

When speaking about the suspension geometry, it means how the unsprung mass 
of the vehicle would be connected to the sprung mass. These linkages not only 
regulate the wheel’s movement, but also the forces that are communicated between 
the sprung and unsprung masses [5]. The most important objective in the design of this 
suspension system was to ensure that the tyers have substantially good vertical wheel 
motion to tackle terrain roughness and undulations. If the suspension mechanism does 
not allow for efficient wheel motion, then when the wheels hit bumps or potholes, 
the wheels will continue upward or downward motion, dragging the chassis along 
with them at the same velocity. The major goal was to create a fully functional 
suspension system that would allow for efficient vertical wheel motion and hence 
give driving comfort and stability when traveling over rough terrain. Following a 
detailed review of the literature and analysis of the benefits and drawbacks of various 
suspension systems, as well as the criteria and limits, sufficient information was 
gained to properly design a suspension system for an all-terrain vehicle (ATV). The 
best solution for completing the design assignment was to build an independent 
suspension system [6]. 

The goal of this research is to build the UTEV’s suspension system so that the road 
shocks are not transferred to the vehicle’s components or its occupants. In pitching or 
rolling action, the suspension system should maintain the vehicle’s stability. While 
traveling over rough terrain, it should limit torque, provide appropriate ride height, 
reduce brake reflexes, and keep the body level. 

2 Methodology 

The methodology followed for designing the suspension system of the UTEV is 
shown in Fig. 1. Designing the suspension system of a vehicle starts by deciding
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on the requirements of the suspension system that is to be designed [7]. From the 
literature survey and industry knowledge, we need to select a suitable suspension 
system (independent or dependent) for the application. After selecting the suspension 
configuration, the basic parameters of the vehicle like wheelbase, estimated weight, 
suspension configuration, required wheel travel, and tire properties are entered into 
the Lotus suspension simulation software. Based on the load considerations, spring 
is designed. Considering the length and the features of the designed spring, the 
mounting points on the frame are located. Suspension geometry is analyzed in the 
Lotus software and is iterated again and again to find the optimum combination of 
the camber, toe, and caster angles [8]. Depending on the geometry obtained from 
the Lotus software, various components of the system are designed and modeled 
using ‘CATIA’ and ‘SOLIDWORKS’. Integrity and the strength of the modeled 
components are analyzed using the ‘Ansys Workbench’. If the component fails during 
the analysis, it is remodeled and is again iterated to check the integrity. 

Springs are components that are engineered to have a lower stiffness than regular 
rigid members, which allows them to apply a force that changes in a regulated 
manner with the length of the member. Springs are segregated in general by the 
material they are made of and how the loads and stresses are applied. When it comes 
to vehicle handling, the apparent qualities of the spring, such as force, stiffness, 
inertia, friction, and so on, as perceived at the wheel, are more important than the 
specific mechanism in which those effects are accomplished. Therefore, the choice 
of a springing medium, such as nitrogen, rubber, or steel, does not in principle pre-
empt the achievement of any particular handling qualities. The large diversity of 
systems in use today illustrates that no single form of spring has been shown to have 
an overwhelming advantage [9].

Fig. 1 Methodology 
adopted for designing the 
suspension system of UTEV 
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Table 1 Input values of 
front-end geometry 

Bump travel 254 mm 

Rebound travel 190 mm 

Steer (rack) travel 65 mm 

Wheelbase 3100 mm 

Center of gravity height 700 mm 

Braking on the front (%) 60 

Drive on the front (%) 50 

Weight on the front (%) 45 

Wheel track 1840 mm 

Tire rolling radius 410.20 mm 

Tire width 261.6 mm 

Coil springs utilize the elastic qualities of a wire in torsion to generate a recti-
linear spring rate, and they are the most extensively used spring type in indepen-
dent and solid axle suspensions for vehicles. The helix is the most frequent design, 
with a constant mean diameter. Other shapes include tapered coils (with a variable 
mean diameter) and coils with varied wire diameters. Coil springs are available in 
compression and tension designs. 

Double-wishbone suspension geometry with a damper to upper wishbone config-
uration was selected for the front end. A double-wishbone suspension is an inde-
pendent suspension design using two wishbone-shaped arms to locate the wheel. 
Engineers can precisely manage the motion of the wheel throughout suspension 
travel using double-wishbone designs, adjusting factors such as camber, caster, toe 
pattern, roll center height, and scrub radius [10]. The initial input geometry param-
eters adapted for the front-end and rear-end design are depicted in Tables 1 and 2. 
The mechanical properties of 300M steel is shown in (Table 3). 

The hub is the section of the wheel that connects to the suspension through the 
knuckle, which is where the wheel is joined to the suspension. To install the wheel to 
the vehicle, a hub assembly comprising of the wheel bearing and hub kept between

Table 2 Input values of 
rear–geometry 

Bump travel 254 mm 

Rebound travel 190 mm 

Wheelbase 3100 mm 

Center of gravity height 700 mm 

Braking on the rear (%) 40 

Drive on the rear (%) 50 

Weight on the rear (%) 55 

Wheel track 1900 mm 

Tire rolling radius 410.20 

Tire width 261.6 mm
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Table 3 Mechanical and 
physical properties of 
low-alloy steel 300M 

Density 7.83 g/m2 

Tensile strength, ultimate 2030 MPa 

Tensile strength, yield 1667 Mpa 

Poisson’s ratio 0.28 

Young’s Modulus 205 GPa

the brake rotor and the axle is employed [11]. A wheel hub is the mounting part for 
the wheel of a vehicle; it houses the wheel bearings as well as supports the lugs [12]. 
Knuckle and the hub assembly are used to provide support to the vertical load acting 
on the vehicle. 

To increase purity, plasticity, and toughness, vacuum arc melting is commonly 
used in low-alloyed 300M steel Non-vacuum smelting is used in the AMS 6416 
standard, which is the general aviation quality level. It is frequently utilized in the 
aerospace industry due to its high strength, corrosion resistance, and other benefits. 
The following are the mechanical, physical, and chemical characteristics of low-alloy 
steel 300M. 

The geometry of the suspension system and the steering geometry are the most 
important factors in determining the design of the steering knuckle [13]. This study 
involves modeling and analysis. First, the modeling of the steering knuckle compo-
nent is done and then analysis of stresses under actual load conditions. The steering 
knuckle model of our vehicle is modeled in ‘CATIA’ based on the location of the 
hardpoints obtained from Lotus suspension geometry. The CAD model consists of 
suspension upper and lower arms mounting points, tie rod end mounting, and brake 
caliper mounting points. For the steering knuckle component, forged steel EN 47 
was used since it has higher strength and is lighter [9]. ‘Ansys Workbench 2020 R1’ 
has been used to analyze the steering knuckle for the forces that are acting on it. 
Forces are due to the static load of the vehicle, steering effort, braking force, and 
constraints of the vehicle. The initial model was then reiterated based on the analysis 
results for further weight reduction and uniform stress distribution. 

The methodology adopted for the design of components such as front-rear wheel 
hubs and upper-lower arms is as follows. The initial parameters such as pitch circle 
diameter, lug pattern, rotor mounting points, shaft diameter, and bearing size, an 
initial CAD model was developed on the software like ‘CATIA’ and ‘SOLID-
WORKS’. 300M steel is high-strength low-alloy steel was chosen due to its high 
strength, high corrosion resistance, good fatigue performance for the wheel hub 
component. After modeling, the 3D model was meshed in ‘Ansys Workbench’ and 
was analyzed based on our calculated loading conditions. Based on the analysis, the 
design was reiterated for further weight reduction and uniform stress distribution. 

The double-wishbone suspension system is made up of two lateral control arms 
(upper and lower), which are normally of different lengths, as well as a coil over-
spring and a shock absorber. There are two mounting locations on the chassis for each 
wishbone or arm, as well as one joint at the knuckle. To regulate vertical movement, 
the shock absorber and coil spring are attached to the wishbones. Engineers may
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precisely regulate the motion of the wheel during suspension travel with double-
wishbone designs [14]. 

The requirements of a suspension system include maintaining correct vehicle ride 
height, reducing the effect of shock forces so that they are not transmitted to the occu-
pants, supporting the weight of the vehicle to provide a better ride, to maintain correct 
wheel alignment to provide better steering, braking, and reducing the uneven wearing 
of tires. Suspension requirements also include improved tyer contact with the road to 
improve road adhesion and manage the vehicle’s direction of travel [15]. The caster, 
camber, and static toe angles are the most important suspension geometry features. 
When it comes to independent wheel suspension, the double-wishbone has a lot of 
benefits in terms of kinematics. The body roll center and variations in camber angle 
can be determined by the varied locations that the upper and lower control arms may 
have owed to differing lengths. Such properties are beneficial for off-road vehicles. 
Even though there are a lot of advantages to double-wishbone suspension system, 
there are some disadvantages too. The suspension geometry should be clearly defined 
and engineered to get the best performance from this system. Double wishbones are 
generally considered to have dynamic load handling capabilities, so they are used in 
most cases with various design changes to fit the requirements. 

To design the semi-trailing arm, first of all, the problem statement and require-
ments were studied thoroughly, and the following methodology is adopted in the 
design. An initial 3D model is created based on the parameters obtained from the 
‘Lotus’ such as wheelbase, track width, suspension hardpoints. After modeling, the 
3D model was analyzed based on our calculated loading conditions assigning steel as 
material. Based on the analysis, the design was reiterated for further weight reduction 
and uniform stress distribution. 

3 Results and Discussion 

Coil springs employ the elastic characteristics of a wire in torsion to generate a 
rectilinear spring rate, and they are the most extensively used spring type in indepen-
dent and solid axle suspensions for vehicles. The helix is the most frequent design, 
with a constant mean diameter. Other shapes include tapered coils (with a variable 
mean diameter) and coils with varied wire diameters. Coil springs are available in 
compression and extension designs. Table 4 shows the spring selection specification.

A double-wishbone suspension system provides more design choices. It takes up 
less space, and due to its unique geometry, the suspension setup can be tuned easily. 
The double-wishbone system provides increasing negative camber gain in jounce 
and is easy to work out the loads that different parts will be subjected to. It also 
provides the flexibility to adjust parameters like camber, caster, and toe. But, double-
wishbone suspension systems are more complex and expensive when compared to 
other systems. They are heavier when compared with the MacPherson strut system. 
When compared with the much-advanced multilink suspension system, they offer less
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Table 4 Spring properties Properties Front Rear 

Material High carbon wire High carbon wire 

Torsional yield point 1100 N/mm2 1100 N/ mm2 

Torsional elastic limit 920 N/mm2 920 N/mm2 

Factor of safety 1.25 1.25 

Spring index 6 6 

Ride frequency 1.35 1.5 

Spring rate 25.8 N/mm 39.04 N/mm 

Static deflection 136.74 mm 110.56 mm 

Diameter of wire 16 mm 20 mm 

Mean diameter 96 mm 120 mm 

Maximum load 9030 N 13,664 N 

No of active coils 28 24 

Total no. of coils 30 26 

Solid length 480 mm 520 mm 

Total length 833.03 975.7 mm 

Pitch 29.75 mm mm

design choice. It takes longer to service a double-wishbone system. The suspension 
parameters are shown in (Figs. 2, 3 and 4). The static values are shown in (Table 5). 

While deciding the rear-end geometry for a UTV, different criteria need to be satis-
fied. Criteria like space constraint, dynamic nature of wheel, unsprung weight, relia-
bility, or even type of usage come into the picture. Several geometries were considered 
for installation at the rear. Finally, semi-trailing arm geometry was selected. As the 
name suggests ‘semi’, this geometry is half trailing and half transverse. This results 
in neutral steering response and controls both lateral and vertical motions. Thus,

Fig. 2 Camber change
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Fig. 3 Toe change 

Fig. 4 King pin angle 
change 

Table 5 Static values (front) Camber angle 0° 

Toe angle 0° 

Caster angle 5.64° 

Kingpin angle 8.97° 

Scrub radius 4.31 mm 

Mechanical trail 36.64 mm 

Roll center height 355.28 mm

semi-trailing geometry was chosen for the rear. The results of the simulations are 
shown in Table 6. Figures 5, 6, and 7 represent the toe change and chamber change.

This is similar to the pure trailing arm; the only difference is that the bushing axis 
(and ‘instant axis’) now can run at an angle in all three views. The plan view angle 
means that the bushing axis will intersect the front-view plane at a point inboard 
of the wheel, thus establishing the front-view instant center. This instant center is 
fixed relative to the car, and therefore, the camber change is constant with wheel
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Table 6 Static values (rear) Camber angle 0° 

Toe angle 0° 

Roll center height 168.24 mm 

Fig. 5 Camber change 

Fig. 6 Toe change

travel. The roll center is found by conventional means and can either be above or 
below ground level. With the instant axis angled in top view, the toe curve will never 
be a straight line; it will typically toe-in, both in bump and droop. The amount of 
toe change is a function of the plan view angle of the bushing pivot (instant) axis. 
Geometrically, this suspension has two basic faults: The camber change is a straight 
line, and the toe change is a curved line. We generally desire exactly the opposite in 
a good suspension.
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Fig. 7 Loading condition on the knuckle

The objective is the mass reduction of the steering knuckle of the UTEV. Material 
selection, shape optimization, and finite element analysis (FEA) have been used to 
maintain stress and deformation levels and achieve high stiffness. Shape optimization 
has been done by using analysis ‘ANSYS’ software. The CAD model of the steering 
knuckle is shown in the figure. 

The steering knuckle is usually made out of a variety of materials, including cast 
iron, mild steel, and aluminum. Cast iron and mild steel are strong, but they add to the 
vehicle’s weight. In the future, forged steel will be the most demanding material for 
steering knuckles. Fuel utilization may be stretched to the maximum limit due to the 
lightweight of the materials. For the steering knuckle component, forged steel EN 47 
was used since it has higher strength and is lighter. Table 7 lists the mechanical and 
physical characteristics of forge steel materials. Table 8 shows the necessary load 
for the steering knuckle component, as estimated from several research articles. The 
analysis’s optimum results are shown in Table 9. 

The decrease in the hub’s rotating mass and the total weight of the ATV resulted in 
increased acceleration. Due to the motion of the ATV, such as braking, turning, and 
a six-foot fall, the hub is subjected to continual pressures and impacts. As a result, 
the hub should be constructed with low weight and high strength in mind. This is 
made to perform better acceleration, braking, and cornering. Wheel hub located at a 
driven axle of the car transfers torque from the driveline to the wheel; thus, it should

Table 7 Material properties 
of forge steel (EN 47) 

Density 7.7 g/m2 

Tensile strength, ultimate 650 GPa 

Tensile strength, yield 350 GPa 

Young’s Modulus 200 GPa 

Poisson ratio 0.3
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Table 8 Forces acting on the 
knuckle 

Braking force 1.5 mg 7357.5 N 

Lateral force 1.5 mg 7375.5 N 

Steering force 45–50 N 50 N 

Force on the knuckle hub: 

In x-direction 3 mg 14,715 N 

In y-direction 3 mg 14,715 N 

In z-direction 1 mg 4905 N 

Table 9 Results obtained 
through engineering analysis 

Parameters Initial model Final model 

Mass 14.914 kg 9.946 kg 

Total deformation 2.5871 mm 1.8724 mm 

Equivalent stress 1187.2 MPa 415.15 MPa

be strong enough to withstand the torque generated at the wheels. The results from 
analysis are shown in (Figs. 8, 9, 10 and 11). Loading conditions and results are 
shown in (Tables 10, 11). 

The arm design is shown in Fig. 12. The CAD model is imported into ‘Ansys 
Workbench’ for analysis. The maximum stress and maximum deflection for the 
wishbone were calculated using a set of boundary conditions and load scenarios. 
Table 12 shows the input parameters. The inserted parameters and results are shown 
in (Tables 13, 14).

Fig. 8 Loading condition on front wheel hub
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Fig. 9 Loading condition on rear wheel hub 

Fig. 10 Loading conditions on upper A-arm 

Fig. 11 Forces acting on lower A-arm
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Table 10 Loading conditions 
(wheel hub) 

Braking torque 
(1) Front wheel 
(2) Rear wheel 

52,861.5 Nm 
51,084.8 Nm 

Six feet fall 66,444.4 N 

Cornering force 18,347 N 

Table 11 Results obtained 
through engineering analysis 
(wheel hub) 

Parameters Front Rear 

Mass 2.8916 kg 4.3253 kg 

Total deformation 666.55 MPa 0.096403 mm 

Equivalent stress 666.55 MPa 207.47 MPa

Fig. 12 Loading conditions on semi-trailing arm 

Table 12 Loading conditions 
(A-arms) 

Vertical loading 14,715 N 

Spring force 8750 N 

Cornering force 18,347 N 

Table 13 Results obtained 
through engineering analysis 
(A-arms) 

Parameters Upper Lower 

Mass 5.2029 kg 6.4794 kg 

Total deformation 36.366 mm 50.534 mm 

Equivalent stress 1553.8 MPa 941.06 MPa
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Table 14 Loading conditions 
(semi-trailing arm) 

Vertical loading 14,715 N 

Spring force 8750 N 

Cornering force 18,347 N 

Parameters Arm 

Mass 32.887 kg 

Total deformation 33 mm 

Equivalent stress 832 MPa 

4 Conclusion 

The suspension geometry was simulated using ‘LOTUS’ and the points from the 
same wire used for modeling the components in ‘CATIA’ and ‘Solidworks’. The 
springs (front and rear) have been designed taking a static deflection, ride frequency, 
etc., into consideration. The bearing was designed to calculate the radial and axial 
forces acting on the bearing. Then, it was selected from the ‘SKF’ bearings Web site. 

The component design involved modeling an initial prototype and refining the 
design using analysis results. The loads acting on each component were calculated 
from the cited reference journals and other calculations as mentioned in the appendix 
of this report. The components were then analyzed using static structural in ‘Ansys’. 
The total deformation and von Mises stress values were found to be within limits for 
all components. The models were finalized. 
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Modal Analysis of Motorcycle Handlebar 

T. G. Ajay Krishnan , R. Ajay Krishna , S. Akash , 
Akhildev K. Vasudevan , and B. Rajesh Menon 

Abstract India is the largest motorcycle manufacturers in the world, where majority 
of the population prefer motorcycles for their daily commutation. As a motorcycle 
is an open type vehicle, the riders are exposed to many uncomfortable conditions. 
The vibrations in the motorcycle are one of such concern. This project focuses on the 
vibration analysis of a motorcycle handlebar. Vibrations are induced from engine and 
road surface. A modal analysis simulation is performed in ANSYS to find natural 
frequencies and then handlebar is subjected to a free vibration test (impact hammer 
test) using MEscope visual SDM software to verify the natural frequencies. The 
3D model required for modal analysis is created by reverse engineering tools like 
hexagon portable 3D scanner and GOM 3D software. From an article published on 
Academic Press, London, it is found that most hand arm vibrations come in the 
range of 50–150 Hz frequency range. The modification of the handlebar is made so 
that the natural frequencies coming in this range will be bypassed. To validate the 
modifications, modal analysis is repeated for these modifications. 

Keywords Motorcycle handlebar · Impact hammer test ·MEscope visual SDM ·
Hexagon portable 3D scanner and GOM 3D software ·Modal analysis in ANSYS 

1 Introduction 

Vibrations in motorcycles are always an overlooked problem. Many factors like the 
low fuel consumption, easy maintenance and affordability outweigh the problem 
on hand. The vibration transmitted through the handlebars can cause several health 
issues like vibration-induced white finger in long term [1]. Hence, it is very much 
important to perform vibration analysis of the handlebar. These issues are often 
overlooked because of the design constraints. In this study, focus is to improve 
the design by breaking such constraints using various computer-based mechanical
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engineering tools. The motivation behind the study is for the improvement of overall 
comfort by reducing these damaging effects. 

In this project, the stock handlebar of Royal Enfield Classic 350 is selected. This is 
a chump type handlebar and is widely used in many different models of Royal Enfield, 
Bajaj and Yamaha. The vibrations coming from the engine are mainly due to the 
imbalances in the engine, different motions in the drive line and the gas forces inside 
the cylinder [2]. From an available literature [3], it was found that most hand arm 
vibrations come in the range of 50–150 Hz. Appropriate analysis should be performed 
to make sure that the frequencies of the handlebar do not line up with the frequencies 
of operating range. The natural frequencies and mode shapes are determined and 
compared with engine excitation frequency for resonance [4]. The natural frequencies 
of the current model are found through modal analysis simulation. The simulation 
results are verified by conducting free vibration test of the handlebar. The 3D model 
required to perform modal analysis simulation is reverse engineered using hexagon 
3D scanner and GOM 3D software. Afterward, the modification should be done such 
that frequency range susceptible for resonance is bypassed. The natural frequency 
of a structure can be modified by changing the mass or by changing the rigidity. 

2 Method  

2.1 Impact Hammer Test 

Impact hammer test is a free vibration test to find the natural frequencies of a structure 
[5]. With help of software program called MEscope visual SDM, natural frequencies 
can be found by providing an input and output. Using impact hammer force, inputs 
are given and the vibrations induced in the freely hanging structure are measured as 
output using an accelerometer. The input and output are solved to obtain the natural 
frequencies. The experimental setup is shown in Fig. 1 and the results are given in 
Table 1.

The objective of the impact hammer test is to obtain the real natural frequencies at 
different modes so that most suitable analysis settings can be applied in the ANSYS 
modal analysis by relating the results of simulation and real-world experiment.
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Fig. 1 Test setup for impact hammer test 

Table 1 Natural frequency 
(impact hammer test) 

Mode number Natural frequency (Hz) 

1 156 

2 351 

3 439 

4 465 

5 701

2.2 Reverse Engineering of Handlebar 

Handlebar 3D model is created by scanning the model using hexagon portable 3D 
scanner and GOM3D software. The prepared 3D model (Fig. 2) is modified in fusion 
360 software and saved as step file.

2.3 Modal Analysis 

The modal analysis simulation helps find the dynamic properties of a structure [6, 7]. 
The handlebar geometry is imported in ANSYS design modeler and required repairs 
are done. Adaptive size function is used in the simulation which generates different 
shaped meshes (Fig. 3) depending on the nature of a face [8]. The modal is solved 
for free-free vibration condition and the results are given in Table 2.
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Fig. 2 3D CAD model of handlebar (reverse engineered)

Fig. 3 Meshed handlebar model 

Table 2 Natural frequency 
(modal) 

Mode number Natural frequency (Hz) 

1 150.9 

2 352.54 

3 428.67 

4 449.89 

5 692.22
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2.4 Modification of Handlebar 

As the problematic frequencies lie in the range of 50–150 Hz, the modifications 
should be such that the natural frequencies will bypass this range. Here, we got 
the natural frequency at the first mode as 150.9 Hz. Natural frequency of a body 
depends on its stiffness and mass. The modifications done here are based on that. 
Three different modifications are made, reducing the mass, and replaced material of 
end blocks at the ends of the handlebar to attach the end caps, length of this block is 
reduced which resulted in decrease in mass (Fig. 4a). The next modification was to 
change the material of end blocks (Fig. 4b) The third modification was to increase 
the thickness of the handlebar pipe by 1 mm (Fig. 4c). All these modifications gave 
desired result for our objective.

3 Results 

By conducting modal analyses and test, it is established that the natural frequency 
of the handlebar is in the problematic range. The graph in Fig. 5 shows that both the 
results are almost same. The excitations reaching the handlebar from the engine were 
also found [9]. All the procured data indicates that the rider is exposed to hazardous 
vibrations from the handlebar [10]. Hence, the primary objective of the project, which 
is to unveil the handlebar vibrations as a concern of importance, is achieved.

All the above modifications are validated by conducting modal analysis simulation 
and the obtained results are found satisfying. The results obtained are given in Table 
3, and the variations are shown in Fig. 6. It can be found that with the specified 
modifications, a desired change, i.e., to bypass the particular frequency of 150 Hz is 
achieved. This particular problematic frequency range was mentioned in the paper 
[3].

Each of these modifications poses certain new drawbacks, like when thickness is 
increased, the overall weight has also increased. But considering the improvement 
in the desired property it can be neglected. The second modification of the material 
change of the end blocks has provided the expected result without any other side 
effects.
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Fig. 4 a Length of block reduced. b Material of end block changed (carbon fiber). c Thickness of 
handlebar pipe increased
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Fig. 5 Variation of natural frequency in impact hammer test and modal analysis

Table 3 Comparison of stock and modified handlebar natural frequency 

Mode number Stock model (Hz) Modification 1 
(Hz) 

Modification 2 
(Hz) 

Modification 3 
(Hz) 

1 150.9 166.8 160.02 174.88 

2 352.54 368.13 363.9 380.81 

3 428.67 454.18 439.19 475.09 

4 449.89 479.25 465.68 500.75 

5 692.22 735.37 710.87 764.38 

Bold represents it is the first mode (important and most common)
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Fig. 6 Variation of natural frequency for different modifications

4 Conclusion 

The proper and most suitable mesh settings were established by validating the simula-
tion results with the actual experimental results. This helps to find the correct settings 
to get natural frequencies in further analysis for modified handlebar. The 3D CAD 
model of the handlebar is created by reverse engineering tools like 3D scanner and 
GOM suite. Thus, obtained a near net shape of the handlebar in the 3D model as 
well. Further, modal analysis is done on the stock model and modified models and 
desired results are obtained. Major conclusions derived from the study are: 

1. The natural frequency of the handlebar is found through experiment and 
simulation. 

2. Handlebar is modified so that the particular range of 50–150 Hz is bypassed. 
3. The modified models are validated by repeating the modal analysis with same 

mesh settings. 
4. Once the natural frequencies are found, a vibration control device can be created 

using a piezoelectric device and feedback circuit to counter the unbalanced 
excitations.
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CFD Analysis to Minimize the Spread 
of COVID-19 Virus in Air-Conditioned 
Classroom 

Adnan Memon and Balkrushna Shah 

Abstract The COVID-19 which is a respiratory disease spread by a virus of the 
coronavirus family has become a big problem leading to the closure of all academic 
as well as economic activities due to its capability to spread fast. In this study, we 
have investigated the effect to mix a disinfectant in aerosol form with air coming out 
from the air conditioning machine so it can reach all parts of the room to remove 
the virus and prevent the closure of certain necessary teaching–learning activities in 
the classroom. For this, the k-ε model which consists of two equations is used to 
numerically model the turbulent flow in the classroom. From the analysis, it can be 
found that high turbulent zones are formed in the room which can be an effective way 
of distributing the aerosol-based disinfectant in the classroom and from the particle 
tracker we can see the aerosol-based disinfectant reaching every corner. 

Keywords COVID-19 · Air-conditioning · CFD 

1 Introduction 

The COVID-19 also called coronavirus named after the coronavirus family [1, 2] 
has become a global pandemic. Even after a year of the declaration of a pandemic by 
the World Health Organization (WHO), the condition has not improved much, one 
after other waves are striking and resulting in the loss of millions of lives since its 
start. The virus has a high infection rate due to which it rapidly infects many people 
at a time. Mostly the spread takes place through contact of an infected person or 
indirect contact from his/her clothes, utensils, etc. [3, 4]. Studies also show airborne 
transmission of virus when droplets from sneeze and cough travel through the air 
in an isolated space [2, 5, 6]. The symptoms mainly include fever headache, cough, 
weakness at its initial stage, which further leads to severe respiratory illness like 
pneumonia and severe damage to lungs and other respiratory organs [7, 8].
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As per the WHO weekly epidemiological update of 6 April [9], the second wave 
was more devasting than the earlier one, especially in the areas of South-East Asia 
(notably India) and Western Pacific regions leading to a high number of infections 
rates and mortalities. Due to this high infection rate, the government had to implement 
strict lockdowns in the country to prevent more fatalities. This affected the economy 
of the country as well as day to day life works of people. Academic institutes were 
also affected by this as all teaching–learning activities were needed to be carried out 
on online platforms. Sometimes some core subjects need on hand experience for the 
students so it becomes important to conduct a few offline classes as the situation 
is normalizing so institutions will also reopen and to prevent the third wave it is 
important to prevent large scale spread of this virus. 

Many researchers around the globe use computational fluid dynamics (CFD) tools 
to study the room parameters of air like temperature, velocity, contamination level, 
HVAC efficiency, etc. [1, 10–12]. It is a very powerful tool to study internal airflow 
where multiple parameters are to be studied. We can also use the same to study the 
airflow pattern and particles in the air inside the classroom through particle tracking 
methods along with the study of the process like velocity movement, temperature 
contour, streamline flow and path lines. As medical treatments are evolving and 
vaccination being a long and tedious process, it is helpful and reasonable to study 
the possibilities of disinfecting the air inside a closed air-conditioned room where 
a machine delivers an aerosol-based disinfectant and air-conditioned air helping it 
spread across the room which will kill the virus and thus preventing the spread of 
infection and continuing our teaching–learning activities. 

Bhattacharyya et al. [13] have done similar research where sanitiser was used as a 
disinfectant to kill the virus in the ICU rooms so that infection can be prevented from 
patient to patient and especially the doctors and nurses working in the ICU dedicated 
for COVID-19 patients. We have adopted a similar concept; in our case, the need 
is to prevent the spread of the virus and continue teaching–learning activities in the 
classroom. Dwivedi and Shah [14] concluded that cellulose cooling pad coupled with 
ODU of split air conditioner results in about 5% reduction in energy consumption. 
Chung and Hsu [15] in their research have studied how ventilation pattern is affected 
by the location of the diffuser, and this study can be considered for validating the 
numerical model for our analysis. Not much work was done in this field but from 
a few works, we can say that more investigation is needed in this so we tried to 
apply a similar concept to our case of classroom disinfection and applied particle 
tracking to it to study coverage of disinfectant throughout the classroom in depth. 
This computational model can also be applied to various other places like malls 
or theatres which can help control the spread and not hamper the economic and 
academic activities.
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2 Computational Methodology 

2.1 Specification of CAD Model and Numerical Model 

Figure 1 shows the CAD model of the classroom which is in the A block of Nirma 
University which include 13 people and infrastructure like teacher’s desk, student 
desk, inlet–outlet vent for air conditioning, aerosol disinfectant machine, etc. For 
ease of analysis, the students are considered sitting and the desk on which they work 
are clubbed together as a single solid block keeping in mind necessary dimensions. 

The dimensions of the classroom are length 8940 mm, breadth 6840 mm and 
height 3660 mm. Working fluid in this analysis is considered as air. The definite 
dimensions of the other parts of the room are clubbed entity of student and desk 
(1220 mm × 610 mm × 1000 mm), exhaust vent (1800 mm × 300 mm), inlet 
vent (1000 mm × 1000 mm), aerosol disinfectant machine (1300 mm × 500 mm × 
800 mm) and disinfectant air inlet (700 mm × 200 mm). 

For grid generation, fluid volume is extracted from this CAD model, Fig. 2 shows 
the meshing of the model, along with a cross-section view of meshing, Tetrahedral 
meshing elements are used to generate meshing, triangle meshing elements are used at 
some parts where tetrahedral cannot be formed. For the CFD analysis, a commercial 
software package called fluent developed by Ansys Inc. is used. The simulations 
were carried out in a Quad-Core Ryzen 5 processor with 8 GB of RAM.

Boundary conditions are one of the most important aspects of CFD analysis, in 
our analysis, the inlet velocity for the air-conditioner air is taken as 3.9 m/s and at a 
temperature of 297 K, for the exit of air, no temperature jump, no-slip condition with

Fig. 1 Solid model of classroom 
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Fig. 2 Meshing view of classroom a isometric view and b section view

pressure outlet is considered. The initial temperature of room air is 303 K, and the 
ambient air temperature is 307 K. Aerosol-based disinfectant is injected at a speed 
of 1.5 m/s having a temperature of 303 K. For the sake of simplicity in analysis, 
continuous flow of disinfectant is considered. 

For numerically modelling of the system k-ε, turbulent model is used which consist 
of two-equation, the first transport variable is turbulent kinetic energy and the second 
transport variable is the rate of dissipation of turbulent kinetic energy. Figure 3 shows 
a schematic view of the inlet, outlet and location of other parts in the classroom.
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Fig. 3 Outlet and inlet for the classroom model 

2.2 Validation of Numerical Model with Literature 

Before studying the fluid pattern of the classroom, the present model is validated 
for methodology and numerical model with published and validated experiments 
and numerical model works. Figure 4a shows the model and Fig. 4b shows several 
locations where the velocity is measured, and Fig. 5 shows a comparison graph of 
this literature with the present model, and we can see it is in good agreement.

3 Results and Discussion 

3.1 Investigation of a Classroom with a Central Air 
Conditioning System and Aerosol-Based Disinfectant 
Machine 

Initially, the influence of air released from the air conditioner alone as a transient flow 
is studied at a time step of 3000 with a step size of 0.01 s. As shown in Fig. 6a, the 
streamlines are falling and strikes the floor, further, the flow rebounds from the floor 
and subsequently spreads towards the wall. From the top view indicated in Fig. 6b, we 
can see the ever-changing streamlines indicating fluid flow in the room is influenced 
by air originating from the air conditioning openings which are positioned at the top 
part of the classroom. The streamlines indicate that flow unsteadiness is established 
and we can move our investigation deeper in direction of mixing the aerosol-based 
disinfectant with this flow.

A temperature contour plot shown in Fig. 7 for the classroom depicts that aerosol-
based disinfectant is released at a relatively higher temperature than of classroom,
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Fig. 4 a Computational 
domain and b points at 
which velocity is 
measured inside the room 

Fig. 5 Distribution of 
velocity at different points 
inside the test room at an 
inlet speed of 1.36 m/s
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i.e. 30 °C. Better mixing can be assured due to the velocity and temperature gradient 
available between the air can disinfectant flow [16]. Figure 8 shows the velocity 
vector plot of the classroom where we can see the flow pattern is asymmetric, this 
asymmetricity is due to the influence of temperature and velocity gradient from the 
disinfectant machine. It is seen from Fig. 8 that air flows from the top comes down 
touches the floor and slows down, then it meets disinfectant flow and mixes. It can 
also be seen that when it touches the floor it slows down.
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Fig. 6 Streamline flow of air-conditioner air a isometric view b top view
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Fig. 7 Temperature contour plot 

Fig. 8 Velocity vector plot 

When this mixing of disinfectant and cool air takes place, large scale eddies 
are formed due to these eddies proper mixing of disinfectant with cool air takes 
place and we can expect a spread of disinfectant across the classroom, the eddies 
generated can be seen and understood from turbulent kinetic energy contour plot, 
high turbulent zones indicate that large scale eddies formation is taking place as 
seen in the turbulent kinetic energy contour plot of the classroom in Fig. 9. We can 
see that from the figure that a high turbulent zone is created at the mixing of two 
flows (having turbulence kinetic energy of 0.4067 m2/s2), which indicates that a high 
amount of mixing will take place and ensures disinfection of airborne virus/germs 
with the help of disinfectant laden air.
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Fig. 9 Turbulent kinetic energy contour plot of the classroom 

For a detailed investigation, we performed a particle tracking analysis using the 
DPM tool in the fluent software package. Particles of inert material with a density like 
aerosol-based disinfectant (700 kg/m3) were released from the inlet of aerosol-based 
disinfectant, and its movements were tracked. Figure 10 shows that particles that are 
spreading around the machine and as they reach towards the air conditioner flow, they 
tend to spread across the classroom with the influence of the air conditioner flow, 
we can see that almost all the classroom area except the area behind the machine on 
the corner side is covered, and this area is not much used and with more and more 
circulation of air in the classroom eventually with the time that area will also get 
disinfected.

3.2 Investigation of the Classroom with Split Air 
Conditioning System and Parallel Flow Aerosol-Based 
Disinfectant Machine 

In the Indian, subcontinent use of a split air conditioner is more than central air 
conditioning system, a similar investigation was also performed with two possibili-
ties, i.e. the parallel flow of disinfectant and counter flow of disinfectant with a split 
air conditioning system. 

Figure 11 shows a velocity vector plot of the classroom with an air conditioner 
where both the flows are parallel to each other, we can see that the vectors approach 
the floor, they tend to put down the flow of disinfectant rather than mixing. This 
results in disinfectant being remained stagnant near to the floor rather than mixing 
with air and disinfecting the classroom. To add to support of this, Fig. 12 indicates 
in turbulent kinetic energy contour that no eddies are formed to generate a proper
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Fig. 10 Particle tracking from disinfectant machine inlet for central air conditioning system a top 
view and b isometric view
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mixing phenomenon. This setup does not fulfil our purpose of disinfecting all areas 
of the classroom. 

Fig. 11 Velocity vector plot for parallel flow 

Fig. 12 Turbulent kinetic energy contour for parallel flow
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Fig. 13 Velocity vector plot for counterflow 

3.3 Investigation of a Classroom with a Split Air 
Conditioning System and Counterflow Aerosol-Based 
Disinfectant Machine 

Figure 13 shows velocity vectors released from the air-conditioning unit flow down-
wards due to the swing motion and then touches the floor where it tends to mix with 
the disinfectant flow which is further uplifted due to high velocity. Similar points 
can be noted from Fig. 14 that at the mixing region, high turbulent zones are created 
which suggest that eddies are formed after the flow moves upward approaches the 
classroom wall.

In the case of parallel flow, the disinfectant flow was made to push downwards, and 
hence, there will be no spreading in the classroom so no particle tracking analysis was 
carried out, but for counter flow particle tracking analysis was carried out as shown 
in Fig. 15, where it is seen that particles released from the disinfectant machine are 
spread moving towards the roof of room due to influence of air-conditioner air, and 
then, it tends to spread across the room. Further, it moves towards the outlet port of 
the air conditioning machine due to negative pressure at that point. We can see that 
almost all areas of the room are covered, there might be a little less coverage of floor 
part due to upliftment of disinfectant.

The biggest problem with the split air conditioner is the recirculation of air inside 
the room, and this contaminated air may recirculate throughout the room many times. 
This may lead to more spread of the virus within the room. 

It is not desirable to use a split air conditioner system with recirculation of air 
in this situation; however, there may arise need to use this air conditioner due to 
unbearable heat or to keep computing system cool for its better performance, we can 
do a few things to keep a check on the spread of the virus.



CFD Analysis to Minimize the Spread of COVID-19 Virus … 133

Fig. 14 Turbulent kinetic energy contour for counterflow

• Using air conditioning system with filters pre-installed or installing air filters as 
per guidelines from reliable organizations.

• External air can be provided in the room through the opening of one window 
which will help in air change in the room, this may lead to higher thermal load 
on the system but it can prevent frequent recirculation of air.

• Adding gable/exhaust fan to get maximum air circulation. 

4 Conclusion 

In the time of COVID-19, as the situation is going out of control for many countries, 
it has become most important to prevent the airborne transmission of the virus. This 
is done by implementing restrictions on all types of activities including academics 
where there is a chance of crowd gathering, this leads to many difficulties, to over-
come this and continue some important gatherings we have proposed this solution, 
especially for teaching–learning activities. 

The main objective of this investigation was to study that proper mixing of both 
air-conditioned air and aerosol-based disinfectant takes place so that all parts of the 
room can be sanitiser, in the present study, a CFD analysis is carried out to study 
this. For numerically modelling, the turbulent flow in the classroom k-ε turbulent 
model is used which involves two equations. This study was carried out considering 
a central air conditioning system as well as a split air conditioning system. 

From this analysis, we can say that zones having high turbulency generated inside 
the room may be an efficient way to distribute disinfectant to every corner of the 
classroom. A high level of mixing can be seen from flow visualization and kinetic 
energy contour. To investigate, it further we did a particle tracking that shows that 
disinfectant flow will cover the entire room due to the influence of air-conditioned
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Fig. 15 Particle tracking from disinfectant machine inlet for split air conditioning system and 
counter flow a top view and b isometric view
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air. So, we can say that a good amount of mixing of both the flows take place 
and it also covers all areas of the room. A similar study was done with a split air 
conditioning system where both parallel and counterflow patterns were considered, 
counterflow pattern yields better as compared to parallel flow which tends to push 
the disinfectant downwards instead of spreading it everywhere. Particle tracking of 
counterflow pattern was also done which shows disinfectant covering all areas of the 
whole classroom. 

The numerical model can also be used for any other places like shopping malls, 
theatres, etc. Results from this can also be used to optimize the design of ducting for 
the central air conditioning system. 

Our study was limited with many assumptions like we considered the flow of 
disinfectant as continuous, as a part of future work we think that this study can be 
more accurate to real-world if the flow of disinfectant can be considered intermittent 
and investigated further. Furthermore, investigation of multiple aerosol-based disin-
fectant machines can also be done along with various swing angles of air-conditioner 
air flows. 
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A Viable Approach to Medical Image 
Processing for CFD Simulations 
of the Upper Respiratory Tract 

Akash James , Joshua Mathew Jacob , Liza Mathew , 
and Ajith Kumar Arumugham-Achari 

Abstract We discuss a fast and easy approach to create the upper airway geometry of 
human lungs from medical images to perform Computational Fluid Dynamics (CFD) 
simulations. We have employed a combination of open-source and commercial image 
processing and CFD applications. From Computed Tomographic (CT) images of 
lungs available in the public medical repository, we were able to recreate the 3D 
structure of the upper airways up to 6 generations, which after postprocessing was 
used to investigate the flow pattern during respiration. The uneven surface of the real 
geometry, the curvature of the flow paths and asymmetric bifurcations lead to definite 
and distinguishable variation in flow pattern unlike that in studies with idealized 
lung geometries, such as that with the Weibel model. The nature of flow at various 
positions along the airways was investigated employing simple boundary conditions 
of constant inlet velocity at the truncated trachea and constant outlet pressure at 
the truncated bronchi (fourth generation). For the preliminary simulations, we could 
observe the presence of counter-rotating vortices (Dean flow) as well as asymmetric 
flow rate across the left and right lung (a 50% more flow toward the right bronchus). 

Keywords Medical imaging · Image segmentation · Airway tree · Human lung ·
Respiration · CFD · Respiratory tract · 3D Slicer · Autodesk® Meshmixer™ ·
Ansys Fluent® 

1 Introduction 

The human lung is one of the most intriguing and complex organs. Apart from 
oxygenation of the blood, it plays a pivotal role in thermoregulation of the body and 
filtration of the systemic circulation [1]. For centuries, its complexity has captured
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the imagination of not only physicians but scientists and mathematicians as well. 
There have been innumerable attempts to decipher the enigma of respiration. For a 
long time, scientists relied on in vitro studies performed on cadaver lungs. Weibel’s 
[2] pioneering studies into the morphology of the lung shed light on its structural 
complexities. Based on his studies, he was also able to propose a simplified set of 
geometrical models for the airway tree structure. Scholars around the world have 
relied on such simplified models to investigate the flow characteristics inside the 
human lung [3–5]. In addition to helping physicians understand the working of the 
lung, the study of flow characteristics will also help us predict aerosol transport and 
deposition in the lung. This will help analyze the effect of air pollution on human 
health, the efficacy of aerosol drug delivery, etc. Despite the unrealistic nature, simple 
geometric models such as Weibel’s were relied on, mostly because of their compu-
tational attractiveness and the impracticality of in vivo experiments. But with the 
advancements in medical imaging technology and computing power, it is becoming 
ever easier to perform realistic modeling of the lung and computational analysis of 
the flow within it. To model the lung, its entirety is still a gargantuan task [6] and 
one can only hope that with the present pace of advancements, the task will become 
even handier in the decades to come. In this paper, we are discussing, a viable, off-
the-shelf approach to generate a realistic upper airway geometry by medical image 
segmentation of the CT image of a human lung and performing preliminary CFD 
simulation of a steady flow through the geometry. 

2 Methodology 

We adopt a feasible approach of obtaining actual CT images from open-source plat-
forms, thereafter, processing them to create an airway geometry of acceptable quality. 
Subsequently, a computational grid for flow simulation is carefully generated taking 
into consideration the CFL number (pertaining to a minimum cell size of 6.2 × 
10−06 m, the software tool Ansys Fluent® being a transient finite volume solver). 

2.1 Upper Airway Segmentation 

We seek to obtain a realistic geometry of the upper airway by segmentation of a 
CT image. With better resolution images and a greater number of slices, the airway 
geometry becomes more resolved and realistic. We have chosen the best available 
image for this purpose. 

Image Acquisition. Hundreds of medical images (redacting patient details) are now 
available to the public to facilitate scientific research. A few repositories are, VIA/I-
ELCAP Public Lung Image Database [7], the Lung Image Database Consortium 
(LIDC), and the Image Database Resource Initiative (IDRI): A completed reference
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database of lung nodules on CT scans [8], The Cancer Imaging Archive (TCIA) [9], 
Harmonized Cancer Datasets: Genomic Data Commons Data Portal (U.S. Depart-
ment of Health and Human Services), etc. In this study, we have made use of a 
Computed Tomographic (CT) image of a thorax obtained from the VIA/I-ELCAP 
database. CT imaging makes use of X-Rays (slightly more powerful than the standard 
X-Ray machines) to differentially highlight various elements based on their density 
[10]. Inside of the airway tree and the lung parenchyma (being more sponge-like), 
it consists of mostly air and thus allows the rays to pass right through (radiolucent). 
Thus, these parts appear darker in the images (which are negatives of the original). 
A typical CT imaging produces multiple such images which are slices of the part 
being imaged (sample slices shown in Fig. 1.). As the technology is maturing, the 
number of slices and the resolution is improving, we can image the thinnest of slices 
with the highest resolutions. CT images are typically stored in Digital Imaging and 
Communications in Medicine (DICOM) format, which apart from the pixel data, 
stores the patient information within its header [11]. The image used for this study 
is generated by GE Light Speed Ultra 8 Slice CT (276 Slices, Slice thickness of 
1.25 mm, and 120 kVp).

3D Image Segmentation. Segmentation is commonly performed using techniques 
like thresholding, region growing, active contour segmentation, etc. [12–14]. Open-
source image processing platforms such as 3D Slicer [15] and ITK-SNAP are equally 
equipped for the task, though we employed the former. Commercial packages such as 
Mimics® Innovation Suite offer more functionality, which has a section dedicated to 
pulmonary segmentation that employs advanced region growing and leak detection 
algorithms to segment the airway tree. 

Here we segmented the upper airway geometry from the CT images by a process 
known as region growing in which a seed point for the region to be segmented 
is manually selected and adjacent voxels meeting predefined criteria are added to 
the region. This helped us create a geometry that resembled the vast network of air 
pockets within the lung, from which the airway tree was isolated by slicing, removing, 
and erasing the rest of the parenchyma. 

Postprocessing of the 3D Geometry. The geometry thus created has a highly irreg-
ular surface topology. Most of the irregularities, though not all, are anatomically 
accurate. Some irregularities seep in due to the limitations of the imaging (viz. limi-
tation to perform higher resolution imaging due to risk of high radiation intensities, 
availability of images having lower resolution, and lower number of slices in public 
repositories, etc.) and processing techniques (For example, limitations in the algo-
rithm to exactly delineating sporadic regions of noise). Thus, some smoothening of 
the surface is essential to deliver accurate models and to ease the grid generation 
process. This was performed using open-source software Autodesk® Meshmixer™. 
The segmented geometry was exported as an STL file into the software. Meshmixer™ 
allows us to sculpt the surface to get rid of some of the anatomically inaccurate irreg-
ularities such as peaks, holes, etc. Further smoothening of the surface for the ease of 
grid generation was done in Ansys SpaceClaim® 

.
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Fig. 1 Four representative slices of the CT image of the thorax that is used in the study (the slice 
position is indicated in the lower-left corner, the number decreasing from top to bottom)

2.2 CFD Analysis 

A steady flow simulation is only envisaged for the present study because we aim 
to test the feasibility of the mentioned combination rather than employing realistic 
boundary conditions. 

Mesh Generation. Generating computational grids for the respiratory tract is equally, 
if not more, challenging than segmentation, mostly because of the irregularities in 
the surface. Even an unstructured tetrahedral mesh for such complex geometry is 
challenging, time-consuming, and takes multiple attempts to create. The polyhedral 
meshing scheme available in Ansys Fluent® is an improvisation over the tetrahedral 
meshing, and it offers better computational efficiency, stability, convergence, and 
mesh quality control [16].
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Governing Equations. For this preliminary analysis, we assumed a steady, laminar, 
and incompressible flow in a gravitational field. The conservation of mass and 
momentum is given by: 

∇.�v = 0 (1)  

ρ 
d�v 
dt 

= −∇  p + ρ �g + μ∇2�v (2) 

where �v is the air velocity, p is the air pressure, µ is the dynamic viscosity, ρ is the 
air density, and �g is the constant gravitational acceleration. The air is assumed as 
a Newtonian fluid with a constant density of 1.225 kg/m3 and viscosity of 1.7984 
× 10−05 kg/m s, referring to the physical air properties given by the Ansys Fluent® 

database. 

Steady-State Analysis. The flow through the lung was simulated with a constant inlet 
velocity that represents a lightly active minute volume ventilation of a healthy adult 
male (18 l/min). The outlets were assumed to be at ambient pressure conditions. A no-
slip boundary condition was enforced at the walls to capture the viscous effects. As 
opposed to this, some studies had tried to enforce the non-uniform lobar distribution 
of flow through boundary conditions [17]. But Elcner et al. [18] showed that it had 
minimal effect on the velocity profile throughout the geometry. 

After obtaining the grids, a steady-state laminar flow was sought with uniform inlet 
velocity. Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) scheme 
was adopted for the pressure–velocity coupling and a residual of under 10−06 was 
set as convergence criteria. Computation was performed at the Sunya Labs High-
Performance Computing Facility, Rajagiri School of Engineering and Technology. 
The flowchart of the methodology is shown in Fig. 2.

3 Results 

3.1 Segmented Geometry 

In the airway, each branching produces a new generation dichotomously (exception 
rather than a rule), with one parent and two children [2]. The trachea is typically 
designated as the zeroth generation [1]. By the process of segmentation explained 
earlier, we were able to obtain a minimum of 4 generations along all the branches and 
up to 6 in some distal ones (refer Fig. 3.). Some of these flow paths were trimmed at 
fourth generation (using Ansys SpaceClaim®) for uniformity across all paths, thus 
reducing the total outlets to 18. The trimming was also done at the inlet to the trachea 
to help in clearly defining a plane surface at the inlet and outlets for the convenience 
of applying the boundary conditions. For a more advanced study, the segmented
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Fig. 2 Process flowchart

geometry could be compared with the ground truth through the Dice Similarity 
Coefficient in the software itself. Thaha et al. [19] have proposed a more robust 
evaluation tool for 3D medical image segmentation employing different evaluation 
metrics.

3.2 Meshing 

The segmented geometry was meshed by using polyhedral meshing in Ansys Fluent®, 
generating up to 4.2 × 1005 cells at which we were able to obtain grid-independent 
results with acceptable orthogonal quality and aspect ratio as recommended by the 
solver (refer Fig. 4).
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Fig. 3 Upper airway geometry (anterior view) generated from CT image segmentation, a has 
around 6 generations toward the lower lobes on either side. Some of these flow paths were trimmed 
at the fourth generation for uniformity along all the flow paths, c shows the resulting geometry, and 
b is a comparison of both

Fig. 4 Computational grid generated with Ansys Fluent® polyhedral scheme (airway viewed 
posteriorly) 

3.3 Flow Pattern 

Flow patterns corresponding to breathing during light activity were obtained. The 
irregular geometry of the airway results in an asymmetric flow distribution as one 
would expect. From the measurements taken at approximate midsections of both main 
bronchi, it is evident that the cross-sectional area of the right bronchi is significantly 
larger than that of the left. For this reason, the area-averaged flow through the right 
bronchi at 0.18 l/s, is around 50% more than that through the left (0.12 l/s), even 
though the average velocity through the left bronchi is slightly (around 6.5% at 
the selected section) greater. The velocity vector plots on the cross-sectional planes 
along different generations are shown in Fig. 5. The centripetal force when the
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flow is bent toward either of the main bronchi is large enough to create counter-
rotating vortices (Dean flow). Other studies on realistic geometries have noted that 
this may not always be the case. With low Reynolds number flows, smaller angles 
of bifurcation, or shorter bronchi lengths, Dean flow may not develop in the first 
branching [20, 21]. The flow asymmetry, as mentioned earlier, is also evident from 
the velocity and pressure contours on a coronal plane shown in Fig. 6. Though flow 
asymmetry and Dean flow pattern are reported in studies on realistic geometries [20, 
21], it is not advisable to compare the magnitude of those, as the geometries would be 
unique to the individual and the exact values may not agree with the present findings. 
Nevertheless, it would be interesting to see patterns/similarities, if any, that would 
emerge from a study conducted on a broader collection of images. Such a study is 
beyond the scope of the present work.

4 Conclusion 

A viable method for obtaining a realistic 3D geometry for CFD studies is laid out 
in this work. After obtaining a CT image of the lung from an online repository, 
we were able to segment the same to obtain an airway tree up to around the 6th 
generation. The geometry after necessary postprocessing was used for preliminary 
computational studies of flow. The results revealed asymmetric flow and secondary 
Dean flow patterns akin to results available in the literature. The comparison with 
other studies involving realistic lung geometries also suggests intersubject variability 
of such flow patterns. 

The quality of the image plays a pivotal role in the ease of segmenting an airway 
volume. As imaging technologies evolve, delivering better resolution images, we are 
being better equipped to derive more detailed segmentation of pulmonary structures. 
Online repositories of such images, segmentation algorithms, and computational 
power are also poised to grow more robust empowering researchers even more. 

The scope of the work can be expanded on several fronts to deliver more accurate 
predictions. A transient condition across the boundaries is necessary for more sensible 
and realistic results. The flow through the more distal and narrower airways and the 
lung parenchyma can be modeled as a flow across a porous media as proposed by 
DeGroot and Straatman [22]. The transportation and deposition of aerosols along 
the airway will also be interesting from a pharmaceutical (finding optimal particle 
size distribution for patient-specific and efficient drug delivery) and public health 
(determining the effect of pollutant aerosols on the health of individuals) standpoint. 
This is possible through broadening the spectrum of biomedical computations on 
aerosol inhalation, incorporating a broader patient database (combinations specific 
to age group, medical history, drug particulate size distribution, etc.)



A Viable Approach to Medical Image Processing for CFD Simulations … 145

Fig. 5 Planar velocity vector plots along the cross-section of a trachea, b carina, c right main 
bronchus, d left main bronchus, e one of the right lobar bronchi (second generation), and f one of 
the left lobar bronchi (second generation)
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Fig. 6 Velocity a and pressure b contour plots in the coronal plane reveal the asymmetric flow 
distribution across the branches
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Evaluation of Hemodynamics 
Parameters in Carotid Bifurcation 
System using Numerical Simulation 

H. N. Abhilash , S. M. Abdul Khader , Raghuvir Pai , Nitesh Kumar , 
Mohammad Zuber , John Corda, and Masaaki Tamagawa 

Abstract Hemodynamics plays a major role in the development of numerous 
diseases and disorders, including atherosclerosis and stroke. Hemodynamic forces 
must be adequately mapped to precisely predict and avoid various illnesses and 
disorders. Blood is a complicated biological fluid that contains constituents, such 
as erythrocytes that cause it to behave in a non-Newtonian manner. This compo-
nent is usually overlooked while studying carotid blood flow, and blood is modeled 
as a Newtonian fluid with constant viscosity. In the present study comparison of 
hemodynamics in carotid artery for Newtonian viscosity model and non-Newtonian 
Carreau-Yasuda (CY) viscosity model is done. Computational fluid dynamics anal-
ysis is carried out for four patient-specific healthy carotid artery models. The geom-
etry of the carotid artery is obtained from a CT scan and a 3D model is generated using 
MIMICS. Blood enters the carotid artery through a common carotid artery (CCA) 
and splits into two arteries named internal carotid artery (ICA) and external carotid 
artery (ECA). The pulsatile velocity boundary condition is considered at CCA, and 
the pulsatile pressure boundary condition is considered for both ICA and ECA. 
The results obtained for both Newtonian and Carreau Yasuda’s viscosity models are
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studied and compared. Wall shear stress is calculated and when compared, results 
obtained from the Newtonian viscosity model overestimates WSS in certain regions 
like CCA, ICA, and ECA. 

Keywords Carotid artery · Newtonian and Carreau-Yasuda · Wall shear stress 

1 Introduction 

The study of developing interdisciplinary topics has been made easier due to recent 
developments in the computing domain. Currently, computer simulations in the 
biomedical field assist physicians in making decisions. Simulations are used in a 
wide range of applications, assisting in prognosis, and complementing current diag-
nostic techniques. Simulations of blood flow in flexible arteries using computational 
fluid dynamics (CFD) and fluid–structure interaction (FSI) give a quantitative picture 
of flow in the cardiovascular system, assisting researchers, and clinicians in better 
understanding cardiovascular disease [1, 2]. By some days nearer, radiological data 
acquired from patients, along with post-computational simulation processing, will 
aid clinicians in determining treatment decisions. CFD has become a prominent non-
invasive approach for accessing hemodynamics, offering evaluation information on 
blood pressure, velocity, shear stress, and other factors that may be used to predict 
illness start and development. The carotid arteries provide blood to the brain and 
are divided into the internal carotid artery (ICA) and external carotid artery (ECA). 
They begin as the common carotid artery (CCA) and branch into the internal carotid 
artery (ICA) and external carotid artery (ECA) at the plane of the throat (ECA). The 
ICA is responsible for delivering blood to the brain, whereas the ECA is in charge 
of supplying blood to the face and neck. The left carotid artery is located on the 
left side of the neck, whereas the right carotid artery is located on the right side. 
The arteries expand at the point where the CCA bifurcates, forming a distinct bulb 
known as the carotid sinus. Approximately 80% of strokes are caused by stenosis 
in the carotid artery [3]. Plaque deposits are often soft formations that create an 
irregular and arbitrary region inside arteries. Platelets fill up the cracks and abnor-
malities in the artery, causing blood clots in the artery or its branches, which leads 
to atherosclerosis. Atherosclerotic plaque forms best at the bifurcation zone and the 
inner curvature of the vasculature, as well as in areas with low wall shear stress (WSS) 
[4]. A location with a high WSS is resistant to atherosclerosis, whereas a region with 
a less WSS is susceptible to atherosclerosis. As a result, the thickening of the artery 
wall begins in an area with low WSS [5–9]. The WSS is calculated by multiplying 
the known dynamic viscosity of blood and blood velocities. The Navier–Stokes 
equation is solved iteratively, and velocities are determined using CFD techniques. 
CFD, on the other hand, needs precise boundary conditions, clinical experience, and 
computing time. Blood velocities can also be measured using the phase-contrast 
MRI (PC-MRI) method. Due to a lack of spatial resolution, the PC-MRI method was 
shown to underestimate velocity and WSS magnitude [10]. However, both MRI and
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CFD are qualitatively comparable. Pulsatile pressure, bifurcation geometry, artery 
wall characteristics, and blood rheology are all factors that influence local hemody-
namic parameters [11]. Many studies have looked at the flow of blood in the carotid 
artery [12–15]. Blood was modelled as a Newtonian fluid in these researches, with 
shear-thinning features neglected, claiming that the shear rate in big arteries is high, 
and blood viscosity is equivalent to the high shear rate viscosity limit. Additionally, 
using computational models to mimic blood flow, several researchers have explored 
simplified geometry of actual arteries [1, 16]. 

Blood is a complex body fluid that consists of different particles like plasma, 
erythrocytes, erythrocytes, and platelets. About 40% of the blood is composed of 
plasma, which is a Newtonian fluid, but the presence of other particles in the blood 
may behave as a non-Newtonian fluid. Blood is considered a shear-thinning fluid 
in which viscosity of the blood decreases with an increase in shear and strain rate, 
this is due to the alignment of the hematocrit which is having a capsule shape along 
the direction of the flow [17]. The blood flow in a larger artery can be considered 
as Newtonian flow but flow in the regions like small arteries, stenosis, curve the 
flow turns into non-Newtonian flow [18]. So, the viscosity of the blood is to be 
considered as non-Newtonian fluid. There are different blood viscosity models often 
used to mimic blood flow. The most suitable model is the CY model which is a four 
parameters model that compensates for a large range of shear rates. 

MIMICS is being used in the current study to reconstruct CT pictures of the carotid 
artery in a patient. Using the rebuilt 3D model, which is exported to ANSYS Fluent, 
the impact of non-Newtonian blood viscosity on the velocity distribution, WSS, and 
shear strain rate in a stiff carotid artery bifurcation model under transient circum-
stances is studied. The Carreau-Yasuda blood viscosity model is used to account for 
the shear-thinning feature of blood, and a comprehensive comparison of Newtonian 
and non-Newtonian models is provided. 

2 Methods 

2.1 Acquisition of Images and Reconstruction 

For this study, four carotid models from two patients are considered. Using CT scan 
a set of 2D images were obtained in the DICOM format. DICOM files were imported 
to MIMICS (Materialize, Leuven, Belgium) for the processing of images. The region 
near the carotid artery was selected as a region of interest and approximately 120– 
150 Hounsfield range was used as the threshold. Using vessel segmentation tool 
3D geometry is obtained and smoothing of obtained geometry is done to remove 
unwanted irregularities in the model as shown in Fig. 1a. In the figure, axial, sagittal 
and coronal views of the human head are shown, and carotid artery obtained after 
vessel segmentation is shown.
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Fig. 1 a Vessel segmentation of carotid artery, b carotid geometry selected for analysis 

Then obtained 3D model is exported to ANSYS 2020 in STL format. The 3D 
models obtained are shown in Fig. 1b. For the analysis, four geometry of carotid 
artery is considered obtained from two patients including both right and left carotid 
artery. The obtained geometries differ from each other with respect to diameter, 
bifurcation angle, and tortuosity. 

2.2 Computational Setup and Flow Modelling 

A Newtonian fluid has a constant viscosity that is proportional to the shear stress 
and shearing rate. It signifies that the viscosity of the fluid does not change with the 
shearing rate. 

Effective viscosity, 

μ = μ∞ (1) 

where μ is effective viscosity in Pa-s and μ∞ is the viscosity at the infinite shear 
rate, μ∞ = 0.00345 Pa-s [19]. 

CY model combines Newtonian and Power law models to solve both shear thin-
ning and thickening fluid problems. In contrast to the power-law model, this model 
works in both high and low shear rate situations [20]. It is necessary to include the 
viscosity values at zero shear and infinite shear in the formulation at extremely high 
and very low shear rates. The equation for effective viscosity for the CY model is as 
described below. 

η(γ ) = μ∞ + (μ0 − μ∞)
[
1 + (λ ̇γ )a

] n−1 
a (2) 

where γ is the shear rate, η is the viscosity, μ0 is the viscosity at zero shear rate, 
μ∞ is the viscosity at infinite shear rate, λ, α, and n are material coefficients (λ = 
1.902 s, α = 1.25, n = 0.22), a is Yasuda constant (a = 1.25). For blood, μ∞ = 
0.00345 Pa s, μ0 = 0.056 Pa s [21, 22].
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The comparison of the Newtonian and CY model is done, dynamic viscosity is 
plotted against shear rate as shown in Fig. 2a. Ansys Fluent (with meshing) module 
is used for further analysis. Meshing is done as shown in Fig. 2b. 

Meshing is done using Ansys Fluent with meshing module, Grid Independence 
test carried out by considering two parameters, like element size and the number 
of Inflation layer at the wall. Figure 3 represents the plot of velocity, pressure and 
number of inflation layers, the value of the inflation layer considered are 3, 5, 7, 
10, and 15. The velocity and pressure value at four different planes of the carotid 
artery is calculated and plotted. As the number of inflation layers is increased the 
value of velocity and pressure remains constant. Hence, there is no significance in 
considering a high number of inflation layers, so the number of inflation layers is 
five. 

Fig. 2 a Comparison of Newtonian and Carreau-Yasuda viscosity model, b meshing of geometry 
using polyhexacore elements 

Fig. 3 Grid independency study, a velocity versus no. of boundary layer, b pressure versus no. of 
boundary layer
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Fig. 4 Velocity and pressure waveform considered for the analysis 

In the present study, the time-varying velocity boundary condition is applied at 
the inlet section of CCA. A pulsatile pressure waveform is applied at the exit of 
both ICA, ECA and for artery wall, stationary condition is selected. The velocity 
and pressure waveform is having a time period of 0.8 s, and analysis is carried out 
for four pulse cycles to get a stable solution. The velocity, pressure waveform, and 
implication of boundary condition are shown in Fig. 4. 

3 Results and Discussion 

Results obtained from numerical simulation of blood flow in carotid artery for Newto-
nian and CY viscosity model are compared by considering velocity contours, pressure 
contours, vorticity, and wall shear stress (WSS). For comparison of WSS along four 
regions of the carotid artery, four section planes are created in CCA, bifurcation, ICA 
and ECA as shown in Fig. 5.
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Fig. 5 Different planes selected for plotting of results 

3.1 Velocity 

Velocity contours are mapped using streamline plot, vectors stating from the inlet of 
CCA. In Fig. 6, streamline plot for model 1 for Newtonian and CY viscosity model 
is shown, and a bar graph is used to represent velocity magnitude for the rest of the 
models.

From the velocity streamline plot, it can be observed that early systole and peak 
diastole flow will be having be having some disturbance and recirculation for both 
Newtonian and CY models. In early systole cavitation can be observed in the region of 
bifurcation this is due sudden opening of CCA which creates a large sinus structure. 
During peak systole condition flow will be normal and no recirculation is observed. 
When the maximum value of velocity is compared for Newtonian and CY model, 
during early systole and peak diastole CY model is lesser than Newtonian by 7%, 
while for peak systole it is 2% lesser. 

3.2 Pressure 

Pressure contour is plotted at the wall region of the carotid artery as shown in Fig. 7. 
Form the contour plot which represents the pressure plot for model 2 doesn’t show 
any differentiation for Newtonian and CY models. It can be observed that during 
early systole maximum pressure can be observed near the inlet of CCA and during 
peak diastole in the exit of both ICA and ECA. During peak systole pressure will be 
maximum compared to early systole and peak systole.
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Fig. 6 Velocity streamline plot of model 1 (top), variation of velocity for 4 models represented in 
the bar graph

3.3 Vorticity 

Figure 8 depicts the contours of vorticity in carotid artery models. Understanding 
the flow patterns in the arterial tree requires a thorough understanding of vorticity 
contours, which are the absolute value of the dot product of velocity and vorticity 
vector. The emergence of secondary flow is a significant phenomenon, and the emer-
gence of three-dimensional flow fields has an impact on near-wall flow properties 
[23, 24]. A vortex zone forms when the flow recirculates downstream of the separa-
tion line. The flow diverges into opposite directions perpendicular to its initial course 
as it approaches the peak of the bifurcation zone, exhibiting vortex generation. As a 
result, it was discovered that flow separation occurs at the ICA’s lateral wall near the 
apex, where the ECA splits out. When Newtonian and CY model is compared there 
was no significant difference was observed and the difference was below 3%.
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Fig. 7 Pressure plot of model 1 (top), variation of pressure for 4 models represented in the bar 
graph

3.4 Wall Shear Stress 

The tangential force of flowing blood on the endothelium surface of a blood artery is 
known as wall shear stress. Wall shear stress is a force that has both a magnitude and 
a direction and is formally represented as a vector. Blood flow and fluid viscosity 
are directly proportional to the magnitude of the shear stress vector, whereas vessel 
radius is indirectly proportional [25]. Figure 9 represents the variation of WSS for 
Newtonian and CY model plotted using polar plot at four different planes along the 
interaction of plane and wall. The four planes selected are shown in Fig. 7. From the  
polar plot, it is observed that the Newtonian model overestimates the WSS in most of 
the planes like CCA, ICA, and ECA. Lower WSS leads to the formation of plague, 
so accurate estimation of WSS is important for the study of blood flow.
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Fig. 8 Vorticity plot of model 1 (top), variation of vorticity for 4 models represented in the bar 
graph

4 Conclusion 

In large arteries, the impact of blood shear thinning characteristics on hemodynamic 
parameters is not particularly substantial, according to the findings. Even in big 
arteries, when the WSS is low, causing reversals inflow, and the small diameter is 
owing to the stenosis, the Newtonian model amplifies the hemodynamic parameters 
and fails to properly forecast the outcome. Many studies believe that in the carotid 
sinus rapid expansion of the lumen due to plaque deposits, causes flow recirculation. 
But in the present study, estimation of flow recirculation is quantified using a velocity 
streamline plot. Comparing of pressure and vorticity plot didn’t show any significant 
changes. But in the WSS plot, it is observed that the Newtonian model overestimates 
the values of WSS in most of the regions of the carotid artery. The formation of 
atherosclerosis can be determined by observing the region with low WSS since the 
Newtonian model overestimates WSS values it is better to consider the CY model 
for the calculation of WSS in an artery. Considering the rigid artery on blood flow 
is one of the limitations of the present study. Furthermore, the temporal changes of
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Fig. 9 Wall shear stress polar plot for Newtonian and Carreau-Yasuda viscosity model during peak 
systole

the parameters, as well as the precise rheological characteristics of blood, are not 
addressed. 
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Comparison of Newtonian 
and Non-Newtonian Flow in Abdominal 
Aorta and Renal Artery Using Numerical 
Simulation 
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S. M. Abdul Khader , A. Ravindra Prabhu , Masaaki Tamagawa, 
and B. Raghuvir Pai 

Abstract Numerical simulations of cardiovascular flows have emphasized investi-
gating the mechanics of blood flow in arteries. The objective of the current study is 
to examine the effect of Newtonian and non-Newtonian flow models in flow simu-
lation to analyze for hemodynamic behavior. CFD analysis was performed on an 
idealized healthy abdominal aorta with renal branching using ANSYS Fluent solver. 
The discretized mesh was obtained having polyhedral and hexahedral grid ensured 
the capture of gradients with a sufficient number of grids. Transient analysis was 
performed using pulsatile flow boundary conditions. Velocity plots obtained from 
the analysis predict the recirculation zone in the Ostia of the renal artery. TAWSS 
observed to be maximum at the infrarenal aorta. And Newtonian model predicted 
higher TAWSS. Oscillatory shearing index calculated to be maximum at the bifur-
cation. The result of this analysis will be helping in understanding the flow behavior 
in idealized cases and further extended to stenosed cases. 
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1 Introduction 

The upsurge in reported cases of cardiovascular diseases worldwide has resulted in 
a significant increase in mortality. At birth, the probability of eventual cardiovas-
cular disease-related death is 47% [5, 15]. The main reasons are atherosclerosis and 
chronic heart disease. Important regions of interest such as bifurcation or branching 
or curvature in the arteries are having greater susceptibility to plaque formation due 
to recirculation [9]. Physiologically, flow in the abdominal aorta is significant as it 
is supplying the oxygenated blood from the thoracic region to various functioning 
parts in the lower abdominal region and legs. The renal arteries are an important 
branch of the abdominal aorta which supplies blood to the kidneys. Atherosclerosis 
in the renal artery is directly linked with secondary hypertension and reduced renal 
function. However, the numerical study of blood flow in the abdominal aorta and 
its branches is limited [2]. The distribution of shear stress on the arterial walls has 
always been linked with atherogenesis. Wall shear stress (WSS) force exerted by the 
wall on the arterial flow. The lower value of localized WSS gives rise to recirculation 
and hence increasing the chances of plaque deposition thereby stenosis formation. 
Literature finds that low and oscillating WSS are directly linked to pathogenesis [18]. 
Zones of low and oscillating wall shear stress are being key hemodynamic markers 
in the evaluation of atherosclerosis [5]. The application of numerical methods in 
hemodynamics can achieve a better understanding of atherosclerosis thereby aiding 
prognosis on plaque formation and progression-related events [17]. Computational 
fluid dynamics (CFD) is widely used as complementary to clinical modalities like 
computerised tomography (CT) imaging, magneto resonance imaging, etc. [16]. This 
study focuses on hemodynamics investigation of the idealistic abdominal aorta and 
renal artery branching is performed using Newtonian and non-Newtonian models for 
possible key locations of low wall shear stress and oscillatory shearing index. The 
viscosity of blood mainly depends on shear rate, in larger arteries and aorta blood 
flow is considered as Newtonian having a shear rate over 100 s − 1 and viscosity is 
calculated based on Newton’s viscosity model [12]. Some literature also emphasizes 
on shear-thinning behavior of blood in which a nonlinear relation with shear rate and 
applied load is established. Non-newtonian model like Carreau-Yashuda Models are 
also considered to have a comparison with Newtonian viscosity [1, 3, 10, 11]. 

2 Methodology 

2.1 Governing Equation of Fluid Flow 

The simulation of blood flow in the abdominal aorta-renal artery systems is done 
with the consideration that the flow of blood is Newtonian, incompressible, and 
laminar. The governing equations used are the continuity and the incompressible 
Navier–Stokes equation shown in Eqs. (1) and (2).
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∇.v = 0 (1)  

ρ

(
∂v 
∂t 

+ v.∇v

)
= −∇  p + μ∇2 v (2) 

In the above equation, υ represents flow velocity, ρ is the density, and μ repre-
sents the dynamic viscosity of blood. The notation P refers to the pressure of the 
system. Newtonian fluid conjecture considers density as 1050 kg/m3, viscosity as 
0.004 kg/m.s. Newtonian model establishes a relation with viscosity η and shear rate 
γ given in Eq. (3). 

τ = η ̇γ (3) 

η − η∞ 

η0 − η∞ 
= [

1 + (λ ̇γ )a
] (n−1) 

a (4) 

Equation (4) is a generalization of the Newtonian model and describes the vari-
ation of viscosity η with shear rate γ than other rheological models. The funda-
mental characteristic of this formulation is that the Carreau-Yasuda equation involves 
five parameters, viz, η0—viscosity at the minimum shear rate, η∞—viscosity at the 
maximum shear rate, λ—time constant, a—Yasuda exponent, and n—Power-law 
index to describe the fluid rheology. Constants of Carreau-Yasuda Model were taken 
from available literature [10, 13]. 

2.2 Geometric Model 

The objective of geometric modeling is to create a three-dimensional computational 
domain of interest. The dimensions of the CAD model are obtained from CT DICOM 
images, using the CATIA V5 software. Initially, standard computerized tomography 
slices of the renal artery system were obtained, which were subjected to reconstruc-
tion using the materialize MIMICS tool. The reconstructed models were defeaturized 
using the CATIA V5 computer-aided design tool. The simplification and defeaturiza-
tion are done in such a way that the accuracy of the model isn’t affected. The aortal 
and renal diameter along with the location of the Ostia is taken as it is. Geometrical 
simplification of the model aids in analyzing blood flow in idealized conditions. 
Crucial geometric parameters like diameter at various sections, lengths, and bifurca-
tion zone were modeled by the measurements from CT data. Idealized models from 
the literature were considered in the study for the validation of the tool [6].
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2.3 Meshing 

Poly-hexcore mesh as it is known in the ANSYS Fluent meshing software consists of 
octahedral elements at the periphery and hexahedral elements at the interior. By incor-
porating mosaic technology, different types of meshes are automatically connected 
with polyhedral elements, thereby filling the region with hexahedral elements. This 
is known to make the mesh computationally efficient, increase the accuracy and 
decrease the simulation time of the solution. 

2.4 Boundary Conditions and Solver Settings 

As shown in Fig. 1 Inlet boundary is assigned with pulsatile velocity taken from 
Refs. [4, 6, 7]. In similar way renal outlets and abdominal aorta outlets are assigned 
with corresponding arterial and aortic pressure [6, 14]. Pulse cycle of 0.9 s is taken 
for reference. Blood pressure reference is taken as a healthy condition under rest 
having 80–110 mmHg. The outer periphery of the artery and aorta is assigned with 
no-slip conditions. ANSYS Fluent solver was used on four core Xeon Processor, 
with 32 GB RAM, capacity for computation. Flow is analyzed for three complete 
pulses, considering the smaller time step 0.018 s to have 50 timesteps in a pulse cycle 
to capture the transience in each step [13]. Pulsatile wave in puts are enabled using 
user-defined function coded using fourier series for three pulses to ensure minimized 
numerical errors. 

3 Result and Discussion 

The results of the CFD analysis were compared with studies published for the same 
input conditions in a renal artery branching, showing a close match between the 
pressure, velocity, and wall shear results [13].

Fig. 1 Geometric model of 
abdominal aorta and renal 
artery 
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Fig. 2 a Midplane-velocity distribution abdominal aorta-renal artery b velocity vector plot showing 
possible recirculation zone 

3.1 Velocity Distribution 

Velocity plots are shown in Fig. 2 to find velocity distribution in the aorta, origins, and 
courses of the renal artery. Plots were taken during early systole, peak systole, and 
early diastole of velocity wave in normal conditions. During early systole, minimum 
velocity was observed proximal region of branching in the upper Ostia portion and the 
maximum value of velocity is observed in the infrarenal abdominal aorta. During peak 
systole, low-velocity values were observed in the same region without significant 
change in the velocity magnitude. In peak systole fluid layers immediate to the renal 
artery wall along the length had minimum velocity and maximum velocity was spread 
along the length of the infrarenal abdominal aorta. Velocity plots allow us to know 
the possible recirculation zones within the artery after the stenosis. This study finds 
the possible recirculation zones immediately after renal branching due to curvature 
and reduced velocity. Velocity plots of Newtonian and non-Newtonian flow were 
almost the same as they are reflecting the same boundary conditions. 

3.2 Pressure Distribution 

The variation of pressure in the renal artery is given in Fig. 3. The peaks represent 
higher values in pressure wave inputs. During early systole, peak systole, and early 
diastole of the pulse normal healthy artery has shown varying wall pressure distribu-
tion. At the beginning of the pressure wave, the inlet portion of the abdominal aorta 
had a larger pressure value, whereas the infrarenal aorta had the minimum pressure
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Fig. 3 Wall pressure distribution in abdominal aorta-renal artery 

on the wall. The maximum value of pressure is observed during the peak systole 
phase of the pulse. Wall pressure is the factor directly linked with arterial distensi-
bility, and it will be the input for interaction analysis. Pressure distribution in cases 
of Newtonian and non-Newtonian flow was almost similar as they are reflecting the 
same boundary conditions. 

3.3 Wall Shear Stress Distribution 

In Fig. 4 it can be seen that during the entire pulse high WSS remains the zone of 
the wall of the aorta immediately after the renal branching. At renal bifurcation also 
slightly, the larger value of WSS was observed. Higher amounts of shear stress in 
areas subjected to incoming flow impingement at the junction such as the distal wall, 
often cause shear thinning in said regions and other regions downstream where Non-
Newtonian consideration becomes more important. Wall shear stress distribution 
in the case of Newtonian and Carreau-Yasuda model showed a similar trend with 
marginal difference in the magnitude of the WSS which are shown in plots. 

Fig. 4 Wall shear stress distribution in abdominal aorta-renal artery
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3.4 Time Averaged Wall Shear Stress 

Time-averaged wall shear stress (TAWSS) is a function of wall shear stress (WSS) 
averaged over the entire period T. The expression for the parameter is given in the 
equation below [8]. 

TAWSS = 
1 

T 

T∫
0

(|WSSx | +
∣∣WSSy

∣∣ + |WSSz|
)
dt (5) 

where WSSx, WSSy and WSSz are the WSS values resolved at x, y, and z directions, 
respectively. 

Figures 5 and 6 exhibit the WSS contours on the idealized abdominal aorta and 
renal artery model over the entire time duration of 0.9 s pulse cycle. Shear stress along 
the length of the abdominal aorta increased till the region of bifurcation, where it 
is highest and lowered further upstream. In normal renal arteries, the distal walls 
experienced higher amounts of stress compared to proximal walls. 

Fig. 5 TAWSS distribution 
in abdominal aorta renal 
artery for Carreau-Yasuda 
model 

Fig. 6 Time averaged wall 
shear stress variation along 
the length of the abdominal 
aorta and renal artery
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3.5 Oscillatory Shearing Index 

Oscillatory shear index (OSI) was derived to consider the cyclic movement of the 
wall shear stress vector from the axis reference [14]. The oscillatory shear index can 
be calculated using the following equation which considers the value over the entire 
pulse rather than at an instance. 

OSI = 0.5

[
1 −

(∣∣∫T 
0 WSS dt

∣∣
∫T 
0 |WSS| dt

)]
(6) 

Figure 7 shows the variation of OSI on the wall for the idealized abdominal aorta 
and renal artery model. The value of OSI ranges from 0 to 0.5. Literature mentions 
locations with OSI over 0.15 with low TAWSS less than 0.4 Pa are more prone to 
rupture. In Fig. 7, it is observed that the highest value of OSI was observed near the 
bifurcation. However, in some portions of the infrarenal aorta, there are localized 
high OSI values observed. When compared with the Newtonian model, the Carreau-
Yasuda model exhibited larger OSI in some locations and almost the same values in 
major points.

4 Conclusion 

The present study of the idealized abdominal aorta and renal artery model using 
computational fluid dynamics focuses on comparing the Newtonian flow and Non-
Newtonian shear thinning Carreau-Yasuda model under normal pressure and rest 
conditions. It has been observed that velocity distribution remains the same in Newto-
nian and Carreau-Yasuda models having the highest value in the infrarenal region 
and lowest in renal branching with possible recirculation zone. Pressure distribution 
remained uniform in Newtonian and Carreau-Yasuda models. However, TAWSS 
plots have shown an increase in peak value at branching and while compared with 
the Carreau-Yasuda model, the Newtonian model shows the highest value of TAWSS 
for the same input. OSI distribution and plots have shown maximum OSI immedi-
ately after branching. The present study identifies these regions as they are more 
susceptible to atherosclerosis due to flow behavior and geometry properties.
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Fig. 7 a Oscillatory shearing index variation on the wall in case of Newtonian and Carreau-Yasuda 
flow model b OSI variation along the length of the abdominal aorta and renal artery

References 

1. Abbasian M, Shams M, Valizadeh Z, Moshfegh A, Javadzadegan A, Cheng S (2020) Effects of 
different non-Newtonian models on unsteady blood flow hemodynamics in patient-specific arte-
rial models with in-vivo validation. Comput Methods Programs Biomed 186:105185. https:// 
doi.org/10.1016/j.cmpb.2019.105185 

2. Abdul Khader SM, Raghuvir Pai B, Srikanth Rao D, Prakashini K (2021) Numerical investi-
gation of blood flow in idealized abdominal aorta with renal bifurcation using fluid–structure 
interaction. In: Lecture notes in mechanical engineering. Springer, Singapore. https://doi.org/ 
10.1007/978-981-15-4308-1_39 

3. Ashrafizaadeh M, Bakhshaei H (2009) A comparison of non-Newtonian models for lattice 
Boltzmann blood flow simulations. Comput Math Appl 58(5):1045–1054. https://doi.org/10. 
1016/j.camwa.2009.02.021 

4. Azriff A, Johny C, Abdul Khader SM, Raghuvir Pai B, Zuber M, Ahmed KA, Ahmad Z (2018) 
Numerical study of haemodynamics in abdominal aorta with renal branches using fluid— 
structure interaction under rest and exercise conditions. Int J Recent Technol Eng 7(4):23–27 

5. Bantwal A, Singh A, Menon AR, Kumar N (2021) Pathogenesis of atherosclerosis and its 
influence on local hemodynamics: a comparative FSI study in healthy and mildly stenosed 
carotid arteries. Int J Eng Sci 167:103525. https://doi.org/10.1016/j.ijengsci.2021.103525

https://doi.org/10.1016/j.cmpb.2019.105185
https://doi.org/10.1016/j.cmpb.2019.105185
https://doi.org/10.1007/978-981-15-4308-1_39
https://doi.org/10.1007/978-981-15-4308-1_39
https://doi.org/10.1016/j.camwa.2009.02.021
https://doi.org/10.1016/j.camwa.2009.02.021
https://doi.org/10.1016/j.ijengsci.2021.103525


172 B. G. Shenoy et al.

6. Basri AA, Khader SA, Johny C, Pai R, Zuber M, Ahmad Z, Ahmad KA (2019) Effect of single 
and double stenosed on renal arteries of abdominal aorta: a computational fluid dynamics. CFD 
Lett 12(1):87–97 

7. Basri AA, Khader SMA, Johny C, Raghuvir Pai B, Zuber M, Ahmad Z, Ahmad KA (2020) 
Fluid structure interaction of renal arteries of abdominal aorta subjected to single and double 
stenosed complication. Malays J Med Health Sci 16:35–41 

8. Fuchs A, Berg N, Wittberg LP (2019) Stenosis indicators applied to patient-specific renal 
arteries without and with stenosis. Fluids 4(1). https://doi.org/10.3390/fluids4010026 

9. Fung YC (1997) Biomechanics. Springer, New York.https://doi.org/10.1007/978-1-4757-
2696-1 

10. Gijsen FJH, Allanic E, Van De Vosse FN, Janssen JD (1999) The influence of the non-Newtonian 
properties of blood on the flow in large arteries: Unsteady flow in a 90°curved tube. J Biomech 
32(7):705–713. https://doi.org/10.1016/S0021-9290(99)00014-7 

11. Husain I, Labropulu F, Langdon C, Schwark J (2020) A comparison of Newtonian and non-
Newtonian models for pulsatile blood flow simulations. J Mech Behav Mater 21(5–6):147–153. 
https://doi.org/10.1515/jmbm-2013-0001 

12. Jahangiri M, Saghafian M, Sadeghi MR (2017) Numerical simulation of non-Newtonian models 
effect on hemodynamic factors of pulsatile blood flow in elastic stenosed artery. J Mech Sci 
Technol 31(2):1003–1013. https://doi.org/10.1007/s12206-017-0153-x 

13. Khader SMA, Azriff A, Pai R, Zubair M, Ahmad KA, Ahmad Z, Prakashini K (2018) Haemo-
dynamics study in subject-specific abdominal aorta with renal bifurcation using CFD—a case 
study. J Adv Res Fluid Mech Therm Sci 50(2):118–121 

14. Moore JE Jr, Xu C, Glagov S, Zarins CK, Ku DN (1994) Fluid wall shear stress measurements in 
a model of the human abdominal aorta: oscillatory behavior and relationship to atherosclerosis. 
Atherosclerosis 110(2):225–240 

15. Roquer J, Ois A (2010) Atherosclerotic burden and mortality. In: Handbook of disease burdens 
and quality of life measures, vol 51. Springer, New York, pp 899–918. https://doi.org/10.1007/ 
978-0-387-78665-0_51 

16. Suh GY, Les AS, Tenforde AS, Shadden SC, Spilker RL, Yeung JJ, Cheng CP, Herfkens 
RJ, Dalman RL, Taylor CA (2011) Hemodynamic changes quantified in abdominal aortic 
aneurysms with increasing exercise intensity using MR exercise imaging and image-based 
computational fluid dynamics. Ann Biomed Eng 39(8):2186–2202. https://doi.org/10.1007/ 
s10439-011-0313-6 

17. Taylor CA, Hughes TJR, Zarins CK (1998) Finite element modeling of three-dimensional 
pulsatile flow in the abdominal aorta: relevance to atherosclerosis. Ann Biomed Eng 26(6):975– 
987. https://doi.org/10.1114/1.140 

18. Tse KM, Chang R, Lee HP, Lim SP, Venkatesh SK, Ho P (2013) A computational fluid 
dynamics study on geometrical influence of the aorta on haemodynamics. Eur J Cardiothorac 
Surg 43(4):829–838. https://doi.org/10.1093/ejcts/ezs388

https://doi.org/10.3390/fluids4010026
https://doi.org/10.1007/978-1-4757-2696-1
https://doi.org/10.1007/978-1-4757-2696-1
https://doi.org/10.1016/S0021-9290(99)00014-7
https://doi.org/10.1515/jmbm-2013-0001
https://doi.org/10.1007/s12206-017-0153-x
https://doi.org/10.1007/978-0-387-78665-0_51
https://doi.org/10.1007/978-0-387-78665-0_51
https://doi.org/10.1007/s10439-011-0313-6
https://doi.org/10.1007/s10439-011-0313-6
https://doi.org/10.1114/1.140
https://doi.org/10.1093/ejcts/ezs388


Analysis and Prediction of COVID-19 
Spread in Ernakulam District, Kerala 

Serin Kuriakose , Zarin Pilakkadavath , C. Rohini, and S. Sreedevi 

Abstract The world is witnessing a pandemic of SARS-CoV2 infection since the 
first quarter of the twenty-first century. Ever since the first case was reported in 
Wuhan city of China in December 2019, the virus has spread over 223 countries. 
Understanding and predicting the dynamics of COVID-19 spread through data anal-
ysis will empower our administrations with insights for better planning and response 
against the burden inflicted on our health care infrastructure and economy. The aim 
of the study was to analyze and predict COVID-19 spread in Ernakulam district of 
Kerala. Data was extracted from lab data management system (LDMS), a govern-
ment portal to enter all the COVID-19 testing details. Using the EpiModel package 
of R-mathematical modeling of infectious disease dynamics, the predictive analysis 
for hospitalization rate, percentage of patients requiring oxygen and ICU admission, 
percentage of patients getting admitted, duration of hospital stay, case fatality rate, 
age group and gender-wise fatality rate, and hospitalization rate were computed. 
While calculating the above-said variables, the percentage of vaccinated population, 
breakthrough infections, and percentage of hospitalization among the vaccinated was 
also taken into consideration. The time trend of patients in ICU showed men outnum-
bered women. Positive cases were more among 20–30 years, while 61–70 years age 
group had more risk for ICU admission. An increase in CFR with advancing age and 
also a higher CFR among males were seen. Conclusions: Analyzing and predicting 
the trend of COVID-19 would help the governments to better utilize their limited 
healthcare resources and adopt timely measures to contain the virus. 
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Abbreviations 

TRP Test Positivity Rate 
LSGD Local Self Government Department 
DCC Domiciliary Care Centre 
FLTC First-Line Treatment Centre 
SLTC Second-Line Treatment Centre 
ICU Intensive Care Unit 
CFR Case Fatality Rate 

1 Introduction 

The world is witnessing a pandemic of SARS-CoV2 infection since the first quarter of 
the twenty-first century. Ever since the first case was reported in Wuhan city of China 
in December 2019, the virus has spread over 223 countries. Globally, there had been 
187 million confirmed cases of COVID-19 as of 12 July 2021 [1]. The pandemic had 
also created global health, economic and political crises of which the consequences 
are yet to be determined. The spread of COVID-19 caused a huge disruption in our 
day-to-day activities which we never experienced in our lifetime. The mandatory 
social distancing norms and usage of face masks, temporary suspension of business 
activities and travel restrictions were new to the entire world. The pandemic also 
created an additional burden on the health care system. The first case of COVID-19 
reported in India was in the Trichur district of Kerala on 30 January 2020. As on 
12 July 2021, the number of cases in India is 30,904,734 and Kerala has 3,073,134 
cases [2]. Ernakulam, the district in our focus, reported having 369,260 cases and 
1446 deaths as of 12 July 2021. 

In this scenario, the use of data analysis is more important than ever. Under-
standing and predicting the dynamics of COVID-19 spread through the analysis of 
the available data will empower our administrations with insights and can serve as 
useful tools for better planning and response against the burden inflicted on our health 
care infrastructure, emergency systems, and the overall economy. Thus, data analysis 
on COVID-19 is critical not only to protect the public health system but also to save 
lives. 

2 Epidemiology of COVID-19 

The predominant mode of transmission of SARS-CoV2 is through direct and indirect 
droplets [3]. The virus has also been identified from the stool samples of both symp-
tomatic and convalescing patients but the risk of feco-oral transmission is unclear. 
The incubation period for the virus is 14 days, and the median incubation period is
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4–5 days. The presentation varies from asymptomatic to symptoms like fever, dry 
cough, breathlessness, anosmia, loss of taste, anorexia, myalgia, and gastrointestinal 
symptoms like diarrhea, abdominal pain, vomiting, and nausea [4]. 

3 Methodology 

Data is extracted from lab data management system (LDMS) which is a government 
portal to enter all the COVID testing details. Approximately, 15,000–35,000 tests 
are done daily in the district and the positive, negative and total number of tests done 
is taken from this portal. Complete demographic data of positive patients are also 
entered into the system. Daily reports of TPR, active cases, cases per million, etc. are 
calculated based on this data. Data from all the 124 peripheral government institutions 
are also entered into a google spreadsheet by the concerned authority and shared with 
the data management analysis team. The data collected include the number of new 
cases, active cases, test positive health care workers, antenatal COVID-19 cases and 
deaths including covid and non-covid deaths which get reported under the concerned 
institution. 

When a patient is tested positive, the details of the patient are also entered into a 
google spreadsheet of positive case line list. Multiple google sheets are shared with 
peripheral institutions and the concerned authority in each institution is required to 
fill in the respective spreadsheets and share them with the data management analysis 
team of the District Surveillance Unit. 

The members of the data analysis team combine the spreadsheets and sort the 
data using R software daily. The final detailed line list is a list with 58 columns, and 
a master line list is generated into which details of all COVID-19 positive patients 
are uploaded. As the number of cases is very high, the volume of data fed into the 
spreadsheets will also be high. Hence, the line list is split into 35 parts. For the 
ease of documentation and analysis, these 35 parts are combined into one part using 
the R software and all data analyzes are done using R. For a daily generation of 
various reports and a daily bulletin, a dedicated R script is written by the data team. 
Depending on the various parameters required to be plotted on a day, the R code is 
modified and then shared with the data management analysis team. 

4 Data Analysis 

The presenting author, part of the COVID-19 surveillance team of Ernakulam district 
had access to the data and conducted the data analysis. This article shares how the 
data analyzes had been an insightful resource to plan response measures against 
this pandemic in our district. All the analyzes were done using R software, version 
1.4.1103. Tidyverse, ggplot2, dplyr, rlang, Googlesheets4, etc., are some of the main
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packages used during the analysis. The different types of data analyzes conducted 
are mentioned briefly below (Fig. 1). 

Ernakulam district has an estimated population of 3,811,430 and a population 
density of 1072/km2. The time trend of COVID-19 cases-gender wise, category wise 
(history of contacts, health care workers, travelers, and unknown sources of infection) 
is being analyzed daily. 

Males (51%) outnumbered females (49%) in the proportion of active cases and 
also in cumulative cases. Those with a history of contact with a confirmed case were 
the most among the positive cases. 

Daily analysis of the time trend of patients who were isolated at their own houses 
and those getting admitted to various treatment facilities like DCCs, ICUs, FLTCs, 
CSLTCs, Government Medical College, and private hospitals are also done routinely. 
Biweekly projection of the expected cases is done, and the occupancy anticipated at 
various COVID treatment facilities is also calculated. Evaluation of these projections 
is done daily, and any variation will be noted and corrective measures are undertaken. 
Hence, we could anticipate the need for an additional requirement of hospital beds, 
beds with oxygen supply, ICU beds, and ventilators quite early and be prepared to 
address the rise in the number of cases (Fig. 2).

The time trend of TPR of the previous 1 year, previous 6 months, rolling TPR of 
previous 6 months, and last 2 weeks TPR are also analyzed. The test positivity rate 
(TPR) is one of the indexes used for monitoring the progression of the COVID-19 
pandemic in the community. By observing this trend, it was also possible for us to 
forecast the course of patients admitted in hospitals and intensive care units. For 
example, when the TPR reaches a peak value, growth in COVID-19 hospitalizations 
lasting 12–15 days can be inferred. But, with the current testing strategy in which 
most of the tests being done in symptomatic and high-risk primary contacts and not 
in a random sample from the community; TPR doesn’t translate to the real situation 
and imposing restrictions based on TPR alone will not help in containing the spread

Time trend of COVID 19 cases: Cumulative data 

Fig. 1 Time trend of COVID-19 cases in Ernakulam district, Kerala 
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Fig. 2 Occupancy graph: district dashboard

of the virus. Some LSGDs had TPR less than 30 and most had TPR between 10 and 
15% and only six LSGDs had TPR less than 5% at the time of writing this article 
(Fig. 3). 

Plotting the seven-day moving average of cases provided us with a smoother 
curve of case trend without any drastic ups and downs spikes, which can occur due 
to fluctuations in daily test numbers and thus case numbers. The seven-day moving 
average in our data shows a steady plateauing trend, and this is expected to continue 
for 2–3 weeks (Fig. 4).

Fatal cases were analyzed age-wise and gender-wise and also CFR was calculated. 
CFR is the number of reported deaths per reported case. The analysis showed an 
increase in CFR with advancing age and also a higher CFR among males (Fig. 5).

Time trend: 7-day average number of cases 
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Fig. 3 Time trend of COVID-19 cases: 7 days rolling average 
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Age distribution of deceased 
N

um
be

r o
f c

as
es

  

Fig. 4 Age distribution of deceased

Active cases : LSGD heat map – 12 July 2021 

Fig. 5 Active cases heat map 

LSGD heat maps for active cases, active cases per million, and TPR were also 
done which helped in focused intervention in places that had increasing active cases 
(Fig. 6).

As mentioned earlier, weekly TPR, active cases in each LSGD, and active cases per 
million in each LSGD were calculated. Using QGIS 3.5 mapping software, all these 
details are entered into the shapefile of Ernakulam District and a heat map based on 
colour grading is created. The heat map also allowed policymakers to make informed
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TPR: Time trend (from 1 January 2021) 
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Fig. 6 Time trend of TPR

decisions since a piece of vital information was displayed in an easily comprehensible 
way. By looking at the heat maps, policymakers were able to quickly assess the areas 
which come under red and green zones and take appropriate data-driven decisions. 

Time trend of patients in ICU showed that men outnumbered women and 61– 
70 years age group were more in number while the number of positive cases reported 
was more in 20–30 years age group. The average age of COVID-19 patients admitted 
in ICU was 57 years and the average age of the positive cases in the ongoing wave 
was found to be 39 years. 

Dowd et al. found that the case fatality rate in COVID-19 increases as age advances 
[5]. In Ernakulam district also, the case fatality rate increased as the age advanced, 
and it goes significantly high above the age of 40 years. Most of the deaths are in 
the age group of above 60 years. Figure 4 shows the number of deceased across age 
groups. The fall in the number of deaths beyond the age group of 60–70 is due to the 
relatively lower number of COVID-19 cases in the respective age groups. 

Studies from across the globe show that females have lesser fatality when infected 
with SARS-CoV2 [6–8]. In Ernakulam also females were found to have a lesser 
fatality. Females contribute to less than 40% of all COVID-19-related fatalities. The 
number of primary and secondary contacts for each case and each category of patients 
(health care workers, travelers, etc.) for the last 14 days and cumulative data was also 
analyzed. 

Projection of cases for every upcoming 2 weeks and the next peak was also 
done. This data helps in the preparedness and to track the impact of the outbreak 
and facilitate infrastructure planning like arranging hospital beds and planning the 
daily required number of ICU beds, oxygen supply, and ventilators necessary to 
accommodate patients. The projection graph also helps to plan enforcement measures
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TPR: LSGD heat map: 12 July 2021 

Fig. 7 LSGD heat map based on TPR 

like imposing/withdrawing lockdown, intensifying social distancing measures, and 
opening of institutions and other business establishments (Fig. 7). 

As there were many hues and cries in media over the rise in reported cases of inva-
sive fungal infections among COVID-19 patients, we also analysed the mucormy-
cosis cases reported in the district. Though 16 cases of mucormycosis got treated in 
the district (10 were Ernakulam natives), we found that the incidence of it was not 
different from the precovid days (2.8 per 100,000). 

5 Cases Among Vaccinated 

At the time of writing this article, 41% of individuals in the district are vaccinated 
with at least one dose and 11.34% of the population is fully vaccinated. As of July 
12, 2021, 10,523 cases were reported among the first dose vaccinated individuals and 
2692 infections were reported among the fully vaccinated. Breakthrough infections 
show an increasing trend, but studies from other parts of the world have shown that 
breakthrough infections have less mortality [9]. But, attaining a greater vaccination 
coverage should not be a reason to relax social distancing norms, usage of masks, or 
sanitization of hands. At the same time, an upward trend of breakthrough infections 
need not be taken as a failure of vaccination drive.
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6 Prediction Model 

Using the package ‘EpiModel’ of R-mathematical modeling of Infectious disease 
dynamics, we did the predictive analysis for hospitalization rate, percentage of 
patients requiring oxygen and ICU admission, percentage of patients getting admitted 
to first-line and second-line treatment centers, duration of hospital stay, duration 
of stay in first-line and second-line treatment centers, case fatality rate, age group 
and gender-wise fatality rate and hospitalization rate. While calculating the above-
said variables, we had also taken into consideration the percentage of vaccinated 
population, breakthrough infections and percentage of hospitalization among the 
vaccinated. 

We used four parameters in the model: 

R0—the initial reproductive number 
e.dur—duration of the exposed state 
i.dur—duration of the infectious state 
cfr—case fatality rate expressed as a proportion of those who will die among 
those infected. 

Based on the above model described, we did a predictive analysis in July 2021 to 
look for the expected cases in September 2021. The results are summarized in Table 
1 and Fig. 8. 

Only a few studies have been conducted on predictive models of COVID-19 in 
India. A study conducted by Mandal et al. analyzed the predictive behaviour of 
COVID-19 cases in Maharashtra, New Delhi and Tamil Nadu. The authors used 
a classical SEIR type mathematical model to predict the daily active infected and 
confirmed (cumulative) infected COVID-19 cases in these three states using the 
software Mathematica. These models were used to impose testing strategies and 
lockdown measures in the three states [10].

Table 1 Expected cases based on the predictive model 

Indicators Numbers 

Expected number of new cases—rolling average by 15 September 2021 2619–3143 

Expected cases during (1–15 September 2021) 44,610–54,523 

Number of active cases expected by 15 September 2021 35,000–44,000 

ICU admissions expected by 15 September 2021 357–600 

Hospitalisation: Expected by 15 September 2021 2114–2818 

Expected deaths during 1–15 September 2021 268–327
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Fig. 8 Projection of COVID-19 cases—7 days rolling average

7 Conclusion 

Although the epidemic situation in Kerala is not yet alarming, strengthening the 
mitigation efforts and increasing the vaccination drive is necessary to keep the trans-
mission rate as low as possible. A comprehensive approach needs to be adopted 
to contain the virus. This can be achieved through aggressive testing, early diag-
nosis isolation and treatment with adherence to the updated protocols. Analysing 
and predicting the trend of COVID-19 would help the governments to better utilize 
their limited healthcare resources and adopt timely measures to stop the spread of 
the virus. The severity of SARS-CoV2 infection goes up as age advances, especially 
in patients with comorbidities. Prioritizing target treatment groups based on age 
and comorbidity status will help in better utilization of healthcare facilities and will 
reduce the fatalities due to COVID 19. Complications and fatalities are extremely 
rare below 20 years of age and vaccination can be prioritized to other age groups. 
Due to the dynamic nature of the virus, more epidemiological models are required 
for forecasting and preparedness for the pandemic. This can be achieved by utilizing 
the raw data and secondary data for analysis and conducting more research. 
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Solar Water Pumping System Design 
and Analysis-A Numerical Study at Dum 
Dum, Kolkata 

A. Kr. Roy and S. Dutta 

Abstract Solar water pumping system is one of the engineering marvels, which 
uses solar energy to pump underground water for irrigation, agricultural and drinking 
purposes in India and most importantly it does not utilize the traditional fuels which 
are responsible for polluting the environment. In the following research article, we 
carry out a technical analysis of pumping water by utilizing solar systems for agri-
cultural irrigation needs and fresh drinking water supply for a project located at Dum 
Dum, Kolkata (chosen as per the nearest location available in software) by execution 
of simulations utilizing photovoltaic system software. Accordingly in the research 
paper, we present the results in terms of water delivered for human uses, the water 
volume which is absent or missing, the additional (underutilized) solar energy, and 
the entire calendar yearly generated photovoltaic system efficiency. The results of 
the simulations display that investment in photovoltaic solar technologies could be 
highly beneficial for this site location, as the amount of pump operation energy was 
found to be maximum in the month of June (6454 Kwh), while the monthly perfor-
mance ratio was found to be 55.3% and the efficiency of the system was found to be 
15.22%. 

Keywords PV panel · Solar pump · Irrigation · Solar inverter · Photovoltaic 
system 

1 Introduction 

The solar irrigation system mostly utilized by society and human needs comprises 
the photovoltaic system array and pumping components such as motor, positive 
displacement pump and a control system. The intention for this project work is that 
some rural areas of West Bengal, India are currently suffering from acute power 
crises because of recent cyclones. Nonrenewable energy sources are the main energy 
source of India and the power generation sector is heavily dependent on that. The
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price of fossil fuel and pollution level is increasing rapidly. Due to these problems, 
the farmers in the rural areas are not able to irrigate the crops properly. In this paper, 
we aim to design an optimized solar water pumping system in photovoltaic system 
software for irrigation purposes. 

A critical literature survey analysis reveals that Arab et al. [1] has presented a 
method for doing estimation regarding the probability of loss load (PLL) pertaining 
to photovoltaic water system centrifugal pumping by choosing regarding constant 
profile, and utilizing a water tank with an autonomy capacity of maximum 2 (two) 
days and also considering two pumping heads when applied to a centralized system 
of centrifugal pumping. Abu-Aligah [2] had carried out research work pointing out 
the fact that in localized areas where electricity was unavailable, other measures 
were of necessity to pump water pertaining for human consumption. One option 
proposed by them was a photovoltaic (PV) pumping system. Sudhakar et al. [3] had 
investigated the solar water pump for lift irrigation. A “modified pump” was also 
suggested by them, which could have been beneficial to rural requirements of water. 
The authors had presented the thermodynamic analysis of the pumps. The authors 
had also presented the results pertaining to the solar water pump being operational 
with solar collectors having flat-plate, but it was also analyzed by them whether 
the same pump could be run more efficiently by utilizing concentrating coupled 
solar collectors. Barua and Prasath [4] had carried out simulations pertaining to an 
academic campus utilizing the grid-connected solar photovoltaic top roofing system 
and accordingly the feasibility and the design study of the solar photovoltaic rooftop 
system project was presented by them after the authors inspected their project viable 
area by critical utilization of specific NASA meteorological surface data points in the 
photovoltaic system. Sharma et al. [5] studied solar photovoltaic system design and 
the performance depends on geographical location and solar irradiation using a photo-
voltaic system. Matchanov et al. [6] studied a 2.24 kW grid-connected micro-inverter 
system output by photovoltaic system software. Another well-known research article 
presented by Shrivastava et al. [7] used photovoltaic system software evaluation of 
a grid-connected standalone system consisting of 20.8 kW 10 PV modules was also 
referred to. 

2 Methodology 

The solar water pumping system runs on electricity generated by solar panels. (Please 
refer to Fig. 1). A submersible pump is used in the simulations, which is used to pump 
water from a well and stored in an overhead tank for irrigation, drinking and other 
household purposes. Solar panels generate an electric charge and the solar pump 
inverter controls the charge for the smooth running of the pump. Further, the pump 
is placed in a well to pump the well water to a tank for future use.

PVsyst is the most sought-after software analysis utilized in the critical investiga-
tion and modeling examination of photovoltaic solar structural schemes for several 
practical applications (be it standalone, or water pumping and grid-connected). A
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Fig. 1 Deep well solar 
water pumping diagram

huge database is inbuilt in the software analysis with the simulation tool closely 
associated with the photovoltaic solar structural synthesis that is currently in demand 
for day-to-day analysis and commercial market applications. Photovoltaic system 
simulation can also lead to a detailed eco-commercial analysis too. The solar water 
pumping system runs on electricity stemming from the solar panelized cabinets. A 
submersible pump is used in the simulations, which is used to pump water from a 
well and stored in an overhead tank. Solar panels generate an electric charge and 
the solar pump inverter controls the charge for the smooth running of the pump. It 
should also be mentioned in this context that the photovoltaic system software runs 
on an hour-to-hour criterion and measure. 

In this project, we have utilized, the photovoltaic system 6.88 [8] for utilizing the 
simulations obtained by the photovoltaic system software for deepwater pumping 
criterion and measure for two water levels of 40 m and 60 m, but we have presented 
the results for 60 m only, because of paper length constraints. The inputs of this 
software are irradiation energy (Avg. monthly and solar), average everyday water 
requirements, the depth of the water well or reservoir indications, exact selection of 
the pump and photovoltaic system solar modules. The final relevant results include 
mainly the delivery of exact water transported for human uses, the loss of water data, 
the additional (underused) solar power available, and most importantly the exact 
ratio of performance (PR) measured to calculate the photovoltaic system software 
efficiency which we can calculate either monthly or yearly. 

In this research paper, we chose the geographical location from the software 
database, the meteo data for the location was provided by the software (Metronome 
7.2). The tilt and azimuth angle can be ascertained from the latitude and longitude of 
the located place. We had also chosen the angle of inclination which yields maximized 
system output. Also, in this context, it is important to note that the angle of azimuth 
is defined as that angle that is calculated intervening the south/north and the plane of 
solar collectors. In this PVsyst software simulated input value, the angle of inclination 
in summer is assumed 22 and in winter it is 42°, and the azimuth angle was chosen 
as Zero (0°) degrees. The software also provides a huge number of different kinds 
of solar panels based on material, output and quality. In this simulation, we used
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250-W si-poly photovoltaic system modules accordingly which were chosen to give 
the best possible results and maximize the output obtained. The inverter used in 
this simulation is an maximum power point tracker (MPPT)-AC inverter for power 
conditioning of this system and is also provided by the photovoltaic system software 
and has a large number of choices. 

3 Validation 

Extensive research work was carried out by concentrating upon the dataset of NASA 
surface meteorology utilized via the coordination of geographical viewpoints of 
several project places before embarking on the simulations on this research paper. 
The research papers which we had referred to compare the research results are the 
system efficiency (during the entire year), effectiveness and array global energy. 

We had carried out two validations from the previously published research work. 
The 1st validation was from the research paper of Touahri et al. [9] who analyzed a 
design of a 3 MW grid which consisted of 245 W, 12,244 photovoltaic panels and 
500 kW, 6 inverters, and had a cumulative total output of 5980 MWh during the year 
using photovoltaic system software. The 2nd validation was carried out by comparing 
the published results pertaining to the paper of Kumar et al. [10] who presented a 
work of requirements of power in the department of mechanical engineering office at 
a Bikaner based reputed engineering college, Rajasthan by designing and installing 
the standalone solar photovoltaic system. The validation results are now compared 
in the present manuscript from Touahri et al. [9] 

Figure 2a–c are the figures of simulations that was achieved by present photo-
voltaic system simulation software for normalized productions and performance 
ratio, loss diagram, and the main simulation results of 3 MW system by PVsyst soft-
ware (connection achieved by grid) and it is validated and compared from Touahri 
et al. [9] who presented results for Kabertene in the NE of Adrar state, conforming 
to latitude 28° 27,04.8,, N, and longitude of 0° 02,49.8,, W. The balances and main 
results as carried out from the present photovoltaic system of 3 MW grid-connected 
PVsyst is also presented in Fig. 3.

From the simulations carried out, it is found that the normalized productions (per 
installed Kwp), performance ratio, loss diagram of the present simulations are closely 
matching the published results. The balances and main results are presented in Fig. 3, 
and it should be mentioned in this context that the present authors had simulated the 
E_array and E_grid results in MWh whereas Touahri et al. [9] had presented those 
in KWh. 

The validation results of Kumar et al. [10] are now presented in Fig. 4a, b and 
when we compare the published results of Kumar et al. [10] suiting to Engineering 
College Bikaner it’s found that the Normalized productions (per installed Kwp), 
performance ratio, loss diagram of the present simulations are closely matching the 
published results.
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Fig. 2 a, b and c From our present simulation (PVsyst V7.2.8) and validated from Touahri et al. 
[9]

4 Result and Discussion 

4.1 Site Location 

To start with this research paper, we have carried out simulations of the solar photo-
voltaic pumping water systems by selecting one potential site. The region selected 
by us is Gauripur, Dumdum (Latitude 22.6420° N, Longitude 88.4312° E) located in 
West Bengal, the eastern part of India and it is the closest site of meteo data available 
in the photovoltaic system database. We also present here solar energy (radiation) set
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Fig. 3 From our present simulation (PVsyst V7.2.8) and validated from Touahri et al. [9]

of data according to geographical location which is collected from the photovoltaic 
system software database (Metronome 7.2, 1981–1990) as shown in Fig. 5.

4.2 Simulation Input Parameter 

While critical analysis of the present design and the simulation results of the system, 
some assumptions were done accordingly and results presented. The primary among 
those was that the panels of solar cells were considered un-shaded and with the pump 
working at the fullest consideration of water extraction to meet the annual summer 
months demand. We have tried to present the important design main input values and 
the chosen simulation parameter in Table 1 which was selected as per our choice of 
parameters. This table represents the details of 60 m well simulation parameters and 
components, also their manufacturer power rating and model name. It is important 
to mention that changing these parameters will change the simulation results too. 
Simulations corresponding to 60 m deep well are presented in Table 2. It can be seen 
from the simulation values that it selected photovoltaic size and pump power too. 
Pump efficiency is pegged at 67.7% which is a healthy ratio.

For the following paper and in this section, we now present the results of the 
simulations for the proposed photovoltaic system. 

Here we can see how much water is pumped than needed, energy at the pump, 
pump efficiency, unused PV energy are presented for 60 m deep well PV pumping 
systems as done by design simulation result. The ratio of water pumped vs. water 
needs is found to be 46.9%.
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Fig. 4 a, b Simulations carried through PVsyst by a present photovoltaic system and suiting to 
Kumar et al. [10] for Engineering College Bikaner at 28.060 N latitude and 73.300 E longitude

And it can be seen that the results enumerated are energy production, production 
specified energy along with the performance ratio and loss diagrams. Accordingly, 
we now present the entire simulation main and balance data results of the photovoltaic 
systems in Table 3.

Here we can see that the system balances consist of the global effect, array virtual 
energy, pump operation energy, unused energy, average total head of the pump, water 
pumped, water drawn by the user, missing water. 

Legends and abbreviation used: GlobEff = Effective global energy, EArrMPP 

= Array virtual energy at MPP, E_Pmp Op. = Pump operation energy, ETKFull =
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Fig. 4 (continued)

Unused energy (full Tank), H_Pump = Avg. total head of the pump, W Pumped = 
Water pumped, W_used = Water drawn by the user, W_miss = Missing water. 

It can be observed that January records the highest effective global energy and the 
Array virtual energy at Multiple Maximum PowerPoints (MPP). The yearly effective 
global energy was found to be 1829.1 Kwh/m2. The pump operation energy was 
found to be maximum in June (6454 Kwh). We now analyze Fig. 6 which shows the 
simulations of produced normalized energy and measured in terms of unused energy 
(Lu = 1.27 kWh), collective energy loss obtained (Lc = 0.58 KWh), photovoltaic 
system’s loss obtained (Ls = 0.45 KWh), and effective energy at the pump (Yf = 
2.85 KWh) installed and measured in kWp/day per pump for the entire year. Figure 7 
represents the monthly performance ratio and it is found to be 55.3%.

It can also be seen from the simulation results that the system’s unused energy is 
not low while the collective losses in the system are on the higher side. This can be 
attributed to the fact that we had designed the system in such a manner so that the
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Fig. 5 Solar radiation data of the site

motor and pump unit pumps out the maximum water possible and the production 
accordingly maximizes and happens by reducing this is what leads to the collective 
losses. Minimization of losses and unused systems will be catapulted and this has to 
happen if we reduce water pump capacity. In Fig. 8 we can refer to the loss diagram 
for the entire year for the present preposition of the chosen grid. It has been found 
that the global irradiance (horizontal parameter) is pegged at 1719 KW/m2 while 
the irradiance (as effective on collector) is 1829 KWh/m2. The maximum loss that is 
encountered here is the loss in the array which has a value of 11.8% and the converter 
loss reached 3.21%. The efficiency of the system is thus obtained as 15.22%. The 
efficiency can be increased by reducing the array losses which will be our target for 
a better system design.
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Table 1 Design simulation input parameters 

Input parameters Specifications 

Total requirement of water 1200 m3/day 

Water head (Total) 67 m 

The tank storage volume of water 240 m3 

Well depth 60 m 

Borehole diameter 40 cm 

Length of the pipes 70 m 

Summer sun angle (tilt) 22° 

Winter sun angle (tilt) 42° 

Consideration of Azimuth angle 0° 

Types of solar panel Model: TSM-310PD14, 250w, si-poly, manuf. Trina solar 

Pump manufacturing type Model: SP 95-7, 37 kW, ac motor, 
Manufacturer Grundfos 

Control device Model: ACSM1, 45 kw 440 vac, MTTP AC inverter, manuf. 
ABB 

Table 2 Simulation result of 
60 m deep well 

Simulation result 

Pumped water 205,493 m3 

Water needed 438,000 m3 

Pump energy 56,217 kWh 

PV energy underutilized (for full tank 
conditions) 

20,154 kWh 

System efficiency//pump efficiency 65.6 and 67.7% 

Missing water//unused fraction 53.1 and 23.5%

5 Conclusion 

For the present research paper, solar photovoltaic-based water pumping has been 
designed and presented for a rural project located at Dum Dum, Kolkata. In this  
research paper, we have accordingly presented the results such as the effective global 
energy and the Array virtual energy at MPP, pump operation energy and the system 
efficiency during the year. The lifespan of solar pumping systems is more than 20 
years and is also reliable too. It is more cost-effective than conventional diesel-
powered systems. Efforts should be made to reduce the array losses which will make 
this system more feasible in the long run. In today’s world, pollution is a very big 
problem to mankind, and by replacing diesel or fossil fuel systems with solar pumping 
systems, pollution can be controlled at a great point. 

The main summary of this research paper was:
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Table 3 Entire simulation main and balance data results of the photovoltaic systems 

Globe 
kWh/m2 

EArrMPP 
kWh 

E_Pmp 
Op 
K 

ETKFull 
kWh 

H_Pump 
Meter 
(W) 

W_Pumped 
m3 

W_used 
m3 

W_miss 
m3 

January 175.9 8461 4057 4112 47.84 21,458 21,578 15,622 

February 157.7 7453 3674 3505 47.80 19,663 19,663 13,937 

March 175.6 8132 4052 3695 47.78 21,795 21,795 15,405 

April 177.2 8090 4044 3688 47.73 21,462 21,462 14,538 

May 168.0 7697 4056 3261 47.63 21,234 21,234 15,966 

June 127.8 5971 6454 2017 47.52 17,794 17,794 18,206 

July 121.7 5752 3268 1734 47.48 17,961 17,961 19,239 

August 132.0 6173 3443 2217 47.59 18,153 18,153 19,047 

September 120.0 5640 3261 1882 47.51 16,772 16,772 19,228 

October 159.7 7459 3868 3173 47.72 20,733 20,733 16,467 

November 161.0 7548 3765 3472 47.82 20,167 20,167 15,833 

December 152.4 7332 3732 3318 47.83 20,231 20,231 16,969 

Year 1829.1 85,709 44,875 36,075 47.68 237,423 237,523 200,457

Fig. 6 Normalized energy production of the system

• The month of January records the highest effective global energy and the Array 
virtual energy at Multiple Maximum PowerPoints (MPP). 

• The pump operation energy was found to be maximum for June (6454 Kwh) while 
the monthly performance ratio was found to be 55.3%.
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Fig. 7 Monthly performance ratio

• The unused energy was found to be (Lu = 1.27 kWh), the collective loss was 
pegged to be: (Lc = 0.58 KWh), the loss of the system performance was (Ls = 
0.45 KWh) and effective energy at the pump was found to be (Yf = 2.85 KWh). 

• The horizontal global irradiance found from simulations was found to be 1719 
KW/m2 while it was found that the irradiance (effective collector value) to be 
1829 KWh/m2. 

• The efficiency of the system is thus obtained as 15.22%. The lifespan of solar 
pumping systems is more than 20 years and is also reliable. 

• From the analysis it can be concluded that if we can install a similar machine in 
the present location then it will be more cost-effective than conventional diesel-
powered systems. However, care should be taken to take care about the efforts to 
be made to reduce the array losses which will make this system more feasible in 
the long run.
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Fig. 8 Loss diagram of the present PV system
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A Model for Prediction of Water Level 
and Pressure in an Industrial Boiler 
Using Multivariate Regression 
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and H. S. Khade 

Abstract During the operation of an industrial boiler, it is subjected to huge varia-
tions in pressure as well as water level which lead to a decrease in the performance of 
a boiler. This decline in performance can be avoided by minimizing these variations 
with the help of a control system. However, the conventional control system used by a 
boiler accounts for a significant time lag which in turn affects the performance nega-
tively. Hence, in this study, predictive models of water level and pressure developed 
using mass and energy balance equations of the boiler are presented, which can be 
utilized in minimizing these variations by determining the fluctuations beforehand. 
The predictions made by these models can be used in adjusting the inputs such as 
feedwater rate and fuel input rate to avoid the impending changes in pressure and 
water level. The concept of multivariate regression has been implemented in devel-
oping these models that have an average error of 0.0243% in water level predictions 
and 8.0525% in pressure predictions. This regression algorithm deals with a water 
level range of 64.525%, pressure range of 0.467 MPa, and steam load range of 70%. 
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1 Introduction 

Since, the industrial revolution, the power requirement of the world has been 
increasing at an unprecedented rate. This has made thermal power plants one of 
the main sources of power generation today. The changing output requirements lead 
to a changing load on the boiler. Hence, the input parameters of the boiler have to 
be changed accordingly. Controlling parameters such as pressure, temperature, fuel 
input rate, feedwater flow rate, and net air quantity have to be modified to meet the 
output requirements. The conventional control systems implemented in an industrial 
boiler are PID controlled and have a significant time lag in modifying the inputs. 
By the time inputs change, the output requirements vary and a new set of inputs is 
needed to maintain the efficiency of the boiler. Such rapid variations in the boiler 
affect the performance of the boiler. Hence, a faster control system is required. 

The recent developments in storage capacities and faster computing abilities of 
computers have widened the scope of artificial intelligence (AI) and machine learning 
(ML) to various fields. Various ML algorithms can be used to model a system that 
helps in making useful predictions. Hence, such a control system can be developed 
for an industrial boiler with the help of ML algorithms. The impending water level 
variations in a boiler can be predicted using one model and another model can be 
used to change the inputs to the boiler to avoid these predicted variations. This paper 
presents such a model that has been developed using multivariate regression. The 
process of multivariate regression has been performed on the mass balance equation 
and energy balance equation of the boiler [1] using the SLSQP minimizer from SciPy. 

2 Literature Review 

Neural networks (NN) are good at establishing relations between multiple variables, 
which comes in handy in boiler dynamics, with complex dependencies of numerous 
variables. The equations formed by a trained NN also help give insight into these 
dependencies in a system. A user-friendly approach involving no complex expres-
sions and transparent calculations was proposed in [2] to determine the Silica level in 
the steam inside the boiler. Silica (SiO2) formation on boiler walls is a major problem, 
and a simple correlation between pressure, density, and temperature of steam and 
scale formation was used to predict the solubility of silica. There may be erosive 
wear on the metal surfaces along the flow field due to entrained fly ash particles in 
the flue gas as presented in [3]. The areas in a boiler that are likely to be subjected to 
erosion have been identified with computational fluid dynamics (CFD) based code. 
Here, ANSYS Fluent was used in conjunction with a developed erosion model for a 
large-scale furnace to understand the flow field. The temperature inside a boiler plays 
an important role in boiler dynamics. With inputs of fluid pressure, fluid tempera-
ture, a product of mass flux and diameter, and heat flux, an artificial neural network 
(ANN) was modeled that outputs the wall temperature with a prediction accuracy
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of 100% for the experimental data and 81.94% for the literature data at a deviation 
level of ±7 °C in [4]. According to Romeo and Gareta [5], it was concluded that a 
NN is a stronger tool for monitoring than equation-based monitoring in control and 
minimizing the effect of fouling in biomass boilers. The operational performance of 
a boiler is crucial to engineers and to improve the energy efficiency in process indus-
tries, predicting the appropriate inputs, viz., temperature, pressure, and mass flow 
rate of steam are of importance. Artificial neural networks can efficiently predict the 
data on steam properties and could serve as a good tool to monitor boiler behavior 
under real-time conditions [6]. 

As mentioned earlier, process knowledge can be understood from simple NN 
models. Methods for model-based control have seen significant developments. The 
complexity of static models is complex and does not account for dynamics. System 
identification techniques are hence required to obtain insight into the system under 
various operating conditions, which is where AI models like [7–9] come in. The 
drum level control is an important problem for conventional as well as nuclear plants 
as proposed in [10, 11]. Further, Parry et al. [12] demonstrated that poor level control 
of water level caused about 30% of the emergency shutdowns in French PWR plants. 
Uncertainty in the phase behavior changes significantly with operating conditions. 
The steam inside the boiler is present in the form of bubbles in the water leading 
to false water level measurements. This is one reason for the complexity in control 
problems, the shrink and swells dynamics inside the boiler as presented in [1]. 

Multivariate regression serves as a good tool for applications such as the ones 
referred to above. Essential dynamics in boilers could be captured by simple models, 
as is indicated in the results of system identification experiments from Behere et al. 
[6]. In [13] multiple regression analysis was performed for predicting the energy 
consumption of a supermarket in the UK, based on gas and electricity data for the 
year 2012. Furthermore, in [14] multi-stage regression on thermodynamic equations 
was used to model room temperature in office buildings. In [15] too logarithmic 
regression predicted the temperature of block heaters based on the resistance of 
sensors, which is used to control the generation of power. With major boiler losses 
at the input, a statistical model for boiler efficiency was established in [16]. Here, it 
can be exploited for the prediction of boiler parameters. 

It can be observed that the application of regression analysis in the controlling 
water and pressure variations inside a boiler is a lesser-explored domain as compared 
to NNs. Hence, this study proposes such an application that would predict these 
variations and these predictions can then be used in controlling the inputs to the 
boiler. 

3 Methodology 

Figure 1 shows a flowchart of the methodology implemented in developing the predic-
tive water level and pressure model. It utilizes the concept of balancing the mass and 
energy in a boiler.
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Fig. 1 Flowchart of methodology 

Table 1 specifies the symbols used for designating certain parameters in this study.
The data for this study was collected from a horizontal, multi-tubular, shell 

type, and smoke tube boiler with a water wall furnace (Courtesy: Thermax Ltd., 
Chinchwad, Pune, India) with the specifications as tabulated in Table 2.

Initially, the input and output parameters of this boiler are recorded at an interval 
of 1 min over 24 h. This data is then filtered to obtain the parameters required for 
this study. Parameters such as pressure inside the boiler p, feed water rate qf, steam 
flow rate qs, water level and steam load are extracted from raw data over 6138 min. 
Further, mathematical operations are carried out on this data to obtain the volumes 
of steam and water present in the boiler along with fuel consumption. The formulae 
used for this purpose are mentioned below. Moreover, properties such as density and
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Table 1 Symbols used in this study 

Symbol Description Symbol Description 

r The inner radius of the boiler 
(cm) 

Vwt The true volume of water (m3) 

l Length of the boiler drum (m) V st True volume of steam (m3) 

t Time (s) V Volume of boiler (m3) 

p Pressure inside the boiler (Pa) ρw Density of water in kg/m3 

dp 
dt Pressure differential (Pa/s) ρs Density of steam in kg/m3 

WL Water level inside the boiler as a 
percentage of level gage height 

Hw Specific enthalpy of water in kJ/kg 

Qs Steam flow rate (kg/hr) hs Specific enthalpy of steam in kJ/kg 

qf Feed water flow rate (kg/hr) dρs 
dp Change in density of steam with 

respect to pressure 

V s Apparent volume of steam (m3) dρw 
dp Change in density of water with 

respect to pressure 

Vw1 Apparent volume of water 
excluding that in tubes (m3) 

dhw 
dp Change in specific enthalpy of water 

with respect to pressure 

V t Volume of water present in the 
tubes (m3) 

dhs 
dp Change in specific enthalpy of steam 

with respect to pressure 

Vw Total apparent volume of water 
(m3)

Table 2 Specifications of the 
boiler 

Outer diameter of drum 1900 mm 

Inner diameter of drum 1880 mm 

Length of drum 3750 mm 

Number of tubes 255 

Radius of each tube 32 mm 

Efficiency of boiler 85% 

Design steam load 8000 kg/h 

Design steam pressure 10.54 kg(f)/cm2 

Heating surface area 254.28 m2

specific enthalpy of steam and water are determined for the given conditions using 
the steam table. 

WL(cm) = 200 × 
WL(%) 
100 

(1) 

Here, 200 is the height of the level gauge in cm. The water level calculated in Eq. (1) 
only accounts for the height of water in the level gauge. The amount of water above 
the center of the boiler is calculated using Eq. (2).
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Height of water above center(cm) = H = 390 + WL(cm) (2) 

The length of the chord present at height of water level is denoted as L and 
expressed as follows 

L = 2 
√ 
r2 − H 2 (3) 

The angle formed by the chord mentioned in Eq. (3) is determined using Eq. (4) 

θ (rad) = sin−1

((
L 
2

)

r

)

(4) 

The part of the cross-sectional area covered in steam is calculated using Eq. (5) 
and denoted as As 

As =
(

π
( r 

1000

)2 ×
(
2θ 
2π

))
−

(
1 

2 
× 

H 

1000 
× L 

1000

)
(5) 

Vs = As × l (6) 

Vw1 =
(

π
( r 

1000

)2 − As

)
× l (7) 

Vt = 255
(π 
4 

× 0.06352
)

× l (8) 

Vw = Vw1 − Vt + 0.55671 (9) 

where the volume of water present in tubes running into the boiler drum is 0.55671 
m3. 

To predict the water level variation in the boiler, firstly the relationship between 
water level and the remaining parameters was derived with the help of the mass 
balance equation [1]. It is given as follows: 

(ρw − ρs) × 
dVwt 

dt 
+

(
Vst 

∂ρs 

∂p 
− Vwt 

∂ρw 

∂p

)
× 

dp 

dt 
= qf − qs (10) 

Here, Vwt and V st refer to the actual volume of water and steam present in the boiler, 
respectively. These volumes are calculated using void fraction (φ) and water level. 
The apparent volumes of water (Vw) and steam (V s) are determined from the water 
level indicator reading and substituted in the following equations: 

Vwt = Vw(1 − φ) (11)
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Vst = Vwφ + Vs (12) 

However, the void fraction cannot be measured directly and needs to be calculated 
using the following equation: 

φ = 
A 

p 
+ B.qs + C.q2 

f + D.e
−

(
dp 
dt

)2 

+ E (13) 

The unknown constants A, B, C, D, and E are assumed to be -1 each to determine 
the value of φ. Since, dp dt cannot be computed for t = 1, the initial guess for φ is 
taken as 0.5. The values of φ obtained from Eq. (13) are substituted in Eqs. (11) 
and (12). The values of Vwt and V st obtained from Eqs. (11), (12) are substituted 
in Eq. (10). This was followed by minimizing the sum of squares of errors between 
the LHS and RHS of Eq. (10). This minimization was performed using the SLSQP 
optimizer from the SciPy library in Python. 

Since the conditions inside a boiler vary rapidly, the predictive model needs to 
account for these variations. Such an adaptive model can be developed by performing 
regression on the newly fed data as well and changing the regression coefficients 
accordingly. To achieve this dynamism, the multivariate regression is performed on 
sets of 100 data samples. That is, the first set consists of samples from t = 1 to  
t = 100, the second set ranges from t = 2 to t = 101, and so on. The regression 
coefficients obtained after each iteration are used to obtain the void fraction at the 
last time step. Using this value, the apparent volume of water at the next time step is 
calculated and compared with the original value to determine the error. For example, 
after performing regression on the first set {t = 1 : 100}, the values of regression 
coefficients obtained are used to calculate Vw for the 101st time step. Using the Vwt 

and V st values obtained from this process were substituted in the energy balance Eqn. 
[1] of boiler which is expressed as follows: 

e1 × 
dVwt 

dt 
+ e2 × 

dp 

dt 
= qfhf − qshs + Q (14) 

where 

e1 = ρwhw − ρshs (15) 

e2 = Vst 
∂ρshs 
∂p 

− Vwt 
∂ρwhw 

∂p 
(16) 

Now, after determining the LHS, the only unknown in Eq. (14) is the heat of 
combustion, i.e., Q. Since Q cannot be measured, the amount of heat available at an 
instant is expressed as the sum of fractions of fuel consumptions over a certain period 
of time. Through trial and error this period was determined to be 25 min. Hence, the 
amount of heat available at an instant is expressed as:
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Q = 
25Σ

t=1 

Qt (F ln(t) + G) (17) 

where Qt is the amount of fuel consumed, in kJ/s. Considering SL as steam load (%), 
q as design steam flow rate (kg/h), LH as latent heat in kJ/kg, and CV as the calorific 
value of fuel in kJ/kg, Qt is given as: 

Qt = 
SL × qs × LH 
100 × 3600 

(18) 

Moreover, the sum of all these fractions from 1 to 25 is unity and results in the 
following Eqn., 

25Σ

t=1 

(F ln(t) + G) = 58.02F + 25G = 1 (19) 

G = 0.04 − 2.320144F (20) 

This value of B is substituted in Eq. (17), which is further substituted in Eq. (14). 
The error here is then considered as the difference between Q and remaining terms 
from energy balance Eqn. [1]. On taking the partial derivative of the sum of squares 
of such 100 errors the following equation is obtained, 

125Σ

t=26 

ki mi = 0 (21) 

In Eq. (21) mi is 

mi = (EBT − F × pi ) (22) 

where 

pi =
(

tΣ

m=t−25 

Qm(ln(m) + 2.32)

)

− 0.04

(
tΣ

m=t−25 

Qm

)

(23) 

where EBT refers to the remaining terms of the energy balance equation [1] and 

ki = 2.32 
tΣ

m=t−25 

Qm − 
tΣ

m=t−25 

Qm ln(m) (24) 

From Eqs. (21–23),
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F =
Σ125 

t=26 ki
(
EBT − 0.04

(Σt 
m=t−25 Qm

))

Σ125 
t=26 ki

(Σt 
m=t−25 Qm(ln(m) + 2.32)

) (25) 

Using this value of F and that of G from Eq. (20) the combustion heat Q is calcu-
lated for the 126th time step. This Q is substituted in Eq. (14) and dp dt is determined. 
The pressure for the 126th time step is predicted using this dp dt . 

This entire process is repeated for regression datasets of sizes 200, 300, 400 
and 500 samples. That is, dynamic regression is performed on datasets of the 
form {t = n : n + 100}, {t = n : n + 200}, {t = n : n + 300}, {t = n : n + 400}, 
and {t = n : n + 500} for obtaining coefficients of Eqs. (13) and (17). After 
comparing the results of all five processes statistically, the dataset of size 500 is 
taken as the final size and its results are presented in the following section. 

4 Results and Discussions 

After implementing the methodology from Sect. 3 the mean error, variance, etc. 
statistical properties of the predicted and actual values of water level and pressure 
were compared for different sizes of regression data sets. Table 3 summarizes this 
comparison.

From Table 3, it is observed that the predictive water model was developed by 
performing multivariate regression on mass balance Eqn. [1] of boiler has a minimum 
error of 0.0198% when the size of the dataset is taken as 300. It renders a maximum 
error of 0.0277% for the dataset of size 100. Moreover, the error in the mean of Vw 

is minimum (0.0285%) for size 400 and maximum (0.0384%) at 100. In case of the 
standard deviation of Vw, size 100 gives the maximum error of 35.3473% and size 400 
gives the minimum error of 10.9612%. Similarly, in the Pressure model developed 
after minimizing the error in energy balance Eqn. [1] of boiler has a minimum 
error (3.7630%) when the size of regression dataset was taken as 200 samples and 
maximum error (13.3018%) when this size corresponds to 400 samples. Furthermore, 
minimum error (3.9475%) in the mean of pressure readings occurs at size 200 and 
maximum error (12.3908%) occurs at size 300. Minimum error (762.8552%) in the 
standard deviation of pressure readings is observed at size 100 and maximum error 
(5708.0029%) at size 200. Hence, to avoid overfitting and underfitting, the size 500 
is considered the optimum for both models. 

In total, 5637 iterations were carried out for predicting Vw over a dataset of 
6138 min. The values of regression coefficients A, B, C, D, and E (Eq. 13) were  
obtained after carrying out regression over the mass balance Eqn. [1] are  as  shown  
in Table 4.

In Table 4, the ‘Time’ column indicates the time for which the regression coeffi-
cients are being used for prediction. For example, the coefficients obtained after 
performing regression from t = 2 to t = 501 are used for predicting Vw for 
t = 502 min.
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Table 4 Regression coefficients of Eq. (13) 

Time (min) A B C D E 

502 −1 0.059469 −0.00318 0.000249 0.406366 

503 −0.99991 0.060881 −0.00389 0.0000198 0.169291 

504 −0.99991 0.060355 −0.00393 −0.0000196 0.162426 

… … … … … … 

6137 −1.01504 0.052846 −0.00285 −0.00162 0.312294 

6138 −1.01481 0.053267 −0.00287 −0.00165 0.319818 

6139 −1.01481 0.053266 −0.00287 −0.00165 0.319818

Following Fig. 2 displays the variation of actual and predicted water levels over 
the entire dataset of 6138 min. 

Similar to the water level model, 5613 iterations were carried out over 6138 min 
for predicting the values of pressure. The coefficients F and G (Eq. 17) obtained 
after performing dynamic regression over the energy balance Eqn. [1] are shown in 
Table 5. 

Fig. 2 Variation of predicted and actual water level over 6138 min 

Table 5 Regression 
coefficients of Eq. (17) 

Time (min) F G 

526 0.006454607 0.025024382 

527 0.006775862 0.024279024 

528 0.006996788 0.023766445 

… … … 

6137 0.003327385 0.032279988 

6138 0.006255549 0.025486225 

6139 0.00739753 0.022836666
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Fig. 3 Variation of predicted and actual pressure over 6112 min 

In Table 5, like Table 4, the ‘Time’ column corresponds to the time for which 
pressure is predicted. In the above table, the regression coefficients are displayed 
from t = 526 min instead of 501 min. This is because the first 25-time steps have 
been excluded from the calculation as the heat available at a time instant is the sum 
of contributions of fuel over the last 25 min. That is why regression is carried out on 
the data ranging from t = 26 to t = 525. 

The variation of pressure values determined using the coefficients from Table 5 
can be seen in Fig. 3 along with the variation of actual pressure over 6112 (6138-25) 
minutes. 

The predictive water level and pressure models presented above had an average 
error of 0.0243% and 8.0525%, respectively, after performing dynamic regression 
on the mass and energy balance Eqns. [1] of the boiler using 500 samples for each 
iteration. 

5 Conclusion 

In this study, predictive models for water level and pressure variations in the boiler 
are presented. These models have been developed using the mass balance as well as 
energy balance Eqns. [1] of the boiler. Prediction is done by performing multivariate 
regression on these Eqns. using SLSQP minimizer from SciPy. Furthermore, these 
models give insights on the dependency of water level and pressure variations on void 
fraction, steam flow rate, water flow rate, steam load, and the properties of steam 
and water. Regression is performed in five different ways by varying the size of the 
regression data set from 100 to 500. The results of each of these sets are compared with 
each other and the set giving the optimum error and optimum variance is presented 
as the final result.
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These models can further be used in improving the existing control systems of 
industrial boilers. The inputs to the boiler such as feedwater rate and fuel input rate 
can be adjusted to avoid the predicted variations inside the boiler. Such an application 
can help in preventing the decline in the performance of a boiler occurring due to 
these variations. 
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Optimisation of Parameters in Numerical 
Simulation of Hot Forging Using Taguchi 
Approach 

Sam Joshy, T. M. Anup Kumar, N. Nikhil Asok, R. Suraj, 
and Koshy P. Joseph 

Abstract Finite element analysis (FEA) is performed on the hot forging of a sample 
using DEFORM™ 3D in this research. The Taguchi method and Deform 3D simu-
lation software was used to optimize the forging process. The responses to die stress 
in the hot forging process are investigated using Taguchi’s L9 orthogonal array to 
find the interactions and influences on the design parameters and process parameters 
such as die temperature, sliding velocity, and friction coefficient. For the simulations 
in Deform 3D, a design of experiment based on Taguchi’s three-level, the three-
parameter approach was used and was carried out on AISI 1025 steel, which is 
commonly used in making bolts. To ascertain the significant parameters of this oper-
ation, the Analysis of Variance (ANOVA) is utilized, and it was seen that the optimal 
factor settings for each performance characteristic were different. The results show 
that die temperature and die speed has the highest contribution in reducing die stress. 

Keywords Forging · Deform 3D · Optimization · Taguchi analysis 

1 Introduction 

Forging, extrusion, and rolling are the most preferred manufacturing processes used 
for producing structural components [8, 13]. Forging is widely used to make near-net-
shape parts with optimum material utilisation and superior mechanical properties.
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Forged parts find applications in sectors like automotive, aerospace, and power plants 
[13]. Based on the temperature of the billet, the forging process can be classified 
as hot, warm, and cold forging. During hot forging, billets are heated above their 
recrystallization temperature, whereas warm and cold forging is performed below 
recrystallization and room temperature, respectively. Previous research has found 
that temperature at the die surface can increase up to 800 °C. Further, the mechanical 
stress can go beyond 1000 MPa. The large in-service thermomechanical stress during 
the forging process severely affects the property of the material [21]. Mainly due to 
the focused application of axial forces, which results in a multi-axial stress condition 
[3]. Because of the variation in strain and stress distribution, metal flow exhibits 
complex behaviour [10, 19]. Metal flow dynamics are influenced significantly by 
forging parameters such as coefficient of friction, die speed, and temperature [7]. The 
above-stated forging parameters control the quality of the final product [1]. Detailed 
knowledge of the metal flow pattern would help in the manufacture of high-quality 
goods [7]. Therefore, optimizing the forging parameters is critical for enhancing the 
production process. 

In the former years, forged component production was done by experimenta-
tion, with the expertise of professional designers [14, 16]. However, this process 
is costly and time-consuming [14]. Consequently, to improve product consistency 
and efficiency, computer and physical simulations have replaced older technologies 
[1, 17]. The behavior of hot metal flow is analyzed using laboratory specimens in 
physical simulation. The deformation mechanism can be streamlined and projected 
using the flow stress collected data [23]. Interfacial friction induces increased flow 
stress, resulting in metal flow inhomogeneity [11, 12, 18]. Therefore, this method 
necessitates more tests to establish the optimal forging conditions. Consequently, 
several trial-and-error samples are needed, resulting in a long procedure. In the 
present competitive market, the only way to increase profit is to reduce the cost of 
production. To minimize production costs, commercial simulation software for metal 
forming processes has been developed [6, 15]. The simulation software with finite 
element analysis (FEA) tools supplies a valid and low-cost process of optimization. 
Deform 3D has been widely used for optimizing the industrial forming process [24]. 
It requires several simulations to get an optimized set of conditions for the forming 
process. The design of the experiment (DoE) uses numerical methods like Taguchi’s 
experimental design which can be used to minimise the number of simulations. The 
effects of metal forming process parameters and variables were studied using this 
approach [9, 20]. The Taguchi design technique was identified as a useful tool for 
optimizing manufacturing processes in the literature [9]. Deform™ 3D program has 
been used to model the forging process of different alloys and metals, according 
to the literature [24]. As a result, Taguchi’s experimental method and Deform™ 
3D simulation were used in this research to effectively study and refine the forging 
process, resulting in a reduction in simulation time. 

In industries, dies are preheated before each forging cycle [4]. This helps to reduce 
thermal gradients and improves die service life. The proper preheating of forging 
dies helps to reduce thermal stresses and prevent brittle fracture [2]. There is much 
research on the preheating of dies. Studies conducted by Kellow et al. [5] have found
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that dies should be preheated to 100 to 200 °C. However, a more contemporary work 
suggests 205 to 260 °C. Thus, there is a lack of general understanding of the amount 
of preheating, and according to the authors’ knowledge, there has been very limited 
work on optimization of die temperature on reducing the die stress. This research 
aims to optimize the die stress based on the factors die temperature, sliding velocity, 
and coefficient of friction. 

2 Simulation Modeling 

2.1 Forging Material 

Finite element approaches have recently been used to model and optimize the forging 
process. Deform™ 3D FEM software was used to model the forging process in this 
report. A 3D solid model of die made of AISI H13 hot work die steel was used to 
obtain simulation data. The Deform™ 3D database includes the material properties. 
This work uses an axisymmetric die model; hence, a quarter model was used for the 
simulation. 

2.2 Design of Experiment 

The Taguchi design methodology is a detailed and effective way of understanding 
parameter interrelationships and their effect on the process. As a result, by defining 
a series of criteria that will increase product consistency, this method allows for the 
improvement of the manufacturing process. The collection of control/independent 
variables is a crucial phase in the design process. The die speed and temperature 
along with the friction coefficient are the key control variables during the forging 
process. Table 1 lists the control variables and variables used in the simulation forging 
process. A three-level, three-parameter design is selected. Levels 1, 2, and 3 represent 
the lower, middle, and upper levels respectively. The range of die temperature is 
selected based on the die temperature used in the hot forging industries Based on 
these control variables, an L9 array was selected from the Taguchi approach. The 
different combinations for the simulation trials as obtained from the Taguchi approach 
are shown in Table 2.

Nine sets of simulations were generated using a three-level Orthogonal Array 
(OA).
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Table 1 Input parameters 

Factor Units Levels 

1 2 3 

Die temperature °C 150 250 350 

Die speed m/s 0.5 1 1.5 

Coefficient of friction 0.3 0.5 0.7 

Table 2 Design of 
experiments 

Analysis No: Die temperature Die speed Coefficient of 
friction 

1 150 0.5 0.3 

2 150 1 0.5 

3 150 1.5 0.7 

4 250 0.5 0.5 

5 250 1 0.7 

6 250 1.5 0.3 

7 350 0.5 0.7 

8 350 1 0.3 

9 350 1.5 0.5

2.3 Forging Simulation Model 

In this research, the FEM Deform™ 3D program was used in the simulation of 
hot working systems. The figure shows the steps in the simulation of the forging 
process. The simulation is performed in three stages, viz., preprocessing, simulation, 
and post-processing. The steps in each stage are also shown in Fig. 1.

The object (die and billet) geometries are modelled in onshape. The dies are 
designed as per the standards. The geometry in ‘STL’ format is loaded in the pre-
processor module. Further, the materials for the billet were selected. The material 
properties of AISI 1025 steel were chosen for the billet, from a database in the soft-
ware. The following are the mechanical properties of AISI 1025 steel: The Young’s 
modulus is 200 GPa, the Poisson’s ratio is 0.33, the elongation is 16%, and the density 
is 7.7 g/mm3. The billet temperature is 1200 °C. Figure 2 shows the dies and billet. In 
this figure, dies are designed and rigid bodies and the billet is modeled as plastic. The 
billet is meshed using the following parameters. The objects are positioned using the 
object positioning. The interference approach is selected to keep the dies in contact 
with the workpiece. Further, simulation controls are set in the software. The stopping 
distance, convection coefficients are set in this step. Lagrangian interpolation is used 
for iteration.
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Fig. 1 Analysis in deform 3D

Fig. 2 Quarter model of die and billet geometry 

Further, the database is generated and is run in the software. This generates a 
deformation database. The deformed billet geometry (see Fig. 3) can be observed in 
the simulation graphics monitor.

The deformation data base is generated in the pre-processor of the software. 
Further, this database is loaded in the ‘Die stress’ module. In this step, dies and the 
billet is modeled as elastic members. The upper die and lower die are selected as the
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Fig. 3 Object geometry 
with deformed billet

master and slave, respectively. The dies are meshed, and the forces are interpolated 
on the dies (refer Fig. 4). Thus, the forces on the dies are loaded. Figure 4 shows 
the interpolation of forces on the upper die. The force vectors can be observed in the 
figure.

Further, die stress analysis is performed. 

2.4 Main Effects Plot and S/N Ratio 

The Taguchi results are shown in the main effects plot and S/N ratio. The main 
effect is an attribute that represents the influence of a factor on the result. This plot 
illustrates the variance of the response variable in contrast to the change in control 
factors and is used to determine the variations between the level means for variables. 
If the line plotted is horizontal and there is no change in reaction with the change in 
factor, the factor is said to be negligible. A high slope, on the other hand, suggests 
that the aspect has a major effect on the response. 

The S/N ratio is the proportion of the signal factor to the noise factor in the 
Taguchi approach. In this method, the three stages of S/N ratio, viz., smaller the 
best, nominal the best, and larger the best are used. The objective of this work is to
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Fig. 4 Upper die with force interpolation

optimize the geometric parameters to maximise the magnetic flux density, and thus 
the latter option is selected. 

The higher S/N ratio reflects a higher quality technique. This means that it is 
possible to achieve a high-quality product by Taguchi analysis, the mixture indicates 
a higher S/N ratio. The S/N ratio can be maximized, minimized, or held at nominal 
values as the primary goal of optimization. This allows in the selection of control 
levels capable of fully compensating for noise effects. In this work, S/N ratio is 
chosen to be kept to the minimum, as the goal of the design is to minimize the 
maximum tensile stress. 

It is necessary to determine the statistically important parameters, which has the 
highest influence on the response parameter, and ANOVA analysis is performed, 
Further, a confidence level of 95% is used for analysis purposes, thus a p-value less 
than 0.05 will ascertain the significance of factor. 

In addition, the percentage of influence of each parameter on output factors can 
be defined using ANOVA. As a consequence, if the p-value is less than 0.05, the null 
hypothesis for the whole population is ignored, and the parameters are considered 
significant. On the other hand, the null hypothesis is not discarded, and the parameters 
are irrelevant if the p-value is greater than 0.05. 

3 Results and Discussion 

Following the completion of all simulations, the maximum tensile stresses were 
reported for further study and optimization. The response die stress (maximum 
tensile) has been calculated using the experimental layout shown in Table 3. The basic 
Taguchi procedure transforms the target parameters to the signal-to-noise (S/N) ratio,
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which is then used to quantify performance characteristics. To find the configuration 
with the least variance and the maximum efficiency, the S/N ratio is used. The perfor-
mance would be more reliable if the S/N ratio were higher. There are usually three 
types of consistency properties in the analysis of the S/N ratio: the-lower-the-better, 
the-higher-the-better, and the-nominal-the-better. 

In this analysis, tension is a consistency trait with the target of “the lower, the 
better.” As a consequence, the S/N ratio is defined as, 

S 

N 
= −10 log10

∑
y2 

n 

From the table, it can be observed that optimum die stress is obtained with Analysis 
No. 9. The optimum parameters combination for die stress is die temperature = 
350 °C, sliding velocity = 1.5 m/s, and µ = 0.5 corresponding to the highest values 
of S/N ratio for all control parameters. This is followed by die temperature = 350 °C, 
sliding velocity = 0.5 m/s, and µ = 0.7. Statistical analysis of the main effects plot 
(see Fig. 5) shows the change in control factors with the levels. It may be observed 
that the die stress decreases with an increase in die temperature. Thus, it can be 
inferred that with an increase in die temperature, the thermal gradient with the hot 
billet reduces, which lowers the heat transfer from the billet to the dies. This helps to 
maintain the billet at lower flow stress during forging, and thus lower forming forces 
are required to forge the billet. As a result, die stress gets reduced with an increase 
in die preheat temperature. Further, it can be observed that the die stress increase 
with an increase in sliding velocity up to 1 m/s. This initial increase in flow stress is 
due to an increase in dislocation density due to strain hardening. However, with an 
increase in die speed, the strain rate increases, which increases the flow stress. As a 
result, dynamic recovery and recrystallization occur resulting in thermal softening 
behavior at higher strain rates [22]. Thus, the die stress decreases with an increase 
in die speed up to 1.5 m/s.

Table 3 Responses and S/N ratio 

Analysis No: Die temperature Die speed Coefficient of 
friction 

Die stress (MPa) S/N ratio 

1 150 0.5 0.3 440 −52.87 

2 150 1 0.5 460 −53.25 

3 150 1.5 0.7 410 −52.26 

4 250 0.5 0.5 385 −51.98 

5 250 1 0.7 435 −52.25 

6 250 1.5 0.3 341 −51.48 

7 350 0.5 0.7 352 −50.98 

8 350 1 0.3 384 −51.47 

9 350 1.5 0.5 325 −50.23 
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Fig. 5 Main effects plot 

Thus, it can be inferred that at constant die temperature, an increase in die speed 
should be compensated with a decrease in coefficient of friction to lower the die stress. 
At a higher die speed, the strain rate increase, which results in dynamic recrystal-
lization, leading to thermal softening. As a result, the coefficient of friction increases 
apparently. Thus, a decrease in the coefficient of friction by applying lubrication is 
required for minimising the die stress (Fig. 6). 

Fig. 6 S/N ratio plot for die stress
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Table 4 Contribution of factors 

Source DF Seq SS Contribution (%) Adj SS Adj MS F-value p-value 

Die 
temperature 

2 10,466.9 58.47 10,466.9 5233.44 28.32 0.034 

Die speed 2 6868.2 38.37 6868.2 3434.11 18.59 0.049 

Coefficient of 
friction 

2 197.6 1.10 197.6 98.78 0.53 0.652 

Error 2 369.6 2.06 369.6 184.78 

Total 8 17,902.2 100.00 

The analysis of variance method (ANOVA) was used to assess the relative effect 
of each component, and the results are described in Table 4. The  F-value is a metric 
that is used to measure when all the factor level means are equal. It is determined by 
dividing the factor’s mean square by the error’s mean square. 

The percent contribution is measured using F. Under the 95% confidence level, 
ANOVA reveals that the process parameters of die temperature are the most important 
parameter influencing the die stress. This factor is followed by die speed. Both factors 
have a p-value less than 0.05, which establishes the significance level of these factors 
at a 95% confidence level. 

4 Conclusion 

The study looked at the effects of die temperature, sliding velocity, and friction coef-
ficient on the response (die stress) during the forging process. The closed die forging 
mechanism was simulated using three-dimensional finite element (FE) analysis and 
the Taguchi procedure, followed by a sequence of optimization iterations. To evaluate 
significant parameters, an analysis of variance (ANOVA) is used. The most important 
parameters influencing the response were found to die temperature and die speed. 
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Selecting the Optimum Tool for Driving 
Performance Evaluation by Assessing 
the Ergonomic Methods—An Overview 

Arun Chand , H. Mannikandan , and A. B. Bhasi 

Abstract Ergonomic analysis of the driving environment is very essential for 
enhancing productivity and reducing musculoskeletal disorders (MSDs) of drivers. 
The proposed driver distraction model for heavy vehicles examines the influence of 
environmental, psychological, and vehicle design factors on driver performance. The 
main ergonomic risk factors include long driving hours, poor human–machine inter-
face, incorrect driving posture, vibration due to bad road conditions, driver sleepiness 
and age. To evaluate the effect of these factors on driving performance which leads to 
MSDs, different ergonomic methods/techniques are available. Selecting a single tool 
from these methods is quite difficult due to the heterogeneity of driver ergonomic 
parameters. To find the optimum tool, different features of the ergonomic methods 
were identified and compared. Integration of these tools used for ergonomic analysis 
was an outcome of the advancements in machine learning technology which resulted 
in digital human modelling (DHM). DHM combines computer-aided design, human 
factors management, and risk evaluation. 

Keywords Human factors ·Musculoskeletal disorders · Driver fatigue ·
Ergonomic tools · Digital human modelling 

1 Introduction 

Subsequent paragraphs, however, are indented. Driver ergonomics have been iden-
tified as a source of concern that contributes significantly to traffic accidents. Driver 
fatigue is a function of ergonomic issues related to driving. Fatigue is a state of 
exhaustion caused by extended periods of driving, tedious road conditions, and a 
poor environment or the driver’s features [1]. Driver fatigue caused by ergonomic 
issues also leads to a reluctance to drive and a complete withdrawal of attention
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from traffic and road conditions [2]. Although previous researchers have debated the 
matter in numerous domains, they have still come up with the importance of driver 
ergonomics and its effects on driving performance. 

One of the most critical safety concerns in reducing road transport accidents is 
the management of heavy-truck driver ergonomic issues. Heavy vehicle drivers are 
responsible for 25% of traffic accident deaths on highways, worldwide [3]. It is found 
that personal fatalities are more than any other type of vehicle accident, in each heavy-
duty accident [4]. Driver associated factors are determined to be significant causes in 
most accidents. Major health problems like musculoskeletal disorders (MSDs) are 
a common health concern and a major source of occupational illness of heavy-duty 
drivers [5]. Many researchers have examined heavy-duty driver fatigue, its roots and 
effects, as well as solutions for reducing the frequency of accidents caused by it 
[6–8]. The best technique to evaluate driver ergonomic issues has been a long history 
of incoherence in the transportation sector even though it is critical for the health and 
safety of heavy-duty drivers. It is critical to accurately assess a driver’s exposure to 
ergonomic factors that may lead to the growth of MSDs. Various methods and mech-
anisms for evaluating exposure to ergonomic risk factors for driving-related MSDs 
have been developed. According to the measurement technique, they can be grouped 
into self-report, direct measurement, and observational methods [9]. However, these 
three divisions have their pros and cons when dealing with the assessment settings. 

Most of the countries have spent decades attempting to understand the issues 
and reasons underlying driver ergonomic health impacts. There is a dearth of study 
on ergonomic impacts on driving performance in developing countries, especially 
India [10, 11]. Limited data is available to address the ergonomic concerns of heavy-
duty drivers, indicating a significant gap in the literature that needs to be addressed. 
This study paves the way for the inquiry into the impacts of factors affecting driver 
ergonomics and discusses the issues that should be considered when selecting and 
using an assessment instrument. The significance of developing the optimal tool for 
resolving ergonomic challenges of heavy-duty drivers is also presented. 

2 Human Factors in Heavy-Duty Vehicle Driving 

The importance of human factors in safe driving identifies that a combination of 
environmental, psychological, and vehicle design factors influence driver perfor-
mance [12]. In contrast to normal, drivers of heavy vehicles are more exposed to the 
road because of the lengthy travel schedules and distances [13]. Driver ergonomics 
and fatigue management is tough issue, especially if the aim is to preserve public 
safety on the road. But a little data is available which could reveal the influence of 
ergonomic factors on the heavy-duty vehicle driver’s safety, especially in developing 
countries like India. This is because multiple aspects have to be examined and under-
stood simultaneously for recording the effect of the driver ergonomic scenario. A 
driver distraction model for heavy vehicles is developed from the literature survey, 
and it focuses on the research gaps connected to driver ergonomics and regulations
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Fig. 1 Factors affecting the 
driver ergonomics 

impacting driver fatigue. This model is divided into six major areas: long driving 
hours, poor human–machine interface, incorrect driving posture, vibration due to 
bad road, driver sleepiness, and age of the driver (Fig. 1). 

2.1 Long Driving Hours 

Abledu et al. [14] used a Nordic-musculoskeletal semistructured questionnaire to 
inspect the frequency and consequences of long driving hours related MSDs among 
148 commercial bus drivers in Ghana. The results showed that 116 (78.4%) partic-
ipants had experienced MSDs in the past twelve months. Neck pain (25%), low 
back pain (59%), shoulder pain (18%), upper back pain (22%), ankle pain (10%), 
knee pain (15%), elbow pain (5%), thigh pain (3%), and wrist pain (7%) were the 
most predominant MSD areas. Multiple-logistic regression investigation adjusted for 
probable confounders exhibited that fewer physical movements (OR = 4.9; 95% CI 
= 1.5–16.5; P = 0.010), driving over 12 h in a day (OR = 2.9; 95% CI = 1.1–7.8; P = 
0.037), and driving not less than 5 days in a week (OR = 3.7; 95% CI = 1.4–9.4; P = 
0.007) were particularly related with MSDs amongst the group of bus drivers. Wise 
et al. [15] found from their concept analysis research that long-distance heavy-truck 
drivers are at risk of cognitive, psychological, and physical fatigue. This influences 
the safe travelling of long-distance heavy-truck drivers and other stakeholders of 
roadways also.
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2.2 Poor Human–Machine Interface (HMI) 

Pickering et al. [16] developed a test environment to ascertain driver preferences 
regarding dashboard and console designs, as well as attention performance and appro-
priate real-time responses for various driver demographics. The test environment was 
capable of providing speed, position, acceleration, and rear proximity sensing, in a 
25-min test drive route. The most prevalent cause found was an operational error, 
such as a failure to grasp or act on information presented on the vehicle console, or 
an inability to handle the vehicle properly. The driver’s abilities could be showcased 
from the test data results. Additionally, the platform features driver-selectable instru-
ment clusters and LCD panel configurations. The findings demonstrated the critical 
role of HMI design in promoting physical ergonomics and reducing musculoskeletal 
diseases. 

2.3 Incorrect Driving Posture 

In a year, truck drivers spend nearly 2400 h on the road [17]. Physical injuries and the 
development of MSDs can be avoided, and vehicle drivers can stay comfortable and 
healthy by selecting the right position for the body and avoid stretching regularly. 
Through a virtual test, Xing et al. [18] quantified the stability of the driving posture 
and the driver’s subjective evaluation of modules and seat supportive qualities, as 
well as the efficiency of the enhanced seat models. The findings of the study could 
be used to strengthen basic investigations into the stability of the driving posture and 
pedal controls, as well as trunk and thigh angles. Also, guidelines were established 
for the creation of a seat support design for truck drivers’ upright seated postures. 

2.4 Vibration and Bad Roads 

Raffler et al. [19] used direct field assessments and self-reported data from 45 truck 
drivers to compare the physical burdens of whole-body vibration (WBV) and incon-
venient posture. Also, manual materials handling and MSDs were examined to deter-
mine their effect on drivers’ perceptions. While the measured WBV exposure levels 
were quite similar among the drivers, the respondents’ perceptions varied signifi-
cantly. With regard to posture, respondents appeared to estimate far more accurately 
when the variation in exposure was high. The percentages of the awkward trunk and 
head inclination evaluated in WBV overestimating drivers were significantly greater 
than in non-overestimating drivers; 77 and 80% versus 36 and 33%, respectively. 
Other health issues with the spine (42%), neck (67%), and the upper arm (50%) were 
substantially more frequently reported by WBV-overestimating drivers as opposed 
to non-overestimated drivers (0.25%, 13%, and 0%). The study used a comparison of
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Fig. 2 An improved model 
of car seat discomfort 
including static, dynamic, 
and temporal element 

field and questionnaire data to identify the elements influencing drivers’ perceptions 
of WBV exposure and found that musculoskeletal and posture issues significantly 
influenced the opinion of WBV-exposed drivers. Previously, a hybrid theoretical 
model for predicting overall discomfort was proposed [20], a schematic of which is 
presented in Fig. 2. Static, dynamic, and temporal elements are used in the model to 
provide the complete assessment of overall discomfort. 

2.5 Driver Sleepiness 

Bener et al. [21] used the multivariate logistic regression to show that driving-related 
fatigue, excessive speed, lapses, Epworth sleepiness score, and errors were all signifi-
cantly related to the probability of a motor vehicle accident, once demographic factors 
were taken into consideration. The research also analysed that fatigued drivers, who 
have both chronic sleepiness and abnormal exhaustion, substantially increase their 
chances of a traffic accident which can result in severe injuries. Zhang et al. [22] 
conducted a naturalistic driving study (NDS), with the data collected from 34 profes-
sional drivers. After determining the level of fatigue in all drivers using the Karolinska 
sleepiness scale (KSS), the KSS data was transformed to successive values and 
modelled using curve fitting techniques. The findings indicated that fatigue predic-
tion results are strongly related to driving performance by predicting the risk driving 
period and the maximum repeated driving time once the driving schedule is deter-
mined. The fatigue due to driving can be avoided or mitigated through optimization 
of the driving and break work schedule. 

2.6 Age of the Driver 

Depestele et al. [23] showed through statistical results that middle-aged drivers are 
less inclined to read an SMS/email or check online social media while driving. Heavy
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vehicle drivers aged 20–25 have reported steadily increased driving distraction and 
fatigue rates and higher positive rates of societal and individual acceptance than 
drivers from 35 to 54 years of age. Elder drivers aged 65 and over reported reduced 
rates and acceptability of these practices. Many researchers have shown that younger 
drivers are more prone than non-lane-hanging drivers to be involved in accidents 
while changing lanes. The decrease in cognitive, sensory, and motor abilities could 
be the main reason that older persons are more sensitive to driver distraction. 

3 Ergonomic Methods for Assessing Exposure to Driving 
Risk Factors 

Numerous ergonomic assessment techniques have been created and classified into 
three broad groups. Selecting the most appropriate technique or combination of 
methods from this spectrum of existing methodologies poses a major difficulty. To 
provide an effective and healthy driving environment, it is important to combine 
these approaches with the understanding of the anatomy of the body and how it 
reacts to loads. The three sets of methods, as well as the names of the techniques 
and their features, to evaluate if drivers are at risk when engaging with the vehicle 
environment, are listed in Table 1.

The approaches presented in Table 1 could be found in many of the independent 
software applications and design packages. Design software such as Delmia, Jack, 
winOWAS, CATIA, HSE.Ergo.QEC, ProE, ViveLab, 3DSSPP, ErgoSoft includes 
OWAS, REBA, RULA, ROSA, MAPO, QEC, NIOSH lifting equation, APSA, 
EAWS, KIM-MHO, NPW, WERA, cognitive databases and strain index. Ergo-
Plus, ViveLab, and ErgoSoft are major video-based ergonomic analysis software 
that is used for action detection and exploratory risk assessment of musculoskeletal 
disorders. 

4 The Development of an Integrated Ergonomic 
Tool—Digital Human Model (DHM) 

The input to the ergonomic analysis is highly reliant on the technique of observa-
tion or sensitivity measurement used. Thus, the structure of ergonomic evaluation 
is dependent on the available resources and the features of the driving environment. 
The hybrid character of ergonomic issues requires the use of various instruments 
for a complete ergonomic evaluation. Digital human modelling techniques incor-
porate a variety of strategies that integrate different ergonomic tools to evaluate 
driving environment design, analyse human–machine interface compatibility, and 
determine risks of musculoskeletal disorders. Modern technology offers analysis 
methods for dynamic human modelling and problem identification by combining
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Table 1 Ergonomic methods for evaluating risk factors for MSDs associated with driving [24, 25] 

Types of methods Name of techniques Main features 

1. Self-reports 1. VIDAR-Self-evaluation of 
the driver using videos of the 
driving process 
2. Interview, category data, 
and visual analog scales 
3. Evaluation of possible 
ergonomic risks employing a 
web-based tracking system 

1. Driver load ratings and 
associated pain and discomfort 
estimations 
2. Identification of variables 
that increase a driver’s 
psychosocial risk for shoulder 
and neck pain 
3. List of comfortable 
ergonomic positions that might 
help prevent discomfort, 
workplace stress, and 
functional restrictions 

2. Observational methods 1. RULA 
2. REBA 
3. OWLS 
4. QEC 
5. LUBA 
6. Checklist 
7. NIOSH lifting equation 

1. Concepts like body postures 
and force, together with action 
levels for evaluation 
2. Elements of biomechanics 
include body postures and 
force, with activity levels for 
assessment 
3. Force and body posture 
evaluation 
4. Driver reactions to major 
body areas, as well as scores to 
suggest intervention 
5. Angular displacement of the 
joint from neutral and 
discomfort evaluation 
6. Displacement of neck, legs 
and trunk for repeated tasks 
7. Driving posture is associated 
with biomechanical stress 

2.a. Advanced observational 
methods 

1. Video analysis 
2. ROTA 
3. TRAC 
4. HARBO 
5. SIMI motion 

1. Hand/finger posture 
assessment, repetitiveness, 
force, velocity, and body 
postures are computed. Task 
evaluations, both static and 
dynamic 
2. Static and dynamic task 
evaluation 
3. Posture and activity analysis 
4. Observation of different 
driving activities over a long 
period 
5. Dynamic movements of the 
limbs and upper body are 
assessed

(continued)
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Table 1 (continued)

Types of methods Name of techniques Main features

2.b. Productivity analysis 1. ErgoSoft 
2. ErgoMOST 
3. EMA 

1. Motion analysis evaluation 
and early risk assessment for 
musculoskeletal disorders 
2. The neck, upper limbs, lower 
limbs, and back are evaluated 
for risk 
3. Virtual ergonomics, the 
collaboration between humans 
and robots, three-dimensional 
production planning, and 
human simulation 

3. Direct methods 1. LMM 
2. Body posture scanning 
systems 
3. EMG 
4. Cyberglove 
5. Inclinometers 
6. Electronic goniometry 

1. Assessment of back posture 
and motion 
2. Measurements of 
displacements, velocities and 
accelerations of a body segment 
3. Estimation of variation in 
muscle tension and force 
application 
4. Measurement of the wrist, 
hand and finger motion with 
superimposed grip pressure 
5. Measurement of postures and 
movement of the head, back 
and upper limbs 
6. Measurement of angular 
displacement of upper 
extremity postures 

3.a. Biomechanical models 1. Evaluation of Muscle effort 
and back stress 
2. Static strength prediction 
programme—3D 

1. Estimation of driving-related 
internal exposures 
2. Body-integrated segmental 
representations 

3.b. Psychophysical indices 1. Psychophysical databases; 
2. Borgs scale of perceived 
exertion 
3. Body part discomfort scale 

1. Assessment of quantitative 
and qualitative variation in 
individual human reactions 
(heart rate variability, eye blink 
rate, etc.) to mental load 
2. Measurement of high heart 
and respiration rate, profuse 
perspiration and muscle 
exertion 
3. Evaluation of driver’s direct 
experience of discomfort at 
different body parts

(continued)
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Table 1 (continued)

Types of methods Name of techniques Main features

3.c. Cognitive tools 1. GSR 
2. Heart rate variability (HRV) 
3. EEG 
4. NASA TLX 
5. RSME 
6. SWAT 

1. Evaluating accuracy and 
reaction time 
2. Assessment of mental 
demand, decision-making and 
skilled performance 
3. Detection of abnormalities in 
brain waves and electrical 
activity of the brain 
4. Assessment of time load, 
mental effort load and stress 
load 
5. Assessment of reaction time, 
correct action and ratings 
6. Assessing driving activity 
laps and errors

powerful CAD tools. DHM combines CAD, human factors management, and risk 
evaluation. Computer-generated human models, called computer manikins, are used 
to augment the computer software with algorithms for ergonomics assessments. 
RAMSIS, human builder, V5 HUMAN, Delmia, and JACK are some modern DHM 
software programmes that include CAD packages for simulating body positions, 
physiological parameters and inspecting ergonomic challenges [26]. 

Using DHMs, designers can render a digital representation of human beings in 
software that has all or part of the human qualities and abilities, hence eliminating the 
iterations of the design. DHMs are beneficial for design ideas in the CAD environ-
ment, as they assist designers to visualize driver–machine interaction, driver engage-
ment, and aid in making design adjustments early on in the design process. DHMs 
are generally utilized in tandem with CAD systems to allow designers to conduct 
ergonomic analyses of driver-vehicle interactions and examine how vehicle design 
factors affect human occupants [27, 28]. 

5 Conclusions 

Ergonomics and driving environment design issues in heavy-duty drivers play a 
significant impact in traffic fatalities. Several countries have not yet taken this issue 
as a major concern and casualties are growing. Both driver and vehicle-related 
ergonomic issues are prominently affected by heavy vehicle drivers. The different 
ways to measure the ergonomic aspects of drivers were identified, and these methods 
will help in finding the importance of the scenario. Choosing the most appropriate 
technique or combination of methods from the vast array of current approaches would 
help in assessing and determining the risks of musculoskeletal difficulties of drivers.
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Digital human modelling is found to be the optimum solution that integrates most of 
the ergonomic assessment techniques. 
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Optimization of Geometrical Parameters 
in Magnetorheological Dampers Using 
Finite Element Modeling 

N. Nikhil Asok , Sam Joshy , R. Suraj , Anjana Viswanath, 
and A. Rakesh 

Abstract Magnetorheological (MR) dampers is widely used in semiactive vibration 
control in automobile suspension systems. The vibration control depends on the 
electromagnetic circuit used in these damping systems. To achieve the maximum 
damping performance, the geometric parameters of the piston is optimized. In the 
present work, a compact design of MR damper is presented, and optimization of 
geometric dimensions of the electromagnetic circuit is performed using design of 
experiments techniques. The pole length, inner radius and MR fluid gap are selected 
as factors, and the magnetic field density is taken as the response parameter. Amongst 
these factors, pole length has the highest contribution of 74.34 requires lower values 
of MR gap to produce highest damping characteristics. 

Keywords Magnetorheological damper · Anova · Design of experiments ·
Taguchi · Optimization. 

1 Introduction 

Automobiles uses active suspension, in which these suspension systems uses an 
on-board system which responds according to the vertical movement of the body 
with respect to the chassis as against the passive systems which uses springs, the 
movement of which is controlled by road surface, whereas semi-active or adaptive 
suspension systems controls the damper properties to match with the road conditions. 
Such dampers uses solenoid valves (electrohydraulic dampers), and the damping is 
controlled by using fluids with controllable viscosity. Semi suspension systems offers 
higher reliability, versatility and adaptability of fully active damper, with a cost that 
is comparable to that of a passive system. Semi-active systems uses magnetorhe-
ological (MR) dampers. In these dampers, MR fluids are used to control damped 
vibration. These fluids comes under smart fluids, which allow electric or magnetic
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fields to regulate rheological properties. These properties are useful in the construc-
tion of a variable force damper. M R fluids consists of ferrous particles (particle 
size in the order of micrometers) dispersed in the carrier medium. In presence of 
a magnetic field, these particles gets magnetized, the rheological properties of the 
fluid changes. Thus, the ferrous particles form into chain-like structures, which gets 
aligned in the direction of the magnetic field lines. As a result, a yield stress develops 
inside the fluid, which resists the fluid flow. This yield stress is a function of magnetic 
field density. The resulting interaction between the particles increases the viscosity 
of MR fluids. The viscosity of such fluids depends on the strength of the magnetic 
field. The applications of MR dampers include suspensions in railway carriages [1], 
washing machines [2], seismic dampers in structural engineering [3, 4], automotive 
dampers [5–7], and aircraft landing gear systems [8]. Several investigations have 
been reported on the nature and characterization of MR dampers to maximize their 
efficiency. Researchers Yasrebi et al. used CFD analysis to predict the effectiveness 
of MR dampers [9]. A quasi-static model generated using the Bingham fluid model 
was investigated by Nguyen et al. studies rheological properties and geometric design 
parameters were optimized to maximize damping force [2]. Research conducted by 
Djavareshkian et al. by analytical method, defined the influence of design factors on 
MR damper and offered design parameter optimization using the method of response 
surface to minimize power consumption and optimize response time [10]. Magne-
tostatic analysis, computational fluid dynamics analysis, and heat transfer analysis 
were used in previous research to develop an electromechanical brake device using 
magnetorheological fluid [11]. Various rheological models for the MR fluid viz., 
Bingham plastic, Casson, Biviscous, Biplastic Bingham, and Papanastasiou models 
were developed in previous research [12]. In order to study the magnetic field depen-
dent flow behavior of fluids in MR dampers, most of the literature uses the linear 
Bingham plastic (BP) fluid model. This work uses the Bingham model for MR fluid. 
Further, Mangal and Kumar [13] used statistical methods for the geometric opti-
mization of MR damper. Parlak et al. [14] proposed design of experiments based on 
Taguchi approach and conducted geometric optimization of MR damper. Ferdaus 
et al. [15] developed an optimal design of MR damper using finite element method 
considering various geometric configurations of all components. These researchers 
used the pole length as 23 mm, and the MR gap as 1–2 mm. The overall length of 
the damper is 68 mm. Recently, research conducted by Olivier et al. [16] used a pole 
length in the range of 11–12 mm for the design of hybrid dampers, reducing the 
overall length to 50 mm. Thus, reducing the pole length will reduce the length of the 
damper, and helps to improve the compactness. As per the authors’ understanding, 
hardly any research has been conducted to optimize the conventional MR geometry 
with a shorter pole length, with magnetic flux as its objective functions. 

The major focus of this research is to design a compact MR damper and to present 
a methodology for optimizing MR damper geometry with the sole aim of optimizing 
magnetic flux using design of experiments (DoE) and finite element analysis. On basis 
of the literature survey, three geometric parameters of the MR damper, which has 
the highest influence on the magnetic flux density were selected. Thus, pole length, 
inner radius and MR gap were selected as the study parameters. DoE analysis was
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performed to obtain the combinations of parameters. Finite element analysis of MR 
dampers was performed using parameter combinations. Further, optimization was 
performed using Taguchi approach and ANOVA analysis. 

2 Magnetorheological Damper 

2.1 Magnetorheological Fluids 

Magnetorheological fluids, discovered by Jacob Rabinow, consist of magnetically 
polarizable particles dispersed in a non-polar carrier fluid. In general, iron particles 
(micron-sized particles) produced by decomposition of iron pentacarbonyl are used 
as particles [17–19]. In essence, the carrier fluid should have good thermal stability, 
so that at varying temperatures it exhibits steady rheological behavior. Carrier fluids 
include petroleum-based oils, silicone, mineral oils, polyesters, polyethers, water, 
and synthetic hydrocarbon oils [18, 20–22]. In addition, stabilizers and surfactants 
will be added. These include xanthan gum, stearates, carboxylic acids, and silica 
gel [23]. These additives prevent particles in the carrier fluid matrix from being 
sedimented. 

2.2 MR Dampers 

The MR damper works similar to a conventional damper in spite of differences 
in the constructional features [1]. These dampers uses the basic piston cylinder 
assembly construction MR dampers have a distinct orifice geometry and provi-
sions for mounting an electromagnetic coil as opposed to conventional dampers. 
MR dampers have an annular orifice rather than a spherical orifice, as is the case 
for conventional dampers [2, 24]. The magnetic flux circulating through the MR 
fluid can be completely used due to this annular orifice. In these dampers, the outer 
cylinder acts as a flux return path. The magnetic flux circulating through the MR 
fluid can be completely used due to this annular orifice. In these dampers, the outer 
cylinder acts as a flux return path [2]. The electromagnetic coil conducts the electric 
current, creating a magnetic field that travels from the inner pole to the outer pole, 
jumping over the MR fluid flow distance. This fluid flow gap is designed to be within 
0.5–2 mm, beyond which complete utilization of magnetorheological properties is 
limited.
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2.3 Developing Yield Stress in MR Fluid 

On applying the magnetic field, the ferrous particles present in the magnetorheo-
logical fluid get aligned along the field direction to form chain-like structures. This 
result in the increase of yield stress [16, 25, 26]. However, on removing this magnetic 
field, the chain formation collapses, and the MR fluid returns to its original state, 
which helps in faster phase transition. These phase transitions occur in the order of 
microseconds, which makes it popular to control damping properties in semi-active 
damping systems. The solid structures created during the operation of the magnetic 
field determine the yield stress of the magnetorheological fluid. Thick columnar 
structures increase yield stress, while single/few columnar structures result in lower 
yield stress [20]. By applying compressive force to the magnetorheological fluid 
along with the application of the magnetic field, this yield pressure can be further 
increased. 

3 Methodology 

3.1 Modeling and Analysis of a MR Damper 

The damping force produced by the MR damper is directly proportional to the 
magnetic field induced by the working fluid and the piston cylinder clearance [27, 
28]. The finite element models of these MR dampers were developed using ANSYS 
Workbench to study the magnetic flux density in various combinations of control 
parameters. The 3D model of the MR Damper was developed using ANSYS Design 
Modeler. The MR damper is considered as an axisymmetrical solid, and the modeling 
is performed assuming that the magnetic loop is fully formed with the magnetic 
material [29–31]. Further, MR damper is modelled considering negligible leakage 
of magnetic flux. Figure 1 shows the structural design of the MR damper.

In the FEM analysis, cylinder, piston, and the MR fluid gap are designed as 
stationary components. Each component was meshed with quadratic elements having 
a size of 5 mm. The core/piston and the outer cylinder are made of SA 1008 Steel, a 
magnetic soft iron which is widely used as core in motors, transformers, and induc-
tors. The electromagnetic coils are made of copper alloy. The magnetorheological 
fluid, Lord MRF 132 DG. MRF 132 DG is a hydrocarbon-based magnetorheological 
fluid, which is commonly used in dampers and brakes is used in this work. The MRF 
132 DG contains micron-sized magnetic particles suspended in a carrier fluid. It is 
suitable for operating in both valve mode and shear mode. In the absence of magnetic 
field, the MR fluid flows freely. The exposure to a magnetic field aligns the magnetic 
particles in a chain like fashion. This creates a resistance to the flow of carrier fluid. 
The magnetization properties of SA 1008 steel (Fig. 2) and MRF 132 DG (Fig. 3) 
are described by a nonlinear B-H curve. The properties of the materials considered 
in this work are shown in the Table 1.
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Fig. 1 Model used for numerical analysis in ANSYS

Fig. 2 Magnetization properties of SA 1008 steel

The electromagnet is modelled with 350 turns wrapped over the piston and the 
magnetic flux is found. A cylindrical coordinate system is assigned to the EM coil 
apart from the global cartesian coordinate system. A current of magnitude 1A is 
applied to the EM coil. A stranded type of source conductor was selected. The 
conducting area was calculated according to the model in consideration. A grid 
independence test was carried out in the MR damper. The results show that 40,000 
nodes are optimum for this analysis. 

The magnetic flux in the MR damper is influenced by a number of geometric 
characteristics. This includes pole length, piston rod to coil radial width, piston to 
cylinder radial clearance, and cylinder thickness. From these, three parameters that 
have highest influence on the damping force are chosen. The possible combinations of 
design points are chosen and analysis series are run within the ranges defined within
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Fig. 3 Magnetization properties of MRF 132 DG 

Table 1 Typical properties 
of MRF 132 DG 

Viscosity at 400 °C 0.112 Pas 

Density 2.95–3.15 gm/cu.cm 

Solid content by weight 80.98% 

Flash Point >150 °C 

Operating temperature −40 to 130 °C

the established set of parameters. Between the upper and lower bounds of variables, 
the range is set. Table 2 summarizes these input parameters and their ranges. The aim 
of this research is to optimize the geometric parameters to maximize the magnetic 
flux with reduced pole length. To this end, the pole length was chosen between 6 to 
10 mm (Table 2). Further, the inner radius and MR gap were selected. MR gap of 
the dampers was selected between 1 mm to 1.6 mm, because an increase in MR gap 
will reduce the magnetic flux. 

Table 2 Factors used in design of experiments 

Sl. No. Parameter Lower range Mid range Upper range 

All dimensions in mm 

1 Pole length 6 8 10 

2 Inner radius 8 10 12 

3 M R Gap 1.0 1.3 1.6
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The effect of these geometric damper parameters on the damping force (response 
parameter) is established, and Taguchi technique designs and optimizes the experi-
ments. The orthogonal array and the SN ratio are two important tools in the Taguchi 
technique. The best feasible design variables impacting the performance of the opti-
mization problem are provided by design of experiment. This statistical approach is 
employed in design problems where more than one input parameter affects a response 
or output. In this method, different combinations of parameters are identified; and 
these are referred to as design points. 

The responses in the orthogonal array can be obtained using real life experiments 
or numerical analysis using finite element methods. However, numerical analysis 
using FEM reduces the experimentation cost. Furthermore, the numerical analytical 
results are very similar to the experimental results. The factors are taken in three 
levels, viz., upper, middle and lower levels. Since the L9 array was defined, the 
degree of freedom (DOF) for the selected three levels is 3 – 1 = 2, and for three 
variables, the total DOF is 3 × 2 = 6. In accordance with Taguchi’s L9 array, nine 
damper models were examined. This array consists of the nine combinations of three 
geometric variables. These factors are used for the FEM analysis, and the results 
from the analysis are taken as the response for Taguchi analysis. The maximum S/N 
ratio reflects greater performance, according to the Taguchi method. This suggests 
that it is necessary to achieve a high-quality product by In the Taguchi analysis, 
this combination indicates a higher S/N ratio. The S/N ratio of quality characteristic 
analysis for the parameters (pole length, inner radius and MR gap) with the objective 
of ‘the larger-the better’ was performed. 

The following parameters are used for the modeling.

• Magnetic reluctance Ri
• Magnetic flux density φ 

F = Ri φ (1) 

where F is magnetic potential (F = NI), where N is the number of turns of the coil, 
and I is the current that is passing through the coil. The magnetic reluctance, Ri, is  
given as 

Ri = Li 

Ai μi 
(2) 

where Li is the length of the component (mean direction of magnetic flux lines), Ai is 
the cross-sectional area, and μi is the permeability of the ith portion of the magnetic 
flux path and so on. Magnetic flux φ and magnetic flux density B are determined as 
follows: 

B = φ 
A 

(3)
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3.2 Main Effects Plot and S/N Ratio 

The Taguchi results are shown in main effects plot and SN ratio. A value that reflects 
the impact of a factor on the response is the main effect. The variance of the response 
variable with the variation in control factors is represented by this plot and is used 
to find the differences between the level means for variables. If the line plotted is 
horizontal and there is no change in response with the change in factor, the factor is 
said to be insignificant. A high slope, on the other hand, indicates that the factor has 
a significant impact on the response. 

The S/N ratio is the proportion of the signal factor to the noise factor in the Taguchi 
approach. In this method, the three stages of S/N ratio, viz., smaller the best, nominal 
the best, and larger the best are used. The objective of this work is to optimize the 
geometric parameters to maximize the magnetic flux, and thus the latter option is 
selected. The mathematical expression for larger the best approach is 

S 

N 
= −10 log10 

1 

n 

nΣ

i=1 

i 

y2 
(4) 

where n is the number of replications and yi is observed response value. The higher 
S/N ratio reflects a higher quality technique. This means that it is possible to achieve 
a high-quality product by Taguchi analysis, the mixture indicates a higher S/N ratio. 
As the primary goal of optimization, the SN ratio can be maximized, minimized, 
or held at nominal values. This allows in the selection of control levels capable of 
fully compensating for noise effects. In this work, SN ratio is chosen to be kept the 
maximum, as the goal of the design is to maximize the magnetic flux in the MR 
damper, ultimately maximizing the damping force. 

It is necessary to determine the statistically important parameters, which has the 
highest influence on the response parameter, and ANOVA analysis is performed, 
Further, confidence level of 95 thus p value less than 0.05 will ascertain the signifi-
cance of factor. In addition, the percentage of influence of each parameter on output 
factors can be defined using ANOVA. As a result, the null hypothesis for the entire 
population is ignored if the p value is less than 0.05, and the parameters are judged 
significant. If the P value is greater than 0.05, the null hypothesis is not discarded, 
and the parameters are irrelevant. 

4 Results and Discussion 

Figure 4 shows the typical image showing the intensity of magnetic flux. The 
magnetic flux is observed to be highest at regions closer to the pole. It may also 
be observed that the magnetic flux is minimum toward the central region (shown in 
blue color).
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Fig. 4 Typical results of numerical analysis in ANSYS 

The responses from numerical analysis are solved in Minitab, and the results are 
shown in Table.3. The S/N responses for pole length, inner radius, and MR gap 
are shown in this table, and the results show the optimum control factor levels for 
both dependent parameters. The magnetic flux is obtained in between 0.395 T and 
0.560 T. In general, it may be observed that the magnetic flux density reduces with 
increase in pole length. This observation is in line with the results of similar research 
conducted by Nanthakumar and Jancirani [32]. With increase in pole length, the 
magnetic flux distribution gets lowered. Considering the pole length and MR gap, it 
may observed that with lower pole length of 6 mm, the increase in MR gap reduces 
the magnetic flux. On the other hand, with increase in pole length to the 8 mm, the 
highest magnetic flux is obtained with MR gap of 1.6 mm. Thus, it can be inferred 
that up to 8 mm, the increase in pole length and MR gap will increase the magnetic 
flux. The increase in pole length increases the magnetic to However, with further 
increase in pole length to 10 mm, the magnetic flux increase up to 1.3 mm. With 
further increase in MR gap, the magnetic flux decreases. This shows that at higher 
values of pole length, the highest damping performance is obtained corresponding 
to MR gaps ranging between 1.3 mm and 1.6 mm. These values are in line with 
the previous research conducted by Mangal and Kumar [13]. It may be observed 
from this table that the parameters used in the Analysis No. 2 has the highest S/N 
ratio. Figures 5 and 6 present these findings in graphical form. The optimal control 
parameters for maximizing the magnetic flux in the MR damper may be easily found 
using these graphs. The optimum level for the geometric parameters was obtained 
at pole length of 6 mm, Inner radius of 10 mm and MR gap of 1.3 mm according 
to these results. These parameters had the highest S/N ratio as compared to that of 
other levels.

As shown in Table 4, the effect of geometric parameters was further investigated 
using analysis of variance (ANOVA). With multivariate data, this technique can be
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Table 3 Results of DOE 

Analysis No. Pole length Inner radius MR gap Magnetic flux S/N ratio 

All dimensions in mm T 

1 6 8 1.0 0.5370 −5.40051 

2 6 10 1.3 0.5600 −5.03624 

3 6 12 1.6 0.5120 −5.81460 

4 8 12 1.3 0.4670 −6.61366 

5 8 10 1.6 0.4870 −6.24942 

6 8 8 1.0 0.5359 −5.41832 

7 10 8 1.6 0.4684 −6.58766 

8 10 10 1.0 0.5153 −5.75880 

9 10 12 1.3 0.5249 −5.59847 

Fig. 5 Main effects plots for means during simulation

used to test the statistical hypothesis of complicated occurrences. The p-value shows 
the differences in the geometric factors, as shown in the table. In contrast to the other 
variables, the pole length had the highest percent contribution of 74.34%, means that 
the pole length has the highest significance; while the p-value of the inner radius 
and MR gap that is greater than 0.10, which suggests that these model terms are 
not significant. The results show that the differences in the factors had a significant 
impact on the pole length.

A normality test was performed to analyze the distributed population of the 
data points. In Fig. 7, the standard residuals are plotted against the MR damper’s 
percentage probability distribution.
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Fig. 6 Main effects plots for S/N ratios during simulation

Table 4 Significance analysis using ANOVA 

Source DF Contribution F-Value P-Value 

Pole length 2 74.34% 32.54 0.030 

Inner radius 2 8.52% 6.70 0.130 

MR gap 2 14.85% 6.50 0.133 

Error 2 2.28% 

Total 8 100%

Fig. 7 Normal plot of a model MR damper
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The straight reference line depicts the real normal distribution, whereas the points 
distributed are residual data points. The residual data points are closely fitted, as can 
be shown. Thus, it can be found that the data points follow normal distribution. 

5 Conclusion 

By optimizing the geometric factors of the MR damper, the magnetic flux density at 
the fluid flow gap is maximized. Optimization is performed using Taguchi approach, 
and it was observed that the lowest pole length of 6 mm, along with inner radius of 
10 mm and MR gap of 1.3 mm gives the highest value of magnetic flux. Further, 
these responses were analyzed for significance analysis in ANOVA approach. The 
significance of the parameter and their interactions is analyzed using ANOVA. The 
results from the numerical analysis and ANOVA shows that the contribution of pole 
length is 94.42% as against the 2.86% and 2.59% contribution of inner radius and 
MR gap, respectively. 
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Academic Performance Prediction 
of Postgraduate Students Using Artificial 
Neural Networks 

M. Varun , R. Sridharan , and K. K. Eldose 

Abstract Institutions of higher learning operate in a highly competitive environ-
ment. To compete with world-class institutions, institutes must adapt their strategy 
to increase overall performance. Academic achievement of students is one of the 
most important factors in improving an institution’s ranking and recognition. Perfor-
mance of students in an academic program depends upon several aspects of their 
previous academic performance and family background. In the present study, an 
artificial neural network (ANN) is developed using Python programming language 
to predict students’ performance and to determine the outcome of students’ perfor-
mance. Students’ data were collected through a questionnaire-based survey from 
postgraduate students of technical education institutions all over India. The appro-
priate ANN model is identified, and the Python code for the same is developed with 
the help of Keras library. The developed model did not have the expected accuracy 
due to lack of adequate number of responses required for deep learning techniques, 
but still valuable results are obtained such as that of identifying some crucial factors. 

Keywords Machine learning · SVM · Performance prediction · ANN · Deep 
learning 

1 Introduction 

The academic performance of students at higher institutions is a subject of tremen-
dous concern and curiosity for most researchers, as well as parents, universi-
ties/colleges and governments around the world. These institutions need to evaluate 
their students’ performance in order to develop a strategy for improving the institute’s 
reputation and obtaining funding for initiatives from a variety of sources. As a result, 
educational institutions must keep track of how students are doing and where they
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need to improve. Institutions would be able to monitor students’ future performance 
by using previous knowledge/past recordings of their details. This projection will 
help educational institutions evaluate and assess student induction into the univer-
sity programme or plan to help slow learners at the beginning of the semester (poor 
performers). 

The performance of students depends on a number of parameters that can directly 
or indirectly influence their performance. These parameters are the features of the 
students, which needs rework so that these metrics are comparable to that of the better 
performers. The analysis of past performance and some background information of 
admitted students is essential in order to get a better view of student performance in 
future. 

The consequence of adopting the methodology briefed above is that educators will 
be able to comprehend the obstacles that students face in their studies. So, an educator 
may teach students better and intervene when they do poorly. The procedure for 
adopting machine learning techniques such as artificial neural networks (ANN) and 
support vector machines (SVM) for performance prediction and generating intended 
outputs is presented in this paper. As a result, the current study focuses on the 
application of performance prediction approaches and provides information about 
machine learning techniques’ great potential. 

Students who underperform need to be spotted at the earliest, and necessary steps 
have to be provided to boost their performance. This study focuses on identifying 
the vital attributes and its influence on the students’ performance to formulate an 
appropriate strategy.

• Predict students’ academic performance from the different factors that shaped 
their background.

• To analyse various ANN and SVM models for predicting the academic perfor-
mance. 

2 Background of the Study 

Several investigators have studied the prediction of the performance of students. The 
present research is based on a brief review of the relevant studies, the background of 
which is given below. 

Kotsiantis et al. [1] researched student performance using six machine learning 
algorithms in the correspondence learning mode. The researchers conclude that for 
a software’s easier implementation, effective application of the Naïve Bayes’ algo-
rithm would suffice. Slim et al. [2] presented a study wherein Markov networks 
were able to predict students’ performance with high accuracy, which shows that a 
detailed dataframe consisting of present performance was able to predict the future 
performance. Over the six same methods in Kotsiantis et al. [1], Koutina et al. [3] 
propose models to compare the most effective technique using an open-source soft-
ware package called Waikato Environment for Knowledge Analysis (WEKA). The 
results show the best prediction of the Bay of Naïve and k-NN, while it is less likely
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to be predicted by the decision tree algorithm. They suggest that the presence in the 
class and undergraduate programmes is the most effective effect on attributes. 

Sahu et al. [4] performed an analysis in identifying the critical factors that affect 
the success in technical education scenario using total quality management (TQM) 
approach and found that the study’s model matched the results of the previously 
existing literatures’ quality improvement measures. This piece of literature throws 
light at the success of the institution itself which might help the current study on 
predicting the academic performance by diversifying the components of the research. 
Naser and al. [5] use the ANN technique to forecast the performance of sophomore 
students by taking into account their previous year’s grades and the corresponding 
personal/background information of that time. The researchers conclude that the 
model developed is able to predict the students’ academic performance with 80% 
accuracy. The study splits the dataset in three ways and assigns 60% for training, 
30% for testing and the rest for validation. 

Ajibade et al. [6] used five predictive analytics which fall under the category of 
subsets of artificial intelligence, for predicting the academic performance of students. 
Ensemble techniques are used to improve the predictive model efficiency. The results 
show that students’ academic performance and their behaviour are in stark correla-
tion. The model has been found to be less exact while only taking into account 
students’ academic performance. Lau et al. [7] bring to the table, a statistical model 
and a neural network model to predict the academic performance of students. Factor 
analysis has been applied to understand the influencing variables and the neural 
network Marquardt algorithm as the back-propagation training rule. The researcher 
concludes that with certain restrictions the overall performance of the neural network 
is better. 

The academic performance of students plays an important role in assessing an 
institutes’ reputation. The academic performance of students, however, depends on 
various factors. Academic performance prediction will help to develop and imple-
ment improvement programmes. The current research focuses on applying ANNs 
and SVMs to model students’ academic performance. The following sections contain 
details of the study. 

However, not many research studies exist for academic performance prediction 
in Indian technical education scenario and the previous studies are not exhaustive 
when considering factors for different algorithms. Also, there is nowhere in the 
literature had there been reported performance improvement measures that have 
been confirmed to do the same.
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3 Methodology 

In the present study, several artificial neural network (ANN) models and other 
machine learning models were developed using Python programming language to 
predict students’ performance, and the models were compared to one another. Various 
ANNs were created by changing certain parameters (like kernel initialiser, activa-
tion function, loss function, optimiser, etc.) in the multilayer perceptron (MLP) base 
model. The only other model developed other than the above-mentioned ANNs is a 
support vector machine (SVM). Before the SVM model was developed, exploratory 
factor analysis has been performed on the collected data which reveals important 
attributes that affect the model. This gives insights into the factors that the attributes 
share which makes the model more dependent on the said attributes (Fig. 1). 

3.1 Data Preprocessing 

The goal of this research is to create a model that relates the specified characteristics 
to the students’ performance. The prior performance of students as well as their living 
situation should be examined for this study in order to gain insight into performance 
trends. The attributes considered for this study were chosen from existing literature, as 
well as some new attributes added as a contribution, and these newly added attributes 
were checked. A total of 54 attributes were taken into account, and 65 questions

Fig. 1 Methodology overview 
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were created using Google Forms based on these 54 attributes. This questionnaire is 
divided into two sections: the first comprises questions about personal information, 
and the second has questions about educational performance at various levels of 
examination. 

After the initial preparation of questionnaire, the questions were checked for inde-
pendency, precision and adequacy for another two rounds. Any repetition or imper-
fections were removed after academic consultation. Finally, the questionnaire was 
circulated to the target group, viz. the postgraduate students of technical education 
(including management studies) throughout India. About 393 students participated 
in the survey. Since the target audience contained diverse features, the questionnaire 
was created to accommodate the pupil specific question without collecting unnec-
essary data. The questionnaire was designed such that it extracted data in nominal 
ordinal and interval scale. So response from the nine sections of the questionnaire 
needed to be encoded numerically to provide as input to the Python code. 

Participants skipped some items in the questionnaire-based survey, which resulted 
in missing data. Cleaning the data and performing other preprocessing steps to the 
raw data collected from the survey has a major role to play in the accuracy of the 
model.

• Missing data are corrected by filling it with mean value of the particular feature.
• Since the nominal missing data are hard to rectify, the questionnaire mandates 

the respondent to fill the field. So those mandatory questions must be suitable 
for every eligible respondent which is why a conditional question is included 
before such questions, which skips the question depending on the response to that 
particular field. 

3.2 Factor Analysis 

An exploratory factor analysis (EFA) was performed to identify the critical factors 
that affect the students’ academic performance by using principal component analysis 
with varimax rotation in Jamovi 2 software. The factor loading’s minimum threshold 
was set at 0.5. The uniqueness of the attributes was computed, and the attributes 
with acceptable level of uniqueness are retained to ensure acceptable levels of expla-
nation (less than 0.4). EFA requires several assumptions to be met. An important 
step involved is Bartlett’s test of sphericity, which tests whether the variables are 
correlated perfectly to itself in which case the factor analysis need not be performed. 
The statistic showed that the p-value (0.001) is less than the level of significance 
(0.05), which shows that the correlation matrix is not an identity matrix. Another 
important step is the Kaiser–Meyer–Olkin (KMO) measure of sampling adequacy 
which showed that appropriateness of the data for factor analysis is 0.625 which is 
not considered good as the KMO statistic is supposed to have a value more than 0.8 
for this type of problem even though the theoretically acceptable threshold is 0.5.
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Fig. 2 Scree plot 

Out of the 54 attributes extracted from the pupil data, seven components were 
considered based on eigenvalue which explains the variance explained by each 
component; the lower limit of the eigenvalue is set to 1.05 so that the components 
having a higher value are only considered. It is also to be noted that seven components 
were identified from a set of 20 attributes (from the total 54), which were deemed 
suitable as the uniqueness for each variable falls in the required range. These seven 
factors accounted for 68.1% of the total variation in the data. These factors were 
identified (from the attributes) and ranked as: 

(1) Past performance 
(2) Gender 
(3) Medium of instruction 
(4) Academic break 
(5) Financial pressure 
(6) Study hours 
(7) Family size (Fig. 2). 

3.3 ANN Model Development 

The prediction of the output data, i.e. second semester marks, is done after developing 
the model. For the model development, the input (various attributes obtained from the 
questionnaire) and the output are trained together. The model developed after feeding 
the encoded data was found not to be accurate but after reducing the dimensionality 
of the data, i.e. selecting fewer attributes that gives more accuracy, the accuracy of 
the model improved. The attribute selection was aided by reviewing the literature 
and factor analysis.
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As mentioned above, various ANNs were created by changing certain parame-
ters like kernel initialiser, activation function, loss function, optimiser, etc., in the 
multilayer preceptron (MLP) base model with one hidden layer. 

Kernelinitialiser

• Uniform
• Normal 

Optimiser

• Adam
• NAdam
• Adamax 

Loss function

• Mean absolute error
• Mean squared error
• Huber 

Activation function

• Sigmoid
• Relu
• Softmax 

All of the above parameters have been used in combination exhaustively, and it 
has been found that model with uniform Kernel initialiser, Adam optimiser, mean 
squared error loss function and sigmoid activation function gave the best result; (i.e.) 
the loss function in the last iteration gave the least value of 6 which is not close to 
the ideally accepted value of 1 due to small dataset. 

4 Results and Discussion 

Data obtained from students were consolidated via an online survey in the form of 
a questionnaire, specifically catered from postgraduate (PG) students of technical 
education of institutions all over India. The appropriate machine learning model 
is identified, and the Python code for the same is developed with the help of Keras 
library. Some of the developed models (all the ANN models) did not have the expected 
accuracy due to lack of adequate number of responses required for deep learning 
techniques, but still valuable results were obtained such as that of identifying some 
crucial factors. 

The parameter that governs the accuracy of the ANN model is mean squared error 
(MSE) whereas root mean squared error (RMSE) governs the accuracy of support 
vector machine (SVM) model (although these two measures cannot be compared 
directly, it can be compared after taking square root of the MSE). After comparing 
models to one another, it was found that the SVM model (developed using radial basis
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function as kernel) fits the best for this scenario (smaller sample size, regression/non-
classifier). Along with identifying the model for this aspect, it is also found that 
certain models suit certain problems; such as MLP are found to be best suited for 
classifier rather than regression problems. The other take away of this study is the 
ANN models in spite of having data adequacy issues, did not fall behind much when 
compared to SVM (SVM had 16% more data accuracy); although it (loss/error) is 
considered huge in terms of prediction, it is considerably lower than other ANNs 
(from the literature) that have similar dataset and similar dimension. 

5 Conclusion 

This study presents valuable insights into prediction of students’ performance espe-
cially in the postgraduate scenario. The data were collected in the form of question-
naires from the target students of the case institution. The raw data collected were 
then processed for removal of any flaws and then encoded to be fit for feeding into the 
model algorithm. There were 54 variables in the final dataset. Following a thorough 
examination, seven variables were chosen for future investigation. As a result, the 
current study provides substantial proof that student academic performance can be 
predicted. 

The proposed model needs correction in the form of higher data points in the 
training dataset, which due to the ensuing pandemic was hard to obtain. It can also 
be said that SVMs and other machine learning models are suitable for smaller datasets 
with fewer attributes, while ANNs are suitable for models of larger datasets. 

The present study can aid the administration and the academics department in 
identifying the factors that contribute for enhancing students’ performance, and 
appropriate actions can be made for such purpose. 

Future studies can explore the possibility of performing Markov’s analysis of 
student retention rate before being subjected to model training. 
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Internet of Things-Based Attendance 
Management System 

J. Anoj , R. Sridharan , and V. Karthikeyan 

Abstract The project’s purpose is to develop biometrics and facial detection-based 
attendance register for educational institution such as colleges and schools. This 
project combines engineering techniques of both hardware component and software 
skills to create a product that alternate the present method of attendance recording. 
This project makes use of Internet of Things for data transport, storage, and presen-
tation. Face detection and fingerprint detection were integrated into a gateway with a 
Wi-Fi module that is connected to a cloud server to construct the system. The output 
can be received using a mobile application that is available whenever the faculty 
needed also faculty can have the provision to enter attendance manually if there is 
any mismatch. 

Keywords Internet of Things · Fingerprint sensor · Face detection 

1 Introduction 

1.1 Salient Aspects of Attendance Management System 

In today’s world, precise data collection is critical for sustaining a system’s integrity. 
Errors are less likely to occur when the appropriate method and device are utilized 
for data collecting. Attendance is used to maintain track of the number of pupils in a 
school, institution, or other organization. The attendance percentage is more crucial 
since students who consistently attend class are more likely to thrive academically.
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However, if a big number of students are usually missing, it is difficult for a faculty 
to compute manually or input data by typing. 

The professor then manually enters data into an excel spreadsheet or an Internet 
database. Even though this system has been in operation for a prolonged time, this 
approach still has a lot of fundamental faults that can be easily fixed with technology. 

Rather than relying on the traditional marking attendance system, the complete 
procedure of attendance recording and maintenance is handled by a smart gadget 
with help of the Internet of Things. This system effectively uses the principles of 
hardware and software incorporated with IoT networking. 

1.2 IoT–Internet of Things 

Internet of Things is a system of interrelated computers, mechanical equipment digital 
devices, objects, or persons which have unique identifiers and can transfer data over 
a network without interaction between humans to humans or humans to computers. 

1.3 Major Components of IoT 

Data and sensors are the important factors for the initial level of an IoT system 
to ensure data accuracy and credibility. This essential component is composed of 
physical and micro appliances that are integrated into IoT devices, responsible for 
the collection of or mechanism control. 

After collecting the data from the sensors, transportation media is required. Only if 
two devices are securely connected, data can be transmitted online through IoT proto-
cols. Network choices depend on factors such as bandwidth, electricity consumption, 
transfer of data speed, range, and overall efficiency. Bluetooth, ZigBee, and Wi-Fi 
are popular IoT Wireless protocols. 

After collecting data, it is processed to the cloud. The cloud plays a vital role 
and it is the place for “intelligent things!” This powerful facility mainly connects the 
components of the IoT system. Cloud is used to handle, store, and manage data. All 
of this is done in milliseconds for massive volumes of data—time is important for 
IoT. 

IoT analytical techniques are employed to make sense of massive volumes of 
analog data. The primary responsibility is to examine a situation and make a judgment 
based on that analysis. Predictive analysis can be done with a model from deep 
learning. The data is perhaps used for the prediction of trends, future planning, and 
intelligent business decisions. To make sense of any data, analytics necessitates a 
large amount of storage and cognitive computing. 

The user interface is the apparent part of the system from which IoT user can 
approach and operate. In this stage, a user has proficiency to control of the system 
and customize their settings.
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2 Background Study 

2.1 Highlights from the Background Research 

To ease the burden of attendance tracking and storage, a variety of approaches have 
been implemented. Nonetheless, they have their own virtues and flaws. 

Jeong et al. [1] used a capturing device that collected student picture data and 
verified who is in class and sends information through the mail. But this system fails 
to explain alternate methods if there is an issue in a face detection system. 

Jinushia et al. [2] used RFID cards to track the attendance of students since RFID 
usage depends on lecture attendance, and it has a limitation on providing accurate 
information on other events of attendance. 

Dastidar et al. [3] have presented a good idea for collecting and storing attendance 
data, however, their system has not been well implemented. There is also no mention 
of how they intend to collect and sort the data before sending it to an online database. 
Furthermore, there is not enough detail for what happens to the data received if there 
is not a good Internet connection. 

Vinay et al. [4] used a transparent system of attendance and the maintenance of 
real-time information present in online display for parents and other purposes of 
academic are the goal of this project. The author developed a system that maintains 
user data of fingerprints in a database and matches to fingerprints collected through 
the attendance period using an 8051 microcontroller. A web page can access the 
student’s attendance record. But it involves a security risk in storing data of finger-
prints in the database. However, it has a major disadvantage that this setup needs a 
direct connection with the PC to transfer data of fingerprint to the database. 

Vishal et al. [5] have study the use of arm7-based processor in conjunction with a 
biometric sensor and an LCD screen, all of which are connected from JAVA API to 
a PC. Even though this approach is effective at representing data, it is cumbersome. 

2.2 Inference Drawn from Background Study 

Research studies reported have not integrated biometric and face detec-
tion/recognition to have more accurate data. Absence of an instant mobile notification 
alerts to concerned faculty. 

Students could have access to a mobile phone application that allows them to 
simply track their attendance.
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3 Proposed System Methodology 

3.1 Components 

Having a biometric and video sequence as input to the system consist of IoT and 
integration of fingerprint and face detection are described below:

• Raspberry 3 pi
• Camera for face detection
• Fingerprint scanner
• Cloud server account
• Power unit 

3.2 Fingerprint Recognition 

Initially, we must store the information of student’s detail and fingerprint, respec-
tively. At the very first period of the class, the students are required to give attendance 
through biometric and it will be valid throughout the day and the count was stored 
in the cloud server which will be used to check the face detection count. 

Fingerprint sensors programmed in Python language have import two libraries 
time and serial. This serial library package is used to connect the serial port connection 
with the fingerprint sensor and Raspberry pi, thereby it exchanges data from the sensor 
to the Raspberry pi. Initially, it was used to scan the pupil’s fingerprint and save it in 
a database, with the stored pattern comparing the obtained fingerprint every day and 
validating the fingerprint result. 

3.3 Face Detection 

Humans can quickly discern faces in a photograph, but computers have historically 
struggled to do so due to continuous changes of faces. For instance, must be detected 
independently of their hair color, beards, cosmetics, and age. 

Face detection is the problem of detecting and localizing one or more faces in 
an image in computer vision. Localization refers to marking the extent of the face, 
and it is generally through a bounding box around the face, whereas locating the 
coordinate of a face in a photograph refers to identifying the coordinate of the face 
in the image. Then, generate zero or more bounding boxes including faces. 

Face identification may be processed by two methods either by feature or image-
based method. 

The multi-task cascaded convolutional neural network (MTCNN) technique used 
to detect the face detection if an input photograph is given which recognizes other 
facial characteristics such as the eyes and mouth. By varying image size, the MTCNN
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recognizes the face. The smaller the image size, the easier the box is to find contour 
characteristics and features. 

The face is first recognized using P-net after the scale has been reduced. The face 
recognized on the P-net is then scaled up on the R-net, followed by the detection of a 
more complex portion. The scale has been enhanced for a feature in the most recent 
O-net to detect the facial characteristics like eyes, nose, and lips. 

4 Working Process 

4.1 System Configuration 

Python language is used for developing face recognition and fingerprint detection. 
To facilitate the deployment of a global server, a flask framework is used, while 
MTCNN is used for face recognition. Hardware such as Raspberry Pi 3 model B is 
utilized. It contains four USB ports, an HDMI port for connecting with the display. 
Camera as per user convince resolution, AS608 optical fingerprint sensor, is used 
for biometric mounted on every class outside wall and DC power supply battery 
for power supply. A cloud server is used for database management with each class 
having its own separate database that can further split into the required period-wise 
database, where students’ data is stored based on their roll number. 

The webpage was developed in Flask Framework in Python language it connected 
to mobile applications. The mobile application was developed through Java Program-
ming language which acts as a user interface. 

Fig. 1 Screenshot home page of mobile application
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Fig. 2 Screenshot of generating attendance record in excel sheet 

This system can read the fingerprints of the students at the beginning of the day. 
Then, after by using the camera, the faces of the students in the classroom during the 
class period are captured. Then, at the end of the period, the number of fingerprints 
counted in prior will be compared with the count of faces detected by the camera. If 
the count is the same, the system summarizes the attendance of the students for the 
period; otherwise, the faculties can inspect the faults and manage them, if necessary, 
via mobile application. 

Mobile application facilities the faculty to ensure the obvious attendance marking 
system which also helps the faculty to calculate the attendance percentage easily. 
This UI has slide button to mark the attendance manually also have the option of 
printing the attendance in the excel sheet which was explained in Figs. 1 and 2. 

This application came up with class and subject category which faculty can be 
able to choose option of concern class period. Therefore, faculty can user their login 
ID for each class period. 

5 Conclusion 

5.1 Highlight of the Work 

The shortcomings of existing system manual operations are addressed by an auto-
matic attendance management system. The project’s purpose is to have precise data 
to provide an accurate attendance management system, which might be performed 
via IoT and the integration of a fingerprint scanner and facial recognition. A supe-
rior system, which incorporates a completely automated attendance mechanism, has 
replaced the manual calculation of attendance.
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An IoT-based advanced attendance system will be an evolutionary attendance 
marking technique. The proposed state-of-the-art system shows the higher effec-
tiveness and efficiency over the existing systems by avoiding, if not eliminate, fake 
attendance entries as per the proposed system. Teachers will have less work keeping 
attendance records up to date. Moreover, the system makes the attendance summary 
easier when compared to manual attendance management systems. It had been imple-
mented face detection using the MTCNN algorithm, which can also perform face 
recognition, resulting in a high-accuracy attendance system. 

5.2 Scope for Future Work 

The future work of the system can involve recognizing the faces of the students, 
which can determine the students who are present and absent from class. Such face 
recognition method can aid in getting a high accuracy of automated attendance. 
Faculty can find the students absents list immediately via mobile application. 
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Patient Flow Optimization 
in an Emergency Department Using 
SimPy-Based Simulation Modeling 
and Analysis: A Case Study 

Anudeep Battu, S. Venkataramanaiah, and R. Sridharan 

Abstract Long waiting times and patient congestion are common problems faced by 
emergency departments (EDs) worldwide. During pandemics like COVID-19, EDs 
worldwide start to be flooded with patients and hospitals find it very challenging to 
provide good treatment to the large number of patients visiting the EDs with their 
current allocation of resources. Hospitals are in need of a decision support system 
(DSS) which can predict the excess demand and suggest the appropriate quantity of 
resources to be allocated at each point of care. The present research focuses on an ED 
of a large public hospital in India and explores in finding a solution for the long patient 
waiting time problem experienced by the hospital. This study extends the application 
domain of SimPy-based simulation modeling with integrated metamodeling and 
optimization to optimally allocate the resources in the ED. This can be used as a 
novel DSS which is relatively faster and needs less human interaction by the hospital 
management compared to the existing methods. The proposed resource allocation 
by this model reduced the patient waiting time by 44% in the case hospital being 
studied. Hospitals may use the proposed methodology to appropriately allocate their 
resources in times of excess demand. 
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1 Introduction 

Reduced waiting time of patients and management of resources in the emergency 
departments (EDs) is very crucial for any hospital. In recent years, people started 
giving more priority to health care than anything else. During the recent COVID-19 
pandemic, many countries have failed in managing their COVID-19 cases and the 
hospitals started flooding with emergency patients who need critical treatment and 
resources like ventilators and oxygen support. The emergency departments never 
experienced such a situation before. Hence, the patients had to wait for a long time 
and many patients have died due to lack of proper treatment and resources in hospitals. 
Long waiting times and patient’s congestion are few of the biggest problems faced by 
hospitals worldwide. In the recent times, the number of patients visiting the EDs has 
also increased drastically. Thus, there is a need for finding a solution to this problem. 

According to the literature review, the most appropriate methodology for deter-
mining optimal resource allocation and reducing patient waiting time in EDs is 
simulation modeling. Simulation modeling helps in assessing the consequences of 
making changes in the system without disturbing the system. 

The remaining portion of the paper is organized in the following way. In the 
next section, salient and relevant literature belonging to the present research domain 
is reviewed briefly. In Sect. 3, the research methodology is presented. The details 
of the simulation model are presented in Sect. 4. Metamodel-based optimization 
is described in detail in Sect. 5. Results and interpretation are provided in the 
next section. Finally, in the last section, conclusions and scope for future work are 
articulated. 

2 Literature Review 

Several researchers have adopted simulation modeling for investigating the health-
care services. Khekale et al. [1] provided an extensive review on the use of simulation 
models in reducing the patient waiting times in the EDs. The researchers describe 
the salient aspects of the analysis of various studies based on their modeling tech-
niques, data sources, collection methods and study findings. A comprehensive review 
of published studies from each category along with a discussion on their important 
features is furnished. 

Ahmed et al. [2] presented a study in which a decision support tool is designed by 
integrating simulation with optimization. The optimum number of resources required 
such as the nurses, laboratory technicians, doctors, etc., can be found out using 
the simulation-based optimization methodology proposed in this study. Using the 
proposed method, optimization can be done to improve the patient throughput and 
to reduce the time patient spends in the system considering the budget constraints. 

Cabreraa et al. [3] adopted simulation and agent-based modeling to design a 
decision support system which optimizes the processes, resources and operations of
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emergency departments and aids the hospital management in formulating strategies 
for optimization. 

Lin et al. [4] conducted a study in which the power of genetic algorithm (GA) and 
data envelopment analysis (DEA) are used for proposing a multiobjective simulation 
and optimization framework. This method can be used for searching very large design 
spaces effectively. In this method, GA is selected using the fitness value as the value 
obtained from the relative efficiency score of design point from data envelopment 
analysis. Then, the algorithm is applied for optimization of resources in surgical 
services. 

Zeinali et al. [5] carried out a work which portrays a novel tool which can be used 
for decision support in all the three levels (i.e.,) strategic, tactical and operational. 
The model proposed by the authors can be used to reduce the total average waiting 
time of ED patients taking budget and capacity constraints into consideration. 

Thim et al. [6] investigated the significant factors affecting the length of stay of 
patient in the hospital, and the findings suggest the use of lean principles for process 
improvement in the EDs in hospitals. They propose setting up referral processes, 
using third-party coordinators and setting up 24-h ambulance services for inte-
grating the processes from the site at which the accident occurred to the emergency 
department in the hospital. 

From the literature review, the following inferences can be drawn: 

• Although several studies have been reported on simulation of emergency depart-
ments, there are only a few studies on trauma care in Indian hospitals. Indian 
healthcare system is different from others because low-cost trauma care is to be 
provided to geographically large and populated areas. 

• Reducing patient waiting time is the primary objective in most studies performed. 
• Data collected in most studies for simulation modeling involves patient interarrival 

times, healthcare service times, length of stay, volume and mix of patients. Data 
collection in most studies uses time and motion studies. 

• The findings from most studies can be categorized in two ways: resource related 
and process related. Optimization of resource allocation has been pursued in 
relatively more studies than optimization of process. 

3 Research Methodology 

The objective of the present study is to develop a novel decision support system to 
reduce the patient waiting time in emergency departments of hospitals. In this study, 
firstly data regarding various parameters to be input in the simulation model such as 
patient arrival rate, service times at various points of care and transit times is obtained 
from a previous study performed in the hospital. In the next step, a simulation model 
is developed using SimPy library in Python programming language. The results are 
compared with that obtained from a simulation model developed using the process-
oriented simulation package, Arena. In the next step, the simulation model is run for 
different configuration of resources and the average patient waiting time is obtained
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Fig. 1 Simulation-based metamodeling and optimization using SimPy 

for each configuration. This data is tabulated into a data frame in Python. Based on the 
tabulated data, a multiple linear regression (MLR) metamodel is developed and the 
accuracy of the model is checked. Using the coefficient values obtained from MLR, 
a metamodel equation is obtained. In the next step, a linear optimization problem is 
formulated based on the metamodel equation and resource and budget constraints 
specified by the hospital management with the objective of reducing the average 
patient waiting time. The quantity of resources to be allocated at various points of 
care is the decision variables. The present study focuses on obtaining the optimal 
resource allocation at all points of care in the ED using this research methodology 
(Fig. 1). 

4 Simulation Model Development 

The emergency department of a large public hospital located in the northern part 
of India is considered in the present study. When a patient enters the emergency 
department, a stretcher is located and brought to the entrance of the emergency 
department. The patient is then kept over the stretcher and moved to the emergency 
room. In the emergency room, an ED doctor and paramedical staff examine the 
patient for movements and the patient is later sent for laboratory investigations (X-
ray, MRI and ultrasound). The attendants accompanying the patient are issued the bill 
for laboratory investigations in the cash counter. After the laboratory investigation, 
the patients are re-examined by an ED doctor and paramedical staff. The patients are 
then sent to the surgery ward for opinion. The surgeon inspects and sends the patient 
to the specialty ward. Specialists check the patient and send him to the operation 
theater. The orthodoctor performs the surgery, and a bed is allocated to the patient 
in the in-patient department. After observation and treatment for a few days, the 
patient is discharged. In this study, the objective is to reduce the patient waiting time 
from the entry stage to the surgery stage. The process chart of processes followed by 
various types of patients from entry to surgery is shown in Fig. 2.

The main resources and their quantities used in the emergency department are as 
follows:
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Fig. 2 Process flowchart of the emergency department

• Stretcher (2) 
• ED doctor (2) and paramedical staff (2) 
• Billing counters (3) 
• X-ray, ultrasound and MRI equipment (2) 
• Surgeon (1) and surgery ward staff (1) 
• Specialist (1) and specialty ward staff (2) 
• Orthodoctor (1) and operation theater staff (1) 

Two simulation models of the emergency department were developed, one using 
Arena 15.0 simulation package and the other using SimPy library in Python. The 
key inputs required for the simulation model are the following: (1) interarrival time 
distribution, (2) service time distribution at various points of care, (3) transit time 
distribution between various points of care and (4) quantity of resources used at 
each point of care. Many of the inputs were collected from a previous study done in 
the emergency department. In the present study, around 104 patients were given a 
questionnaire survey and data regarding their arrival time service times, transit times 
and wait times at various points of care was obtained. Distributions regarding the 
inputs in the simulation model were obtained using the data collected. The interarrival 
time, the service and the transit time distribution at various points of care are specified 
in Fig. 2. 

The warm-up period was derived as 160 days using the Welch’s method [7]. The 
warm-up period is set as 160 days before collecting the results from the model for 
the queues to settle into normal running conditions. The run length and number of 
replications were derived using the desired half-width of 5% of the average length 
of stay (LOS). Accordingly, the simulation models were run for 360 days with 100 
replications.
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Fig. 3 Utilization rates of various resources 

Verification is the process of ensuring that the model is built correctly. In the 
present study, verification is done by comparing the results obtained from the simu-
lation models to the performance data obtained from the actual emergency depart-
ment. Moreover, the hospital managers have confirmed that the simulation model is 
able to accurately represent the emergency department and can be used to assess the 
changes in the system to make managerial decisions. 

Validation is the process of determining whether the right model is built for 
the right problem. The simulation model is run using different data and different 
configurations of resources, and the model is found to be sufficiently accurate. 

5 Metamodel-Based Optimization 

5.1 Multiple Linear Regression Metamodel 

Multiple linear regression (MLR) models are widely used to determine the relation-
ship between a single dependent variable and two or more independent variables. 
By using MLR models, results can be tabulated and the hospital management can 
draw inferences without much prior knowledge in statistical methods. In this study, 
linear regression is used to determine the effect of altering the quantity of resources 
at various stages on the total average length of stay (LOS) of a patient. The aim of 
linear regression is to construct the best-fitting straight-line to the observed data and 
using least squares method to determine the regression coefficients which define the 
line. A multiple linear regression equation with three independent variables and one 
target variable can be described as follows: 

Y = β0 + β1x1 + β2x2 + β3x3 + e 

where Y is the target variable, β0 is the y-intercept, β1, β2, β3 are the regression 
coefficients, x1, x2, x3 are the independent variables and e is the error term. The 
data required for building the metamodel was collected from the SimPy simulation 
model by repeatedly running the model and collecting the results for different sets 
of resource configurations. The dataset was divided into training data and testing
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data using Scikit-learn library by taking 80% data for training and 20% for testing. 
The multiple linear regression model was fit using Statsmodels library in Python, 
and results were obtained in a tabular form. From the results, different regression 
coefficients were obtained and the model is derived. The measures, namely coefficient 
of determination (R2) and root mean square error (RMSE) of the multiple linear 
regression models, were obtained for verifying the accuracy of the model. 

5.2 Optimization 

Linear optimization is done using PuLP library in Python to obtain the optimal 
resource allocation to reduce the waiting time of patients in the emergency depart-
ment subject to various capacity and budget constraints of the department. The 
mathematical model of the optimization problem is as follows: 

Minimize Z = f (X1, X2, X3, . . . ,  Xn) 
Subject to
∑

Ci Xi ≤ B 
Li ≤ Xi ≤ Ui for i = 1 to  n 
Xi is an integer for i = 1 to  n 

This is an integer programming problem where Z represents the objective function 
value, i.e., the total average length of stay (LOS) of a patient, Xi represents the 
quantity of resources at the ith point of care and n represents the total number of 
points of care in the ED, Ci represents the cost incurred by the hospital in increasing 
the corresponding resource by 1 unit at the ith point of care, Li and Ui represent 
the minimum and maximum quantities of resources feasible by the hospital at the 
ith point of care and f (Xi) represents the metamodel equation derived using the 
coefficients obtained from the MLR model. 

6 Results and Discussion 

It is observed from the simulation results in Table 1 and (Fig. 3) that the average 
waiting time of patients and utilization rates of resources are very high at various 
points of care in the ED. The significant bottlenecks identified in the ED are at the 
laboratory investigation stage, surgery ward stage, specialty ward stage and operation 
theater stage with waiting time of more than 1 h. The total average waiting time by 
patients is observed to be around 2.27 days. Table 2 provides the results of the MLR 
metamodel. From Fig. 4, the condition that the error terms in the MLR model are 
normally distributed is supported as the normal probability plot is approximately 
linear. The R-square and adjusted R-square values for the MLR model are obtained
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Table 1 Waiting times at 
various points of care 

Point of care (POC) Average waiting time (minutes) 

Stretcher 
primary check 
Cash payment 
Laboratory investigation 
Ultrasound Investigation 
Re-examination 
Surgery ward 
Surgeon check 
Specialty ward 
Specialist check 
Operation theater 

25 
45 
30 
180 
20 
30 
110 
75 
185 
52.5 

2520

as 0.710 and 0.684, respectively, which implies that there are only small differences 
between the observed and the fitted values. Thus, the model is sufficiently accurate. 
Table 3 provides the details of the proposed resource allocation obtained from the 
model. The proposed resource allocation reduces the total average patient waiting 
time by almost 1 day, i.e., 44% reduction in total waiting time. The results from 
the SimPy-based metamodeling and optimization model are validated by comparing 
that obtained from the model developed for the proposed resource configuration 
using the simulation software Arena. Furthermore, the proposed system is observed 
to be faster and inexpensive because SimPy is a library in a popular programming 
language named Python. The Simpy software can be used and distributed freely 
(even for commercial use) since it is developed under open-source license approved 
by the open-source initiative. 

7 Conclusion 

The present study applies simulation, metamodeling and optimization for appropriate 
resource allocation in hospital EDs. The simulation model is developed, tested and 
analyzed using the simulation software Arena and SimPy library in Python. The 
performance measure considered for investigation in the present study is the total 
patient length of stay which is directly related to patient waiting time and patient 
satisfaction in the ED. The simulation model was built for the ED of a hospital, and 
the various bottlenecks in the ED are identified. An integrated metamodel is built in 
the same Python program using multiple linear regression method. The results are 
verified and validated. An integrated linear optimization model is developed from 
the metamodel using PuLP library in Python. The optimal resource allocation is 
obtained with the objective of reducing the patient length of stay to the desired level 
within the capacity and budget constraints of the hospital. 

It is found that the proposed methodology based on SimPy is comparatively faster 
than the simulation software Arena. Further, it has the feature of integrating the func-
tions such as simulation, metamodeling and optimization within a single program.
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Table 2 Results of MLR model: average waiting time of patients 

Unstandardized 
Coefficients 

95% Confidence Interval for 
B 

Model B Std. Error t Sig. Lower bound Upper bound 

Constant 54.5621 5.7302 9.5219 0.0000 43.2051 65.9191 

Billing counters 0.2438 0.9665 0.2522 0.8013 −1.6718 2.1594 

Ultrasound 
equipment 

−0.8748 1.0717 −0.8163 0.4161 −2.9990 1.2493 

X-ray, MRI 
equipment 

−13.2730 0.9629 −13.7848 0.0000 −15.1814 −11.3646 

Paramedical staff 
ED doctor 

−6.9695 0.9945 −7.0080 0.0000 −8.9406 −4.9984 

Stretcher −0.0519 0.9883 −0.0525 0.9582 −2.0106 1.9068 

Surgery ward 
staff 

0.5317 1.0062 0.5284 0.5983 −1.4626 2.5260 

Surgeon 0.0706 0.9716 0.0727 0.9422 −1.8551 1.9964 

Specialty ward 
staff 

0.1907 0.9650 0.1976 0.8437 −1.7219 2.1033 

Specialist 1.7972 1.0053 1.7877 0.0766 −0.1953 3.7896 

Orthodoctor and 
operation theatre 
staff 

−0.1843 1.0013 −0.1840 0.8543 −2.1689 1.8003 

Fig. 4 Normal probability 
plot of residuals

Thus, it requires minimal interaction from the hospital management staff and aids 
them in taking quick decisions in times of excess demand. The only input required by 
the model is the patient inflow data, resource and budget constraints of the hospital. 
This study can help hospitals in situation like COVID-19 pandemic when the demand 
grows exponentially. In the future, a time series analysis model can also be integrated
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Table 3 Optimal allocation 
suggested by the model 

Name of the resource Existing quantity Suggested quantity 

Billing counters 
Ultrasound equipment 
X-ray, MRI equipment 
Paramedical staff and 
ED doctor 
Stretcher 
Surgery ward staff 
Surgeon 
Specialty ward staff 
Specialist 
Orthodoctor and 
operation theatre staff 

3 
2 
2 
2 
2 
1 
1 
2 
1 
1 

1 
3 
3 
2 
3 
1 
1 
1 
1 
1

with the proposed model to predict the daily patient inflow into the emergency depart-
ment and to propose the resource allocation for the proceeding days accordingly. 
Advanced metamodeling techniques like artificial neural networks can be used for 
more precise results. A significant portion of the patients arriving is related to medico-
legal cases which further increases the congestion and waiting time in emergency 
departments. Applying lean techniques to identify the non-value adding activities at 
each stage and eliminating them can be performed in the future. The present study 
is conducted in the emergency department of only one large public hospital in India. 
The present study can be extended to various other hospitals in different locations. 
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Abstract Pipe flows are highly nonlinear and the related structural failure and 
leakage thereafter may arise from fluid pressures of various nature. Burst leakage 
may result from high local pressure heads causing circumferential (hoop) stress or 
longitudinal (axial) stress being larger than the material yield stress. Boiling or cavi-
tation effect in regions of fluid pressure drops below its vapor pressure, which in 
turn develop as air bubbles and get transported through the pipeline may also cause 
burst at remote locations. In a multiple pipeline network, such information may 
be available as an overlapping set of noisy signals. This calls for advanced signal 
processing, and a reduction in complexity of deducing the signals to be processed 
would be favorable in a computational environment. Hence as a preliminary step, we 
investigate the extent to which a simple probabilistic model would better a purely 
deterministic hydraulic model when employed for the same. We initially developed 
a purely deterministic hydraulic model with method of characteristics to simulate 
burst failure and leakage in a pipeline, and further extended it with a simple prob-
abilistic model coupledinto the scheme. A detailed investigation of the influence of 
successive over relaxation (SOR) on the simulated transients revealed that the use 
of variable local relaxation techniques could alleviate false numerical oscillations at 
the interior nodes. We also observed that the simple probabilistic model was only 
marginally different in its prediction of the transients when compared with the fully 
deterministic hydraulic model. 
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1 Introduction 

Effective water conservation calls for the minimization of leakage in distribution 
systems. However, detection of leakages is usually difficult not only due to the 
complexity of the supply network but also because many leakages are small and 
can go unnoticed. Large pipeline networks can be further challenging since multiple 
leaks can offer a noisy environment for leak detection technology. An apt solution 
can be the adoption of a predictive-corrective methodology using CFD before project 
implementation, while it is still on the drawing board. Here, we present the results 
from our CFD-based simulations using our code developed in MATLAB®, wherein 
we compare the pros and cons of a probabilistic numerical model over a deterministic 
fluid dynamic model, while implemented in a noisy environment (multi-leak system). 

Many different technologies have been used for detecting leaks in water 
distribution systems. Hargesheimer tried a method to find water leaks by using 
trihalomethanes (THMs) chloroform and dichlororbromomethane [1]. THM anal-
ysis, he claims, is a precise and sensitive method of identifying treated municipal 
water samples in seepage. This method only works with treated water and only 
provides a general location for the leak, not its magnitude. In a single-stage evap-
orator, DalleMolle and Himmelblau used the Kalman Filter to detect faults [2]. In 
a closed-loop nonlinear distillation process, Li and Olson used Extended Kalman 
Filter [3]. Using transient flow simulations, Liou and Tian developed a model for a 
single pipeline [4]. They considered data noise in pressure and flow measurements 
and found noise limits leak detectability. 

Brunone devised a method for detecting leaks in outfall pipes based on transient 
pressure wave properties [5]. The occurrence of transient damping indicated the 
presence of a leak, while the timing of the damping indicated the location of the 
leak. 

Vitkovsky et al., detected leaks in water distribution systems using the genetic 
algorithm (GA) technique in conjunction with the inverse transient method (ITM) 
[6]. The slow rate of convergence within complex systems is a disadvantage of this 
method. Mpesha tried a leak detection frequency response method [7]. This method 
required measuring pressure and discharge at one location in the pipeline. 

Buchberger has devised a technique for determining the magnitude of leaks in pipe 
networks [8]. The mean and standard deviation of the measured flows are calculated, 
and when the flow values depart from the statistical curves the maximum network 
leakage rate is determined. But, this method does not locate the position of the leak. 

Verde devised a system for locating a pipeline leak that relied solely on flow and 
pressure sensors at the pipeline’s ends [9]. According to him, it can be solved by 
combining a static relationship between residual components and leak position error 
with a basic nonlinear flow model that assumes leak location with uncertainty. 

Misiunas tried a method for detecting pipeline leaks that involved sensing pressure 
in one location and detecting the negative pressure wave that happened when a break 
occurred [10]. The position was determined by the timing of the break’s initial and
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reflected transient waves. The speed with which the break opens is a shortcoming of 
this method. 

Lesyshen used a model-based estimation process for leakage detection [11]. The 
goal of this project was to determine the effectiveness of the Extended Kalman Filter 
for leak detection through simulations. 

Doney also tested the model’s ability to detect a pipeline leakage using a model-
based method [12]. Once four pressure measurements were entered into the EKF, 
the model accurately detected the location and magnitude of a leak in a pipeline. 

Andrea Cataldo presents time-domain reflectometry (TDR)-based system for leak 
detection in underground metal pipes [13]. The proposed system dramatically reduces 
the inspection time required by other methods. 

Marcia Golmohamadi used two leak detecting techniques in pipelines [14]. There 
was a hardware-based method and a software-based method. In the first method, for 
pipeline inspection, ultrasonic wave emission is used. The software-based method 
is based on the transient model of the pipeline. A hardware-based method is very 
reliable; however, it is very expensive in leak detection and is applicable only in 
shorter ranges compared to the model-based approach. 

While using the explicit finite difference method of the MOC model, Nerella, and 
Venkata Rathnam have observed peak pressure fluctuations with flow variations for 
the case of a sudden closure of a valve on the downstream side of the complex pipe 
system [15]. The peak pressure variation during the sudden closure of the valve is 
observed to have a repetitive pattern. 

The remainder of this paper is organized as follows. The theory of transient fluid 
modeling is presented in Sect. 2 and the method of characteristics, which is a solution 
method for partial differential equations of motion and continuity. The methodology 
is discussed in Sect. 4 and the results are given in Sect. 5. 

2 Transient Pipe Flow Equations 

Fluid dynamics for pipe flow is governed by the continuity equation and Navier– 
stokes (momentum) equation [16]. 

2.1 Continuity Equations 

The continuity equation is derived from the principle of mass conservation and it is 
given by, 

a2 

gA  

∂ Q 
∂ x 

+ ∂ H 
∂t 

= 0 (1)
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where Q is the flow rate [m3/s], H is the hydraulic head [m], A is the pipe cross-
sectional area [m2], g is the acceleration due to gravity [m/s2], and a is the wave 
speed of the fluid [m/s] within the pipe and it’s given by, 

a =
/

β/ρ 
1 + (β/E)(D/e)c1 

(2) 

in which β is the bulk modulus of water [N/m2], ρ is the density of the fluid [kg/m3], 
E is the Youngs modulus [N/m], D is the pipe diameter (inner) [m], c1 is a constant, 
and e represents the thickness of the pipe walls [m]. 

2.2 Transient Momentum Equation 

∂ Q 
∂t 

+ gA  ∂ H 
∂x 

+ f 

2DA  
Q|Q| = 0 (3)  

where f is the friction factor, and D is the pipe diameter (inner) [m]. 

2.3 The Method of Characteristics 

Using the method of characteristics, the two partial differential equations of 
momentum and continuitycan be converted into four ordinary differential equations 
[16]. 

dQ  

dt  
+ gA  

a 

dH  

dt  
+ f 

2DA  
Q|Q| = 0 (4)  

if 

dx  

dt  
= a (5) 

and 

dQ  

dt  
− gA  

a 

dH  

dt  
+ f 

2DA  
Q|Q| = 0 (6)  

if 

dx  

dt  
= −a (7)
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Fig. 1 Characteristic lines 
in the x-t plane 

Equations 4 and 6 are called compatibility equations. They are also known as 
the C+ and C− equations as they both exist only along with so-called C+ and C− 
characteristic lines. The idea of characteristic lines is given in Fig. 1. 

The physical relevance of characteristic lines is that they allow Eq. 4 to be inte-
grated from point A to point P if the pressure head and flow at point A are known. 
The equation that results will be expressed in terms of an unknown pressure head 
and flow at point P. Similarly, if you know the pressure head and flow at point B, you 
can integrate Eq. 6 along line BP to get an equation that relates the pressure head 
and flow at point P. As a result, two equations and two unknowns (pressure head and 
flow) can be solved at point P. In this way, pressure head and flow at each point can 
be calculated throughout time. 

2.4 Discretization 

Integrating Eq. 4 along the C+ characteristic line (AP) and solving for flow at point 
P gives, 

Q P = Cp − Ca HP (8) 

where, 

Cp = Q A + gA  
a 

HA − f Δt 

2DA  
Q A|Q A| (9) 

Similarly, integrating Eq. 6 along with the C− characteristic line (BP) and solving 
for flow at point P gives, 

Q P = Cn + Ca HP (10)
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where, 

Cn = QB − gA  
a 

HB − f Δt 

2DA  
QB |QB | (11) 

and 

Ca = gA  
a 

(12) 

where Cp and Cn are constants for each timestep and the constant Ca depends on 
pipe properties. The values of two unknowns (QP and HP) can be determined by 
simultaneously solving these equations, i.e. 

Q P = Cp + Cn 

2 
(13) 

And, the value of HP can be determined using Eqs. 8 or 10. Thus, by using Eqs. 8 
and 10, conditions at all interior points at the end of each time step can be determined. 
However, at the boundaries, either Eqs. 8 or 10 is available. So, special conditions 
are needed to determine the parameters at the boundaries at time t0 + Δt. 

3 Test Model for Pipe Flow Computations 

The test model comprises a long pipeline of length 600 [m] and diameter 0.5 [m] 
connecting two reservoirs (maintained at constant heads of 40 [m] upstream and 
30 [m] downstream), and a gate valve located at the entry to downstream reservoir. 
Starting at the upstream reservoir, computational node locations along the pipeline 
are equally spaced at every 100 [m], thus dividing it into six equal parts. The test 
configuration to implement the numerical codes for the water transmission system, 
is as shown in Fig. 2. 

Fig. 2 Two-reservoir pipeline test configuration
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Fig. 3 Notation for flow and 
pressure at step k, following 
the original nomenclature of 
Lesyshen [11] 

The flow along the pipeline is assumed one-dimensional, and any parameter in the 
flow direction is assigned its sign positive. The intial configuration of the flow system 
is estimated at its steady state condition. The steady-state of a hydraulic numerical 
model is one in which the flow variables do not change over time, while the flow 
and pressure distribution can be quantitatively expressed by the laws of conservation 
of mass, momentum and energy. The discharge though the pipeline, Q, and the total 
pressure head at each junction node, H, are the unknowns in the present steady-state 
hydraulic analysis. 

The flowrate through the pipeline is represented in the form, Qij, k . Here, the first 
two-digit subscript ij represents the spatial position in the system (jth node of the 
ith pipe-segment), while the second subscript, k represents the temporal instant of 
computation. For example, refer Fig. 3. flow at the entry to the second segment in the 
pipeline, at the time step k will be represented as Q21, k . The instantaneous head and 
leakage at this node 2 will be denoted as H2, k and QL2, k respectively. It may be noted 
that the head at the second node to the fist pipe-segment, is the same as the head at 
first node to the second pipe-segment. However the flow rates would differ by the 
leak rate, if any. Also, the model assumes a non-leakage condition at the boundary 
nodes for simplicity, i.e., QL1 = QL7 = 0. 

3.1 Boundary Conditions 

The boundary condition at the upstream reservoir is defined using the energy equation 
and the boundary condition at the downstream reservoir is defined using the valve 
equation. However the valve equation will be different from the model of Lesyshen 
[11], and its formulation is explained in the following section. 

The Supply Reservoir. There is a pump and/or upstream reservoir (Node 1) at the 
beginning of the water distribution line. The water level in the reservoir is assumed 
to remain constant because the upstream reservoir is assumed to have a large cross-
sectional area. The energy equation gives a relationship between the head and the 
flow at the upstream reservoir. The boundary condition of the upstream reservoir is 
stated below: 

H1,k = HR1 − (1 + η) 
Q2 

11,k 

2gA2 
(14)
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Q11,k = 
−1 +

/
1 + 4K1

(
Cp + Ca HR1

)
2K1 

(15) 

in which 

K1 = Ca 
(1 + η) 
2gA2 

(16) 

Here, HR1 is the supply reservoir head and η represents the entrance loss coefficient. 
The entrance loss coefficient is chosen to be 0.5. 

The Downstream Reservoir and Valve. There is a valve at the downstream 
reservoir (Node 7) and the valve equation by Chaudhry [16] is used to model the 
boundary condition for the downstream reservoir. The orifice equation for steady 
state flow through a valve is: 

Q62,0 = (Cdo Avo) 
/
2g

(
H6,0 − HR2

)
(17) 

where Q62,0 is the steady state flow through the valve, (H6,0 − HR2) is the steady 
state head loss across the valve, HR2 is the downstream reservoir head, Cdo is the 
steady state discharge coefficient, and here it is chosen as 0.6 and Avo is the full valve 
opening area. For a general opening the flow may be described as: 

Q62,k = (Cd Av) 
/
2g

(
H6,k − HR2

)
(18) 

Here, Av is the current valve opening area, and Cd is the normal flow discharge 
coefficient [17] that is used to characterize the flow and pressure head behavior at 
the orifices and it is given by, 

Cd = 0.05959 + 0.0312α2.1 − 0.184α6 (19) 

where α is the area ratio (D2 
0/D2 

1), D1 is the full pipe diameter, and D0 is the 
constricted diameter. Solving for flow at the valve (Q62, k) gives  

Q62,k = 
−Cv +

/
C2 

v − 4Cv

(
Ca HR2 − Cp

)
2 

(20) 

in which, 

Cv = (τ Qo)
2 

Ca
(
H6,0 − HR2

) (21) 

Here, τ is the dimensionless valve opening and it is given by
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τ = (Cd Av) 
(Cdo Avo) 

(22) 

For a fully open valve, as in this case, τ = 1 

4 Methodology 

Fluid transients (unsteady pressure head and flow rates) in the pipe flow were allowed 
to develop from an initial steady state condition, due to the sudden closure of a gate 
valve at a downstream reservoir. The diameter of the pipe, length of the pipe, pipe 
wall thickness were assigned and the CFL number of computations was fine-tuned 
with the calculated wave speed within the pipe. The resulting local burst-leakages 
themselves will generate further transient signals. This coupled complex phenomena 
being highly non-linear is essentially a problem of fluid–structure interaction and 
signal processing. We have carefully included a water hammer in the hydraulic 
model since it can generate pressure transients of exorbitant magnitudes (surge) 
causing pipe bursts. 

For the hydraulic modeling of the transmission line, we adopted the Method 
of Characteristics (MOC), which offers a robust finite-difference solution to the 
governing partial differential equations. Initially, a deterministic model with full 
numerical control on the breakage was developed based on hoop stress characteristics 
alone. The model was analyzed for the significance of the relaxation factor and the 
selection of a suitable method. Further, we developed a simple probabilistic model 
and compared the results with the purely deterministic hydraulic model. 

4.1 Deterministic Model 

Burst leakage can be caused by high pressure heads that create circumferential (hoop) 
or longitudinal (axial) stress greater than the material yield stress. We have considered 
a threshold for failure at a node, when either of the above stress reaches 80% of 
material yield stress, to account for the factor of safety. 

4.2 Probabilistic Model 

The probabilistic model is based on merely a coin-tossing probability to assign 
its(their) eligibility of being the breaking node(s) from among the group of potentially 
plausible nodes. Potential breakage nodes are identified based on the same threshold 
of 80% of material yield stress.
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4.3 Inner Nodes with Leakage 

When a leak is detected in the pipeline through either of the above methods, the 
transients generated will be different from the no-leak situation. The leakage at each 
interior node is now modeled using an orifice equation (Eq. 25). For e.g., a leakage 
detected at node 5, will be solved numerically with MOC as 

Q42,k = Q32,k−1 + Ca H4,k−1 − f Δt 

2DA  
× Q32,k−1

⎟⎟Q32,k−1

⎟⎟ − Ca H5,k (23) 

Q51,k = Q52,k−1 − Ca H6,k−1 − f Δt 

2DA  
× Q52,k−1

⎟⎟Q52,k−1

⎟⎟ + Ca H5,k (24) 

QL5 = λ√ 
H5,k (25) 

where λ represents the unknown area constant of leakage for node 5 and experimen-
tally it is chosen as 0.01. Solving for Head at node 5 gives, 

H5,k =
(

λ2 

8C2 
a

)
+ 1 

2Ca

(
Cp + Cn

) − λ 
8C2 

a 

× 
/

λ2 + 8Ca
(
Cp + Cn

)
(26) 

where, 

Cn = Q52,k−1 − Ca H6,k−1 − f Δt 

2DA  
× Q52,k−1

⎟⎟Q52,k−1

⎟⎟ (27) 

Cp = Q32,k−1 − Ca H4,k−1 − f Δt 

2DA  
× Q32,k−1

⎟⎟Q32,k−1

⎟⎟ (28) 

5 Results 

5.1 Transients on Valve Closure 

An important observation we made is the influence of the Successive Over Relax-
ation factor (SOR) on the simulated transients. For the interior nodes, numerical oscil-
lations in the recorded head with a repetitive pattern are observed if SOR is not 
employed. A similar oscillatory pattern in the transients has been reported by Nerella 
and Venkata Rathnam [15], who also used MOC without SOR. They had incorrectly 
attributed these oscillations to the sudden closure of the valve, which we consider is 
not the true reason for the same. A qualitative comparison of the same is presented 
in Figs. 4 and 5.
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Fig. 4 Numerical oscillations in simulated pressure on valve closure (sans SOR)—Nerella’s model 
[15] 

Fig. 5 Numerical oscillations in simulated pressure on valve closure (sans SOR) for an interior 
node—our model 

Following this, we applied aconstant successive under relaxation factor (0.6) to 
study its influence on the fluctuations, to no avail. Later, on applying the Variable 
Local Relaxation Technique [18], these initial oscillations could be completely recti-
fied (Fig. 6). Hence, we attribute this phenomenon to the numerical discrepancies 
which warrant the implementation of a correct SOR in the scheme.

The validation of the numerical method without leakage was further carried out 
against the work of Lesyshen [11]. Close qualitative agreement in result was obtained 
(refer Fig. 7). Lesyshen has mentioned that his model overpredicts peak pressure 
since it is a fully transient model which always considers compressibility effects, 
while TransAM® moves to rigid column theory when compressibility effects are 
minimal. We consider that the quantitative discrepancy and resulting phase lag in 
signals predicted by our model in comparison with the former two are primarily due 
to the difference in an exact recreation of non-dimensional opening area (τ ) as in the  
literature considered for validation. It may be noted that the term is directly linked 
with Cd of Eq. 19.

In the present model, we calculate the non-dimensional valve opening area (τ ) of  
Eq. 22 by geometrically defining instantaneous valve opening area (Av) as
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Fig. 6 Comparison of simulated transients with and without applying variable local relaxation 
factor at interior node (Here, for node 6)

Fig. 7 Fluid transients developed through valve closure, with no burst leakage: validation
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Av = π R2 − (R2 cos−1

(
R − h 
R

)
− (R − h) 

√ 
2Rh − h2) (29) 

Here, R is the internal radius of pipe and h is the sector height of the gate which varies 
as 0 < h < R through its limiting positions. However, Lesyshen [11] had calculated 
τ by defining it as a simple function of time alone as 

τ =
(
1 − Tk 

Tc

) 3 
2 

(30) 

Here, Tk is the current time and Tc is the time required for full closure. A comparison 
of values for τ , thus employed in both methods is shown in Fig. 8. 

Following the above, a deterministic model with full numerical control on the 
breakage was developed to simulate a fictitious burstleakage on a selected node 
(Here, node 6) (refer Fig. 9).

Further, this numerical scheme was extended to include the simple probabilistic 
model for all the nodes eligible for burst based on hoop stress characteristic alone 
(Fig. 10a–c). It may be noted that we had allowed failure only to those nodes with 
the highest probability, whose eligibility was assigned based on simple random coin 
tossing probability. Close observation reveals that the instantaneous pipe burst is 
characterized by sudden variation in the recorded pressure head, as clearly evident 
in the simulated plots. We also observe that the transients tend to die out faster as 
expected, due to the sudden release in pressure in the event of a burst leakage.

Fig. 8 Comparison of non-dimensional valve opening area 
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Fig. 9 Simulation of controlled fictitious burst-leakage at a node through a deterministic model

6 Conclusion 

A numerical model for pipe burst leakage was developed based on the Method of 
Characteristics. We found that the transients developed are greatly influenced by 
the nature of the equation chosen for the coefficient of discharge for flow through 
controlled restrictions such as valves in the pipeline. Also, important is the correct 
implementation of an appropriate relaxation factor (such as a Variable Local Relax-
ation Technique) in the simulations, to alleviate the occurrence of false numerical 
oscillations at interior nodes. 

Setting a pressure threshold of 80% to material yield stress as an eligibility-to-fail 
criteria, and allowing only selected nodes to leak based on a simple probabilistic 
method, we found it performed only marginally different from a purely deterministic 
hydraulic model. This calls for improved probabilistic methods based on reliable 
distribution functions to be introduced into a hydraulic model to improve its predic-
tive capability. We are extending the current study to include filter-based signal 
processing techniques, in an attempt to favorably reduce the complexity of deducing 
the indicative signals for pipe failure, in a noisy computational environment such as 
a larger network.
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(a) Node 4 (b) Node 5 

(c) Node 6 

Fig. 10 Comparison of transients predicted by the two models at interior nodes
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Design and Analysis of Liquid-Cooled 
Battery Thermal Management System 
of Electric Vehicles 

Athul Rajeev Mundonkakkoth , Nandini Menon , 
and Thundil Karuppa Raj 

Abstract The thermal management of lithium-ion batteries plays an indispensable 
role in preventing thermal runaway and cold start in battery-powered electric (BEV) 
and hybrid electric vehicles (HEV) during on-road or fast charging conditions. The 
functioning of a battery depends on its thermal behavior. The life cycle and charging 
speeds are the optimizing factors of an EV battery pack. Higher charge rates trans-
late to higher heat generation. At higher temperatures, it delivers an increased charge 
capacity but reduced longevity. But at lower temperatures, there is a higher electric 
resistance leading to lower efficiency and reduced total capacity of the battery. So the 
battery must be run at an optimal temperature range of 22–30 °C to improve perfor-
mance and maintain its state of health (SOH). With the current battery technology, a 
battery pack is incomparable to gasoline in terms of energy density. So for an equiv-
alent battery pack, the packing efficiency of the cylindrical battery assembly must be 
high, while preventing heat accumulation during high charge–discharge operations. 
Asymmetric thermal distribution can cause variation in the current discharge and 
the cell operating behavior, so a BTMS based on the thermal nature of the cells is 
designed. In this paper, we study the effects of a tab cooling BTMS on an anisotropic 
battery arrangement at different charge–discharge cycles. 
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1 Introduction 

The EV industry relies on lithium-ion batteries for modern electric vehicles because 
of their high-temperature performance and energy efficiency. Combined with the high 
efficiency of EV powertrains, they are unparalleled to gasoline engines. Most EV 
motors achieve 90% of efficiency, while most IC engines are 15% [1]. However, the 
downside of lithium-ion batteries is its lower energy density. Gasoline has an energy 
density of 47.5 MJ/L or 34.6 MJ/L. But a Li-ion battery pack has around 0.3 MJ/kg 
or 0.4 MJ/L. Hence, gasoline is 100 times denser than Li-ion battery packs [1]. Even 
though batteries cannot be compared with gasoline in terms of energy density, the 
high efficiency of the EV powertrain and the low energy density of the battery go 
hand in hand to make a fair candidate to replace IC engines. 

The battery pack in a BEV should supply energy to the motors over its full range 
of about 300–500 km, compared to a PHEV or an HEV. It should have a higher 
storage capacity and a moderate charge–discharge rate without overheating. Hence, 
it will occupy a lot of space. So, the pack must be dense and should store as much 
energy as possible without compromising passenger space. Its major limitation is the 
high responsiveness of lifecycle and battery performance to operating temperature. 
Numerous studies have shown that increased temperature leads to an increase in the 
rate of degradation of the battery pack [2]. A typical BEV battery pack will reach 
its end cycle after a few thousand charge cycles. A BTMS maintains the optimal 
battery operation temperature by regulating the heat generated during its operations 
and increasing the lifetime performance. Nur Ismail and Siti Toha [2] developed a 
simplified heat generation model in a Li-ion battery to deal with the thermal issues 
related to the same. Capacity fade, self-discharge, pack electrical imbalance are a 
few issues that lead to battery degradation. The heat transfer is of three parts: the 
heat generated by the internal resistance of the cell, the change in entropy in the cell 
components while charging and discharging [3], and the convective transfer of heat 
to the ambient conditions. Zareer has proposed a design based on the advantageous 
option of using a low thermal conductivity polymer. The paper uses a novel tech-
nique to manufacture battery housings using a specified BASF polymer following 
additive manufacturing techniques [4]. Simulation analysis on the prototype will help 
to understand the performance of the 3D printed polymer in a high-density Li-ion 
battery. Using a coolant with a high heat transfer coefficient compensates for the low 
cooling effects of a lower thermally conducting polymer. The 3D printing method-
ology allowed the introduction of fins into the polymer for better heat transfer. The 
polymer uses its design complexity and structural architecture to make up for the poor 
material properties. The design is least sensitive to changing flow rates, especially 
when the inlet temperature of the coolant is similar to that of the surrounding. But the 
cooling solution maintains the operating temperature of batteries at discharge rates of 
2C and 3C. Different configurations of the cooling channels promise to be a field of 
investigation. All these cooling solutions make use of a common design language; the 
batteries are maintained at an optimal temperature by cooling their lateral surfaces.
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However, Zhao and Hunt [5] explain how cell tab cooling is a better option for long-
term battery health when compared to surface cooling. There is little to no difference 
in the battery life between the cooling methods at lower C rates. However, when the 
cell discharges at a higher rate in under 10 min, there seems to be a significant loss 
in usable battery capacity up to 9.2% compared to 1.2% for tab cooling. The battery 
capacity loss due to surface cooling was three times higher than tab cooling after 
1000 charge/discharge cycles [5]. The reason is that since battery cells have layers 
of cathode and anode material, the middle layer generates heat, and the ones closer 
to the surface get cooled better than the inner layers. The latter affects the current 
discharge from each layer as well, as the surface layer is the coldest hits the voltage 
cutoff sooner. In tab cooling, all the layers cool at the same rate from both ends. 
Hence, current discharge is homogeneous from all layers. Also, the axial thermal 
conductivity of a battery is more than the radial value, so heat is transferred axially 
at a higher rate. In the automotive sector, a cycle ends when the maximum usable 
battery capacity of an EV battery pack reaches 80%. In effect, tab cooling realizes 
to improve the useful life of a battery by three times. Wei et al. explain how thermal 
conductivity plays a pivotal role in deciding the right BTMS solution and the cooling 
effectiveness [6]. The key factors defining the thermal characteristics of batteries are 
maximum temperature, temperature difference, and temperature distribution. For a 
cylindrical battery system, thermal conductivity mainly depends on the effective 
thermal conductivities of its internal components such as electrodes, separator, and 
current collectors and the volume fractions of the electrolytes and solid materials [6]. 
In isotropic thermal conductivity, heat is uniform across all directions. Since thermal 
conductivity is the same in all orientations, the thermal resistance along the radial 
direction is lesser than axial. So, the cooling solution along the lateral surface of the 
battery is much more efficient. However, in anisotropic thermal conductivity, thermal 
distribution along the axial direction is more uniform than radial. Even though the 
lateral surface area is higher than the tab surface area, the difference in thermal distri-
bution is associated with the excellent thermal conductivity along axial direction [6]. 
Drake et al. [7] explain how a cylindrical lithium-ion battery shows large anisotropy 
in its thermal conductivity. The spiral electrode construction results in several inter-
faces between the layers of electrode and electrolyte. And this adds to the thermal 
resistance in the radial direction [7]. In this paper, we simulate an anisotropic, lumped 
heat generation model of a battery pack and study the thermal performance of a tab 
cooling battery thermal management system. Thermal compound technology plays 
an important role to decide upon the best thermal management material for specific 
cooling applications. In a case study conducted by Parker Lord Corporation [8], the 
liquid dispense gap fillers and pre-cured thermal pads were compared with respect 
to their thermal performance and contact efficiency [8]. The interface between the 
battery pack and the cold plate is the limiting factor for heat dissipation through 
conduction. When the substrates come into contact, their surfaces may appear to be 
in perfect thermal connection with each other. However, at a microscopic level, these 
surfaces are rough, and only a minor fraction of the total surface comes in contact. 
The air entrapped in these spaces results in increased thermal resistance [8]. In such 
cases, thermal pads or a cured-in-place thermal compound facilitates efficient heat
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transfer from the battery surface to the cold plates. According to the case study, 
a liquid gap filler offers lesser thermal impedance than a solid thermal pad for a 
comparable thermal conductivity value and thickness and, as a result, minimizes the 
formation of local hot spots. Its ability to conform into the microscopic hills and 
valleys of the rough surfaces reflects its low interfacial impedance and higher heat 
dissipation [8]. A thermal pad and its properties are sensitive to the applied pres-
sure, as the thermal impedance decreases with an increase in pressure. Any local 
differences in them due to an uneven surface can cause heat accumulation in the 
corresponding regions. The thermal pad should be pressed to 650 kPa of pressure 
and compressed from 1 to 0.64 mm of thickness to gain comparable impedance with 
their SC-1200 gap filler. Applying such high pressures to obtain lower impedance 
is highly impractical. The design freedom of a liquid gap filler helps to use as little 
material as possible on any complex surface until they cure fully. Large thermal pads 
are difficult to handle as it tends to trap air during automated application [8]. 

2 Methodology 

2.1 Design 

A low-profile battery housing made of BASF polymer material [4] ensures the tight 
packing of batteries and reduces voids. Tab cooling allows us to pack the batteries 
together without sacrificing lateral space. 

Six 18650 Li-ion batteries inserted in a BASF polymer housing ensure perfect 
insulation of the battery surface and prevent shorting of the individual cells. Table 
1 shows the material specifications of the polymer used. A dielectric thermal 
compound, either liquid adhesive or a solid thermal pad, fills the gap between 
the interface. It facilitates heat transfer between the battery and the cold plate and 
displaces the air entrapped between them [8] (Figs. 1 and 2). 

The bottom of the battery pack directly bonds to the liquid cooling plate for 
maximum heat dissipation, as the positive and negative terminals can be connected 
from the top surface of the battery while the side walls are insulated using the polymer 
cover. As mentioned previously, a pre-cured thermal pad or a cured-in-place liquid 
gap filler works. However, most prefer the latter due to its flexibility, negligible air 
entrapment, and overall better heat dissipation. Nickel 200 strips of 0.5 mm thickness 
represent the contact points between the battery terminals. It is necessary to make

Table 1 Material 
specifications of BASF 
polymer 

Parameter Value Unit Symbol 

Specific heat 1500 J/Kg.K cp 

Thermal conductivity 0.3 W/m.K k 

Density 1200 Kg/m3 ρ
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Fig. 1 Schematic diagram of the assembly consisting of six batteries 

Fig. 2 Schematic diagram of the variation of mesh size a full assembly b nickel tab assembly c 
cold plate (top)

sure that the terminals are insulated from one another to prevent short circuits. The 
material properties are taken from the COMSOL built-in materials library (Fig. 3).

The design uses SC-1500 cure-in-place thermally conductive silicone gap filler, 
with thermal conductivity of 3.8 W/m.K [8]. The cold plates are then laid on top and 
bottom of the battery packs ensuring that the dielectric thermal compound insulates 
the nickel tabs and the terminals. Table 2 shows the specifications of the gap filler 
used.

The battery parameters used in the definition of the lumped system are from the 
COMSOL Multiphysics public library. The initial temperature of the battery module 
and the coolant are set as 20 °C. The coolant used is a 50:50 volume fraction solution 
of ethylene glycol and water. Properties such as density, thermal conductivity, specific 
heat capacity at constant pressure, the ratio of specific heat, and dynamic viscosity 
are determined by the thermodynamics and chemistry modules in COMSOL. The
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Fig. 3 a Isometric view of the pack with six batteries, nickel tabs and thermal compound (pink) 
b batteries, compound, nickel tabs and cold plate assembly (right view) c bottom cold plate and 
thermal compound (right view)

Table 2 Specifications of the 
cooltherm SC-1500 gap filler 

Parameter Value Unit Symbol 

Thermal conductivity 3.8 W/(m.K) K 

Density 3300 Kg/m3 ρ 
Specific heat capacity 1000 J/(Kg.K) cp

cold plates used to transfer heat from the battery to the coolant is aluminum taken 
from the built-in materials library of COMSOL. Table 3 shows the specifications of 
the Li-ion battery used. These values are taken from the COMSOL public library. 

Table 3 Specifications of the Li-ion battery used for the project 

Parameter Symbol Value Unit 

Overpotential—ohmic (1C) ηohm 4.5 mV 

Diffusion time constant π 1000 S 

Exchange current value (dimensionless) J0 8.5 × 10–1 – 

Thermal conductivity–axial kaxial 30 W/m.K 

Thermal conductivity–radial kradial 1 W/m.K 

Specific heat capacity Cp 1400 J/Kg.K 

Density Pb 2000 Kg/m3
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2.2 Simulation 

For the project development, validation and proper understanding of the industry 
requirements is necessary. For this, the two methods followed are electrochemical 
analysis and lumped heat analysis. The electrochemical model recreates the lithium-
ion battery behavior using the chemical characteristics and design parameters [9]. 
However, an electrochemical model accounting for the cell details is not practicable 
due to the lack of cell material and architectural specifications [3, 4]. To validate the 
chosen research work, we have implemented the lumped electrochemical analysis 
method. The lumped single-particle model (LSPM) elucidates the disparities in cell 
voltage of the battery set-up to a load current that is time-dependent [4]. Lithium-ion 
batteries are modelled using a specific set of parameters, namely open-circuit voltage 
(OCV) and the temperature derivative of the OCV at reference temperature versus 
battery state of charge (SOC) (Fig. 4). 

2.2.1 Procedure for Lumped Analysis 

The lumped battery heat generation model is an effective method to estimate heat 
generation and model the temperature distribution in a battery while charging and

Fig. 4 Pictorial methodology chart 
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discharging. Instead of laying out the various electrochemical processes in the nega-
tive and positive electrodes of a battery, the lumped system makes use of the total of 
the voltage lost along with the cell equilibrium voltage. This voids the requirement 
to study the internal structure and the chemistry of the battery. 

In a lumped battery system, the two defining factors are the cell equilibrium 
potential and the voltage losses. This solves for the state of charge of the battery 
as a dependent variable. The cell equilibrium voltage as a function of SOC and 
temperature is defined as: 

EOCV(SOC, T ) = EOCV(SOC) + (T − Tref) 
∂ EOCV(SOC) 

∂t 
(1) 

The interpolation function defines the OCV at the reference temperature and 
the temperature derivative of OCV. The SOC and OCV parameters that define 
the problem are derived experimentally and entered as inputs for the EOCV,SOC 

interpolation function. 
Here, the temperature derivative of open-circuit voltage EOCV(SOC) is used to  

calculate the temperature dependence of the OCV and the heat of mixing that 
contributes to the total heat source. 

The EOCV(SOC) is defined in COMSOL as an interpolation function using the 
state of charge and the corresponding open-circuit voltage values. (from COMSOL 
library). 

The mathematical equation for the open-circuit voltage of a battery is: 

Ecell = EOCV(SOC, T ) + ηohm + ηact + ηconc (2) 

ηohm, ηact, and ηconc are the over-potential losses in a battery. 
The three overpotentials, namely ohmic (ηohm), activation (ηact), and concentration 

(ηconc), account for the voltage losses in the battery [4]. The voltage losses that amount 
to the heat output are defined using the Arrhenius equations as a function of activation 
energy and temperature. The Arrhenius equation defines the temperature-dependent 
ohmic resistance, exchange current, and diffusion time-constant parameters. 

The ohmic overpotential represents the value of ohmic voltage loss for a battery 
current of 1C rate. 

ηohm = η1C 
Ibatt 
I1C 

(3) 

η1C is the ohmic potential at 1C, I1C is the current at 1C. 
The activation overpotential shows the voltage loss related to the charge transfer 

process. 
The activation overpotential losses is defined as: 

ηact = 
2Ri T 

F 
sinh−1

(
Ibatt 

2J0 I1C

)
(4)



Design and Analysis of Liquid-Cooled Battery Thermal … 307

F—Faraday’s value, Ri—molar ideal gas constant, T is the temperature in kelvin, 
and J0 is a dimensionless constant. 

The SOC as a function of the battery current is: 

dSOC 

dt 
= 

Ibatt 
Qbatt 

(5) 

Qbatt represents the battery capacity. 
The above equation is an inverted form of the Butler–Volmer equation. Here, the 

anodic and cathodic factors are 0.5 [10]. 
To find the LSPM over-potential, defining the Fickian diffusion of a local SOC 

on a 1D particle length of 0 to 1 on the x-axis is as follows: 

τ 
dS 

dt 
+ ∇  ·  (−∇ S) = 0 (6)  

τ is the diffusion time constant. 
Subjecting the above equation to the stated boundary conditions. 

(−∇ S) = 0, x = 0 (7)  

(−∇ S) = τ 
dIbatt 
Qd 

, x = 1 (8)  

Here, d takes positive integer values for Cartesian, cylindrical, and spherical 
coordinates. The battery SOC and local SOC (particle) relate by the equation: 

SOC = s 
1∫

0 

Sxd−1 dx (9) 

At the same time, the concentration overpotential is: 

ηact = K (Sx=1 − SOC) (10) 

K is the parameter representing the variation when S deviates from SOC (battery). 
At this time, Rohm, I0, and τ act as fitting parameters. 

The numerical representation of heat generation rate for the analysis is as: 

Q̇gen = (ηact + ηohm)Ibatt + 
dQcell 

τ 

1∫
0 

dV OC(S) 
ds 

dS 

dx 

dd 

dx 
xd−1 dx (11)
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2.2.2 Procedure for CFD and Heat Transfer Method 

An electrochemical heating multi-physics node generates the heat in a lumped battery. 
The heat source then couples with the heat transfer in the solids and fluids module to 
design the cooling solution. Both conduction of heat through the thermal compound 
and cold plate and convection by the coolant helps with the heat transfer. 

The coolant flow is assumed to be laminar and fully developed since the flow 
enters and exists through a long straight channel as previously shown. The flow 
rate is equally divided on the top and bottom domains. The flow is incompressible 
with no-slip boundary conditions assumed at the walls. The operating pressure is 
taken as 1 atm and an initial coolant temperature of 20 °C. The velocity of the 
fluid is in terms of mass flow rate (g/s). Outlet conditions are assumed to be a zero 
pressure outlet at normal flow where no tangential stress condition is changed to a 
no tangential velocity condition. The flow is assumed to be forced to exit the domain 
perpendicularly to the outlet boundary. Backflow is suppressed to prevent fluid from 
entering the domain through the boundary. The operating conditions are 2C discharge 
rate at 10 g/s coolant flow rate and 3C discharge rate with 15 g/s coolant flow rate. 
The coolant used is a 50:50 volume fraction solution of ethylene glycol and water. 
In addition, a charge–discharge model proposes to test the performance of BTMS, 
where the battery is discharged first at a 3C discharge rate from 100 to 0% SOC, then 
charged back to a 100% SOC at a 2.5C charge rate. Unlike the previous discharge-
only setup, the heat generated will be immense. The coolant flow rate is set at 15 and 
20 g/s to compare the effect of flow rate on cooling performance. 

3 Results and Discussion 

Under the operating conditions, we have generated a maximum module temperature 
vs. time graph and the module temperature difference vs. time graph in all cases. The 
BTMS performance is compared based on these plots. The initial temperature of the 
setup is at 20 °C. 

3.1 Discharge Only 

3.1.1 Insulated Batteries 

Initially, the batteries are thermally insulated to find the peak temperature without a 
thermal management system. This helps to compare the performance of the BTMS 
system used. Initial temperatures are setup at 20 °C and discharge from 100 to 80% 
for 2C and 3C rates. At a 2C discharge rate, the peak temperature at the end of the 
cycle is 38.832 °C. The value is 18.832 °C higher than the initial pack temperature.
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At a 3C discharge rate, the peak temperature at the end of the cycle is 42.533 °C. 
The value is 22.533 °C, more than the initial pack temperature. 

3.1.2 BTMS 

The boundary conditions are identical to the validation model [1] to maintain consis-
tency. However, we did an additional charge–discharge cycle to measure the perfor-
mance of the BTMS. As mentioned in the paper, the effect of increased flow rate 
is minimal. So, in our model, two sets of flow rate/discharge rate conditions along 
with a 3C–2.5C cycle at 12g/s coolant flow rate are selected for comparison. When 
discharged at a 2C discharge rate and 10g/s coolant flow rate, the peak temperature 
is measured to be 22.475 °C at 1096.3 seconds, which is only 2.475 °C higher than 
the initial coolant temperature and below the recorded temperature in the validation 
model [1]. At a 3C discharge rate and 15g/s coolant flow rate, the peak tempera-
ture is 24.07 °C at 720.37 seconds which is only 2.07 °C above the initial coolant 
temperature and below the resultant validation temperature [1] (Figs. 5, 6 and 7). 

Fig. 5 Maximum 
temperature graph for 2C, 
10 g/s and 3C, 
15 g/s—battery only with 
BTMS 
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Fig. 6 Maximum 
temperature difference graph 
for 2C, 10 g/s and 3C, 
15 g/s—battery only and 
with BTMS

0 

5 

10 

15 

20 

25 

0 500 1000 1500 2000Te
m

p 
Di
ffe

re
nc

e 
in

 0 
C 

Time in sec 

2C, 10 g/s - battery only 3C, 15 g/s - battery only 

2C, 10 g/s - with BTMS 3C, 15g/s - with btms 



310 A. R. Mundonkakkoth et al.

Fig. 7 Surface temperature contour of the batteries at a 2C and b 3C discharge rates 

3.2 Charge–Discharge Cycle 

3.2.1 Insulated Batteries 

When the batteries are insulated, the peak temperature at the end of the cycle is 
58.914 °C at 3C–2.5C discharge–charge cycle (100–0% and vice versa) at 1883.8 s. 
The value is 38.914 °C, more than the initial temperature of the batteries. 

3.2.2 BTMS 

When discharged from 100 to 0%, at a 3C discharge rate and charged 0 to 100% at 
a 2.5C charge rate with a 12g/s coolant flow rate, the peak temperature is measured 
to be 32.15 °C at 1320.3 seconds. However, at 1800 s, the temperatures drop back 
to 22.43 °C; that is, within 8 min, the batteries come back to an ideal temperature 
(Figs. 8, 9 and 10). 

Fig. 8 Maximum 
temperature graph for 
3C–2.5C charge–discharge 
cycle (100–0% and vice 
versa)–battery only and with 
BTMS
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Fig. 9 Maximum 
temperature difference graph 
for 3C–2.5C 
charge–discharge cycle 
(100–0% and vice 
versa)—battery only and 
with BTMS 0 
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Fig. 10 Surface temperature contour of the batteries at 3C discharge and 2.5C charge rate 

4 Conclusion 

The use of a tab-cooling liquid-based battery thermal management system is inves-
tigated and compared to the surface cooling method. For the same battery setup and 
charge–discharge rates, the tab cooling setup showcased a reduction in maximum 
temperature and an ideal trend overall. The design is more compact than the surface 
cooling thermal management solution. The reason behind this is that a lithium-ion 
battery does not conduct heat uniformly in all directions, unlike other solid bodies. 
The anisotropic thermal conductivity is caused by the internal jelly-roll packing of the 
anode, cathode, and separator layers sandwiched together, causing internal thermal 
resistance between each layer of the battery material. Despite the smaller contact area 
between the battery tabs and the cold plate, the battery manages to remain cool during
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the entire operation. A dielectric thermal gap filler is used to electrically insulate the 
battery tabs from the cold plate and transfer the heat efficiently. 

Since it is extruded as a semi-solid material before cure, it achieves perfect thermal 
contact between the tabs and the cold plate. Altogether, the BTMS manages to keep 
the batteries in optimal operating temperatures. Small changes in the flow rate do not 
affect the cooling performance of the BTMS for the same current discharge rates. 
Hence, the BTMS using tab cooling methods needs more attention in the automotive 
industry, as it manages to improve the longevity of the battery by three times than 
the surface cooling methods. This reduces the degradation and waste of batteries 
in automotive applications, which translates to reduced costs of production. It will 
further empower the economy to become greener and more sustainable. 
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Numerical Analysis to Investigate 
the Effect of Solidification Parameters 
on the Pull-In Effect of Continuous 
Casting 

Ritesh S. Fegade, Rajendrakumar G. Tated, and Rupendra S. Nehete 

Abstract Direct chill (DC) casting is a method of solidifying molten metal into a 
semi-finished billet, bloom, or slab prior to rolling in finishing mills using an external 
continuous chilling technology. However, its operational improvement remains a 
focus of researches due to the ingot curve formed at bottom and side. The purpose of 
this research is to examine the thermal and mechanical properties created during the 
direct chill casting process in order to determine the base and side curvature using 
a CFD technique. The effect of vertical pull-in direct chill casting of aluminum 
ingots was investigated using a numerical model based on multiple physics. Thermal 
and mechanical simulations are performed using ANSYS mechanical software. The 
development of the ingot during the transient solidification process is aided by the use 
of a dynamic mesh method. The element kills, and generated concepts are utilized to 
determine the ingot’s deformation. The results demonstrate that the developed model 
may be utilized to forecast deformations in ingots caused due to thermo-mechanical 
characteristics throughout the direct chill casting process. The deflection of the slab 
increases as the molten metal temperature and casting speed decrease. The maximum 
deflection was determined to be 23.34 mm for the case at a molten temperature of 
715 °C and a casting speed of 75 mm/min. 
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1 Introduction 

Continuous casting is a method of solidifying molten metal into a semi-finished 
billet, bloom, or slab that is then rolled in finishing mills. It has evolved to attain 
higher yields, higher quality, increased productivity and greater cost-efficiency. It 
enables lower-cost manufacturing of metal sections with higher quality, owing to the 
intrinsic cost savings associated with continuous, standardized production, as well 
as greater process control provided by automation. Aluminum alloys are typically 
cast using shape casting or direct casting processes. Several basic concepts such as 
solidification phenomenon, analysis of macroscopic heat transfer, deformation and 
flow characteristics are common in shape casting and direct chill casting process. 
Sand casting, die-casting, permanent mold casting and investment casting are the 
subsidiaries of the shape casting process. The direct chill casting process is most 
commonly used commercially to create wrought alloys. The billets formed with the 
extrusion method and slabs formed with rolling can be categorized into vertical and 
horizontal methods of direct chill casting. The vertical direct chill casting process is 
schematically shown in Fig. 1. 

Throughout the initial phase, the ingot cools quicker than it does during the steady-
state regime. Rapid cooling results in significant thermal stresses, which cause the 
ingot’s first section to bow. This is referred to as the “butt curl.” The phrase “butt 
swell” refers to an area of the ingot’s butt that is thicker than the rest of the slab. As 
a result, the ingot contractures less and the slab approaches the nominal size of the 
mold. In continuous slab casting, increasing productivity and yield through the appli-
cation of techniques such as high-speed casting, mold width variation and sequential 
casting of diverse chemical compositions has significantly lowered production costs. 
Breakout and surface defects of slabs are more likely to occur during high-speed 
casting, which is an efficient method of producing slabs at high temperatures, as a 
result of the more active flow of liquid steel and the thinner solidified shell creation 
in the mold.

Fig. 1 Direct chill casting 
process schematics 
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The quality of continuously cast steel is highly dependent on the flow of fluid 
within the mold, particularly near the meniscus [1]. Steel characteristics have a 
significant influence on solidification behavior. Chemical studies of carbon steels 
affect the solidus and liquidus temperatures, affecting the computed values. Nonethe-
less, the numerical solution of the governing heat-transfer differential equation with 
appropriate beginning and boundary conditions remains critical for the fundamental 
understanding of the entire solidification process. Numerous academics addressed 
the issues in their research articles; the majority of them focused on steel casting [1– 
3]. The molding temperature and casting speed are two crucial characteristics that 
impact the quality of the finished product, particularly the solidification and cross 
section. In continuous casting, the cross section has a significant influence on the 
yield. Although researchers attempted to solve the problem using a computational 
fluid dynamics (CFD) or a finite element analysis (ANSYS parametric design) solidi-
fication approach for steel casting, there is ample opportunity to develop modeling for 
a variety of aluminum alloy casting grades. Williams et al. [1] developed a simulated 
analytical model of the process that incorporates fluid flow and thermo-mechanical 
analysis in direct chill casting. He discovered that even for very high vertical intake 
velocities does not appear to be responsive to the input flow conditions of direct cold 
casting. He advised that stress levels be reduced by using a metal inflow distribution 
bag design. Nadella et al. [2] investigated the evolution of macrosegregation during 
the ingot production process. They separated the effects of several macro segregation 
methods using computer simulations. One of the primary reasons for macrosegrega-
tion is the movement of the solid and liquid phases relative to one another. Macroseg-
regation Due to Thermal Convection and Contraction-Driven Flow in Direct Chill 
was explored by Reddy and Beckermann [3]. By mathematical model, continuous 
casting of an Al-Cu rounded ingot. The findings indicate that the grain density and 
permeability of the mush define whether the segregation created is positive or nega-
tive. Contraction during solidification also results in segregation at the surface of 
ingots, which has a considerable effect on macrosegregation over the ingot’s core 
section. Miha and Bozidar [4] investigated the effect of direct cold casting settings on 
macrosegregation. The results indicate that casting process factors affect macroseg-
regation by directly affecting the liquid pool and mushy zone. In direct cold casting, 
Eskin [5] studied the effect of macrosegregation, shrinkage and sump profile (DC). 
They concluded that the distance between the solidus and liquidus isotherms in 
casting billets defines the macrosegregation amount in the process. Turski et al. [6] 
used an analytical model and experimental data to predict residual stresses within a 
direct chill cast magnesium alloy slab. Alvarez et al. [7] used a mathematical model 
to investigate ways to avoid or minimize unwanted shrinkage in casting ingots. Lee 
et al. [8] used a mathematical model to investigate the emergence of porosity during 
the direct chill casting process of aluminum and magnesium alloys. The model was 
used to forecast the size, shape, distribution and percentage of porosity of pores. The 
model well anticipated the experimentally observed trends, with a strong link to the 
percentage porosity measurements. Fegade et al. [9, 10] discussed the pull-in proce-
dure utilized in aluminum continuous casting. Additionally, they used a variety of
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quality improvement approaches, including TQM, why-why analysis, standard oper-
ating procedures and the fishbone diagram, to eliminate faults during the aluminum 
continuous casting process. Fegade et al. [11] determined the thermal and mechan-
ical stresses created during direct chill casting using a finite element method based 
on the element birth and death concept. Batwara and Shrivastav [12] investigated 
the effect of process factors on casting solidification using the computational fluid 
dynamics (CFD) software ANSYS FLUENT. They employed a surface approach 
with the MINITAB programmed to determine the relationship between factors and 
their responses. Maurya and Jha [13] developed a three-dimensional mathematical 
model to examine the influence of casting speed and superheat on steel slabs in 
continuous casting. According to the study, casting speed has a significant effect on 
temperature distribution, whereas superheat has a negligible effect on metallurgical 
strand length and temperature distribution. Amin and Gawas [14] demonstrated the 
effect of interfacial flux on the casting mold during the solidification phase of contin-
uous casting. Luo and Zhang [15] investigated the uniform direct chill casting process, 
which incorporates annular electromagnetic casting and intercooling. He showed that 
annular electromagnetic stirring is effective in increasing temperature homogeneity 
throughout the casting process, but intercooling has an effect on temperature homo-
geneity and sump depth reduction. Hao et al. [16] employed a mathematical model 
to predict the thermal behavior of magnesium billets during direct chill casting. The 
results demonstrate that the model is capable of reproducing the heat transfer that 
occurs during this process precisely over a range of casting conditions. Hongjun et al. 
[17] used ANSYS to simulate a two-dimensional mathematical model to forecast the 
thermal and mechanical states of solidification of ingots during direct chill casting. 
They reported that the stress and strain levels are greater at the top of the crystal-
lizer’s web than in other regions. The quality of the surface has a significant effect 
on temperature changes during secondary cooling. Hao et al. [18] used a mathemat-
ical model to analyze the stress–strain behavior and hot ripping during the direct 
chill casting process on an AZ31 magnesium billet. The results indicated that the 
model was capable of describing the evolution of billet temperature and forecasting 
the rise of residual stresses/strains during the direct chill casting process. Zuidema 
et al. [19] used a mathematical model and an experiment to investigate secondary 
cooling in direct chill casting. Hallvard and Jensen [20] studied the deformation 
of ingots’ butt curls using a mathematical model. They reported that the butt curl 
is insensitive to alloy composition modification. Barral and Quintela [21] used an  
analytical model to investigate thermal stresses caused during the casting process 
of an aluminum slab. Begum and Hasan [22] conducted a three-dimensional CFD 
simulation of aluminum AA-1050 alloy in a vertical direct chill slab caster equipped 
with a submerged nozzle and a porous filter supply system, as well as turbulent 
melt flow and heat transfer during solidification. They discovered that a low porosity 
filter results in nearly uniform flow in the mold zone, which is an admirable result 
for casting aluminum ingots. Weckman and Niessen [23] numerically studied the 
phenomenon of continuous casting in the direct chill casting process along with 
nucleate boiling heat transfer. To analyze boundary conditions in the ingot’s sub
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mold region, a theory of forced convection nucleate boiling and film cooling was 
created. 

2 Methodology 

During the DC casting process, a finite element method is used to predict the temper-
ature profile and residual stress in rectangular shaped aluminum alloy ingots. The 
completed ingot generated in a direct chill casting process is meant to be relatively 
large than the material’s original elasticity, which allows thermal stress relief through 
the viscoelastic mechanism [2]. Transient structural–thermal models of the direct 
chill casting process are used to investigate ingot shrinkage. Table 1 shows the struc-
tural and thermal parameters of the aluminum alloys used in the finite element anal-
ysis. Figure 1 shows the three phases involved in FEA simulation. Quarter symmetric 
modeling is used in the simulation process. This method is used to cut down on 
computation time. The element birth and death principle are used in FEA simulations. 

Table 1 Structural and thermal parameters of the aluminum alloys 

Solidus 
temperature 

630 °C Youngs 
modulus 

68.2 GPa ≤25 °C 

Liquidus 
temperature 

658 °C 60.6 GPa 200 °C 

Density 2650 kg/m3 51.8 GPa 400 °C 

Dynamic 
viscosity 

1 × 102 Pa/s 41.8 GPa 630 °C 

Thermal 
conductivity 

226 W/mK ≤630 °C 40.0 GPa 650 °C 

90 W/mK ≥658 °C 0.1 MPa ≥650.1 °C 

Specific heat 905 J/kgK ≤27 °C Poissons 
ratio 

0.37 

950 J/kgK 127 °C 3 × 105/°C ≤650 °C 

998 J/kgK 227 °C 0 ≥650.1 °C 

1043 J/kgK 327 °C Yield stress 500 MPa ≤25 °C 

1090 J/kgK 427 °C 10 MPa ≥650.1 °C 

1135 J/kgK ≥527 °C Fluidity 1.0 × 106 s−1 ≤25 °C 

1181 J/kgK 630 °C 3.7 × 103 s−1 ≥650.1 °C 

1086 J/kgK ≥658 °C Strain-rate 
sensitivity 

50 ≤25 °C 

Latent heat 358 kJ/kg 5 ≥650.1 °C
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Fig. 2 a Domain used in the numerical investigation; b meshed model of computational domain 
in ANSYS 

2.1 Computational Domain and Mesh 

Figure 2a illustrates the domain used for numerical investigation of direct cold 
casting. As an asymmetrical alternative, aluminum ingots with a rectangular form will 
be investigated. As a result, approximately one-quarter of the overall ingot geometry 
is represented by computational geometry. The ingot generation process is modeled 
using a dynamic mesh method. The initial mesh of the ingot is chosen in advance 
to allow compression in the casting direction while maintaining the top side. The 
mesh lowers in lockstep with the speed of the casting. For every time step, the mesh 
gap can be raised while retaining the thickness and width. The meshed model of the 
computational domain in ANSYS is depicted in Fig. 2b. 

2.2 Governing Equations and Boundary Condition 

The fluid flow and solidification processes involved in a direct chill (DC) casting 
process can be modeled by solving continuity equations, Navier–Stokes equations, 
the volume of fluid-fraction equations and energy equations. The time-dependent 
structural and thermal analysis is performed with the help of the following governing 
equations. 

A. Continuity equation 

D = 
∂u 

∂x 
+ 

∂v 
∂y 

+ 
∂w 
∂z 

= 0 (1)
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B. Navier–stokes equations 

ρ

(
∂u 

∂t 
+ u 

∂u 

∂ x 
+ v 

∂u 

∂y 
+ w 

∂u 

∂z

)
= −  

∂p 

∂x 
+ ρgx + μ∇2 u 

ρ

(
∂v 
∂t 

+ u 
∂v 
∂x 

+ v 
∂v 
∂y 

+ w 
∂v 
∂ z

)
= −∂p 

∂ y 
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ρ

(
∂u 

∂t 
+ u 

∂w 
∂x 

+ v 
∂w 
∂y 

+ w 
∂w 
∂z

)
= −  

∂p 

∂z 
+ ρgz + μ∇2 w (2) 

where p is pressure (Pa), μ is dynamic viscosity, t is the filling time. 
C. Energy equation 

ρc 
∂ T 

∂t 
= 

∂ 
∂x

(
kx 

∂T 

∂ x

)
+ 

∂ 
∂y

(
ky 

∂T 

∂y

)
+ 

∂ 
∂z

(
kz 

∂T 

∂z

)
+ S (3) 

where c is specific heat capacity, S is the heat source term, k is the thermal 
conductivity. 

D. Volume of fluid-fraction 

∂ F 

∂t 
+ u 

∂ F 

∂x 
+ v 

∂ F 

∂y 
+ w 

∂ F 

∂ z 
= 0 (4)  

where F is the volume function for each grid and can be expressed as 

F = 
fv 
Av 

where f v is the volume of fluid in one grid and Av is the volume of one grid. A fully 
fluid occupied grid has the unity F values.

A series of simulations with varying boundary conditions is used to study the 
manufacture of ingots and their thermo-structural behavior. The coupled field simu-
lation imposes structural–thermal boundary conditions as illustrated in Fig. 5. The  
values for convection at the ingot’s base and side faces are shown in Table 2.

3 Results and Discussion 

The governing equations are solved using the FEM and FVM methods, which are 
implemented in the commercial program ANSYS APDL. It is assumed in this 
research that an individual material layer emerges and then begins to harden. The
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At the start of casting After 30% casting 

After 60% casting At the end of the casting 

Fig. 3 Temperature distribution during casting process (quarter model) 

dnEmottoBtaweiVmooZledoMretrauQ 

Fig. 4 Deflection contour plots
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At the start of casting After 30% casting 

After 60% casting At the end of the casting 

Fig. 5 Temperature distribution during casting process (quarter model) 

Table 2 Thermal properties at base (hbase) and water cooling (hsides) 

T (°C) 0 100 130 150 200 300 500 550 600 650 

hbase (W/m2K) 500 500 500 500 400 300 300 500 800 4000 

hsides (W/m2k) 5000 8000 25,000 25,000 18,000 10,000 10,000 10,000 10,000 10,000

numerical model maintains the same speed of cast layer development as the actual 
casting process (t = 25 min). The element birth concept is implemented to describe 
the ingot layer formation process by adjusting the solidification temperature of the 
aluminum alloy (T s = 630 °C). The simulation was performed in three different 
temperature ranges 690 °C, 700 °C and 715 °C and three different casting speed 
65, 55 and 75 mm/min. The simulation process uses a quarter symmetric modeling 
approach. This approach is used to save computational time. FEA simulations are 
based on the element birth and death concept.
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Quarter Model Zoom View at Bottom End 

Fig. 6 Deflection contour plots 

3.1 Temperature 690 °C and Casting Speed 65 mm/min 

Figure 3 shows temperature distribution during the casting process using the quarter 
model. As layer forms, boundary conditions as explained in the earlier section are 
enabled for exposed faces. Temperature is observed between 108 and 690 °C. 

Figure 4 shows the deflection curve after cooling for which maximum deflection 
is observed as 22.68 mm. 

3.2 Temperature 700 °C and Casting Speed 55 mm/min 

Figure 5 shows temperature distribution during the casting process using the quarter 
model. As layer forms, boundary conditions as explained in the earlier section are 
enabled for exposed faces. Temperature is observed between 105 and 700 °C. 

Figure 6 shows the deflection curve after cooling for which maximum deflection 
is observed as 21.02 mm. 

3.3 Temperature 715 °C and Casting Speed 75 mm/min 

Figure 7 shows temperature distribution during the casting process using the quarter 
model. As layer forms, boundary conditions as explained in the earlier section are 
enabled for exposed faces. Temperature is observed between 110 and 715 °C.

Figure 8 shows the deflection curve after cooling for which Maximum deflection 
is observed as 23.34 mm.
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At the start of casting After 30% casting 

After 60% casting At the end of the casting 

Fig. 7 Temperature distribution during casting process (quarter model)

Quarter Model Zoom View at Bottom End 

Fig. 8 Deflection contour plots 

4 Conclusion 

A numerical analysis of pull-in effect during the direct chill casting process has 
been done using a CFD tool with a death and birth concept. The mass, momentum 
and energy-governing equations were solved with time to predict the temperature
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profile ingot formation process. The results of temperature profile and deflection for 
different operating conditions were plotted. From the results, it is concluded that a 
newly developed numerical model has shown the exceptional capability to solve the 
thermal and mechanical performance of the direct chill casting process. The model 
used in the research is capable of producing good grids with minimum error in the 
solution. The following conclusions have been drawn from the analysis. 

The side pull-in effect has a great impact with change in molten metal temperature, 
casting speed and also on the convection rate over the outer surface of the mold. 

The deflection of the slab increases with an increase in the molten metal 
temperature as well as casting speed. 

The maximum deflection was found to be 23.34 mm for the case with 715 °C 
molten temperature and 75 mm/min casting speed. 
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Mathematical Modeling of a Skin 
Condenser with Angular Contact 
for Domestic Refrigerator 

N. D. Shikalgar , S. N. Sapali , and A. B. Shinde 

Abstract The refrigerator in the home is a necessary item. As a result, with being 
built each year, it is critical to account for such a big number of refrigerators refrig-
erator’s energy use. The purpose of this research is to improve the thermal efficiency 
from the condenser tube to the refrigerator’s metallic wall. Wire tube condensers were 
used in older refrigerators. Manufacturers have replaced the wire tube condenser with 
a skin condenser due to the likelihood of leaking during shipping and a loss in heat 
transmission due to fouling. The average heat flow from the skin condenser to the 
atmosphere is between 135 and 142 W/m2, with a temperature gradient of 10–43/m 
along the skin condenser’s surface. The mathematical model presented is used to 
predict the rate of heat transfer from a condenser tube with angular contact. To 
expand the surface area of the condenser tube, it is supported by a hemispherical 
cross-sectioned plate. The simulation result shows a 9.3% increase in heat transfer 
through the walls and a 50% reduction in the temperature of the polystyrene surface. 
The heat load on the refrigerator is lowered by 2 to 4% as a result of the skin condenser. 

Keywords Refrigerator · Numerical simulation · Skin condenser · Heat transfer 

1 Introduction 

In the refrigeration cycle, there are six basic components compressor, evaporator, 
capillary tube, condenser and polyurethane foam. Two types of condensers are 
often used in small-to-medium-sized residential refrigerators. Condenser tubes with 
welded wires (fins) situated outside the cabinet are known as external condensers. 
Condenser tubes are attached to the inside surface of the outer wall and are not visible 
from the outside in the second form known as a “skin condenser.” In current refrig-
erators, a skin condenser, also known as a hot-wall condenser, has replaced the wire
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tube condenser. The geometry of the skin condenser is a simple heat exchanger. The 
aluminum foil, as an adhesive tape as shown in Fig. 1, holds the condenser tube with 
a galvanized plate, which acts like a fin to increase the heat transfer area. Aluminum 
tapes were widely used in the appliance industry to adhere to tubes inside refriger-
ators to optimize the production process and increase the thermal performance of 
refrigerators. It is very important to ensure that the tubes are in contact with the wall 
of the refrigerator before injecting the polyurethane (PU) so that it will not be able 
to enter between the tube and the wall, which would fail the heat exchange system. 

The polyurethane foam (PUF) acts as insulation and prevents the amount of heat 
transfer to the refrigerator. The biggest benefit of skin condensers is low manufac-
turing costs and a slight profile. The skin condensers are installed at the three sides of 
the refrigerator. The cross-section of the actual skin condenser used in the domestic 
refrigerator is shown in Fig. 2. The materials used for the skin condenser tube are 
copper, steel, or aluminum. They are in direct contact with the iron plate and on the 
sidewalls of the refrigerator, which acts as a fin. 

The mathematical model of a skin condenser is developed by Bansal and Chin [1], 
and they were able to validate the experimental results. Banal has carried out a simu-
lation study [2] on a hot-wall condenser with a finite-element method. Numerical and

Fig. 1 Aluminum foil as an adhesive tape 

Fig. 2 Cut sectional model skin condenser used in the refrigerator 
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experimental data anticipated the skin condenser’s performance. The mathematical 
model is presented by Elias Gava based on Colombo heat diffusion equation [3], with 
the aluminum halt in its tracks and steel plate serving as fins. Experiments are used 
to corroborate the analytical results. Gupta and Gopal [4] have proposed a math-
ematical model of hot-wall condensers to predict the heat transfer characteristics 
of the condenser. Raiyani et al. [5] has studied the effect of geometrical parameter 
on thermal performance of condenser by changing the contact between tube and 
plate by line contact between plate and tube. Modeling and simulation of a hot-wall 
condenser applied to domestic refrigerator is presented by Sapali [6]. Lorbek et al. 
[7] have developed an analytical model and numerical simulation of heat transfer in 
a skin evaporator. He represented a simplified methodology for analytical modeling 
of skin evaporators based on diffusion equations assuming a two-dimensional case. 
A numerical simulation was done in ANSYS Fluent. The focus of this research is on 
the condenser wall’s composite construction and the influence of the parameter on 
heat transfer. The numerical simulation in ANSYS yielded the following findings. 
The results are presented fluently and analytically. 

The temperature distribution is calculated using the steady-state energy conserva-
tion equation using aluminum foil. The fin model of a single element is presented in 
Fig. 3. The model consists of an aluminum foil, which is divided into two sections. 
The path of heat transfer to Sects. 1-2 is from the refrigerant to condensing tube 
by convection and then condenser tube to aluminum foil by conduction. Section 2 
consists of aluminum foil in contact with the outer metal sheet on one side and 
insulation on the other side. The heat in Sects. 2-3 is carried out by conduction in 
aluminum foil and passed to ambient through outer metal sheet by convection. In 
Sects. 3-4, heat is transferred to the atmosphere. 

The heat transfer in Sect. (1-1,) to (2–2,) is from the refrigerant to condensing 
tube by convection and then condenser tube to aluminum foil by conduction. The 
second section consists of an aluminum foil that is in contact with an outside plate 
on one side and PUF on the other side. The heat is carried out from the third section 
to the ambient through the outer metal sheet. The heat transfer in the various sections 
is presented in Fig. 4.

Fig. 3 Fin model of half part of a single element 
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Fig. 4 Actual model of an 
elemental section 

The values of temperature at the interface are calculated using equating heat 
transfer rates at different sections. The energy-balance equations represent a system 
of linear equations. To obtain the values of the constant and junction temperature of 
the system, equations are solved in MATLAB code. The heat transferred from the 
condenser tube to the air is composed of three parts. It can be then expressed by 
Eq. 1. 

Qae = Qa1 + Qa2 + Qa3 (1) 

The heat transfer from section (Qa1) to air is calculated by Eq. 2. 

Qa1 = (Tr − T∞) × AA−2(
Rr + Rt + Rp + R∞

) (2) 

The heat transfer from section (Qa2) to air is calculated by Eq. 3. 

Qa2 =
(
T f 23 − T∞

) × A2−3(
Rp + R∞

) (3) 

The heat transfer from section (Qa3) to air is calculated by Eq. 4. 

Qa3 =
(
Tp23 − T∞

) × A3−4 

(R∞) 
(4) 

Convection and radiation are used to transport heat from the outer layer to the 
surrounding environment. As a result, the total of convection and radiation heat 
transfer coefficients is the outer heat transfer coefficient [8]. 

Hctotal = Hco + Hor (5)
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Nusselt number is used to calculate average convective heat transfer. 

Hco = 
Nu0 
Lc0 

K0 (6) 

In the case of natural convection, the average Nusselt number correlation for a 
vertical flat plate is given by, 

Nu0 =
[

0.825 + 0.387Ra1/6 o
[
1 + (0.492/Pr)9/16

]8/27

]

(7) 

where 

Pr 
o 

= 
µairCpair 

Kair 
(8) 

The convective heat transfer coefficient for single-phase flow varies depending 
on whether the flow is laminar or turbulent. When the flow is turbulent, the 
Nusselt number correlates. The convective heat transfer coefficient is computed using 
equation employing the Nusselt number from Eq. 9. 

Hcref = 
Nuref 
di 

Kref (9) 

2 Heat Path Analysis of Skin Condenser 

ANSYS Fluent is used to do steady-state numerical simulations of two-dimensional 
heat transfers inside a skin condenser. Mesh independence shows that for condenser 
tube element size is 0.135 mm and for Metal sheet—0.2 mm, aluminum tape— 
0.0333 mm, PUF—0.5 mm and Polystyrene—0.2 mm. Heat transfer rate is depending 
upon the heat transfer area, the width of the heat transferring element, and the temper-
ature gradient occurs. In this analysis, as mostly concentrate on heat transfer through 
composite wall element, hence variation in other parameters like the diameter of 
condenser tube and length of condenser tube is not considered. As the refrigerant is 
having a constant temperature in a particular region, hence we assume that constant 
temperature input at the inner surface of the tube. The outer surface of the back 
panel is exposed to the environment. From the literature survey, it is observed that 
for a vertical plate with natural flow heat transfer coefficient value for air is varying 
between 6 and 9 W/m2K. The average value of heat transfer coefficient 7.89 W/m2K 
at an ambient temperature of 28 °C is considered. Heat transfer takes place in radial 
direction hence all the surfaces in the normal direction is having symmetric wall 
boundary conditions that are all normal direction walls are insulated. The value of
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the heat transfer coefficient inside the refrigerator is equal to 2 W/m2K at 50 °C  
average temperature refrigerator compartment. The outer steel plate works as a fin in 
the meshing of the hot-wall condenser, as seen in Fig. 5. The plate is provided for an 
increase in the contact area in convective heat transfer. By the use of fins, the contact 
area of the tube to air is increased; therefore, the heat transfers rate increase. In skin 
condense composite structure, heat is dissipated from refrigerant to aluminum tube, 
aluminum foil, air cavity, PUF insulation, steel plate and atmosphere by conduction 
and convection. The thermal analysis is shown in Fig. 8. 

The simulation model for a skin condenser is developed using a finite-element vari-
able conductance approach [2]. The simulation model is used to characterize the heat 
transfer analysis of the condenser. The simulation is carried out under certain assump-
tions, which includes the geometrical dimensions of the refrigerator and saturation 
temperature (T sat = 46 °C). 

The heat is conducted from flowing refrigerant to condenser tube and then rejected 
to the environment through rear and side panels of a refrigerator. A small amount 
of heat conduction takes place from the aluminum tape to the foam insulation and 
then it leaks into the refrigerator compartment. The thermal analysis is carried out 
on a simulation model by using the finite element method. The results of the thermal 
analysis show the variation in temperature gradient and heat flux concerning PUF 
insulation thickness as shown in Fig. 6.

Fig. 5 Meshing of a single element with foil 
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Fig. 6 Heat distribution along with the element of condenser tube 

3 Heat Path Analysis of Skin Condenser with Angle 

Total heat flux without aluminum foil with h = 6 W/m2K. The result of heat flux is 
almost the same throughout the whole tube plate configuration. The value of average 
heat flux is within the range of 42.5–68.5 W/m2 for the backplate. The effect of 
change in contact angle on outside heat flux within skin condenser is presented in 
Fig. 7. The results show that the outside heat flux is a minimum of 143.38 W/m2 with 
point contact and the heat flux is increasing to 156 W/m2 at a 180° contact angle. 
The heat flux is increased due to the increase in contact surface area of the condenser 
tube with the plate. The effect of an increase in heat flux reduces the condenser tube 
length is by 5 m. As given in Table 1, the heat flux at a point of contact with 0° on 
the surface of the refrigerator compartment equals 18.0248 W/m2 (Fig. 8).

It is clear that as contact between tube and plate is changed from point contact 
to angular contact, inside heat flux decreases. The variation in the inside heat flux is 
shown in Fig. 9. The net heat load in the refrigerator is reduced by 4 W/m2.

The influence of condenser pipes contact angle on the heat transfer performance 
of hot-wall condenser is studied. When the pipe’s contact angle is increased from 0° 
to 45°, the hot-wall condenser has almost the same heat flux. From the present work, 
it is stated that if the contact angle is increased from 60° to 180°, there is an increase 
in heat flux. 

4 Conclusion 

The paper proposes a mathematical model that uses basic heat transfer equations to 
unravel the heat flow in a skin condenser structure, with numerical simulation serving 
as a reference for the analytical model. The mathematical models and simulation
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Fig. 7 Heat flux of an element with aluminum foil 

Fig. 8 Deviation of outside 
heat flux with an angular 
contact 
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Table 1 Comparison of performance of the condenser for different cases 

Sr. No. Configuration of skin 
condenser 

Outside heat flux (W/m2) Inside heat flux (W/m2) 

1 0° contact angle without 
aluminum foil 

131.654 23.0462 

2 0° contact angle with 
aluminum foil 

148.310 21.820 

3 60° contact angle 150.246 19.070 

4 120° contact angle 151.134 18.078 

5 180° contact angle 152.564 18.025
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Fig. 9 Deviation of inside 
heat flux with an angular 
contact
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outcomes were found to agree. The study’s findings are used to draw the following 
conclusions. 

1. The slight temperature differential, along with the aluminum foil, can be 
attributed to heat conduction, demonstrating the need to include that parameter 
in the calculation. 

2. When compared to the existing hot-wall condenser, the heat flow of the skin 
condenser with the atmosphere is increased by 8–10%. 

3. The quantity of heat that enters the refrigerator compartment through the skin 
condenser is lowered by 2–4%. 

4. A skin condenser with angular contact reduces the necessary condenser cooling 
length by 4 m for the same condenser cooling. 
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Aerodynamic Analysis of Deployable 
Wing Arrangement for Space Shuttle 
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K. S. Arun Kumar, C. A. Nikhilraj, and Sheeja Janardhanan 

Abstract The study space for morphing wings is astonishingly wide and provides 
ample scope for enhancements up against fixed wings. Morphing-wing research 
has accumulated considerable recognition in the aerospace community over the last 
decade, and a folding wing is a promising approach that can improve aircraft profi-
ciency over multiple varieties of missions which conclusively enhance the capability 
of the space shuttle. In this paper, the conventional shape of the wings is being refash-
ioned to serve the requirements for maintaining the flight and also for navigation. The 
idea was sparked by the traditional Japanese fan and has a hinged mechanism similar 
to that of the fan. This work introduces a novel concept for retractable dynamic 
wings on a space shuttle. Modeling of the spacecraft with modified wings is done 
in SOLIDWORKS. The aerodynamic analysis is performed using the computational 
fluid dynamics (CFD) method with ANSYS FLUENT® (2020 R1) as the solver. The 
aerodynamic force coefficients are estimated for five different specific deployment 
phases, viz., zeroth (0°), one quarter (7.5°), half (15°), three-quarter (22.5°), and full 
(30°) phases. The result reveals that the coefficient of drag drops and the coefficient 
of lift rises from the primary phase to the final phase providing promising inputs into 
the idea of retractable wings. 
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1 Introduction 

A space shuttle is a partially reusable rocket-launch vehicle meant to go into orbit 
about Earth, to transport people and cargo to and from orbiting spacecraft. Recent 
years have displayed increasing study and advancement in reusable and low-cost 
space travel with an uptick in the commercial space launch market. A considerable 
factor for the increase in the expense of space travel is the non-reusability of the 
space shuttle. During the re-entry of a space shuttle, a substantial amount of heat 
is generated as it reaches the atmosphere of the earth from space [1]. Temperatures 
exceeding 2000 K are produced due to the friction between vehicle and air. Since most 
metals and alloys cannot withstand these temperatures, a special class of materials 
known as ablators that act as heat shields are used. The ablator will be consumed in 
the heat, thus dissipating a large amount of heat. However, these conventional wing 
designs have numerous limitations. Due to the large number of forces acting on the 
wing during re-entry, the reusability is limited as the wing material gets consumed 
during re-entry [2]. Also, the wing can get damaged due to the same. 

To overcome this, we have developed a new retractable wing mechanism that 
resembles the Japanese hand-fan, such that the wings of the space shuttle will be 
completely ducked inside the fuselage during re-entry, thus minimizing the influence 
of forces (here, the forces of gravity, drag, lift, etc., are considered) acting on the 
wings, which can result in a safer and economic space journey. The aerodynamic 
force coefficients of drag and lift forces are estimated numerically using CFD tools for 
five different deploying phases to study the effectiveness of the novel design. Based 
on the above analysis, this paper studies the aerodynamic performance of a space 
shuttle equipped with deployable wings, with an expectation of proving theoretical 
foundation and technical base for conceptual space shuttle design. 

2 Materials and Methods 

2.1 Geometry Acquisition 

The conceptual modeling was performed in SOLIDWORKS 2016. The material 
selected for the model is a composite material using a heterogeneous composite mate-
rial bonded by adhesives for making the wing structure lighter [3, 4]. The dimensions 
of the model were inherited from the famous Russian space shuttle BURAN, and 
the wing cross-section was modeled based on NACA 4412 aerofoil profile. It has 
a maximum thickness of 12% at 30% chord and maximum camber of 4% at 40% 
chord length, and a side view of the wing profile is presented in Fig. 1. The wingspan 
is 23.9 m which is equivalent to the BURAN space shuttle wingspan.
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Fig. 1 Side view of the 
designed wing 

2.2 Mesh Generation 

The modeling and meshing were performed in ANSYS WORKBENCH® (2020 R2), 
and the flow analysis was performed using ANSYS FLUENT®. The flow around the 
space shuttle while deployed at different phases is simulated using RANS solver with 
k–ε as the turbulence model which assumes the turbulent viscosity is isotropic. In the 
standard k–ε model, the eddy viscosity is resolved from a single turbulence length 
scale, so the calculated turbulent diffusion is that which occurs only at indicated scale, 
whereas in reality, all scales of the motion will contribute to turbulent diffusion. The 
three-dimensional computational domain for the space shuttle used in the simulation 
is as shown in Fig. 2. The turbulence intensity is taken to be 5%. The flow direction 
is taken parallel to the z-axis with an inlet velocity of 150 ms−1 at the inlet. The size 
of the domain is chosen to be 80 m × 80 m × 120 m in dimension for capturing 
the flow. The nose of the shuttle is modeled 21.6 m from the inlet boundary of the 
domain. Figure 2 shows the computation domain used in the present simulations. 

The origin of the cartesian coordinate system is at the center of the space shuttle. 
The distance from the inlet of the domain to the outlet of the coordinate system 
is 120 m, and the distance from the inlet and the outlet to the origin, located at the

Fig. 2 Computational domain 
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geometric center of the space shuttle, is 40 m and 80 m, respectively. An unstructured 
grid consisting of tetrahedral elements was generated with a maximum element size 
of 0.3 m in the region of spacecraft and the rest of the domain meshed with elements 
having a maximum size of 2.3 m. 

2.3 Flow Analysis 

Analysis of the different deployment phases was performed in ANSYS FLUENT®. 
This renormalization group (RNG) approach of k–ε can be applied to conclude 
a turbulence model that results in a revised form of the epsilon equation which 
endeavors to sum for various scales of movement through changes in the production 
term. Equations (1) through (5) give the transport equation for k and ε as a simple 
interpretation where buoyancy is disregarded. Here, k connotes the turbulent kinetic 
energy, while the ε identifies with the pace of dispersal of turbulent kinetic energy 
[5, 6]. 
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η = Sk/∈ (4) 
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2Si j  Si j

)1/2 
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The velocities and other solution variables in the preceding equation represent the 
time-averaged values. The k–ε model which is designed specifically for planar shear 
layers and recirculating flows and can be used in this application since it effectively 
resolves free-shear layer flow. k–ε SST model is capable of simulating the flow 
characteristics for turbulent flow conditions. The simulations were performed for 
five specific deployment phases 0°, 7.5°, 15°, 22.5°, and 30°. For the sidewalls of 
the domain, a wall boundary with the specified shear condition is applied assuming 
the surfaces to be smooth. Specified velocity inlet boundary condition is employed 
at the inlet boundary of the domain, and the outlet boundary is treated as a pressure 
outlet.
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2.4 Grid Independency Analysis 

The grid independency study performed shows the following results as presented 
in Table 2 for the fully deployed phase. Grid 3 consisting of 502,302 elements that 
could successfully predict the aerodynamics lift coefficient (CL) with 99.2% accuracy 
was considered for performing further analysis for the other phases. The lift values 
predicted by Grid 3 are verified by the experimental/numerical analysis performed 
for a similar spacecraft referred to in previously published work [7] where the value 
of the lift was determined as in Table 1. 

3 Wing Design 

The wing mechanism is inspired by Japanese hand-fans, a model of which is shown 
in Fig. 3. 

The idea is to incorporate the entire design to the wings of a space shuttle while 
retaining the aerodynamic characteristics of the traditional wings in a fully deployed

Table 1 Comparison from 
wing profile 

Derived from CL 

NACA 4412 profile 0.5 

Fully deployed condition 0.506 

Table 2 Results of grid independency study 

Re Phase Number of elements CL 

Grid 1 106 Deployed fully 254,234 0.527 

Grid 2 365,903 0.511 

Grid 3 502,302 0.506 

Grid 4 702,053 0.505 

Fig. 3 Traditional Japanese 
hand-fan 
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Fig. 4 Wing design and arrangement of leaves 

configuration. In the pre-deployment phase, the entire wing structure will be stored 
inside the fuselage of the space shuttle. During landing, the wing will be deployed 
replicating the opening and closing action of a Japanese hand-fan. After several initial 
design concepts, through iterative designing, the design presented in Fig. 4 has been 
arrived at. 

3.1 Deployment Mechanism 

The wing consists of three segments called “leaves” as shown in Fig. 3. Each leaf 
operates in a manner to provide an increase in lift and reduction in drag as the deploy-
ment progresses, and this idea for deploying the wing was made from analyzing the 
morphing wing [8, 9] technologies currently in use, but with a different approach to 
the scenario [10, 11]. 

The wing is operated by a shaft driven by a multidrive mechanism consisting of 
an electric motor and hydraulic lift. The wings are initially held inside the body of 
the space shuttle, and each leaf is deployed at a slow pace such that the leaves are 
not subjected to shock waves. The first leaf which is fixed to the shaft deploys from 
the spacecraft fuselage through an angular displacement about the shaft. Progressive 
deployment phases of the wing leaves are presented in Figs. 5 and 6. 

Fig. 5 First leaf deployment 
and second leaf initiation
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Fig. 6 Second leaf 
deployment and third leaf 
initiation 

Fig. 7 Bare space shuttle

The second leaf, when deployed, initially is lifted with the help of a shaft driven 
by the motor to the level of the first leaf and interlocks with it and rotates out of the 
body. This process is repeated similarly for the third leaf where it lifts and advances 
out. The third leaf is accompanied by a hydraulic lift which is positioned beneath it, 
which also acts as a backing structure for the entire leaf setup against the pressure, 
while the shuttle orients for landing. A model of the bare space shuttle that re-enters 
the atmosphere without wings and the one with a fully deployed wing during landing 
is shown in Figs. 7 and 8. 

3.2 Wing Deployment—Phases 

The complete deployment of the wing happens through five phases, each of which 
is accomplished through a specific angle of deployment. They can be listed as:
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Fig. 8 Shuttle after full deployment

• Zeroth phase—no deployment (0°) (Bare spacecraft) 
• One-quarter phase—wing deployed through 7.5 degrees (7.5°) 
• Half phase—wing deployed through 15 degrees (15°) 
• Three-quarter phase—wing deployed through 22.5 degrees (22.5°) 
• Full phase—full deployment of the wing (30°). 

The spacecraft model at each phase of deployment is modeled and analyzed for the 
lift and drag generated during various deployment phases using ANSYS FLUENT®. 

3.3 Estimation of Wing Deployment Rate (WWR) 

The atmospheric air interference prompts the object to undergo drag, or air resistance, 
which hinders down the object to a more reliable entry speed, generating intense heat. 
The heat will either blend or sublimate any material exposed to the shock wave, and 
since aluminum alloys are employed mostly [12] for the construction of spacecraft, in 
most cases, the spacecraft wing is damaged due to this high pressure and temperature 
during the re-entry. When an object with the blunt-shaped frontal area re-enters into 
the Earth’s atmosphere, a shock wave is formed ahead of the vehicle. As the shock 
wave keeps the heat at a range from the object, the blunt shape also stalls the object’s 
descent. The Apollo program, which operated several manned ships back and forth 
from space during the 1960s and 1970s, coated the command module with special 
ablative material that flared up upon re-entry, absorbing heat [2]. 

Deployable wings are needed to reduce friction and also offer a large wingspan 
for long endurance flights. This system also provides potential space savings due to 
function sharing of components. 

Maneuvering takes place once the shuttle travels sub-sonically before landing. 
During maneuvering, the crew takes control of the flight. The approach and landing
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phase begins when the shuttle is at an altitude of 4000 m (13,000 ft) and traveling 
at 150 m/s. The vehicle follows either a −20° or −18° glideslope and descends at 
approximately 51 m/s (167 ft/s) [13]. The speed brake is used to keep a continuous 
speed with touchdown occurring at 100–150 m/s, depending on the weight of the 
vehicle. After the landing gear touches down, the crew deploys a drag chute out of 
the vertical stabilizer and begins wheel braking when the vehicle is traveling slower 
than 72 m/s. After the wheels halt, the crew deactivates the flight components and 
prepares to exit [14]. 

In the proposed deployment landing, the space shuttle wing deployment starts at 
a height of 4000 m above the earth’s surface since the deployment is supposed to 
happen in a subsonic region, where the crew takes control over the flight. The wing 
deployment rate is optimized for the proper functioning of the wings. 

Considering full deployment before the vehicle lands, the range between 4000 
and 2000 m is taken for the calculation of the wing deployment rate. The velocity of 
the vehicle during this range is 150 m/s. Time taken for full deployment, T d is given 
by Eq. (6). 

Td = 
H 

U 
(6) 

where H is the altitude above the mean sea level and U is the vehicle velocity at that 
altitude. Thus, the time taken for the full deployment of the wing will be 13.34 s. 
The total angular measurement of the wing is 30°. Therefore, 

ψ̇ = 
ψ 
Td 

(7) 

where ψ̇ is the rate of deployment and ψ is the total angle of deployment. 

Finally, the deployment rate is calculated as 2.25°/s. 

4 Space Shuttle Conceptual Design 

The exact parameters of the BURAN space shuttle were preferred as the reference 
parameters for the simulation. The BURAN was selected out of all shuttles owing to 
its simplified design listed as follows [15]:

• Main rockect engine is not present on the shuttle. The main engine was mounted 
on the central block of ENERGIA, the rocket carrier which launched 120 tons 
payload into the orbit against 30 tons the shuttle. 

• Maximum ratio of lift to drag is 6.5 for BURAN, while it is 5.5 for the space 
shuttle. 

• The payload returned by BURAN from an orbit to the aerodrome is 20 tons and 
that for the space shuttle, it is only 15 tons.



346 V. Chandran et al.

Table 3 Dimensions of 
BURAN 

Length 36.37 m (119.3 ft) 

Wingspan 23.92 m (78.5 ft) 

Height on gear 16.35 m (53.6 ft) 

Payload bay length 18.55 m (60.9 ft) 

Payload bay diameter 4.65 m (15.3 ft) 

Fig. 9 BURAN top view 

• The thermal protection tiles of Buran have optimal cutting layout design. 
• The automated landing of Buran from orbit onto an airdrome. 

The dimensions of BURAN are given in Table 3. 
The modeling of the space shuttle with modified wings is done in SOLIDWORKS. 

A representation of the model generated is shown in Fig. 10 and original BURAN 
reference in Fig. 9.

5 Results and Discussions 

The origin of the space shuttle lies inside the domain at 40 m from the inlet and 80 m 
away from the outlet. The width of the domain is 40 m, and the geometry is placed 
with its nose pointing in the positive direction of the Z-axis, while the tail of the space 
shuttle points to the negative Z-axis. As a result, the drag force was developed in the 
negative Z-axis, while the lift was generated in the positive Y-axis. The following 
results were obtained after the analysis of each phase. Models of the space shuttle
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Fig. 10 Top view of the  
conceptual design of a fully 
deployed wing

during various phases of the deployment are shown in Figs. 11 and 12. Computed 
coefficients of drag and lift are tabulated and presented in Table 4. 

Fig. 11 Top view of the modeled space shuttle at various phases of wing deployment a zeroth 
phase b one-quarter phase c half phase d three-quarter phase e full phase
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Fig. 12 Front view of the modeled space shuttle at various phase a zeroth phase b one-quarter 
phase c half phase d three-quarter phase e full phase 

Table 4 Simulation results 
for various phases from 
numerical simulation 

Phases Coefficient of drag Coefficient of lift 

0 0.32 −0.12 

7.5 0.28 −0.01 

15 0.26 0.22 

22.5 0.20 0.37 

30 0.18 0.51 

5.1 Zeroth Phase (0°) 

In this phase, the wings are stacked inside the body of the space shuttle. It is the 
pre-deployment phase. The meshing contains 92,427 nodes and 502,302 elements. 

It is observed from the simulation results that the bare shuttle has a drag coefficient 
of 0.32, and there is no lift force due to the more or less asymmetrical shape of 
the fuselage in the absence of wings. During this phase, a negative lift coefficient 
indicates an added component force that helps in the landing of the aircraft. The 
pressure distribution on the body of the space shuttle during the zeroth phase of 
deployment is presented in Fig. 13a.
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Fig. 13 Pressure contours of the modeled space shuttle at various phase a zeroth phase b one-quarter 
phase c half phase d three-quarter phase e full phase

5.2 One-Quarter Phase (7.5°) 

In this phase, the first leaf starts to deploy and comes out of the space shuttle. The 
mesh contains 93,023 nodes and 509,754 elements. Due to the protrusion of the wing
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Fig. 13 (continued)

out of the body, a change in drag and lift is observed. Drag has shown a decrease with 
a coefficient value of 0.28 obtained from the simulation. The lift has not yet been 
generated considerably showing a slightly negative value for the coefficient. From the 
comparison with CL obtained from zeroth phase analysis, the current phase showed 
a reduction in the component force directed in the vertically downward direction 
showing an almost zero lift generated. This condition is expected to give the crew
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Fig. 13 (continued)

an upper hand in the maneuvering of the craft safely. This change is a result of the 
increased effective wingspan. The wing being an aerofoil is supposed to generate a 
pressure difference above and below the profile thus giving rise to lift forces. But, the 
current phase shows only a negligible lift generated, which demands further analysis 
of flight in this regime. The total air drag on the space shuttle considerably decreased 
as the wingspan increased. Pressure distribution during the current phase is shown 
in Fig. 13b. 

5.3 Half Phase (15°) 

In this analysis, the shuttle is modeled with its wings half deployed. The grid gener-
ated has 93,115 nodes and 510, 847 elements. From the results, it is observed that 
with halfway deployment of the wing has initiated the purpose for which it is meant 
to. The lift coefficient is observed to have drastically increased from almost zero 
value at quarter deployment to 0.22 when the wing is half deployed. During this 
transition regime from the quarter way deployment to halfway deployment of the 
wing, the space shuttle switches its state of motion from the freely falling state to 
a controlled flight. Pressure distribution on the shuttle with its wing half deployed 
is presented in Fig. 13c. Also, during this regime of flight, it is observed that the 
drag force has further decreased. The coefficient of drag (CD) obtained from the half 
deployment simulation is 0.26, which is slightly lesser than the previous case.
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5.4 Three-Quarter Phase (22.5°) 

During the three-quarter phase, a further increase in the lift is observed for the space 
shuttle with CL value of 0.36. The grid generated for this simulation has 93,244 
nodes and 510,769 elements. Along with the increase in the lift, we can also observe 
a drastic reduction in the drag force with CD value of 0.2 from the simulation. The 
notable reduction in drag force during the shift from half wing deployment flight to 
three-quarter wing deployment flight indicates the possibility of controllability and 
maneuverability to be gained by the space shuttle which was otherwise a freely falling 
body during this regime. At this phase of deployment, the aerodynamic force acting 
on the space shuttle is favorable to prepare for a controlled landing. The pressure 
distribution on the shuttle body obtained from the simulation is presented in Fig. 13d. 

5.5 Full Phase (30°) 

This is the fully deployed phase of the space shuttle. The entire wing that was stacked 
inside the body has finally come out making a much more favorable lift and drag 
distribution for the landing. The grid used for the full phase consists of 92,945 nodes 
and 510,146 elements. Values of coefficients of aerodynamic lift and drag obtained for 
each phase from simulations are presented in Table 4. Pressure distribution obtained 
from the full-phase simulation is presented in Fig. 13e. 

Taking all the deployment phases into consideration, the trend was plotted to 
represent the variation of lift and drag during the deployment period. The graph 
shown in Fig. 14 represents the variation of drag force and lift force. It is observed 
that there exists a linear relationship between drag and lift coefficients during the 
deployment period. The values of drag and lift coefficients that are obtained from 
the present analysis for the full deployment phase is compared with results from the 
previously published analysis [7] on a NACA-profiled wing which gives the value 
of the coefficient of lift to be 0.5, while the lift is 0.01 for the NACA-profiled wing 
where the experimental value after considering the drag on the entire shuttle came 
to a conclusion of 0.5 coefficient of lift at 0.1 coefficient of drag.

Figure 15 represents the variation of the ratio of the drag coefficient to lift coeffi-
cient with degrees of wing deployment. The process of deployment can be divided 
into two separate phases. Phase A can be defined from the wing deployment initiation 
to the completion of the quarter deployment. During this phase, the shuttle is in a 
state of freely falling motion with a negligible wingspan to provide lift force. Phase 
B is defined from the initiation of half-phased deployment to the end of full-phase 
deployment. During phase B, the shuttle shifts its flight mode from a freely falling 
object to a more controlled flight. The slope of the relationship curves for phases 
A and B as observed from Fig. 15 shows a clear distinction between the two flight 
modes.
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Fig. 14 Coefficient of drag versus coefficient of lift graph

Fig. 15 CL/CD versus angle of wing deployment graph 

6 Conclusion 

This conceptual design, its modeling and simulation have put forward the funda-
mental theory and base for the development of a reusable wing for a space shuttle. 
As the shuttle passes from Phase A to Phase B, there is a drastic improvement in the
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lift force generated by the wing. 43% of the total lift force generated by the wing 
develops on the shuttle during the deployment from the quarter angle phase to the 
half-angle phase. But, it is to be noted that during this phase transition, there is only a 
negligible reduction in the drag. Even though a 50% reduction is observed in the drag 
force from the bare shuttle to the full deployment phase, during the deployment period 
from quarter angle to half-angle, the drag remains almost constant. This phenomenon 
can be viewed as an indication of the shift from Phase A to Phase B as defined during 
which the space shuttle gains increased controllability and maneuverability. 

The proposed design of the space shuttle could be made to glide with the mech-
anism of the dynamic fan wings. The drag and lift forces were comparably more 
favorable than with fixed wing design. The destruction of the wings by heating due 
to the re-entry can be avoided. This also tends to reduce the damage taken by the 
wings during the re-entry, thus making safer, economic, and reusable space travel. 
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Single Blow Characteristics of a Porous 
Spherical Bed Regenerator at Liquid 
Nitrogen Temperature 

V. M. Abhiroop, R. I. Vivek, K. E. Reby Roy, and B. R. Vishnu 

Abstract The thermal–hydraulic performance of porous spherical bed regenerator 
was investigated in the present study. For this, a laboratory apparatus was developed 
with a passive system for evaluating the performance of a spherical bed regenerator 
at liquid nitrogen temperature with different porosities and mass flow rates of (0.4, 
0.5, 0.6) and (2.29 g/s, 2.813 g/s, 3.33 g/s), respectively. The effectiveness of the 
regenerator was found to improve with increasing mass flow rate and decreasing 
porosity. The regenerator performed best with a mass flow rate and porosity of 2.29 g/s 
and 0.4, respectively. 

Keywords Passive regenerator · Porosity · Chill down 

1 Introduction 

A regenerator is a type of heat exchanger with a high heat capacity porous matrix that 
stores and releases energy during alternate half cycles and is widely used for thermal 
energy storage in both high and low temperature applications. Electrocaloric, elas-
tocaloric, magnetocaloric and magnetic systems are the most common applications 
utilizing active liquid regenerators [1–3]. In addition to the above, solar heat storage, 
metallurgical industries and glass industries are some of the applications of high 
temperature regenerators [4–6]. 

The thermal–hydraulic performance of spherical bed regenerators using water 
as the heat transfer fluid was investigated for stainless steel, lead and gadolinium 
spheres, and minimum axial flow conduction in a stainless steel matrix was found 
[7]. Thermal performance studies on regenerators also revealed their reliance on 
pressure drop and heat transfer effectiveness, as well as the importance of lower 
aspect ratios when considering viscous and axial conduction losses [7–9]. In addition
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to the above, the reports indicated that large-sized regenerator bed can enhance the 
thermal performance of regenerators, which, on the other hand, increases pressure 
drop and matrix volume [8]. Despite of the fact that various regenerator beds such as 
packed spheres and parallel plates are widely used with different heat transfer fluids, 
the effect of porosity on regenerators with working fluid at cryogenic temperatures 
are least explored, and satisfactory improvements in heat transfer and viscous drops 
are not yet achieved [10]. Another factor that influences the overall performance of 
the regenerator at low Reynolds number and capacity applications is the effect of the 
regenerator’s heat capacity [11]. 

The regenerator geometry, flow characteristics and nature of the device also play a 
significant role in thermal performance. The use of a passive device with conventional 
materials allows for a more cost-effective investigation of the effect of regenerator 
geometry on heat transfer and pressure drop [12]. The flow through the cryogenic 
regenerators is mostly unsteady, and the ratio of pressure drop for unsteady flow 
is about 2.5 times the steady flow pressure drop [13, 14]. Therefore, in the present 
paper, investigation on heat transfer characteristics of the spherical bed regenerator 
with various porosities was done with a passive experimental setup for single blow 
steady flow at liquid nitrogen temperatures. 

2 Materials and Methods 

The experiment setup consisted of a nitrogen gas cylinder, Dewar vessel, flow control 
valves, data acquisition system, heater, flow meter, transfer lines, regenerator and 
thermocouples. Figure 1 shows the experimental setup used in the study. 

The regenerator pipe has an l/d ratio of 4.43 and a wall thickness of 1.2 mm, and it 
has a spherical bed matrix with varying porosities. The outer wall temperatures were

Fig. 1 Experiment setup 
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Fig. 2 Fabricated spherical bed regenerator 

measured using thermocouples which were placed at three different x/l positions 0.1, 
0.5 and 0.9, where x is the distance from inlet and l is the length of regenerator. 

At each location, 3 T-type thermocouples were fixed circumferentially at equal 
angles for the temperature measurement. Uniform stainless steel spheres of grade 
SS304 were used as the storage matrix in experimentation. The ratio of the diameter 
of the sphere to the inner diameter of regenerator housing were 0.19, 0.28 and 0.33, 
making the porosity of the regenerator bed 0.4, 0.5 and 0.6 as illustrated by Fig. 2. 

Liquid nitrogen was used as the working fluid. Gaseous nitrogen was used to 
pressurize the LN2 from the Dewar vessel. The nitrogen cylinder was connected to the 
Dewar vessel with a flexible hose through a pressure regulator. The regulator has two 
dials, one displaying the cylinder pressure and the other displaying the line/discharge 
pressure. From Dewar to bypass valve, stainless steel transfer lines were employed 
for establishing a connection between Dewar and bypass valve. The bypassed fluid 
was exhausted into the atmosphere through a flexible hose. The test section was 
placed subsequent to the bypass valve. The exit of the test section was connected to 
the heater section where coiled copper tubes were dipped in a chamber containing 
water. The fluid leaving the test section was made to pass through the coiled copper 
tubes. Two heaters, each with 2 KW capacity was employed for heating water. The 
test fluid is completely converted to vapour phase before expelling to the atmosphere. 
The exit from the heater was connected to the mass flow meter. Experiments were 
carried out with mass flow rates of 2.29 g/s, 2.813 g/s and 3.33 g/s, and inlet pressures 
of 7.5 psi, 10 psi and 12.5 psi, respectively. The test specimen was kept in a horizontal 
position to minimize the effect of gravity in the chill down process. Nitrile rubber 
was used as an insulator. Data acquisition system (KEYSIGHT 34970A) was used 
for monitoring the data. The test section was purged with gaseous nitrogen prior 
to the start of the experiment to remove water vapour and other contaminants from 
the transfer lines. Following this, a leak test was conducted to ensure the efficacy of 
joints. 

The nitrogen gas from the cylinder was introduced to Dewar vessel for pressurizing 
the liquid nitrogen to the test section. Initially, the bypass valve was set to open and 
the valve to the test section was kept closed. This was to ensure the chill down of 
the transfer line to the test specimen prior to the experiment. The heater and data 
acquisition system was kept on. Then, the bypass valve was closed and the valve to 
the test section was made open. Dynamic response in temperature was recorded by
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the data acquisition system. The flow rate was measured using a mass flow meter. 
The experiment was conducted until a steady state was achieved. 

The Nusselt number (Nu) for the packed bed of spheres was evaluated from the 
correlation given below [15]. 

Nu = 2.876
(
Pr 

1 
3 

ε

)
+ 0.3023

(
Pr 

2 
3 

ε

)
Re0.65 (1) 

where Pr denotes the Prandtl number, ε denotes the porosity of the regenerator matrix, 
and Re denotes the flow Reynolds number. 

Porosity (ε) of regenerator was calculated from 

ε = V − Vmatrix 

V 
(2) 

where V is the total volume of regenerator in m3 and Vmatrix is the volume occupied 
by the matrix in m3. 

The effectiveness (e) was calculated using the equation 

e =
(
mCpaTca

) − (
mCphTh

)
(
mCp min

)
(Tc − Th) (3) 

where m denotes the mass flow rate in kg/s, Cpa denotes the mean average specific 
heat in kJ/kg K, Cph denotes the specific heat of hot fluid in kJ/kg K, mCpmin represents 
the min heat capacity of fluid in kJ/ K, T ca denotes the mean average temperature in 
K and T c denotes the temperature of the cold fluid in K and T h is the temperature of 
the hot fluid in K. 

Colburn factor (j) was defined by 

j = Nu 

Re × Pr 1 3 (4) 

and 

NPH 

NTU 
= f × Re × Pr 

4Nu 
(5) 

And friction factor, f was calculated using Ergun’s correlation.
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3 Results and Discussion 

The three regimes of flow boiling namely nucleate boiling, transition boiling region 
and film boiling are well distinguished with their underlining characteristics. The 
Nucleate region was identified with a constant temperature region, and here, the 
flow will be bubbly or slug flow. The transition region was distinguished by a sharp 
temperature rise, whereas the film boiling regime was distinguished by a constant 
temperature gradient and a flow structure that could be annular or stratified. These 
regimes occurred in inverse order in the normal chill down processes. In addition to 
this, a sudden temperature drop was found along with the transition regime. The cold 
blow experiment was physically similar to the chill down process. Flow through 
a packed bed of spheres created eddies, and hence, a large amount of turbulence 
was imparted to the flow. Often these eddies could tear off the boundary layer and 
vapour-fluid interfaces. Therefore, film boiling and transition regimes would not be 
distinguishable in these cases as shown in Fig. 3.

Figure 3 depicts the chill down curves of the regenerator with a porosity of 0.6 
during the cold blow process at mass flow rates of 2.29 g/s, 2.813 g/s and 3.33 g/s 
at various locations. From Fig. 3, it was observed that for a lower mass flow rate of 
2.29 g/s and there was a difference of 149 s in chill down time between inlet and 
exit of the regenerator and, the chill down time decreased to 67 s with an increase in 
mass flow rate to 3.33 g/s. 

Figure 4 shows the distribution of temperature along with the regenerator for 
different mass flow rates. It was discovered that there was a temperature gradient 
along the length of the regenerator. This temperature gradient increased with the 
increase in mass flow rate due to the increase in utilization factor. An increase in 
temperature gradient with respect to the length of the regenerator with an increase 
in porosity was observed due to larger void spaces in the high porosity regenerator 
matrix. The working fluid passing through the void spaces separates into vapour and 
liquid phases, and this vapour phase may hinder the liquid phase from involving in 
heat transfer with the solid matrix. However, in low porosity beds where the void 
space was less, the vapour-liquid interface may tear off resulting in better heat transfer 
due to higher turbulence.

Figure 5 shows the chill down curves for varying mass flow rates and at different 
porosities of the regenerator. It was noted that the chill down time decreased with an 
increase in mass flow rate at constant porosities. The thermal capacity of the working 
fluid increased with a considerable increase in mass flow rates, which in turn resulted 
in an increase in utilization factor. The increased thermal capacity of the working 
fluid allows heat to be removed at a faster rate, allowing for faster chill down. It was 
observed that there was a decrease in chill down time by 226 s with an increase in 
mass flow rate by 45% for regenerator with porosity 0.4 and the drop in chill down 
time reduced to 183 s with an increase in mass flow rate by 45% for porosity 0.6.

The effect of the porosity of the packed bed on the thermal response of the regen-
erator is better represented by Fig. 6. The temperature drop for the regenerator bed 
with porosity 0.4 is much greater than for the regenerator with higher porosities, as
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Fig. 3 Temperature time 
graph for porosity 0.6 at 
different mass flow rates a 
2.29 g/s, b 2.813 g/s and c 
3.33 g/s
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Fig. 4 
Temperature-dimensionless 
position plot at different 
mass flow rates a 2.29 g/s, b 
2.813 g/s and c 3.33 g/s
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Fig. 5 Temperature time 
graph at different porosities 
a 0.4, b 0.5 and c 0.6
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shown by the plot. A higher surface area to volume ratio is the characteristic of a 
lower porosity regenerator. Heat transfer between the regenerator matrix and working 
fluid will be increased due to increased surface area.

Figure 7 shows the Nusselt number–Reynolds number plot for porosities 0.4, 0.5 
and 0.6. Nusselt number varied directly with Reynolds number, the heat transfer 
characteristics could be enhanced with the increase in Reynolds number. There was 
an increase in Nusselt number by 25% with an increase in mass flow rate by 45% for 
all the three porosities. This enhancement in heat transfer was due to the increase in 
the turbulence of flow with the increase in Reynolds number. Whereas the increase in 
Nusselt number was caused by an increase in convective heat transfer between wall 
and fluid as a result of a decrease in the wall and bulk temperature due to increased 
mass flow [16].

The particle diameter has a significant role in the pressure drop and heat transfer 
characteristics of a packed bed regenerator. Irrespective of operating condition and 
regenerator dimensions, friction factor (f ) had a direct relation with pressure drop 
which depends on particle Reynolds number only [7]. From Fig. 8, it was observed 
that with the decrease in porosity of the regenerator, the friction factor increases. A 
linear trend was observed in regions of low particle Reynolds number values since 
Darcy’s law remains valid over these regions. The deviation from this occurs due to 
inertia effects caused by increased particle Reynolds number. The Colburn factor is 
a direct implication of heat transfer characteristics. As shown in Fig. 9, the enhanced 
Colburn factor is observed with low porosity values.

Heat transfer characteristics of a packed bed regenerator could be duly enhanced 
with the use of a low porosity matrix. However, this could earn penalties in pressure 
drop of the flow through the packed bed. So, for an economical operation of the regen-
erator, a balance between these two factors is of greater importance. Figure 10 shows 
the plot between j/f and Reynolds number. The ratio j/f is of greater significance as 
the friction factor (f ) is a direct implication of pressure drop and the Colburn factor 
(j) is a representation of the heat transfer characteristics of the regenerator. Regen-
erator geometry with higher j/f with respect to Reynolds number is better under 
pressure drop and heat transfer considerations [17]. Thus, regenerator bed with a 
low porosity value is better suited for the purpose. Similar to Fig. 10, Fig.  11 also 
showed the variation of the ratio of non-dimensional numbers representing pressure 
drop and quality of heat transfer against Reynolds number. Here, for representing 
pressure drop in a certain length, “number of pressure heads” (NPH) was used and the 
“number of transfer units” (NTU) represents the heat transfer quality. From Fig. 11, 
the geometry with porosity 0.4 is preferred, considering heat transfer and pressure 
drop. An increase in turbulence could be clearly interpreted from the elevated curves 
at a high Reynolds number.

The improved effectiveness is an inevitable requirement for a regenerator. Many 
thermophysical parameters have a direct influence on the effectiveness of a regen-
erator. Porosity and working mass flow rates have a better influence on it. This is 
better shown in Fig. 12. It indicated that with an increase in mass flow rate, the heat 
transfer increased in regenerator bed with lower porosities since low porosity bed 
provided a greater surface area for heat exchange. In addition to this, higher porosity
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Fig. 6 Temperature time 
graph at different mass flow 
rates a 2.29 g/s, b 2.813 g/s 
and c 3.33 g/s
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Fig. 7 Nusselt number versus Reynolds number graph

Fig. 8 Friction factor versus particle Reynolds number

regenerator bed possessed large void spaces which could facilitate the escape of a 
part of working fluid without proper heat exchange. An increase in mass flow rate 
alone will not accelerate the heat transfer rates, since a portion of the working fluid 
was bypassed without taking part in the heat transfer mechanism. This contributed 
to a significant reduction in the effectiveness of the regenerator bed. As porosity
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Fig. 9 Colburn factor versus Reynolds number

Fig. 10 j/f versus Reynolds number

decreased to 0.4, the effectiveness values were drastically increasing. This higher 
slope towards lower porosity values regardless of mass flow rates indicated that 
porosity has an inverse relation with effectiveness.
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Fig. 11 NPH/NTU versus Reynolds number

Fig. 12 Effectiveness versus porosity
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4 Conclusion 

An experimental investigation on stainless steel spherical bed regenerator was 
successfully conducted with liquid nitrogen as working fluid for three different mass 
flow rates (2.29, 2.813, 3.33 g/s) and porosities (0.4, 0.5, 0.6). 

The following were the major findings from the study:

• The rapid chill down was achieved for the regenerator at higher mass flow rates 
due to a tremendous increase in utilization factor.

• The friction factor increased with an increase in mass flow rate, and this could 
earn penalties in the form of pressure drop.

• An increase in Nusselt number accounting to 25% was achieved with a 45% 
increase in mass flow rate at all three porosities.

• Maximum effectiveness of 0.798 was obtained for regenerator with porosity 0.4 
at a mass flow rate of 3.33 g/s.

• An optimum porosity of 0.4 at a mass flow rate of 2.29 g/s was obtained for the 
regenerator in the present study, considering both pressure drop and heat transfer 
characteristics. 
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Design, Development, and Numerical 
Analysis of Mist Nozzle and Its Impact 
on Performance Parameters 
of an Evaporative Cooler 

Avinash M. Deshmukh, S. N. Sapali, Ajit B. Shinde, and Niyaj D. Shikalgar 

Abstract The comfort cooling system is considered one of the major elements that 
absorbs high energy from all today’s essential commodities. And, it is one of the 
sources for global warming. An evaporative cooling system is commonly referred to 
as an alternative to air-conditioning systems working on vapour compression refriger-
ation cycles. Comparatively, the evaporative cooling systems consume 55–75% less 
energy compared to the phase change refrigeration system. In this research article, 
the development of a mist nozzle and its CFD simulation is carried out at different 
inlet water temperatures and its effect on pressure drop at the outlet end of the 
nozzle. By measuring the reduction in temperature, cooling capacity, and saturation 
efficiency, the experimental analysis leads to the discovery of performance charac-
teristics such as cooling effect. These performance parameters were measured in a 
variety of environments and with variable air mass flow rates. Using the experimental 
data, a linear regression analysis is used to construct an empirical association to fore-
cast the decline in air temperature. The experimental cooling air temperature and the 
predicted cooled air temperature are validated and found with good agreement. 

Keywords Mist nozzle · Evaporative cooling · Air conditioning
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1 Introduction 

Comfort air conditioning is an integral part of industrial and domestic appli-
cations. It helps to provide and maintain the temperature and humidity of the 
space/equipment/human being as per the requirement. In domestic applications, it 
consumes around 30% of the electricity of total electrical energy consumption, also 
harming the environment. The mist spray’s direct evaporative cooler can be consid-
ered as an alternative system for providing and maintaining the comfort conditions 
as required in domestic as well as in industrial applications, of course, with certain 
limitations. This research article focuses on the development of design and develop-
ment of an evaporative cooler without using any cooling pad and water circulation 
pump. A fine mist spray is generated by using a combination of mist nozzle (3) and 
spinning disc having projected teeth attached to the fan blade (2) as shown in Fig. 1. 

The evaporation rate of swamp coolers, which are widespread in arid climates, 
was calculated, and it was discovered that the mist spray evaporative cooler is more 
efficient and effective in terms of water and energy consumption [1]. Chakrabarti et al. 
[2] constructed a one-dimensional energy and mass balance model that can predict 
the effect of various parameters on the air temperature inside the air washer heat 
exchanger, such as the temperature of the water used for feeding, airflow rate, and air 
humidity. The cooling impact of an oscillating mist fan in a large indoor space was 
tested, and it was discovered that a 5% increase in local humidity reduced the temper-
ature by 0.2–2.5 K [3]. Researchers in Niamey, Niger Republic, utilized a theoretical 
feasibility index model to evaluate the evaporative cooler’s month-by-month poten-
tial [4]. The feasibility index is used to measure whether evaporative cooling provides 
comfort cooling or not. It is based on the difference between wet-bulb temperature

Fig. 1 Block diagram of the 
test set-up 
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and wet-bulb depression (the difference between the DBT and WBT). To anticipate 
the output air temperature, Igor et al. [5] analysed a numerical model using a compact 
metallic air/water interface direct evaporative cooler. The experimental findings are 
compared to projected results, with a maximum error of 1.33%. By studying the 
exchange of energy and concentration between the air stream and water mist parti-
cles, Wu et al. [6] suggested a simple correlation to calculate the cooling efficiency 
theoretically. Sheng and Nnanna [7] established a formula to assess the performance 
of outlet frontal air velocity and cooling impact. According to the findings, cooling 
effectiveness is proportional to frontal air velocity. EI-Sayed [8] has created a math-
ematical model of an evaporative cooling pad’s heat and mass transfer balance to 
optimize performance-affecting parameters and anticipate outlet air qualities under 
various operating parameters’. Riangvilaikul and Kumar [9] modelled the dew point 
heat and mass transfer process. The testing results show that the performance of the 
mist spray evaporative cooler is greatly improved in terms of temperature reduction, 
increased cooling capacity, and saturation efficiency, as well as a significant reduc-
tion in energy input, noise level, and water usage. Because the unit does not require 
water storage, it is almost free of fungus and mosquitoes. Mist spray with and without 
cooling pads, various types of cooling pad materials, and mist generating techniques 
have all been the subject of extensive investigation. 

2 Development of Nozzle 

The nozzle body, spacer, and orifice disc are the three basic components of a low-
pressure mist spray nozzle. Internally, the nozzle body has three different diameter 
holes. From the entrance to the outlet, the hole diameters grow. The spacer is inserted 
into the nozzle body and has a cylindrical pin form that freely rotates or swirls. At 
the nozzle body’s outlet end, an orifice disc is press-fitted. A small conical hole is 
located in the centre of the orifice disc. Fluid enters through the inlet end, which has 
a smaller bore diameter than the spacer, and the spacer rotates in the nozzle body, 
creating a swirling effect on the fluid and forcing it onto the orifice disc, which, 
in turn, imparts a swirling flow to the fluid before discharging it through the spray 
orifice, producing very fine droplets of the fluid. In comparison to current existing 
mist generation systems, this unique designed mist nozzle creates swirling effect 
by rotation of cylindrical pin. This nozzle is easy to manufacture and having low 
maintenance cost along with reliable performance (Fig. 2).

2.1 CFD Analysis of Mist Nozzle 

Effect of pressure drop through the nozzle by varying the inlet water temperature is 
analysed by keeping the water flow rate, inlet pressure constant. A nozzle is used to 
generate a high velocity of water by a drop in pressure. This nozzle is designed in
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Fig. 2 Pictorial view of the developed nozzle

such a way that its internal diameters are of varying in size. A small rotating spacer 
is used to give the swirling action to the water particles and is used to reduce the 
pressure of the inlet water by increasing the velocity. When this high-velocity water 
is passed through a small orifice it generates the fine mist spray. In this CFD analysis, 
we have tried to attempt to find the effect of the inlet water temperature on the outlet 
pressure of water through the nozzle. The impact of incoming water temperature on 
pressure drop is depicted in Fig. 3. The CFD analysis is carried out by changing the 
water temperature from 27 to 40 °C, while the other parameters such as the rounded 
spacer diameter of 1.95 mm, inlet pressure 3 bar are kept constant. 

The summary of variation in a drop in pressure concerning the rise in inlet water 
temperature is recorded as in Table 1.

According to the analysis, when the temperature of the incoming water rises, the 
pressure at the nozzle’s outlet drops, resulting in a rise in vacuum pressure, which 
causes high velocity at the exit and helps to generate the mist spray. We completed 
this investigation for a temperature range of 27–40 °C and observed that after 35 °C 
there was a maximum pressure reduction. As the temperature rises over 35 °C, the 
vacuum pressure begins to fall, as illustrated in Fig. 4.

Fig. 3 Effect on a drop in pressure when the inlet water temperature is 27 °C 
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Table 1 Variation in a drop  
in pressure concerning inlet 
water temperature in the 
nozzle 

Sr. No. Inlet temperature of water 
(°C) 

Drop in pressure (bar) 
(vacuum pressure) 

1 27 0.09277 

2 30 0.1302 

3 33 0.1516 

4 35 0.1819 

5 36 0.1286 

6 40 0.1202 

7 27 0.09277
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Fig. 4 Variation in vacuum pressure at the outlet of the nozzle 

3 Experimentation 

The rate of evaporation is determined by four key factors: the ambient temperature, 
relative humidity, airflow rate, and the free contact surface area between the air and the 
water surface. Looking at it, we do not have control over the ambient circumstances, 
and increasing the airflow rate increases the system’s power consumption; therefore, 
the only option left is the free contact surface area between the air and water surface. 
As a result, we used a combination of the mist nozzle and the spinning disc in the 
proposed experimental set-up to try to improve the free contact surface area between 
the air and water surface. The proposed experimental set-up is made up of five primary 
components: an axial fan, a low-pressure mist nozzle, a spinning disc, a fluid flow 
control valve, and a working duct/cabinet, as illustrated in Fig. 5. The fine mist is 
generated by the mist nozzle, which operates at a low pressure of 60–100 psi. This 
mist spray is projected on the spinning disc attached to the fan blade, and the mist 
water sprayed on the spinning disc is propelled outward along the disc surface due 
to centrifugal force and strikes the spinning disc’s projected fins, where it is sheared



376 A. M. Deshmukh et al.
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cooler 
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Fig. 5 Experimental set-up of evaporative cooler 

into small particles, increasing the surface area of open interaction between air and 
water particles. 

4 Result Analysis 

The experimental performance evaluation of the mist nozzle, effect of the orifice 
diameter of the nozzle on the mass flow rate, the effect of inlet water temperature of 
the nozzle on the mist generation or outlet pressure, and rise in velocity is performed. 
The role of various geometrical parameters of the spinning disc on the mist spray 
generation and performance of the evaporative cooler is discussed. The effect of 
the mass flow rate of air, the mass flow rate of water, on the performance measuring 
parameters of the evaporative cooler such as coefficient of performance of the cooler, 
saturation efficiency of the evaporative cooler, the outlet temperature of the air is 
discussed. Specific humidity is the mass of water contained by a unit mass of dry air. 
Relative humidity can be increased by introducing water in the form of numerous 
minute droplets into the air, using a process known as atomization by using the 
mist spray nozzle. The coefficient of performance is evaluated for various ambient 
conditions and with a varied mass flow rate of air. 

The flow rate of water is varied by changing the nozzles of orifice diameter ranging 
from 0.3 to 1.0 mm as shown in Fig. 6, and the data recorded is as shown in Table 2.

From Fig. 7, it is observed that flow rate of water is almost linearly increasing 
with respect to orifice diameter. After the experimentation, as shown in Fig. 8, it is  
observed that the saturation efficiency increases with a rise in the mass flow rate of 
water, but at the same time the blow off quantity of water increases, so practically by 
taking care of cooling capacity and water quantity the mass flow rate of water 2.6 Lph 
is optimized with orifice diameter of nozzle is 0.6 mm. If you observe the saturation
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Fig. 6 Set of nozzles of varying orifice diameters 

Table 2 Effect of Orifice 
diameter on the flow rate of 
water and saturation 
efficiency 

Sr. No. Orifice diameter 
(mm) 

The flow rate of 
water (Lph) 

Saturation 
efficiency % 

1 0.3 1.2 56 

2 0.5 2.3 72 

3 0.6 2.6 79 

4 0.7 3.1 82 

5 0.8 3.96 84 

6 0.9 4.8 85 

7 1.0 6.2 86

efficiency at orifice diameter 0.6 mm is 79%, and at 1 mm orifice diameter, it is 86%; 
here, the change in saturation efficiency is only 7%; to achieve this, almost 3 times 
more water quantity is required. Hence, the 0.6 mm orifice diameter is optimized. 
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Fig. 7 Variation of flow rate of water with respect to nozzle orifice diameter
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Fig. 8 Variation in saturation efficiency with respect to nozzle orifice diameter 

The MSDEC’s saturation efficiency rises with an increase in air mass flow rate 
until it reaches a limit, at which point it begins to drop. Fine water particles are 
sprayed on the rotating spinning disc by the mist nozzle. Due to centrifugal action 
along the exterior surface of the disc, these water particles are driven forth and strike 
the projected fins on the spinning disc’s periphery. The disc’s projected fins shear 
the water particles into tiny particles once more, increasing the contact surface area 
between the water particles and the warm inlet air. 

The mass flow rate of air was varied from 0.2 to 0.7 kg/s during the experiment. 
It has been noted in Fig. 9. 

Minitab 17 is used to do the regression analysis. In this study, regression analysis 
is performed on 25 sets of experimental observations for distinct ambient conditions, 
and utilizing this data, the outlet air temperature T 2 of the mist spray direct evaporative 
cooler can be determined using empirical correlation. 

T2predicted = 5.52 + (0.394T1) + (0.0042RH) + (439ω) (1)
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Fig. 9 Effect of mass flow rate of air on saturation efficiency 
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Fig. 10 Comparison of outlet air temperature 

Equation 1 is specific for this experimental set-up and best suitable for the ambient 
air temperature range of 25–45 °C, the relative humidity in the range of 10–80% and 
inlet air velocity from 2 to 6 m/s. This equation predicts the outlet air temperature is 
in the order of ±8%. Figure 10 shows the values of anticipated outlet air temperature 
estimated with the assistance of developed empirical correlation, and the values of 
measured outlet air temperature are in good agreement. 

5 Conclusion 

A low-pressure mist nozzle and its CFD simulation are carried out by varying the 
inlet temperature of the water. It is observed that there is an impact of variation in 
water temperature on the drop in pressure at the outlet end of the nozzle, resulting 
in a rise in vacuum pressure, which causes high velocity at the exit and helps to 
generate the mist spray. The experimental setup contains an axial fan with a speed 
regulator, spinning disc, and low-pressure mist nozzle. The temperature, cooling 
capacity, and saturation efficiency drop in the range of 5°–12°, cooling capacity up 
to 4 kW, and saturation efficiency in the range of 40% to 80%, respectively. It is 
also observed that these variations are an effect of ambient conditions, like ambient 
temperature and relative humidity, the mass flow rate of air. An empirical correlation 
is developed based on the experimental results by using the regression fit model. The 
outlet air temperature after cooling is found in good tune with the predicted value of 
cooling air temperature. The concept of mist generation could be applied in various 
industrial and agriculture industry applications, and the model can be scaled as per 
the applications.
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