
Chapter 12 
ANN: Concept and Application in Brain 
Tumor Segmentation 

Amit Verma 

Introduction 

Nowadays, artificial network (AI) has become a part of almost all the fields to improve 
accuracy and to automate the work, with higher precision. In the medical field, still 
there are lot of areas in which AI can play a vital role in better diagnosis. Brain 
tumor segmentation is one of the emerging areas in which many researchers are 
doing work to automate the process of brain tumor segmentation based on Medical 
Resonance Imaging (MRIs). In a broad sense, the term brain tumor segmentation 
means identifying the presence or absence of tumor in MR image. It is not restricted 
only to identifying the presence or absence of the tumor but also AI-based algorithm 
can identify the exact area of the tumor that can help doctors for better diagnosis. Until 
today, various automatic and semi-automatic methods proposed for the segmentation 
process [1–3]. The fully automatic [4, 5] approach requires a very high computation 
time and the seed pixels are automatically selected by the algorithm. Whereas in 
the semi-automatic method [6–8] users manually select the Region of Interest (RoI) 
to provide as input for the execution of the algorithm, therefore, the computational 
time is lesser as compared to the fully automatic approach. Artificial Neural Network 
(ANN) is widely used by many researchers to automate/semi-automate the process 
of brain tumor segmentation with higher accuracies. ANN is based on the working 
and structure of the mind as shown in Fig. 12.1, where the basic structure of the brain 
resembles the neural network. The dendrites act as input layer in ANN that takes the 
input from the user and provides it to the neuron, which processes it and sends it to 
the output layer. In shown in Fig. 12.1b, there are three inputs, given to the neuron for 
some processing and have some specific weights. Neuron process the information
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Fig. 12.1 Brain neuron structure depicted as ANN basic structure 

and provide the result. Figure 12.1b represents a structure of a neural network with 
no hidden layer, also called perceptron (or single-layer neural network) [9–12]. 

ANN used in extracting information from medical images for segmenting and 
classifying of brain tumors in MRIs. ANN-based methods produce better results as 
compared to machine learning methods, mainly two main methods are used for the 
segmentation/classification approach that is patch based and semantic segmentation 
[13–17] 

Concept of ANN and Activation Function 

A very basic or single-layer neural network comprises the input layer, neuron, and 
output layer. Neuron process the information given by the input layer on the basis 
of assigned weights and provide the output y'. Every neuron performs two steps first 
as a summation of input values and weights and applies the activation function on 
the summation as shown in Fig. 12.2. In step 1, the summation of input values and 
weights are performed as shown in Eq. 12.1 represented by S where n is a number 
of features (x1, x2, …, xn). 

Fig. 12.2 Neuron
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S = 
nΣ

i=1 

Wi Xi (12.1) 

Step 2 is an application of the activation function to activate the particular neuron. 
The activation function decides whether the neuron will be activated or remain deac-
tivated based on the value of S. During the forward propagation from left to right, the 
activation function decided which of the following neurons will take part in predicting 
the final result y' as shown in Fig. 12.3. Now,  y' (predicted result) is compared with 
the actual y for that input (single row of the dataset). Now the weights are adjusted 
to minimize the difference between y' and y which is represented by C as shown in 
Eq. 12.2. The equation is squared to remove the negation sign. And, the process of 
adjusting weight continues till the value of C become almost zero. 

C = 
1 

2

(
y' − y

)2 
(12.2) 

This process of adjusting the weights recursively to minimize C that is Mean 
Squared Error (MSE) is called backpropagation [18, 19].

Fig. 12.3 Process of 
forward propagation based 
on activation function 
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Activation Function (Φ) 

Based on activation function it is decided whether the particular neuron will 
contribute to the prediction of the result or not. Activation function ϕ is applied 
on the value of S. There are many activation functions that can be used according to 
the problem [20–25] 

Threshold Function 

It is used for binary classification problem that is in which the result either of the two 
classes (eg. 0 or 1, A or B). The threshold function cannot be used with multi-class 
problems. The graph of threshold function is shown below in Fig. 12.4, in which 
is the y-axis is representing the predicted output y' and the x-axis is representing 
the summation of input and assign weights. Now, let us take the problem of finding 
the correct output of AND operation using neural network and threshold function. 
Considering Table 12.1 of AND operation as now we will design a neural network 
to predict the result on the basis of the input and weights. 

Considering Fig. 12.5, the first node is the biased unit and the other two nodes 
are input and weights are assigned with blue color that is 10 to each connection. 
Now, when the first row is given as input to the network then in neuron the S will be 
calculated and the threshold activation function is applied to it to get the value of y'.

S = 10 + 10.x1 + 10.x2 
S = 10 + 10.0 + 10.0

Fig. 12.4 Threshold activation function 

Table 12.1 AND operation X1 X2 Y 

0 0 0 

0 1 0 

1 0 0 

1 1 1 
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Fig. 12.5 Neural network 
for the first input 

S = 10

Now, the activation function is applied on the value of S 

ϕ(S) = ϕ(10) 

According to the Fig. 12.4, the  value of  ϕ(10) will be equal to 1, so y' for this 
particular input will be 1. But, according to Table 12.1 it must be equal to 0. 

Therefore, according to Eq. 12.2 the value of C = 1/2 which is very high and now 
to minimize the value of C backpropagation is done to adjust the weights as shown 
in Fig. 12.6. 

Now, again we calculate the new y' with new weights as shown in below lines 

S = −30 + 20.x1 + 20.x2 
S = −30 + 20.0 + 20.0 
S = −30 

Now, the activation function is applied on the value of S 

ϕ(S) = ϕ(−30)

Fig. 12.6 Neural network 
with new weights 
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Fig. 12.7 Second input is 
given in input layer 

According to Fig. 12.4, the  value of  ϕ(−30) will be equal to 0, so y' for this 
particular input will be 0. And as the actual value of y for this particular input is also 
0; therefore, we will consider these weights and calculate the value for another set 
of inputs (second row) as shown in Fig. 12.7. 

Again the value of S and ϕ(S) will be calculated to compute the value of y'. 

S = −30 + 20.x1 + 20.x2 
S = −30 + 20.0 + 20.1 
S = −10 

Now, the activation function is applied on the value of S 

ϕ(S) = ϕ(−10) 

According to Fig. 12.4, the  value of  ϕ(−10) will be equal to 0, so y' for this 
particular input will be 0. And as the actual value of y for this particular input is also 
0; therefore, we will consider these weights and calculate the value for another set 
of inputs (third row). 

S = −30 + 20.x1 + 20.x2 
S = −30 + 20.1 + 20.0 
S = −10 

Now, the activation function is applied on the value of S 

ϕ(S) = ϕ(−10) 

Again the value of ϕ(−10) is 0, so y' for this particular input will be 0. And as the 
actual value of y for this particular input is also 0; therefore, we will consider these 
weights and calculate the value for another set of inputs (final row). 

S = −30 + 20.x1 + 20.x2
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S = −30 + 20.1 + 20.1 
S = 10 

Now, the activation function is applied on the value of S 

ϕ(S) = ϕ(10) 

According to Fig. 12.4, the  value of  ϕ(10) will be equal to 1, so y' for this 
particular input will be 1. And as the actual value of y for this particular input is also 
1; therefore, our model is working correctly and accurately for predicting the result 
of AND operation. 

Sigmoid Function 

The working of sigmoid function is same as discussed in the previous section, the only 
difference is the graph or representation of sigmoid function is different as shown in 
Fig. 12.8. According to the figure, y-axis is representing the predicted output y' and 
x-axis is representing the summation of input and assign weights. 

In this case, we will see the working of sigmoid function for the same AND logic 
and consider the weighted neural network as shown Fig. 12.7. When the first row of 
Table 12.1 is given as input to the neural network than in the neuron the value of S 
and ϕ(S) will be get calculated. 

S = −30 + 20.x1 + 20.x2 
S = −30 + 20.0 + 20.0 
S = −30 

According to the sigmoid graph as shown in Fig. 12.8 as the value of S = −30 
that is x = −30 as the value x is far left from 0; therefore, the value of ϕ(x) would 
be 0 that is y' = 0. And as the actual label that is the value of y for the particular 
row is also 0; therefore, the model is working great with these weights. Similarly, 
the second row is given as input to the neural network and the value of S and ϕ(S)

Fig. 12.8 Representation of 
sigmoid activation function 
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will be get calculated. 

S = −30 + 20.x1 + 20.x2 
S = −30 + 20.0 + 20.1 
S = −10 

According to the sigmoid graph still the value x is at the left from 0; therefore, 
the value of ϕ(x) would be near to 0 that is y' = 0. Following the similar process, 
the output would be predicted for third input row 

S = −30 + 20.x1 + 20.x2 
S = −30 + 20.1 + 20.0 
S = −10 

Again the value of x is at the left from 0; therefore, ϕ(x) would be near to 0 that 
is y' = 0. Finally, we calculate for the last input row. 

S = −30 + 20.x1 + 20.x2 
S = −30 + 20.1 + 20.1 
S = 10 

In this case, the value of S = 10 and the value of x = 10 which would be right of 
the 0 according to the sigmoid graph. Therefore, the value of ϕ(x) would be near to 
1 that is y' = 1. 

Hyperbolic Tangent (tanh) 

This activation function is also very similar to the sigmoid function, the only differ-
ence is it takes any input value and scale it with in the range of −1 to 1, whereas 
sigmoid function scale the input in the range of 0 to 1. If the input is a greater real 
number than the output would be close to 1 and if the input to the activation function 
is greater negative number than the output of the activation function will be close to 
−1 as shown in Fig. 12.9.

Rectifier Function (ReLU) 

It just propagate the positive input that is if the value of S is greater than 0, where S 
is the summation of product of weights and inputs as shown in Eq. 12.1. The graph 
of ReLU is shown in Fig. 12.10 which show that if the value of x > 0 than the value 
of ϕ(x) would be equal to x , where x = S.
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Fig. 12.9 Representation of 
ReLU activation function

Fig. 12.10 Representation 
of rectifier activation 
function 

ReLU activation function is one of the most popular function used in neural 
network with multiple layers or we can say it is a default activation function in 
neural network with multiple layers. As threshold activation function can only be 
used for binary classification problem, sigmoid and tanh activation function face 
the problem of vanishing gradient [26] during back propagation for adjusting the 
weights. 

Steps Involved in ANN 

Here, we will discuss the basic steps required for the application of ANN for any 
particular problem. 

Step 1—Randomly assign the weights to the first layer, weights are recommended 
to be close to 0 but not 0 it could be in range from −0.5 to +0.5. 

Step 2—Input the first row of the dataset to the input layer and the number of nodes 
in the input layer should be equal to the number of independent input that is number 
of features or number of columns. 

Step 3—Now, propagate the network from left to right by assigning weights and 
applying the activation function until we get y' that is the predicted output. This 
process is called forward propagation. 

Step 4—Now, calculate the difference of predicted y' with the actual y and adjust 
the weights from last layer to the first layer more generally from right to left. The
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adjustment of weights should be done in such a way that error get minimized. This 
process of adjusting the weights from right to left is called back propagation. 

Step 5—Now, repeat above 4 steps, it can be done either for every input at once and 
adjust the weights after that or the batch of inputs at once and update the weights 
after getting the error of particular batch. 

Step 6—After one epoch, the process can be repeated for multiple epoch until we get 
the global minima. Here, epoch means that we get the neural network (with weights) 
after inputting all the data in the network. More epochs can be done until we reach 
the global minima. 

Application of ANN in Brain Tumor Segmentation—Image segmentation defined 
as a process of partitioning segmenting the area of interest from the image. It is 
having a wide range of applications in the field of medical science. Majorly, used 
in brain tumor segmentation, tissue classification, fracture detection, tumor volume 
calculation, lung tumor segmentation and many more. A brain tumor considered as 
an abnormal growth of tissues in any random shape. It can be malignant or benign, 
only malignant cells are cancerous that multiplied or grow at a very high rate. MRI 
considered as an evolutionary development in the field of brain tumor segmentation. 
MRIs provide significant information about the brain tissues with different modalities 
like FLAIR, T1, T1c, and T2. Various modalities with segmented mask of MR image 
are shown in Fig. 12.11 as per BraTS 2013 dataset [27]. These MRI are analysis by the 
radiologist for manually or knowledge base segmentation of brain tumor to generate 
the report for the same. These reports are very much to the human error. Moreover, 
manual segmentation of brain tumor based on MR images is very tedious task. As 
these reports play a pivotal role in the diagnosis of the patient. Therefore, the accuracy 
of brain tumor segmentation and uniformity of reports from different MRI machine 
are two major issues in the field of medical science. 

Considering the above requirement, it is indispensable to have an automated 
approach for segmenting the brain tumor MR images with high accuracy. There-
fore, many researchers has contributed various semi-automated and fully automated 
methods for brain tumor segmentation. With the evolution of machine leaning, many 
researchers propose various methods with the remarkable results in brain tumor 
segmentation. Support vector machine, random forest, KNN, and K-mean clustering 
are some majorly used machine learning algorithms used for brain tumor segmen-
tation. However, the accuracy of machine learning based models have great scope

Fig. 12.11 Example of brain tumor MRI modalities FLAIR, T1, T1c, and T2 
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Fig. 12.12 Brain tumor segmentation 

of improvement. Moreover, even after providing large amount of data the accuracy 
of machine learning models remain stagnant. With the profuse of high quality MRI 
data availability, neural network become emerging approach for various researchers. 

Artificial neural network, adopted as promising approach by the researchers to 
proposed automatic method for brain tumor segmentation. In addition, used for pixel 
wise binary classification that is tumor or non-tumor [28–30]. Moreover, multi-class 
classification models used ANN results in higher accuracy as compare to various 
outperforming machine learning methods. ANN is a complex network of artificial 
neurons and multiple hidden layers. The input given to the input layer, traverse 
through the web of hidden layers before giving a relevant output. Forward and back-
ward propagation used to fine tune the network for better accuracy or minimize 
loss. In [31], the author has proposed a novel method for brain tumor segmenta-
tion, by fusing SVM and ANN. The segmented brain tumor in MR images shown in 
Fig. 12.12. 

Feed-forward neural network (FNN) is one of the simple ANN used for brain 
tumor segmentation [32–35]. Information flow from input to output layers, traversing 
through multiple hidden layers. FNN model can be trained using forward and back-
ward propagation approach. Forward neural network [36] proven better than some 
standard machine learning algorithms like Bayesian and KNN with accuracy of 80%. 
In [37], author proposed a brain tumor segmentation method based on feedback 
pulse coupled neural network, features of the images extracted using DWT. More-
over, dimensionality also reduced with principle component analysis, to improve 
the computation process. Shenbagarajan et al. [38] proposed a novel model for 
brain tumor segmentation by integrating region-based active contour model for 
segmentation and ANN for classification. 

Conclusion 

In this, we discussed the concept and importance of artificial neural networks in 
solving complex problems. The role and types of activation function are discussed 
in detail, and which activation function should be used for a particular problem. 
Artificial neural network plays a vital role in automating the process of segmenting 
various medical images, for example, brain tumor segmentation. With this automa-
tion, uniformity can be maintained in the results of MR images so that doctors
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can diagnose the patient in a much better way. Activation function is discussed, 
for example, as the activation function plays a major role in designing any neural 
network. The concept of front and backpropagation is also discussed. In the future, 
deep learning and machine learning algorithms can be used in various other medical 
areas which are still unexplored by many researchers to give some useful contribution 
in medical field. 
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