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Series Editor’s Preface

The Indian Institute of Metals Series is an institutional partnership series focusing
on metallurgy and materials science and engineering.

About the Indian Institute of Metals

The Indian Institute of Metals (IIM) is a premier professional body (since 1947)
representing an eminent and dynamic group of metallurgists and materials scientists
and engineers from R&D institutions, academia and industry, mostly from India.
It is a registered professional institute with the primary objective of promoting and
advancing the study and practice of the science and technology of metals, alloys and
novel materials. The institute is actively engaged in promoting academia-research
and institute-industry interactions.

Genesis and History of the Series

The study of metallurgy andmaterials science and engineering is vital for developing
advanced materials for diverse applications. In the last decade, the progress in this
field has been rapid and extensive, giving us a new array of materials, with a wide
range of applications and a variety of possibilities for processing and characterizing
thematerials. In order tomake this growing volume of knowledge available, an initia-
tive to publish a series of books in metallurgy and materials science and engineering
was taken during the Diamond Jubilee year of the Indian Institute of Metals (IIM)
in the year 2006. IIM entered into a partnership with Universities Press, Hyderabad,
and as part of the IIM book series, 11 books were published, and a number of these
have been co-published by CRC Press, USA. The books were authored by eminent
professionals in academia, industry and R&D with an outstanding background in
their respective domains, thus generating unique resources of validated expertise
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of interest in metallurgy. The international character of the authors and editors has
enabled the books to command national and global readership. This book series
includes different categories of publications: textbooks to satisfy the requirements
of undergraduates and beginners in the field, monographs on select topics by experts
in the field and proceedings of select international conferences organized by IIM,
after mandatory peer review. An eminent panel of international and national experts
constitutes the advisory body in overseeing the selection of topics, important areas
to be covered, in the books and the selection of contributing authors.

Current Series Information

To increase the readership and to ensure wide dissemination among global readers,
this new chapter of the series has been initiated with Springer in the year 2016.
The goal is to continue publishing high-value content on metallurgy and materials
science and engineering, focusing on current trends and applications. So far, four
important books on state of the art in metallurgy and materials science and engi-
neering have been published, and during this year, three more books are released
during IIM-ATM 2021. Readers who are interested in writing books for the series
may contact the Series Editor-in-Chief Dr. U. Kamachi Mudali, Former Presi-
dent of IIM and Vice Chancellor of VIT Bhopal University at ukmudali1@gmail.
com, vc@vitbhopal.ac.in or the Springer Editorial Director Ms. Swati Meherishi
at swati.meherishi@springer.com.

About New Horizons in Metallurgy, Materials
and Manufacturing

The book New Horizons in Metallurgy, Materials and Manufacturing presents an
overview of the evolution and opportunities associated with promising upcoming
fields in materials, metallurgy and manufacturing. There are a lot of interesting
fields at this tri-junction, such as alloy design, bio-materials, composites, high
entropy alloys, sensors, electronic materials, recycling and materials degradation.
The progress in these fields is further fueled by the advances in the analysis and fabri-
cation techniques such as correlativemicroscopy, additivemanufacturing and surface
engineering. The book discusses the above topics/fields covering advanced analysis
techniques, fabricationmethods and various technological applications. Each chapter
provides the basics of the respective field and comprehensively discusses the current
developments and future avenues, to arrive at a point where the reader acquires an
overall view of the field. Special emphasis is given on the scientific fundamentals
and application potential, in a way that readers of all backgrounds can get benefited.

mailto:ukmudali1@gmail.com
mailto:ukmudali1@gmail.com
mailto:vc@vitbhopal.ac.in
mailto:swati.meherishi@springer.com
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The editors Dr. Amber Shrivastava, Indian Institute of Technology, Bombay; Dr.
Chandan Srivastava, Indian Institute of Science, Bangalore; Dr. Sudhanshu Shekhar
Singh, Indian Institute of Technology, Kanpur; Dr. Amit Arora, Indian Institute of
Technology, Gandhinagar; and Dr. Nikhil Dhawan, Indian Institute of Technology,
Roorkee, have made excellent efforts to coordinate with specialists in the respective
field to provide ten articles of high relevance. These chapters in the most advanced
areas of materials engineering have been prepared by the well-experienced authors
meticulously for a reader to pursue research in those areas. This bookwill be a treasure
for those who are interested in learning everything about advanced materials and
manufacturing technologies and pursuing a career and study in the area of advanced
materials and manufacturing. The IIM-Spring Series gratefully acknowledge the
editors and authors for the excellent chapters covering a wide range of information
on the subject matter of interest to the readers.

Dr. U. Kamachi Mudali
Editor-in-Chief

Series in Metallurgy and Materials
Engineering

Vice Chancellor
VIT Bhopal University

Bhopal, India



Foreword

Materials and manufacturing is a discipline as old as human civilization; yet, the
subject keeps reinventing itself year to year such that one longs to—and needs to—
explore new horizons and the opportunities and challenges that lie ahead. Metallurgy
is an evolving subject which has got developed by mergers and differentiation of
various sub-disciplines. The impact that metallurgical industries have made on the
economies of countries, including India, has been significant.

Like a biologist, metallurgists and materials scientists need to deal with several
levels of organization of knowledge among which microstructure is central to the
subject. The understanding and application of the relationships between processing
(or synthesis), composition, microstructure, properties and performance distinguish
metallurgy from other branches of science and engineering. As Robert Cahn wrote,
“materials science has emerged by the process of integration rather than by splitting
of larger disciplines but, in practice, doubles up as a multi-discipline.”

The role of other disciplines in shaping metallurgy cannot be overemphasized.
For example, metal extraction, thermodynamics, transport phenomena and corrosion
are intertwinedwith chemical engineering and chemistry.Manufacturing engineering
grew out of the synergy betweenmechanical andmetallurgical engineering. The field
of functional materials and devices stands on the foundation of physics, electronics
and instrumentation. Computer science provides the tool to practically implement
Integrated Computation Materials Engineering. Likewise, statistics and data science
are the essential ingredients of the materials genome initiative which promises to
reduce materials development cycle from around 20 years to as low as five years. In
future, materials engineers may need to be even more inclusive in the development
of smart and novel materials and related devices if these are to be produced at
economically competitive prices.

Another way to look at materials, as Prof. P. Rama Rao once said, is to deal with
“materials as a system,” where skills and knowledge across hierarchies are integrated
to meet system objectives. The materials engineer may, therefore, assume the roles
of design, integration of knowledge and testing, to deliver products to the specified
properties.

ix
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Finally, the practicing metallurgist needs to develop the skill of looking at indus-
trial problems beyond the traditional boundaries of knowledge and specializations;
otherwise, metallurgy will remain only as an academic subject.

I am happy to see that young academics of our country decided to come together
and prepare a volume on the subject of metallurgy, materials and manufacturing. For
these are the leaders of tomorrow, and their perspectives on the subject matter with
regard to the future of the materials discipline.

Amol A. Gokhale
Former President

Indian Institute of Metals
Professor

Indian Institute of Technology Bombay
Mumbai, India
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Advanced Characterization and Calphad 
in Design and Development of Advanced 
High Strength Steels 

R. Veerababu, R. Balamuralikrishnan, and S. Karthikeyan 

1 Introduction 

1.1 Microstructure at Different Length Scales 

Understanding the microstructure at different length scales plays an important role in 
the design and development of new alloys or improving the performance of existing 
alloys. The microstructure can be characterized at different levels viz., optical, scan-
ning and transmission electron microscopies and 3D atom probe. Figure 1 shows the 
microstructures of high strength naval steels (HSNS) using different microscopy tech-
niques. At optical level (Fig. 1a), the microstructure shows the presence of banding 
of microstructure, grain size, types of phases, e.g., ferrite and pearlite. Finer details 
of the phases, relatively coarse precipitates along with their chemical compositions, 
can be obtained in scanning electron microscopy (SEM) (Fig. 1b). At electron back 
scattered diffraction (EBSD) level (Fig. 1c), microstructural features like different 
phases, grain size and its distribution, orientation of different grains, etc. can be 
characterized. Very fine microstructure details like dislocations, inter-and intra-lath 
particles of more than 5 nm size along with their chemistry and crystal structure can be 
obtained from transmission electron microscopy (TEM) (Fig. 1d and e). All the above 
microscopy techniques provide microstructural information in the lateral direction. 
3D atom probe (3DAP), with its single atom resolution, provides the microstructural 
information in the depth direction [1]. It helps in obtaining elemental distribution 
in different phases, various attributes of clusters and their evolution with processing 
and chemistry (Fig. 1f).

R. Veerababu (B) · R. Balamuralikrishnan 
Defense Metallurgical Research Laboratory (DMRL), Kanchanbagh, Hyderabad, India 
e-mail: veera.dmrl@gov.in 
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Fig. 1 Microstructure of high strength naval steels (HSNS) at different length scales; a optical, b 
SEM, c EBSD, d and e TEM and f 3D atom probe 

If one understands the microstructure of a given material at these different levels 
as a function of composition and processing windows and its correlation to the 
obtained mechanical properties of the material, one would be able to design a new 
composition or processing windows or modify the existing composition to achieve 
improved mechanical properties. This approach for alloy design has been employed in 
design and development of secondary hardening ultra-high strength (SHUHS) steels 
through balancing of strength and fracture toughness. This book chapter describes 
our efforts in minimizing the number of experiments in improving the strength of 
existing DMRL UHS steel without compromising the toughness. Initially, a brief 
background (Sect. 2) on the development of typical SHUHS steels and the current 
understanding of the microstructure of these steels has been presented followed by 
recent developments in understanding the microstructure using 3D atom probe with 
reference to DMRL UHS steel (Sect. 3.1). Since the objective of the work is to mini-
mize the number of experiments through thermodynamic calculations, ThermoCalc 
has been used extensively to understand the phase stability and its correlation to the 
achieved mechanical properties in typical SHUHS steels and DMRL steel. Ther-
moCalc findings and understanding of the microstructure in typical SHUHS steels 
and the DMRL steel have been used to select few alloys for experimental validation 
using thermodynamic calculations on DMRL steel by varying Cr and Mo contents 
and are presented in Sects. 3.2, 3.3, 3.4, 3.5, 3.6, and 3.7. Finally, before presenting 
the conclusions of the present work in Sect. 5, the opportunities and challenges asso-
ciated with the use of semi-empirical approach in alloy design have been presented 
in Sect. 4.
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Table 1 Nominal composition and mechanical properties of standard SHUHS steels 

Steel C Co Ni Cr Mo Fe Mechanical properties 

YS, MPa UTS, MPa KIC, MPa  
√
m 

HY180 0.10 8.0 10.0 2.00 1.00 Bal 1250 1380 233 

AF1410 0.16 14.0 10.0 2.00 1.00 Bal 1533 1675 158 

Aermet100 0.24 13.4 11.5 3.00 1.20 Bal 1724 1965 126 

Aermet310 0.25 15.0 11.0 2.40 1.40 Bal 1896 2172 71 

Aermet340 0.33 15.6 12.0 2.25 1.85 Bal 2068 2379 37 

2 Background 

2.1 Secondary Hardening Ultra-High Strength (SHUHS) 
Steels 

SHUHS steels possess excellent combination of high strength, fracture toughness 
and stress corrosion cracking resistance, which make them candidate materials for 
niche applications such as aircraft landing gear and armor [2]. Table 1 shows the 
composition and mechanical properties of the standard SHUHs steels in typical heat 
treatment conditions [3]. Chronologically, the standard SHUHS steels have been 
developed in the order: HY180, AF1410, AerMet100, AerMet310 and AerMet340. 
It can be seen that, except for Cr, amounts of all other alloying elements have been 
increased progressively from HY180 to AerMet340 steels. Cr has been increased to 
3wpct in AerMet100, decreased to ~2wpct and maintained in the vicinity of 2wpct in 
the later grades of steels. Mo and C have shown a continuous increase from HY180 
to AerMet340 steel. Co was increased significantly from HY180 to AF1410 and 
maintained at that level in the later grades, while Ni was increased steadily from 
HY180 to AerMet340. With increase in the amount of total alloying elements from 
HY180 to AerMet340, strength properties have also been increased with concomitant 
decrease in fracture toughness. 

2.2 Tempering Response of SHUHS Steels 

The microstructure of these steels in the as-quenched condition consists essentially 
of lath martensite along with small amounts of undissolved primary carbides such as 
MC, M6C and M23C6 [4, 5]. The typical tempering behavior of these steels (Fig. 2) 
reveals that [4, 6–11] during low temperature tempering (200–300 °C), the strength 
of the steel drops slightly with an increase in tempering temperature, it increases to 
reach a peak in the range 450–600 °C and tempering beyond this temperature results 
in a decrease in strength/hardness. In contrast, toughness increases marginally in the 
200–300 °C tempering range, decreases to a minimum in the vicinity of 425 °C and
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increases significantly when tempered beyond 425 °C. The toughness minimum at 
425 °C has been attributed to the formation of coarse cementite (Fig. 3a). Tempering 
beyond 425 °C, typically in the range 450–600 °C, results in the dissolution of this 
coarse cementite and provides carbon for the formation of fine dislocation nucleated 
M2C alloy carbides, which is associated with the peak hardness/strength of these 
steels. At even higher tempering temperatures, needle-shaped M2C precipitates begin 
to coarsen resulting in a slight loss of strength but accompanied by a disproportionate 
increase in toughness (Fig. 3b). For this reason, all secondary hardening steels are 
put into service in this slightly overaged condition. 

Fig. 2 Tempering response of AerMet100 steel [4] 

Fig. 3 TEM micrographs of Aermet 100 steel at a 427 °C and b 566 °C tempering treatments [4]
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3 Recent Developments and Current Status 

3.1 DMRL UHS Steel 

Steel similar to typical SHUHS steels, designated as DMRL UHS steel, is being 
developed at DMRL with a nominal composition (in wt. %) of 0.37C, 14.8Co, 13.7Ni, 
2Cr, 1Mo and Fe (bal.). Typical mechanical properties in different heat treatment 
conditions are shown in Table 2. This table shows that at similar strength levels, 
the samples tempered for 8 h at a given tempering temperature of either at 485 °C 
or 495 °C show nearly 50% improvement on fracture toughness. Microstructural 
characterization at SEM (Figs. 4a and b) and TEM (Figs. 4d and e) scales shows no 
apparent differences, and differences in cluster size and number density have been 
observed in 3D atom probe (Figs. 4c and f). The sample tempered for 8 h shows 
significantly higher fraction of clusters compared to 4 h sample. It has been reported 
that clusters have the potential to significantly improve both strength and toughness 
simultaneously [12, 13]. In addition to this, significant fractions of clusters were 
found to be deficient in carbon along with clusters close to M2C stoichiometry [14]. 
To understand the influence of composition on the amount of M2C and the presence 
of carbon-deficient clusters, composition of M2C has been examined—to form M2C, 
two metal atoms (Cr, Mo and V) and one carbon atom are required. DMRL SHUHS 
steel contains (in at. %) 2.16Cr, 0.58Mo, 0.22 V and 1.73C. The total amount of 
carbide forming elements (Cr + Mo + V) is 2.96at. %. If we assume that the entire 
amount of carbide forming elements are consumed in forming M2C carbides, it 
would have only used up1.48at. % C, resulting in the availability of excess 0.25at. 
% C. Moreover, in spite of the availability of this excess carbon, carbon-free clusters 
consisting of Cr, Mo and Fe have been observed in DMRL SHUHS steels [14]. 
This loss of M to such clusters results in a lesser fraction of M2C than is possible 
if all available carbide forming M elements were used to form M2C. In contrast, in 
standard SHUHS steels as summarized in Table 1, there is excess amount of carbide 
forming elements and hence increased strength. Therefore, it is hypothesized that by 
increasing the amount of carbide forming elements (Cr and Mo), one may be able to 
utilize all the excess carbon and maximize the amount of M2C and perhaps increase 
strength further. This understanding has been utilized as the basis for modification 
of the composition of DMRL UHS steel. The question then arises as to how much 
the amount of Cr and Mo can be increased over and above the levels of DMRL 
UHS steel. It is well known that experimental design of alloys following empirical 
trial and error approaches, particularly of the multi-component steels containing 6– 
10 alloying elements, is rather expensive, time consuming and involves enormous 
efforts before realizing a promising composition with desired set of mechanical 
properties. Therefore, a semi-empirical approach involving both computations using 
ThermoCalc [15] and experiments has been adopted in this work.
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Table 2 Mechanical properties of the DMRL SHUHS at different tempering temperatures 

Heat treatment condition 
(Temp., oC/time) 

Yield strength, MPa UTS, MPa Elongation, % KIC, MPa
√
m 

485/4 h 1855 2105 12.6 45.0 

485/8 h 1825 2040 13.4 66.0 

495/4 h 1825 2050 14.0 60.5 

495/8 h 1775 2030 15.0 87.0 

Fig. 4 Microstructure of DMRL UHS steel tempered at 485 °C for—4 h a SEM, d TEM and c 
atom map of clusters and—8 h b SEM, e TEM and f atom map of clusters 

3.2 Validation of ThermoCalc for Design of SHUHS Steels 

Initially, ThermoCalc has been used to predict the equilibrium phase fractions and 
their compositions as a function of temperature in typical SHUHS steels for which 
experimental data is available. These calculations suggest that ThermoCalc can be 
used to investigate phase equilibria in standard SHUHS steels, especially if correc-
tions are made by suppressing the stable carbide phases that are typically not observed 
experimentally for kinetic and other reasons. A typical phase fraction calculation 
depicting the comparison of M2C phase fraction in standard SHUHS steels as a 
function of temperature in the tempering regime is shown in Fig. 5. The predicted 
maximum amount of M2C increases (in mole %) from ~1.4 in HY180 to 2.3 in 
AF1410 and further to 3.4 in AerMet100. The temperature at which complete disso-
lution of a given precipitate occurs is called the maximum dissolution temperature, 
Td, and this temperature also follows the same trend, i.e., increasing from 740 °C 
in HY180 to 770 °C in AF1410 to 825 °C in AerMet100. The higher mole frac-
tion and Td for M2C in AF1410 steel may be attributed to higher carbon content 
in AF1410 relative to HY180 (Table 1). The amount of M2C in AerMet100 steel is 
significantly higher than the other two due to higher amounts of all carbide forming
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Fig. 5 M2C phase fraction in standard SHUHS steels as a function of temperature in the tempering 
regime 

elements (Table 1). It can be seen from Fig. 5 and Table 1 that the predicted M2C 
phase fractions of the steels correlate well with the observed mechanical properties: 
AerMet100 with highest M2C carbide fraction exhibits the highest strength. This 
suggests that if one were to design a new alloy with enhanced strength, one could do 
so by increasing the amount of M2C carbides, which in turn could be achieved by 
modifying the composition. 

3.3 Calculations Based on DMRL UHS Steel 

Based on the understanding of the ThermoCalc predictions in standard SHUHS steel, 
similar calculations have been extended to DMRL UHS steel through variations of 
Cr and Mo and keeping the other alloying elements same as those in DMRL steel 
except Fe. Contour plots of M2C phase fraction and Cr/Mo ratio in M2C carbide 
at a typical tempering temperature of 450 °C are shown in Fig. 6. The reason for 
mapping the Cr/Mo ratio of M2C carbide is that this ratio influences the coarsening 
resistance of the carbide during tempering and it is desirable to keep this ratio at 
minimum to obtain maximum coarsening resistance for the M2C carbide and hence 
higher strengthening [16, 17]. DMRL composition is indicated with dark spot in both 
these maps. The most desirable region in the phase fraction map (Fig. 6a) is red color 
region with maximum M2C phase fraction and the desirable region in Cr/Mo ratio 
map (Fig. 6b) is gray color region.
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Fig. 6 Contour maps with variation of Cr and Mo in DMRL UHS steels at 450 °C; a M2C phase 
fraction and b Cr/Mo ratio of M2C carbide 

3.4 Design Criteria 

Initially, the M2C fraction and Cr/Mo ratio have been considered to select the alloys. 
The design criteria has been arbitrarily chosen such the model alloys shall have at least 
50% higher M2C phase fraction (≥4.32%) than the DMRL steel with 2.88 mol.% 
and Cr/Mo ratio of the M2C carbide shall be at least 50% lower (≤1.16) than that 
of the DMRL steel with 2.31. Based on these two criteria, a combined contour map 
of M2C fraction and Cr/Mo ratio at 450 °C tempering temperature has been plotted 
as shown in Fig. 7. The  maroon color line and the horizontally hatched region in 
maroon indicate the range of compositions where the M2C fraction is equal to lesser 
than the desired target (≥4.32%). Similarly, the green color line and the vertically 
hatched region in green represent the range of compositions where the Cr/Mo ratio 
of the carbide is equal to or higher than the target (≤1.16). The white unhatched 
region is the most desirable region which indicates the compositions where the M2C 
fraction is at least 50% higher and the Cr/Mo ratio in M2C is at least 50% lower than 
that in DMRL UHS steel. Three model alloys, C21, C23 and C55, indicated with black 
spots, have been selected for experimental validation. The first and second subscripts 
denote the nominal weight percent of the Cr and Mo, respectively. Other alloying 
elements such as C, Co and Ni are kept at the levels of DMRL UHS steel, i.e., C: 
0.37, Co: 15 and Ni: 14.

3.5 Experimental Results on Model Alloys 

The selected model alloys have been melted as 500gms pancakes, rolled to 3-mm-
thick sheets and subjected to a series of austenitizing treatments between 1000 and 
1150 °C to optimize the austenitizing temperature [18]. These results suggest that the
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Fig. 7 Combined contour map of both M2C fraction and Cr/Mo ratio in M2C carbide at 450 °C 
with variation of Cr and Mo concentrations. The three model alloy compositions are indicated with 
filled black circles

hardness is relatively insensitive to austenitizing temperature when the temperature 
is increased from 1000 to 1150 °C, whereas the hardness is decreased in C23 steel 
and more drastically decreased in C55 steel with increase in austenitizing tempera-
ture. Further, it has been found that the C21 steel exhibited highest hardness followed 
by C23 and C55 in spite of higher Cr and Mo levels in the latter steels. Microstruc-
tural origin for the lower hardness in C23 and C55 steels at 1000 °C and 1150 °C at 
different length scales reveals the presence of higher fraction of retained austenite 
as shown in Fig. 8. Quantification of amount of retained austenite (RA) of samples 
subjected to oil quenching and LN2 (OQ + LN2) treatment following austenitizing 
using EBSD (Table 3) suggests that with increase in Cr and Mo contents and austen-
itizing temperature, austenite has become more stable and the fraction of RA in C55 

steel is more than 50%. Further, it has been observed that C55 retained significant 
fraction of undissolved precipitates even after austenitizing at 1150 °C (Fig. 9). Based 
on these experimental results, C55 was not studied further since it is not fulfilling 
the design criteria of having maximum amount of martensite for matrix strength-
ening and retaining higher faction of undissolved precipitates which minimizes the 
amounts of alloying elements participating in secondary hardening reaction to form 
strengthening precipitates and hence reducing the strength of the steel. Therefore, 
all the further studies were concentrated on C23 and compared against the C21 steel, 
being the base composition above which the composition is modified for improved 
performance.



10 R. Veerababu et al.

Fig. 8 Optical micrographs of samples austenitized at 1150 °C; a C23 and b C55 

Table 3 Relative amounts of retained austenite in C23 and C55 subjected to austenitizing at 1000 °C 
and 1150 °C followed by OQ + LN2 treatment 

Steel Austenitizing temperature, °C Area % of austenite 

C23 1000 2.08 

1150 8.69 

C55 1000 40.70 

1150 56.30 

Fig. 9 SEM micrographs of samples subjected to 1150 °C, followed by OQ + LN2 treatment; a 
C23 and b C55 [18] 

3.6 Comparison of C21 and C23 Alloys 

Both C21 and C23 steels exhibit similar tempering response, which shows that the 
hardness increases slowly at lower tempering temperatures of nearly 300 °C, reaches
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a peak at 450 °C and then falls sharply when tempered at temperatures beyond 
450 °C. However, the hardness of C23 was found to be significantly higher than C21 

at all tempering temperatures, reaching a maximum difference of 90VHN at 450 °C. 
Detailed microstructural characterization of both C21 and C23 steels suggests similar 
microstructural features, as observed in typical SHUHS steels [4, 16, 19–24], showing 
the presence of alloy cementite at lower tempering temperatures of 400 °C (Fig. 10). 
This alloy cementite was found to be dissolved and replaced by fine M2C carbides 
when tempered at tempering temperatures of above 500 °C. However, at peak aged 
(450 °C) and slightly over aged (500 °C) conditions, it was rather difficult to establish 
the type of precipitates due to fine nature of the precipitates and high dislocation 
density of the martensitic matrix [4, 25, 26]. 3D atom probe, with single atom atomic 
resolution [1], has been used to identify the nature of these fine precipitates. In 
these aged conditions, extremely fine precipitates and numerous atomic clusters 
have been observed using atom probe as shown in atom map of 450 °C tempered 
sample (Fig. 11). Detailed quantitative analysis of these clusters in terms of cluster 
composition, size, number density and volume fraction has been carried out. When 
the composition of these clusters in terms of (Cr+Mo)/C ratio is plotted as a function 
of size in the form of a contour map, three individual peaks in number density have 
been observed for both C21 and C23 steels suggesting three different types of clusters 
(Fig. 12) [27]. 

Based on the observation of three peaks and the type of carbides typically 
formed in this class of steels, clusters have been classified into three types, namely 
Type I (carbon-rich clusters, (Cr+Mo)/C ratio < 1.5), Type II (clusters close to 
M2C stoichiometry, (Cr+Mo)/C ratio = 1.5–3.25) and Type III (metal-rich clus-
ters, (Cr+Mo)/C ratio > 3.25). Evolution of cluster composition and volume fraction 
(Vf ) of the clusters (Fig. 13) with aging temperature in C21 steel suggest that Type I 
clusters dissolve initially to form Type II and Type III clusters at lower aging tempera-
tures of 400 °C, and when the samples are tempered at relatively higher temperatures, 
Type III clusters also gets dissolved and are replaced by the Type II clusters. Cluster

Fig. 10 Micrographs of C23 steel tempered at 400 °C; a SEM and b bright field TEM image
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Fig. 11 Atom map showing the presence of fine precipitates and clusters in C23 tempered at 450 °C 

Fig. 12 Contour maps in terms of number density, (Cr+Mo)/C ratio and size of clusters in 400 °C 
tempered samples; a C21 and b C23 [27]

composition evolution in C23 was found to be slightly different. When the samples 
are aged at 400 °C or beyond, both Type I and Type III clusters get dissolved and 
replaced by Type II clusters. Further, C23 was found to contain more numerous Type 
II clusters compared to C21 which can be attributed to higher Mo content. In both 
steels, the size of Type II clusters has been increased with increase in aging temper-
ature and M/C ratio of the clusters approaches close to 2 with increase in size of the 
clusters suggesting that these clusters are either fine M2C carbides or precursors to 
the formation of M2C carbides. Timokhina et al. [28] also reported similar results in 
Ti-Mo steel which suggests that the composition of Ti-Mo-Fe clusters approaches 
equilibrium composition of MC precipitates as the size of the clusters is increased.
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Fig. 13 Volume fraction of various types of clusters under different heat treatment conditions; a 
C21 and b C23 [27] 

Table 4 Comparison of M2C fraction and Cr/Mo ratio from ThermoCalc and 3D atom probe 

Steel Mole fraction of M2C Cr/Mo ratio 

ThermoCalc 3DAP ThermoCalc 3DAP 

C21 2.58 0.93 2.46 0.97 

C23 5.09 1.80 0.98 0.60 

3.7 Comparison of ThermoCalc and Experimental Results 

The observed hardness differences between C21 and C23 can be correlated to 
microstructural features, especially Type II clusters (M2C type) which in turn can be 
attributed to higher Mo content in C23 relative to C21. Summary of mole fraction and 
Cr/Mo ratio of M2C carbide predicted from ThermoCalc and the measured volume 
fraction and Cr/Mo ratio from 3DAP experiments is shown in Table 4. The predicted 
mole fraction of the M2C carbide from ThermoCalc in C23 is almost double that 
of C21. 3D atom probe results also suggest that the measured volume fraction of 
M2C type clusters is also double that of C21. Similarly, the Cr/Mo ratio predicted 
by ThermoCalc and measured by 3D atom probe is close to half in C23 compared 
to that in C21. Although the absolute values of M2C phase fraction and the Cr/Mo 
ratio of the M2C carbide may not be the same in ThermoCalc predictions and 3D 
atom probe, the trends predicted by both theoretical calculations and experimental 
measurements are the same. 

4 Opportunities and Challenges 

The design approach adopted in this work involves understanding the existing the 
experimental data in the field of SHUHS steels and applying the computational tools
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such as ThermoCalc for alloy designing. Though the methodology was explained 
with reference to SHUHS steels, the general principles elucidated here, in general, 
are applicable to other steels as well as other alloy systems. This approach provides 
ample opportunities in alloy designing. One can theoretically verify several combi-
nations of alloying elements with varying amounts and understand the influence 
of these alloying elements on phase stability, amounts of phases and their compo-
sition as a function of temperature without going for experimental validation of 
multiple alloys. The objective of the present work is not to replace the experiments 
completely. Instead, design multiple alloys theoretically and experimentally process 
very few alloys that appear to be more promising. This approach not only reduces 
the number of alloys for experimental validation but also can be used to predict the 
processing windows for the selected alloys, which would in turn further reduce the 
experimental efforts. Therefore, this approach significantly reduces the more expen-
sive experiments, saves time and efforts in developing new alloys or improving the 
performance of existing alloys. 

Though this approach significantly reduces the experimental efforts and reduces 
the alloy development time, it also poses several challenges. One should have a 
thorough knowledge of the alloy systems in terms of formation of different phases, 
approximate temperature ranges for their formation and so on. For example, in the 
current work, M6C and M23C6 are predicted as stable phases when both these phases 
were allowed to form in the calculations, and the strengthening precipitate in this 
class of steels, M2C, has not been predicted. However, extensive literature suggests 
that M2C is the strengthening precipitate in this class of steels [4, 10, 16, 19, 20]. 
Since M6C and M23C6 are thermodynamically more stable carbides and hence were 
predicted in the calculations instead of meta-stable M2C carbide. However, experi-
mentally, M6C and M23C6 normally do not form in the typical tempering regimes in 
these steels for kinetic reasons. Therefore, these carbides have been suppressed in 
the calculations. Unless one has a fair knowledge of formation of different phases 
in a given alloy system, there is every chance that the results can be misinterpreted. 
However, it is often difficult to obtain prior knowledge on all alloy systems of interest, 
especially in the absence of extensive experimental work. In such cases, caution must 
be exercised while interpreting the results predicted from the calculations. 

5 Conclusions 

This work has clearly demonstrated that understanding the microstructure at different 
length scales can play a major role in the design and development of a new set of alloys 
with improved performance or designing new alloys. A semi-empirical approach 
using ThermoCalc calculations has been employed to improve the performance of the 
secondary hardening ultra-high strength steels. ThermoCalc has been used to select 
two new alloys (C23 and C55) based on DMRL steel with higher M2C phase fraction 
and lower Cr/Mo ratio. Experimental validation of these two alloys suggests that 
C55 steel contains significant fraction of undissolved precipitates and more than 50%
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austenite even after 1150 °C austenitizing treatment. Tempering studies on C21 and 
C23 reveal that C23 was stronger than C21 by more than 10%. Microstructural studies 
tempered samples at optical, SEM and TEM level reveal the presence of typical lath 
martensite and fine precipitates in both C21 and C23 steels. Advanced characterization 
using 3DAP suggests that C23 contained a significantly higher fraction of clusters 
close to M2C stoichiometry, with a lower Cr/Mo ratio than C21. This is in accordance 
to the design objective for this alloy. Therefore, the design objective of increasing 
the strength of the existing DMRL SHUHS steel through alloy modifications for 
achieving higher M2C fraction was realized successfully. This work has confirmed 
that a judicious use of ThermoCalc with an emphasis on qualitative trends can be 
used for designing new alloy compositions in this class of SHUHS steels. 
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Correlative Electron Microscopy 
and Atom Probe 
Tomography—Experimental Techniques 
and Its Applications 

Surendra Kumar Makineni 

1 Introduction 

Correlative use of electron microscopy techniques and atom probe tomography (APT) 
has shown a great promise in understanding and reveal atomic-scale mechanisms 
related to material behavior. The former provides structural while the latter gives 
atomic-scale compositional information. Now, it is possible to get both the data from 
the same region or feature of interest using special sample preparation techniques. 
This enables an understanding of the complete nature of the nanoscale features that 
directly impact the macroscopic material behavior. 

Electron microscopes (EMs), such as scanning electron microscopes (SEMs) and 
transmission electron microscopes (TEMs, both analytical and aberration-corrected), 
are excellent tools that provide scope to use different methods to obtain crystallo-
graphic and structural information from macro- to the atomic scale. The methods 
include electron backscattered and transmission Kikuchi diffraction (EBSD and 
TKD) for grain orientation mapping, conventional electron diffraction, and imaging 
to identify the phases and their structure, high angle annular dark field imaging 
(HAADF) of individual atomic columns (atomic structure) of phases, interfaces, 
defects and dislocations, planar faults, etc. In EMs, the local chemical information 
from a material region can be obtained using energy-dispersive-X-ray spectroscopy 
(EDS) and electron energy loss spectroscopy (EELS). In EDS, the sensitivity toward 
elemental detection depends on the atomic number (Z) and concentration of elements 
present in the material [1, 2]. More specifically, low Z-elements (whose K-shell peaks 
are spaced narrowly) and elements with low concentration (whose EDS signal has 
a low signal/background ratio) will have a poor measurement accuracy (>10%). 
Hence, the concentration measurement of low Z-elements is preferred to be carried
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out using EELS in TEMs. However, this technique is not appropriate for quanti-
fying high Z-elements due to the overlap of element-specific edges with a strong 
background [1]. 

In contrast, APT provides a three-dimensional (3D) compositional map and accu-
rate quantification near the atomic scale [3–5]. It offers a combination of high mass 
resolution (10 parts per million) and high elemental sensitivity, irrespective of the 
Z (atomic number) of the element, for example, details of atomic arrangement in 
solid solutions [6, 7], chemical composition gradients across different phases [8, 
9], interfacial segregations [10–12], and misorientation of crystals [13, 14]. APT 
provides a mass spectrum from a local region that consists of counts of ionic species 
(y-axis) appearing at their different mass-to-charge ratios (x-axis) measured by the 
time-of-flight of the ions [15]. More details related to the working principle of APT 
can be found elsewhere [16]. However, it has poor spatial resolution [17] due to the 
aberrations related to the specimen geometry [18, 19], local compositional inhomo-
geneity [16, 20], and distribution of electrostatic field near the specimen surface [21] 
that affects the evaporation sequence of atoms and hence disturbs the actual atomic 
positions after reconstruction. 

Correlative APT and other EM techniques can bring together their specific 
strengths to obtain more robust data related to a material microstructure that can 
be conclusively connected to the material properties. In this chapter, some method-
ologies are presented with relevant examples. Figure 1 shows a flowchart diagram 
comprising the sequential use of several advanced EM techniques before field evap-
oration in APT. A brief description of sample preparation, EM techniques, and APT 
analysis will be presented with some recent examples in relevant sections. 

Fig. 1 Flowchart showing sequential use of some advanced electron microscopy techniques before 
field evaporation in an atom probe
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2 Sample Preparation 

Atom probe specimens from the bulk metallic samples can be prepared by elec-
trochemical polishing with alkaline or acidic solutions [22, 23] or dual-beam 
SEM/focused-ion-beam (FIB) systems. The former method involves extraction or 
preparation of a thin wire or a blank from the bulk sample and subsequently moved 
back and forth across a thin layer of solution until the wire end cross section reduces 
to a needle shape having an approximate end radius < 100 nm. This method makes 
site-specific target preparation from a microstructural feature of interest challenging 
and complex [24, 25]. Liquid ion source technology led to the development of FIB 
systems where a beam of ions is used to mill or remove the unwanted sample material 
from the surface via a sputtering process [26]. The milling can be performed with 
nanoscale precision by controlling the energy and intensity of the ion beam. Addi-
tionally, the ion beam can also assist chemical vapor deposition of a precursor gas 
on the sample surface. Most of the FIBs use Ga as the source of ions since it exists in 
the liquid state near room temperature (melting point—9.8 °C), and it can be focused 
to a fine probe size (<10 nm in diameter). The FIB system became more powerful 
when combined with an SEM, i.e., a dual beam SEM/FIB instrument that enables 
a more robust and convenient way of preparing site-specific targeted needle-shaped 
specimens [27]. Figure 2 shows schematic diagrams with three step-by-step proto-
cols that can be followed for site-specific specimen preparation for APT analysis 
using dual-beam SEM/FIB instrument [28].

The first method, Fig. 2a, is a site-specific conventional lift-out protocol by using 
the standard Cameca flat-top Si coupons [27, 29]. Consider a region of interest (ROI) 
as a grain boundary (white line) located from the e-beam (electron beam in SEM) 
image acquisition. A thin layer of Pt is deposited (~200 to 500 nm) using an e-beam 
on the GB region for identification and protection against the Ga-ion damage during 
milling in later steps. The stage is tilted to 22°. The first cut was made near the GB 
region (~1000 nm away from ROI) using the Ga-ion milling. The sample was rotated 
(about Z-axis) to 180°, and a second cut was made as shown in the figure, such that a 
V-shaped cross-sectional lamella could be separated from the bulk sample. The cut 
lamella is adhered to the tip of a micro-manipulator by Pt-deposition, and a cut was 
made to another end of the lamella such that it is free to be lifted out from the surface. 
The end of the cut-lamella is kept on the apex (diameter ~2 μm) of a Si-post and 
adhered using Pt-deposition (red color area). Subsequently, the rest of the lamella is 
separated from the attached part by a cut using Ga-ion milling. Similarly, the rest of 
the lamella regions are adhered to other Si-posts, as shown in the figure. The stage is 
tilted to 52° such that the Ga-ion source is perpendicular to the plane of the lamella 
top surface and ion-milled by keeping the ROI at the center. Milling was performed 
step by step using a voltage of 30 kV and different current values ( 1.6 nA to 80 pA) 
until the adhered regions became a needle-shaped specimen with a tip radius of < 
100 nm and the ROI approximately passing through the axis of the needle [30]. 

The second method, Fig. 2b, is a site-specific in-plane lift-out method that is 
a special technique for analyzing surface features [31]. First, the surface features
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Fig. 2 Schematic representation of step by step protocols for needle specimen preparation from 
bulk sample: a Conventional lift-out [27, 29], b in-plane lift out [31], c from TEM lamella [28, 32]. 
b and c were adapted from reference [28] (open access article under the terms of Creative Common 
CC BY license)

are marked by Pt-deposition by e-beam, and the stage is tilted to 52° such that the 
ion-beam is perpendicular to the sample surface. A first cut was made using Ga-ion 
milling near the ROI (~1000 nm away). The sample is titled to 0° and rotated 180° 
about Z-axis. A second cut was made at 0° (~1000 nm away from ROI), as shown in 
the figure, until the lamella region was separated from the bulk. The cut lamella is 
lifted out using a micro-manipulator, as described in the first method, and attached to 
the posts of an electropolished half-cut Mo/Cu grid that are held by special correlative 
holders [31, 33, 34]. Subsequently, the grid is placed perpendicular to the plane of 
the stage. The adhered regions were ion-milled to a needle shape by keeping the
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ROI at the center until the feature was between 100 to 200 nm from the apex of the 
specimen [30]. 

The third method, Fig. 2c, is preparing APT needles from a TEM lamella [28, 
32]. First, a site-specific TEM lamella was lifted out from the bulk sample containing 
a specific interest feature [35, 36]. The feature is identified using e-beam imaging 
and marked with Pt-deposition, as shown in the figure. A lamella region centered 
on the feature is cut out using an ion beam and attached to the micro-manipulator. 
The cut lamella region adhered to a Si-post or an electropolished tip of a half-cut 
Mo/Cu/W grid. Finally, the attached lamella region was ion-milled to get a needle-
shaped specimen [29]. Before field evaporation in an atom probe, a final cleaning 
procedure at low voltage (2–5 kV) and using currents between 8 to 15 pA is necessary 
to remove the high energy Ga-ion beam damage and contamination from the needle 
specimen surface. 

2.1 Applications 

In this section, several examples will be introduced, centered on the experimental 
techniques used as depicted in Fig. 1. 

2.1.1 SE/BSE—FIB (Needle)—TEM—APT 

This example demonstrates the correlative use of EM techniques and APT on an 
aluminum alloy (Al-3.1Ni-0.15Zr, at.%) [37]. Aluminum alloys are critical for auto-
motive applications due to their lightweight and high specific strength. Here, the role 
of Zr in addition to a binary Al-3.1Ni (at.%) eutectic cast alloy was probed, leading 
to a remarkable yield strength increment at 250 °C and improved microstructural 
stability even after exposure to 400 °C. Figure 3a shows a SE image of the binary 
as-cast Al-3.1Ni-0.15Zr alloy with eutectic microstructure having Al3Ni (bright 
contrast) intermetallic rods embedded within the α-Al (gray) phase. Figure 3b shows  
a HAADS TEM image taken from the sample region after 10 h of annealing at 
400 °C that demonstrates the Z-contrast between Al3Ni rods and α-Al matrix. Addi-
tionally, α-Al (see inset of Fig. 3b) contains coherent nano-metric L12 ordered Al3Zr 
precipitates.

A needle-shaped specimen was prepared according to the procedure described in 
Fig. 2a. A HAADF-STEM image of the needle specimen (Fig. 3d) and the corre-
sponding APT reconstruction shows the distribution of Al atoms (yellow color) and 
iso-composition interfaces with a threshold value of 16 at.% Zr (red color) that 
depicts the presence of spherical L12 ordered Al3Zr precipitates in the α-Al matrix. 
In addition, an iso-composition interface with a threshold value of 19 at.% Ni (green 
color) also shows a Ni-rich region (green color) corresponding to part of an Al3Ni 
rod. The composition profiles (Fig. 3e) across the Ni-rich region and α-Al that shows 
the Ni-rich region are close to the stoichiometry of Al3Ni intermetallic. Figure 3f
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Fig. 3 a Secondary electron (SE) image of as-cast Al-3.1Ni-0.15Zr alloy showing eutectic 
microstructure containing bright contrast Al3Ni rods embedded in the α-Al matrix. b HAADF-
STEM image of the alloy after heat treatment (annealed at 400 °C for 10 h) showing Al3Ni rods 
in the α-Al matrix. The inset reveals the presence of Al3Zr precipitates distributed uniformly in the 
α-Al matrix. c HAADF-STEM image of a needle specimen from the heat-treated alloy showing 
bright Al3Ni rods in the gray α-Al matrix. d APT reconstruction shows several spherical Zr-rich 
(red color) precipitates and Ni-rich (green color) regions. e The composition profiles across the 
interface between α-Al and Ni-rich region reveal the Al3Ni phase with negligible solubility of Zr. f 
The composition profile of Zr (red color) across the α-Al/Al3Ni interface shows interfacial segre-
gation of Zr. g Tensile stress vs. strain plots at temperatures of 25 °C and 250 °C for the as-cast 
Al-3.1Ni alloy and annealed Al-3.1Ni-0.15Zr alloy (after isothermal annealing at 400 °C for 10 h). 
The figures are adapted with permission from reference [37]

shows a magnified view of the Zr profile from the interface region that clearly reveals 
enrichment of Zr up to 0.16 at.% at the α-Al/Al3Ni interface relative to either α-Al 
or Al3Ni phase. 

The interfacial segregation of a solute species i can be quantified by Gibbsian 
interfacial excess at any interface for a solute species i given as [11]. 

⎡i = 
N int i − N 0 i 

Aint 
(1) 

where N int i and N 0 i are the number of atoms i at the interface and the number of 
atoms i in the matrix per unit area, Aint. The Gibbsian interface excess for solute 
Zr was estimated in the range between +0.54 and +1.07 atoms/nm2. Hence, this 
interfacial excess led to the reduction of γ/γ′ interfacial energy that provided the 
high-temperature stability of the eutectic microstructure.
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Figure 3g also shows the tensile test curves of the Al-3.1Ni-0.15Zr and Al-3.1Ni 
alloys at room and 250 °C temperatures. The yield strength significantly drops for 
binary Al-3.1Ni alloy at 250 °C which is due to the higher coarsening rate of eutectic 
in Al-3.1Ni alloy at 250ºC compared to Al-31Ni-0.15Zr alloy. The Ni diffusivity in 
Al, at 250 °C, is calculated to be ~1.15 × 10−18m2/s [38] while the Zr diffusivity is 
much lower ~4.92× 10−26m2/s and hence, at the α-Al/Al3Ni interface, Zr obstructs 
the diffusion of Ni atoms and resist the coarsening of Al3Ni rods. Additionally, Zr 
has very high binding energy of ~0.24 eV in aluminum alloys [39] that effectively 
acts as trapping sites for a large number of vacancies at the interface that will also 
contribute to retard the solute mass transport across the α-Al/Al3Ni rod interface. 

2.1.2 SE/BSE—FIB (Needle)—TKD—APT 

This example will showcase the application of TKD [40–42] to identify the specific 
grain boundaries (GBs) and study their intergranular corrosion behavior in a 316L 
stainless steel [43]. 316L steel is widely used in industrial pipes due to its excellent 
corrosion and creep performance. However, at higher temperatures and under corro-
sive environments, they show intergranular corrosion (IGC) and intergranular stress 
corrosion cracking (IGSCC) that usually takes place at GBs. Figure 4a shows  a BSE  
image of the steel microstructure containing 

Σ 
5 and 

Σ 
7 GBs. It was observed that 

after solutionizing at 1000° for 30 min followed by quenching and sensitizing at 
700 °C for 10 h, both the GBs exhibited significantly different corrosion behavior in 
10 vol.% HF + 90 vol% H2O2 solution. The 

Σ 
5 show no evidence of GB corrosion 

even after 2 h of exposure, while the 
Σ 

7 show severe GB corrosion.
To understand the corrosion mechanism, needle-shaped specimens were prepared 

from both 
Σ 

5 and 
Σ 

7 GBs with the procedure outlined in Fig. 2b. Figure 4b shows  
a TKD map on the a needle specimen from the solution-annealed Σ5 GB. Figure 4c 
shows the APT reconstruction with the distribution of Fe atoms (golden color) and 
with a 2.2 at.% iso-surface of Mo (red color) depicting the 

Σ 
5 GB.  A 3D top  view  

of the iso-surface is also shown that reveals Mo is distributed homogeneously across 
the 

Σ 
5 boundary planes. Figure 4d shows the composition profiles for the trace 

elements (Mo, Si, Mn, P, C, Cu, B). The reader can refer to [43] for the profiles 
of major elements (Fe, Cr, and Ni). The profiles indicate depletion of Fe and Ni atΣ 

5 GB while Cr is enriched up to ~ 24 at.%. The profile in Fig. 4d shows Mo and 
Si are enriched to 4.7 at.% and 3.7 at.% while P, C, and B are also slightly enriched 
at the GB. Hence, the segregation of Cr and Mo is directly related to more corrosion 
resistance of 

Σ 
5 GB than the matrix. 

Similarly, a needle specimen guided by TKD, is prepared from a Σ7 GB of  
the solution-annealed sample. Figure 4e shows the APT reconstruction with the 
distribution of Fe atoms (golden color). Interestingly, at 

Σ 
7 GB i.e., Mo segregates 

in a stair-like feature running parallel across the GB indicated by the 2.2 at.% Mo iso-
surface (red color). The stair-like feature is clearer from the top and edge-on view. 
It reveals strongly faceted GB, giving a rough inter-facet distance of 13 nm. The 
composition profile across one stair-like feature is shown in Fig. 4f, which reveals
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Fig. 4 Backscattered electron (BSE) image of annealed 316L stainless steel showing Σ5 and  Σ7 
grain boundaries. b Inverse pole figure (IPF) overlapped with image quality (IQ) map of a Σ5 GB  
needle specimen using transmission Kikuchi diffraction (TKD) method. APT reconstruction with 
the distribution of Fe atoms and an iso-surface delineated by 2.2 at.% Mo that represents c Σ5 GB  
and d Σ7 GB. The top views and one-dimensional composition profiles of trace elements across 
both Σ5 and  Σ7 GBs  are also shown

a higher degree of segregation of Cr, Mo, Si, P, and C than for Σ5 GB. The reader 
should refer to the reference [43] for the profiles of other elements. For example, Mo 
is enriched up to 8.4 at.%, almost six times the nominal composition. In contrast, the 
composition profile taken in between the two stair-like features is virtually free of 
segregation. 

The observed different types of segregation behavior between 
Σ 

5 and 
Σ 

7 GBs  
were linked to having a weak GB energy anisotropy for 

Σ 
5 while strong GB energy 

anisotropy for 
Σ 

7. More specifically, in 
Σ 

7, the GB energies of the facets (stair-
like features) can be dramatically reduced by the accommodation of the segregating 
elements (Cr, Mo, C, P, Si) as compared to the regions (in-between facets) that are un-
segregated and lead to a strong GB energy anisotropy. After sensitization (annealed at 
700 °C) and APT analysis on the 

Σ 
7 reveals an additional Cr-depleted zone adjacent 

to both sides of the GB. The observed segregation behavior of elements and strong 
GB anisotropy of 

Σ 
7 were directly correlated to the nucleation and formation of Mo-

rich Laves and M23C6 carbide phases. It was shown that the former phase promotes 
pit corrosion while the latter phase results in a huge crevice (trench-like corrosion). 
Hence, conclusions were made using correlative experiments that 

Σ 
7 GBs are prone 

to IGC while 
Σ 

5 GBs are immune to it.



Correlative Electron Microscopy and Atom Probe Tomography … 25

2.1.3 EBSD—FIB (Needle)—APT 

In this section, the application of APT in revealing the site occupancy of solutes in 
an ordered lattice will be discussed, and its direct influence on the microstructure 
of the alloy. Figure 5a shows an SE image of a Co-12Ti (at.%) superalloy with 
γ/γ′ microstructure [44, 45]. Here, the γ′ is L12 ordered block-shaped precipitates 
(Co3Ti stoichiometry) that are coherently embedded in the face-centered-cubic (fcc) 
γ-Co matrix. In Fig. 5b a schematic of the γ′ L12 unit cell is shown with the site 
occupancy of Co (golden color) and Ti (green color) and a lattice parameter of 
0.36 nm (a = b = c = 0.36 nm). Note that all the Co atoms are in face-centered 
positions {1/2,1/2,0} while Ti atoms are at corner positions {0,0,0} of the unit cell. 
Hence, in <00 > directions, the {002} planes contain only Co atoms while {001} 
planes contain mixed Co and Ti atoms. A correlative use of EBSD and APT can give 
information related to the site occupancy of elements in Co3Ti (or any A3B) L12 
ordered compounds. 

Figure 5c shows an EBSD orientation map for the Co-12Ti superalloy and its 
respective inverse pole figure (IPF) as an inset. The red color grains in the map indicate 
their orientation near to [001] direction. A needle specimen was lifted out from the red

Fig. 5 BSE image of aged Co-12Ti alloy. b A schematic of L12 Co3Ti unit cell with Co occupying 
{1/2,1/2,0} positions and Ti on {0,0,0} positions. c An EBSD orientation color map of aged Co-
12Ti alloy. d A field desorption map acquired from the APT data set of a needle specimen lifted 
out from the [001] oriented grain (cross mark in c) of the aged Co-12Ti alloy. APT reconstruction 
of the needle specimen aligned along the [001] direction with their γ/γ′ interfaces highlighted by 
12.65 at.% Ti iso-surface. The resolved [001] lattice planes in γ and γ′ across the interface are also 
shown. e Spatial distribution maps (SDMs) of Co and Ti in γ and γ′ generated along the [001] 
direction. Comparison of SDMs of Co, Ti, Mo, and Cr in γ′ generated along the [001] direction for 
f Co-12Ti-4Mo-2Cr and (g) Co-12Ti-4Mo-4Cr alloys 
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color region (cross mark), i.e., [001] oriented grain, as per the procedure described 
in Fig. 2a. The specimen was field evaporated in an atom probe. Figure 5d shows  the  
field desorption map (i.e., cumulative histogram of the ion impact positions on the 
position-sensitive detector of the atom probe) that indicates a fourfold symmetrical 
[001] pole nearly parallel to the axis of the needle specimen. Figure 5e shows  the  
APT reconstruction with the distribution of Co atoms (golden color) and Ti atoms 
(dark green color). The γ/γ′ interfaces are represented by iso-surfaces delineated by 
12.65 at.% Ti. Figure 5f shows the (001) lattice planes along [001] direction from 
the γ/γ′ interface region. In an atom probe, the field evaporated ions are detected as 
one atomic layer at a time on multi-channel plate (MCP) detector. Hence, along a 
specific crystallographic direction, the depth resolution can be achieved in the order 
of inter-planer spacing, as shown in Fig. 5f. It is clearly seen that the Ti atoms occupy 
every second plane in γ′ as marked by the red arrows. 

For more insights, element-specific spatial distribution maps (SDMs) are gener-
ated along [001] direction from the APT data set. Through SDMs, accurate identifica-
tion and characterization of atomic planes can be made. The SDMs are a combination 
of two radial distribution functions: the average distribution of interatomic spacing 
of atoms in the z-direction and a two-dimensional map showing average atomic posi-
tions in the x–y lateral plane [46]. Hence, element-specific SDMs can be generated 
by adjusting the specific crystallographic direction ([001] in the present case) along 
the z-direction. Figure 5g shows the SDMs generated along [001] direction from 
the γ and γ′ regions. In the γ-Co region, the SDMs for Co and Ti show the appear-
ance of peaks at an average interatomic spacing of ~ 0.18 nm that indicating the 
Co and Ti atoms are randomly distributed and can occupy both the lattice positions 
{0,0,0} and {1/2,1/2,0} without any preference. In the γ′-Co3Ti region, The SDM 
for Co shows alternating high and low-intensity peaks appearing at every 0.18 nm 
distance, whereas the SDM for Ti indicates peaks at every ~0.36 nm distance. This 
shows that the Co occupies {1/2,1/2,0} positions while Ti preferentially occupies 
{0,0,0} positions indicating a stoichiometry of Co3Ti for γ′ i.e., L12 unit cell. Hence, 
the element-specific SDMs can detect site occupancy or change in site occupancy 
after alloying in ordered structures. For example, Fig. 5h shows the SDMs for the 
solutes Cr and Mo in the γ′ precipitate region added to the Co-Ti binary alloy. In 
Co-12Ti-4Mo-2Cr alloy, the SDMs for Mo and Cr show their occupancy in {0,0,0} 
lattice positions as for the Ti. However, with an increase in Cr composition in the 
alloy, i.e., Co-12Ti-4Mo-4Cr, the SDM of Mo shows the additional occupancy of 
Mo atoms in {1/2,1/2,0) lattice positions. It indicates the additional Cr atoms prefer 
to replace Mo atoms from {0,0,0} positions and occupy them. This change in site 
occupancy by alloying addition is shown to directly influence the lattice parameter of 
γ′ (and hence γ/γ′ lattice misfit) and the γ′ volume fraction in the alloy. Since these 
two microstructural characteristics in γ/γ′ superalloy control their high-temperature 
mechanical behavior, tuning of site occupancy by alloying can be used for optimizing 
the alloy properties. 

In the same context, another example is shown in Fig. 6 for a γ/γ′ Co-30Ni-
10Al-2Mo-2Ta-2Ti-XCr (X – 0 to 8)-based superalloy [47]. Cr is one of the crucial
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alloying additions in superalloys that impart high-temperature oxidation and corro-
sion resistance. In addition, Cr also alters the γ/γ′ lattice misfit and hence, controls 
the γ′ morphology. Figure 6a and c show SEM images for 0Cr and 8Cr added alloys 
that reveal the γ′ morphology changes from cuboidal to a spherical shape due to 
the reduction of γ/γ′ lattice misfit with an increase in Cr addition (Fig. 6b). Similar 
coupled EBSD and APT experiments are performed to understand the site occupancy 
effect on the γ′ morphological change. Figures 6d and e shows the (001) planes across 
γ and γ′ with the distribution of Co + Ni (golden), Al + Ti + Ta (green), Cr (blue), 
and Mo (red) atoms for both 5Cr and 8Cr added alloys. The figure also shows the 
respective Cr SDMs in γ′ that clearly reveal an additional occupancy of Cr atoms at 
{1/2,1/2,0} positions along with the Co + Ni atoms in 8Cr as compared to 5Cr. The 
Cr site occupancy change results in the reduction of γ/γ′ lattice misfit that lowers the 
strain energy contribution to the total free energy. This leads to the morphological 
transition of γ′ from cuboidal to spherical shape. 

Fig. 6 SE images for aged Co-30Ni-10Al-5Mo-2Ta-2Ti after a 0Cr, c 8Cr addition. b Change in 
γ/γ′ lattice misfit with an increase in Cr composition in the alloy. The atomically resolved lattice 
plane along [001] direction for d 5Cr e 8Cr added alloy. Corresponding spatial distribution maps 
(SDMs) from successive {100} planes of γ′ are also shown. Adapted with permission from reference 
[47]
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2.1.4 ECCI—FIB (Needle)—TEM/STEM—APT 

This section will demonstrate an example comprising correlative use of electron-
channeling-contrast-imaging (ECCI), analytical and high-resolution TEM, and APT. 
ECCI is a powerful microscopy technique to observe crystalline defects such as 
dislocations, stacking faults (SFs), anti-phase boundaries (APBs), twins and grain 
boundaries in a bulk sample using SEM [48]. In ECCI, the primary beam of elec-
trons is channeled through the crystal, i.e., minimum backscattering. This is done by 
orienting the crystal such that the primary beam exactly is in the Bragg condition with 
one of the lattice planes. In the presence of defects, the coherency of the channeled 
primary beam is disturbed and leads to a strong backscattering from the position 
of the defect. Hence, the defect becomes brighter in a darker contrast background 
when imaged using a BSE detector. More details related to ECCI can be found in the 
following reference [48]. Controlled ECCI (cECCI) can be performed using a combi-
nation of EBSD orientation mapping and simulation of electron channeling pattern 
(ECP) at different sample tilts and rotations using Tools for Orientation Determi-
nation and Crystallographic Analysis (TOCA) [49] or CrystalMaker software [50]. 
First, EBSD is performed on the surface of the bulk sample to get the orientation of 
grains. A region of interest is selected as per the grain orientation required for the 
analysis. The crystal orientation information of the chosen grain is fed into either 
TOCA or CrystalMaker software that provides the simulated Kikuchi patterns as per 
the orientation of the selected grain. The software is used to calculate the tilt and 
rotation angles to reach exact 2-beam conditions. The bulk sample is given with these 
tilt and rotation angles, and the BSE detector is used to get the ECC images from the 
selected grain. 

Figure 7a shows an cECC image of a single crystal CoNi-based superalloy bulk 
sample surface after creep deformation with its crystal orientation near to the [110] 
direction [51]. The image was acquired in a two-beam Bragg’s diffraction condi-
tion with g = 002 (where g is the diffraction vector) by controlling the rotation/tilt 
of the crystal. Figure 7b shows the corresponding stereogram. The image clearly 
distinguishes the fcc γ (dark regions) and the rafted L12 γ’ (gray regions) phases 
by atomic density contrast. In addition, a significant channeling contrast from the 
defect regions appears as bright intensity-oscillating areas inside the rafted γ’ regions. 
According to their crystallographic orientation, these correspond to stacking faults 
(SFs) represented by A, B, C, and D, respectively. From the stereogram, the traces 
reside on {111} cubic planes with displacement vectors of the type R = ± 1 

3 112. 
The faults A, B, C, and D are lying on the 

( 
111 

) 
, 
( 
111 

) 
, 
( 
111 

) 
, and (111) planes, 

respectively. Figures 7c–e show ECCI micrographs taken using two-beam 111, 111 
and 220 conditions near the [110] zone direction, respectively. It is noticeable that 
the SFs become invisible at specific diffraction conditions.

A needle specimen was prepared from a SF region using the protocol described 
in Fig. 2b. Figure 7f shows a bright field (BF.) TEM of the needle specimen taken 
in [110] zone axis. Two darker contrast lines are visible inside the needle specimen 
that originated from the intersection of the SF plane across the curved surface of the
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Fig. 7 High magnification cECC images of the crept CoNi-based superalloy taken under different 
two-beam diffraction conditions a–d near the [110] pole showing bright regions corresponding to 
SFs inside rafted γ′ and e corresponding stereogram of plane normals viewed in the same orientation 
as the specimen’s surface. f A brightfield (BF.) TEM image of a needle specimen taken along [110] 
zone direction showing two dark contrast lines corresponding to planar stacking faults g–j BF 
images of the needle specimen taken in different two-beam conditions. Adapted with permission 
from reference [51]

needle specimen. Figure 7g–j shows BF micrographs of the same tip imaged under 
different two-beam diffraction conditions. By comparing the invisibility of these SFs 
with ECCI results (figure (a-e)), the SFs inside the needle specimen is identified as 
C type. 

Figure 8a shows a low-magnification HAADF-STEM image of the needle spec-
imen taken close to the [110] cubic zone axis that reveals a stacking fault in the 
edge-on condition. The stacking fault region has a bright contrast compared to the 
surrounding regions, shown in Fig. 8b. Figure 8c depicts the atomic-column resolu-
tion that reveals atomic Z-contrast along the fault, showing a slight increase in the 
Z-contrast intensity. This indicates the segregation of heavier alloying elements at 
the fault plane. The change in stacking sequence across the fault shows a local D019 
structure corresponding to a superlattice intrinsic stacking fault (SISF) coherently 
embedded in an L12 ordered lattice. A schematic view of the atomic structure of 
the SISF with DO19 ordering [52, 53] embedded in the L12 ordered γ’ phase is also 
shown along [110] projection.

Subsequently, the needle specimen was field evaporated in LEAP 5000 XHR to get 
near-atomic scale compositional information. Figure 8d shows APT reconstruction 
with the distribution of Co atoms (golden color). A confined linear enrichment of 
Cr is highlighted by an iso-surface with a threshold of 5.6 at.% Cr (pink color) is 
seen. The overlay of the 3D atom map and the BF image indicates the linear Cr 
enrichment occurs along with the associated partial dislocation. The 2D elemental 
composition maps projected onto the faces (xy, xz, yz) of a cuboidal region-of-
interest centered on the feature shown in Fig. 8e confirms the observation, i.e., the
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Fig. 8 a STEM HAADF image of the needle specimen taken along [110] zone axis showing bright 
line corresponding to a planar SF and b a higher magnification image centered on the SF showing 
higher Z-contrast at SF region. c The HR-STEM image is showing slightly increased intensity 
(Z-contrast) in SF indicating segregation of heavy elements. The sequence of atomic planes across 
the SF showing the intrinsic nature of the fault plane (missing A plane). Simulated atomic structure 
of the SF with D019 structure coherently embedded in L12 ordered lattice d BF TEM image and 
the APT reconstruction of the same needle specimen showing confined linear Cr decoration. e 2D 
elemental compositional maps projected onto the xy, xz, and yz planes as faces of a cuboidal ROI 
centered on the SF for the solute Al with the corresponding composition color-scale. The distribution 
of Al (brown) and Cr (pink) atoms viewed perpendicular to the yz plane is also shown. Adapted 
with permission from reference [51]

linear enrichment of Cr is along with the partial dislocation that is attached to a 
stacking fault. Figure 8f shows the distribution of Cr and Al projected on yz plane 
that clearly shows local Al depletion along a specific plane and ends precisely at 
the location of Cr segregation. This plane corresponds to the SISF attached to a Cr 
enriched leading partial dislocation (LPD). The SISF composition is enriched with 
W and Co while Al and Ni are depleted relative to the composition of the surrounding 
γ′ lattice. In contrast, the bounding LPD is enriched with Cr and Co while Al and 
Ni are depleted. By taking a composition profile measured along the SISF plane and 
across the LPD shows that in the adjoining γ’ planes, the composition in Al increases 
ahead of the LPD over approx. 4 nm and decreases after that, in contrast with the W 
content that first drops and then increases. This 3D compositional information led to 
the proposal that the solute diffusion occurs in-plane during the movement of LPD 
and is assisted by stress on {111} planes [51]. 

2.1.5 FIB (TEM Lamella)—STEM TEM/SEM—FIB (Needle)—APT 

This example shows the correlative use of TEM and APT by the protocol described 
in Fig. 2c [28, 32]. Figure 9a shows STEM images taken in TEM and SEM of a TEM 
lamella lifted out from a bulk sample of CoNi base single crystal superalloy using
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Fig. 9 a STEM BF image centered on a region of interest (ROI) with stacking faults (SFs) from a 
TEM lamella taken in TEM and SEM. Note that in SEM, the SF region is marked by cross marks 
through Pt-deposition. b Ion-beam image of the ROI with cross marks. c Welding of the ROI on a 
pre-sharpened Mo post using Pt-deposition. d Sharpened specimen with the SF inside the needle. 
Adapted with permission from reference [28]. (open access article under the terms of Creative 
Common CC BY license) 

FIB. A clear contrast of SFs can be seen inside the cuboidal γ′ precipitates (marked 
by a red arrow). In dual beam, SEM/FIB, the SF region was marked by Pt-deposition 
or by putting cross marks using Ga-ion beam. Figure 9b shows the SE image taken 
in SEM with the cross markers. The SF region was cut from the TEM lamella and 
finally attached to a pre-sharpened Mo post and subsequently milled such that the 
SF region remains at the center of the axis of the needle. The APT of the needle 
was successful, and a planar SF with a different composition was imaged in the APT 
reconstruction. The data is not shown here. 

2.2 Challenges 

While performing these experiments, one of the main challenges is the formation of 
oxides and absorption of species from the air, such as hydrogen, on the surface of 
needle specimens, which occurs mainly during handling and transport between the 
used instruments. Additionally, a large amount of carbon contamination occurs on the 
surface of needle specimens by electron beam interaction during EM experiments. 
Another issue is the implantation and diffusion of Ga-ions into the needle specimens 
during FIB preparation, which causes liquid metal embrittlement leading to brittle 
fracture during field evaporation. This is more detrimental in the case of Al-alloys 
[54]. The consequence of these directly affects the yield of the APT run, i.e., the 
needle specimen may develop cracks during field evaporation and fracture early, 
leading to failure of the correlative experiment. Sometimes the failure can be avoided 
if the needle specimen is cleaned after FIB preparation (removal of Ga-ion damaged 
areas) and after each EM technique by the use of an ion beam operating at a low 
accelerative voltage (2–5 kV) and low currents (9–23 pA). But the researcher should



32 S. K. Makineni

be careful that the feature of interest should be well below (~200 nm) such that 
it should not be lost during cleaning before field evaporation. Another option for 
cleaning is to use low-energy sputtering using argon gas in a precision-ion-polishing 
system (PIPS) [55]. However, the parameters related to voltage and currents should 
be optimized according to the needle specimen material. Ga-ion damage of needle 
specimens can also be minimized if the FIB preparation is carried out in cryogenic 
temperatures using a cryo stage [56] or alternatively using plasma-based sources such 
as Xe ions [57, 58]. Another issue is the field-induced low-temperature oxidation that 
damages the top region of the needle specimen [59]. This can be avoided if proper 
grounding of all parts that come in contact with the needle specimen. 

3 Summary and Future Scope 

In this chapter, the use of a different combination of EM techniques with APT was 
discussed with relevant examples. The use of the number of EM techniques with APT 
is not limited to the ones introduced here. Other EM techniques such as precision 
electron diffraction (PED) using TEM [12, 60], electron holography in TEM [61, 62], 
etc., on needle specimens before field evaporation in APT were also demonstrated 
by several groups. It is also expected that, in the future, any new EM techniques for 
bulk or TEM samples can also be utilized for needle specimens. This may require the 
indigenous design of special correlative holders that can be used in any instrument 
for correlative experiments. 
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Additive Manufacturing: Bringing 
a Paradigm Shift 

C. P. Paul and A. N. Jinoop 

1 Introduction 

A paradigm shift from the sellers’ market to the buyers’ market in the past two 
decades changes the mode of operation for most industries [1]. The industries are 
pushed to move from customer satisfaction to customer delight by providing product 
value addition. One of the techniques that considerably enhances the product value 
is additive manufacturing (AM). ISO/ASTM 52,900 defines additive manufacturing 
as the “process of joining materials to make parts from 3D model data, usually layer 
upon layer, as opposed to subtractive manufacturing and formative manufacturing 
methodologies” [2]. AM converts an abstract idea to a tangible component using a 
three-step process called pre-processing, processing, and post-processing [3]. The 
pre-processing stage involves developing 3D model data, which can be a computer-
aided-design (CAD) model or a result of numerical analysis or a model generated 
using 3D scanning. The developed 3D model will be converted to machine-specific 
file formats (e.g.: stl,.amf,.obj, etc.), which is followed by slicing of the 3D model into 
different layers and tool path generation for each layer. The processing stage in AM 
involves the addition of material in a layer-by-layer fashion to convert the 3D design 
to the 3D component. The final stage in AM is the post-processing stage, where 
the built feature is tailored as per the customer requirements by using secondary 
treatments, like machining, painting, heat-treatment etc. [4]. 

AM can influence the complete product value addition by giving superior flexi-
bility at several stages of manufacturing, as it includes direct action on the digital data.
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Fig. 1 AM disrupting the conventional production route 

It is one of the disruptive technologies that provides a paradigm shift in design and 
manufacturing by enabling the manufacturing of new-to-market, mass-customized 
and smarter products. The major difference between AM and conventional manu-
facturing is the approach used to build a structure. AM adds material in a layer-by-
layer fashion instead of material removal in subtractive manufacturing and material 
shaping in formative manufacturing. In addition, as presented in Fig. 1, AM brings a 
significant disruption in industrial manufacturing by changing the product flow path 
from design to the component. In the conventional manufacturing route, the product 
is made first, followed by its appreciation of novelty by the customer, and lastly, 
its sale to the customer. However, AM disrupts the conventional route by under-
standing the feel first using digitization/digital model followed by selling of product 
and finally making it. 

2 Freedoms and Need for AM 

The various freedoms offered by AM as compared to conventional manufacturing 
techniques are: 

(a) Shape design freedom: As AM uses a layer-by-layer approach to building the 
components, the technology provides unlimited design flexibility. During the 
pre-processing stage of AM, a complex 3D part is converted into simple 2D 
sketches, like line, circle, etc., or even a single point. Thus, the technology 
provides shape design freedom to build components with sophisticated geome-
tries, hollow interior parts, irregular shapes, undercuts, etc. Besides the above,
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the cost-per-part remains constant with an increase in the design complexity in 
AM as opposed to conventional manufacturing. The increase in the complexity 
of the component can lead to an increase in the machining time, requirement 
for customized tooling, increase in documentation, etc. However, an increase 
in design complexity does not invite extra costs in AM as the cost is always a 
function of build time in AM [5]. In addition, any customization can be made 
digitally without additional tooling and cost. Thus, AM gives “complexity for 
free” through “shape design freedom,” allowing the fabrication of superior and 
intricate components [4]. 

(b) Material design freedom: AM involves selective addition of materials as per 
the requirement, which provides the extra space of adding different materials at 
different locations within a single component. For example, if an engineering 
application demands higher thermal conductivity at one end and higher mechan-
ical strength at another end, it is advisable to build a multi-material component 
involving copper and nickel. Copper can be used in those regions where conduc-
tivity is critical, and nickel can be used as a building material in regions where 
strength is critical. In addition, AM also gives us the freedom to have a tran-
sition in the composition to avoid steep joints. Even though copper and nickel 
are metallurgically compatible, the difference in thermophysical properties can 
yield weak joints when the component is put into actual loading conditions 
[6]. AM allows having a smoother transition in composition between the mate-
rial, which enables the building of strong joints. In addition, the process also 
provides the freedom to join two metallurgically incompatible materials by 
adding a buffer layer (metallurgically compatible to both materials) of a third 
material in between the two materials to build a defect-free joint [7]. 

(c) Logistics freedom: As the input for AM is the 3D model, the input file can be 
sent through cyber systems, and manufacturing can be carried out remotely by 
eliminating the direct contact between manufacturer and customer. Thus, AM 
can decrease the stages involved in the supply chain, and the manufacturer can 
respond to customer requirements quickly and thus decreases the lead time [1]. 

(d) Post-processing freedom: The components built by AM can be post-processed 
to tailor their properties and surface quality as per the user requirements. 
Building strategy can be established as per the post-processing requirements, 
and dimensionally critical parts can be developed using machining, for which 
machining allowance can be provided during the design stage itself. 

Figure 2 presents the different stages involved in product development, which 
include the various stages from concept to final product development. The product 
development cycle has a number of steps, and the three main stages are design, 
production, and application. The design stage starts with synthesis, where the need 
for the product/ design is analyzed using information obtained from the market 
survey or customer feedback. This stage also involves “concept design,” in which 
different concepts are selected and analyzed. After a comprehensive analysis, the 
best concept is selected for design modeling and simulation, which is carried out in 
the analysis stage. It involves design optimization and performance evaluation. The
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last stage of the design stage is the development of finalized design, and it will be 
sent to the production stage after preparing the documentation and drawing. Once the 
design stage is finished, the production stage starts, which includes planning, material 
procurement, tool procurement, and generation of numerical code for machining, etc. 
This is followed by manufacturing, quality checking, and packing if the quality is 
satisfactory. The full product is shipped and delivered to the customers, and the 
feedback obtained from the customer is again used for concept design, which helps 
to achieve continuous quality improvement. 

It can be seen in Fig. 2b that the use of AM in the product development cycle 
eradicates some of the stages either fully or partially. The 3D model developed during 
the synthesis and analysis stage is used as a reference document and thus eliminates 
the drawing and documentation stages. The planning stage is completely avoided 
as the AM system automatically performs the planning operations. One significant 
advantage brought by AM is that the material procurement is not dependent on the 
design and size of the component, as AM uses shapeless materials. The raw material 
purchase can be carried out before finalizing of the design of the component. The tool 
procurement stage is also avoided in AM as it does not require any special tooling, 
and hence, the tool procurement stage is also eliminated. Thus, the use of AM process 
leads to considerable savings in expenditure and time, making it feasible for several 
applications, especially for product development [8]. 

Some of the advantages of AM that attract its use in several industries are:

Fig. 2 Stages in product development: a conventional manufacturing and b additive manufacturing 
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(a) Customized components: Several sectors, like aerospace, bio-medical, jewelry, 
and power sector, require customized components for various applications. In 
the case of the aerospace sector, the internal cabin design is one of the areas 
where a high level of customization is required. In the aerospace and power 
sector, there is always a need for high-performance components in limited quan-
tities, which makes the deployment of AM suitable for these applications. In the 
case of the biomedical sector, the need for patient-specific implants is one of the 
major requirements. Jewelry sector requires designs that are customer-specific, 
which attracts the use of AM for such applications. 

(b) Low buy-to-fly ratio: The buy-to-fly ratio refers to the ratio of material 
purchased/ used for developing a component to the amount of material used 
in the final part. A high value of the buy-to-fly ratio shows that a greater portion 
of the procured raw material is not used to develop the final component. The 
typical buy-to-fly ratio is close to 10 or higher in conventional manufacturing, 
which indicates large wastage of material. The use of AM in the manufacturing 
cycle reduces the ratio and brings it close to 1, as the wastage of raw material 
is reduced considerably [9]. 

(c) Pre-surgical planning and Education: In the medical sector, AM helps to give 
a surgeon with the physical 3D model of the required patient anatomy prior to 
surgery, which aids the doctor to precisely plan the surgery. This will help the 
doctor to have an improved understanding of complex anatomy unique to each 
patient, which can help to have patient-specific pre-surgical planning. This can 
reduce the time to be spent inside the operating room and complications during 
the surgery [10]. 

(d) Integrated Components: AM technology allows to build components with 
less assembly components, which improves the flexibility of the built compo-
nents. With AM, all the parts required for building a functional component 
like springs, joints, actuators, etc., can be built in a single step, which aids in 
reducing a large number of assembly steps. This can save money and reduces 
the probability of production errors. In addition, AM also allows the fabrication 
of smart components by building sensor embedded components [11]. 

3 Limitations of AM 

The various limitations offered by the technology are: 

(a) High production costs: The cost of high-quality AM systems and materials 
are very high, which limits its wide adoption. This issue is more significant in 
the case of metal AM (MAM) processes, which involve the use of high energy 
sources, like – lasers, electron beam,etc., to melt metallic materials. As some 
of the techniques are patented by the industries, the cost of AM systems is 
higher due to domination by machine manufacturers. Further, the restrictions 
generally imposed by the machine manufacturers to use proprietary materials 
for fabrication also increases the production cost. However, in the last few years,
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some machine manufacturers have become lenient in terms of material usage 
and started allowing the use of open raw materials. 

(b) Mechanical properties: During AM, the material addition takes place in a layer 
by layer fashion, and thus, layering and multiple interfaces are seen, which 
causes defects like – porosity, cracks, delamination, etc., in the component. 
Further, during MAM, the use of high energy sources results in more signifi-
cant residual stresses in the built structures, which can reduce the life of AM-
built components, especially in dynamic loading conditions. In addition, the 
use of different rastering/ scanning patterns, building directions, and process 
parameters can cause variation in the solidification pattern, cooling rates, and 
microstructure evolution, which eventually leads to variation in mechanical 
properties and anisotropy in the build material [12, 13]. 

(c) Need for post-processing: AM-built components attract the use of post-
processing treatments to bring the properties and quality as per the user require-
ments and standards. In the case of surface finish and dimensional accuracy, 
AM-built components are inferior to conventionally built components due to 
layer-wise build, presence of partially melted powders, surface texture due to 
scan pattern, etc. These can be reduced by using treatments like—conventional 
machining, polishing, sanding, sandblasting, etc. Further, post-processing tech-
niques like shot peening, heat treatment, etc., are necessary for improving the 
properties of the built components. The post-processing stage in AM is both a 
resource and time-consuming stage [4]. 

(d) Limited component size/small build volume: The limited machine size is one 
of the major limitations of AM, which prevents the use of the technology for 
building significant size engineering components generally used in aerospace 
and power sectors. Thus, researchers are attempting to understand the welding 
behavior of AM-built components to check the feasibility of joining parts built 
by AM to develop large components. 

4 Evolution and Future Projections of AM 

The first commercial AM process emerged in the year 1987 with the stereolithography 
process developed by Charles Hull. The process was commercialized by 3D Systems. 
In 1991, Stratasys developed the fused deposition modeling (FDM) technique, and 
Helisys developed the laminated object manufacturing (LOM) process. In 1992, 
DTM Corp. introduced the selective laser-sintering (SLS) process. In the year 1993, 
Soligen brought direct shell production casting (DSPC), which uses the inkjet mech-
anism. Germany-based EOS GmbH commercialized EOSINT using laser-sintering 
technology in the year 1994. In 1995, direct metal laser-sintering (DMLS) system 
was launched by the EOS for building metallic toolings for injection molding appli-
cations. In 1998, laser-engineered net shaping (LENS) was brought to market by 
Optomec, and in April 1999, the Extrude Hone additive manufacturing business
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(presently ExOne) introduced ProMetal RTS-300, a MAM system based on inkjet-
printing technology. In 1999, Fockele & Schwarze introduced its selective laser 
melting system. In 2000, the world’s first multi-color additive manufacturing system 
was introduced by Z Corp. Andersson and Larsson patented and licensed electron 
beam melting (EBM) based AM in the year 2000. In 2002, the first commercial EBM 
system was introduced by Arcam. In 2015, continuous liquid interface production 
(CLIP) technology was developed by Carbon 3D to generate smooth-sided solid 
objects using a photopolymer solution and UV radiation [14]. 

Figure 3 presents the evolution of AM in the last three decades and the future 
projections for the following two decades. AM technology started as the process for 
faster conversion of 3D model data to physical prototypes for a quick decision on 
product feasibility, and it was widely known as rapid prototyping (RP). Subsequently, 
the technology was extended to the fabrication of patterns for mold development in 
which the pattern is burned out later to fill the mold with molten material. The tech-
nique was popular with the name rapid casting. Besides the above, RP is used to build 
fixtures, and toolings for formative techniques, like injection molding, and the process 
is named “rapid tooling.” After this stage, MAM processes started contributing to 
the automotive, aerospace, and medical industries in the late 1990s and early 2000s. 
In addition, polymer-based materials were also deployed for biomedical applications 
in the mid-2000s. 

AM also started developing in micro and nano-manufacturing, and during the 
last decade, a lot of progress in various sectors such as fashion, jewelry, medical, 
aerospace, automotive, food, constructions, etc., were observed. AM is noticeably 
venturing in two major sectors: aerospace and biomedical, where quantity is very 
limited in numbers. The typical examples are the fabrication of satellite parts and 
customized prosthetics. It is forecasted that by the early 2030s, human body organs 
could be printed directly using AM techniques [15].

Fig. 3 AM evolution and future projections 
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5 AM Processes 

AM was classified by several research groups from the early days of inception based 
on materials (solid, liquid or powder) and energy sources (laser, electron, jetting, etc.). 
ISO/ASTM 52,900 classified additive manufacturing into seven different classes as 
explained below: 

(a) Vat photopolymerization (VP): VP is defined as “An additive manufacturing 
process in which liquid photopolymer in a vat is selectively cured by light-
activated polymerization” [2]. In the process, the curing of a liquid resin (photo-
sensitive) is carried out using a light source, usually in the ultraviolet range. The 
process starts by spreading a layer of liquid resin on the build platform. The 
light source follows the path obtained for each layer from the sliced 3D model 
and cures the liquid resin. The depth of curing should be in such a way that 
there is good adherence of solidified part with the build platform. With the first 
layer deposited, the build platform moves down by a value equal to the layer 
thickness, and new layer of liquid resin is spread over the previous layer. The 
light source scans the liquid resin as per the drawing of the second layer. Thus, 
the material added for the second layer is completed. These steps are repeti-
tive till the final 3D component is built [16]. The main advantages of the VP 
process are high accuracy, simplicity, ability to process multi-materials, etc. The 
main limitations are slower fabrication rate, need for post-curing, and material 
limitations. The major applications include medical applications for surgical 
planning, tooling applications, and micro-fluidics. 

(b) Material Jetting (MJ): MJ is defined as “ An additive manufacturing process 
in which droplets of feedstock material are selectively deposited” [2]. Similar to 
other AM processes, MJ starts with 3D model data, and it is sliced into several 
layers along the build direction. During the process, photopolymer droplets are 
deposited using a deposited head at locations where material addition is required 
on a particular layer (XY plane). Based on the requirement, the deposition head 
can have a single nozzle or multiple nozzles. Subsequent to material deposition, 
a UV light source is used for the polymerization reaction. This is followed by the 
downward movement of the build platform at a distance equal to layer thickness. 
The process is repeated till the final component is built [17]. Sacrificial support 
structures are also deposited for building overhang geometries. The advantages 
of MJ techniques are high accuracy, ability to build multi-material components, 
and the removable nature of supports. The limitations of MJ techniques include 
poor mechanical properties, the slow nature of the process, material limitations, 
and the high cost of materials and machines. The major applications of MJ are 
in the medical, automotive, jewelry, electronics and medical sectors. 

(c) Material Extrusion (ME): ME is defined as “An additive manufacturing 
process in which material is selectively dispensed through a nozzle or orifice” 
[2]. ME is the most commonly used AM process globally. In this process, 
feedstock material in wire form, generally called filaments, is fed to a hot end
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extruder, which heats the material to a semi-molten state. Further, the mate-
rial passes through the outlet of a nozzle and gets extruded. The material after 
extrusion gets cooled rapidly. The temperature used for heating the material is 
generally fixed based on the material. The extrusion head deposits the material 
in the XY plane as per the geometry in a single layer. After the deposition of a 
layer, the next layer is deposited on top of the previous layer by either moving 
the platform down or moving the nozzle head up [3]. The layer thickness is 
adjusted by precisely maintaining the gap between the nozzle and the previously 
deposited layer. The advantages of ME process include low cost, simplicity, 
lack of material wastage, easy material storage, possibilities to use new mate-
rials, easy support removal, accessibility, etc. The limitations of ME include 
low surface finish and accuracy, low build rate, need for support structures, 
and anisotropy in mechanical properties. The applications of ME process are 
generally seen in prototyping, concept modeling, aerospace, tooling, medical, 
automotive, and education. 

(d) Binder Jetting (BJ): BJ is defined as “ An additive manufacturing process in 
which a liquid bonding agent is selectively deposited to join powder materials” 
[2]. The process uses powder as the raw material, and the powder is spread on 
the build platform using a powder spreader. A print head carrying the binder 
selectively deposits binder at regions in a particular layer, where the bond is 
required as per the tool path generated from the input 3D model [18]. Thus, 
a 2D pattern is obtained in a single layer. Further, the binder is dried to avoid 
its diffusion to other regions of the powder bed. Once the layer is solidified, 
the next layer of powder is spread on top of the previous layer, and process 
continues till the final part is built, which is generally known as the “green 
part.” The built part requires curing operation for densification if the part has 
to be used for engineering applications. If metallic/ ceramic powders are used 
as feed material, green parts are cured and sintered in a furnace for burning of 
binder and joining the powder particles together. The process of burning the 
binder is called debinding [19]. The advantages of BJ are no need for support 
structures, no need for high energy sources, ability to build support structures, 
high build rate (if multiple nozzles are used), use of a variety of powders, etc. 
The limitations of BJ include low strength, need for post-processing, shrinkage 
due to debinding, etc. The typical applications of BJ are the development of 
colored prototypes, metallic components, tooling, etc. 

(e) Sheet Lamination (SL): SL is defined as “An additive manufacturing process 
in which sheets of material are bonded to form a part” [2]. During the process, 
an adhesive-backed sheet of a particular layer thickness is placed on the surface 
of a build plate. Further, a heated roller is moved over the sheet to melt the 
adhesive and bond the sheet with the build plate. Once bonding is achieved, the 
CO2 laser is used to cut the sheet as per the required geometry up to a depth 
equal to the layer thickness. Unused materials are diced into cubes, and they act 
as support material. Once a layer is built, the platform with the built layer moves 
down, and a new layer of material is placed by advancing the sheet. The process 
continues till the final part is built. Once the build is completed, wood carving



44 C. P. Paul and A. N. Jinoop

tools are used to remove the unused excess material [3]. The process is also used 
to build metallic components by using metallic sheets as the feedstock material. 
In the case of the metallic SL process, the sheet materials are joined by using 
ultrasonic welding, and shaping is carried out by a CNC machining operation. 
This process is commonly known as ultrasonic consolidation [20]. The advan-
tages of the SL process include the following: no thermal stress, ability to build 
integrated components, capacity to build colored and multi-material parts, no 
need for support structures, and low cost. The limitations of the process include 
dependency of resolution on the sheet thickness, material wastage, and difficulty 
in removing materials trapped inside cavities. The typical applications of the 
process have the development of sensor integrated components, prototyping, 
etc. 

(f) Powder Bed Fusion (PBF): PBF is defined as “An additive manufacturing 
process in which thermal energy selectively fuses regions of a powder bed” 
[2]. In PBF, a thin layer of powder (metal or polymer) is laid as a bed on the 
top surface of the build plate, and focused thermal energy (laser or electron 
beam) is used to selectively melt or sinter the layer of a powder bed as per 
required geometry. A number of layers built one over the other generates the 
required 3D component as per the design [21]. The process can be primarily 
classified into laser PBF and electron beam-based PBF based on the energy 
source used for consolidation. The advantages of PBF systems are the ability 
to build components with high complexity and minor features, higher mechan-
ical strength, better dimensional accuracy than other MAM processes, etc. The 
limitations of PBF include limited multi-material capability, chances of porosity, 
low build rate, high thermal stress, and low build volume. The applications of 
PBF include the fabrication of complex components for various sectors, like 
aerospace, medical, automotive, tooling, power sectors, etc. 

(g) Directed Energy Deposition (DED): DED is defined as “An additive manu-
facturing process in which focused thermal energy is used to fuse materials 
by melting as they are being deposited” [2]. DED process can be primarily of 
two types: powder fed deposition (PFD) or wire fed deposition (WFD). The 
process uses thermal energy sources, like -laser, electron beam, or arc, to create 
a melt-pool on the surface of a substrate. Once the melt-pool is completed, the 
feedstock material (powder or wire) will be fed into the melt-pool for deposi-
tion. The movement of the deposition head or work station as per the trajectory 
provides the deposition in a single layer. Subsequently, the deposition head 
moves up, and the next layer is deposited on the surface of the previously 
deposited layer. Thus, a 3D component is built as per the requirement [4]. The 
significant advantages of the DED process are high build rate, capability to build 
multi-material components, high density, large size components, easy material 
change, etc. The limitations of DED are low dimensional accuracy, relatively 
limited shape design freedom as compared to PBF, thermal distortions, etc. The 
applications of DED are the fabrication of near-net-shaped components, feature 
addition, repairing and remanufacturing, cladding, etc.
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6 Additive Manufacturing and Industry 4.0 

Industry 4.0 is a blend of cyber and physical systems [22] to form smart facto-
ries, and the physical part of the factories will be insufficient with the capacities of 
the conventional manufacturing techniques. This attracts AM as one of the signif-
icant elements of Industry 4.0. Industry 4.0 allows for quicker manufacturing and 
improved customization by using digital production techniques. It attempts for “mass 
customization,” which can only be possible through advanced manufacturing tech-
niques, like AM. The combination of Industry 4.0 and AM allows for the devel-
opment of first-to-market, completely customized, and dynamic components. AM 
enables the combining of two extremes of manufacturing, i.e., mass production and 
customization. It also permits “just in time manufacturing” and “onsite manufactur-
ing” of components in industries. AM allows industries to assemble and understand 
data/ information across several machines, which permits fast, flexible and efficient 
processes to build features at higher quality and low cost [1]. AM also enables sharing 
the of manufacturing capabilities among different industries for the finest use of 
resources. The technology also allows the development of components at remote 
locations, which permits product distribution. AM also reduces material wastage by 
adding materials at specified locations as per the digital model data. AM is also a 
seamless tool for satisfying the increasing customer requirements and for building 
more competent components. As discussed earlier, AM can help the customers by 
responding swiftly to customer requirements for customization as it requires only 
editing in the digital model used for AM. The technology also allows to decrease the 
transportation distances and costs and reduces inventory management by storing 3D 
models instead of physical parts. Thus, AM is an important part of the next move-
ment in industries called Industry 4.0 and is changing continuously as an essential 
digital manufacturing technique in the period of smart manufacturing. 

7 Additive Manufacturing at RRCAT 

Realizing the significance of AM and allied technologies, comprehensive research, 
and development program in laser additive manufacturing (LAM) was initiated at 
Raja Ramanna Center for Advanced Technology (RRCAT), India, in the year 2003. 
A number of components for engineering and prosthetic applications are manufac-
tured using the LAM system integrated at the RRCAT’s LAM Laboratory. RRCAT 
has two indigenously developed LAM systems in laser PBF (LPBF) and laser DED 
(LDED) categories. Figure 4a presents the LDED system integrated with a five-axis 
workstation for job manipulation. The five axes of the LDED system are X, Y, Z, V 
and W. The effective stroke length of the X, Y, and Z axis is 250 mm. The angular 
tilt of the V axis is ± 110°, while the W axis can have a 360° continuous rotation. 
The manipulator is interfaced with a standard CNC for workstation manipulation.
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Fig. 4 LAM systems developed at RRCAT: a PFD-based LAM-DED with processing volume of 
250 × 250 × 250 mm3, b LAM-PBF with build volume 250 mm × 250 mm × 250 mm 

The glove box is essentially required for maintaining controlled atmospheric condi-
tions during processing. Oxygen and moisture analyzers are also integrated with the 
system. High purity grade argon gas is used for attaining the desired purity levels 
[4]. Figure 4b presents the LPBF system using a 500 W fiber laser, Galvano-scanner, 
powder spreading mechanism, built-plate, and hopper plate to cater to the fabrication 
need of complex geometries. A solid model of the engineering component to be built 
is made using computer-aided-design software. The model is sliced into thin layers 
at various sections along the vertical axis, and each slice is converted into the corre-
sponding file in.dxf format, and these files are transferred to the desktop computer 
attached with the system. Mitsubishi’s programmable logic controller (PLC) and 
servo-package are used along with a 7–inch HMI for data entry to PLC. Fiber laser, 
galvano-scanner, and servo-package are connected with PLC. The system is capable 
of fabricating components having a size within 250 mm × 250 mm × 250 mm and 
builds it with the slice-layer thickness of 25 microns or more. 

Figure 5 presents the recent applications of LAM at RRCAT. Figure 5 (a) illustrates 
a porous structure fabricated by LAM using titanium as the raw material for potential 
biomedical applications. Figure 5b illustrates the deposition of Tribology-700 on 
valve spools for direction control applications of high-pressure, high flow hydraulic 
fluid using newly designed vertical LAM head to improve the helpful life of valve 
spools [4]. Figure 5c presents the stainless steel-titanium (SS-Ti) transition joint for 
joining chemical reactor vessels with transfer lines yielding economic advantage. It is 
developed by introducing friendly materials between the two incompatible materials 
at the identified process parameter combination. Figure 5d presents Dolero-50 bushes 
fabricated for transfer arm gripper subassembly of safety devices, which require 
materials with galling resistance, like Colmonoy-6, Deloro-50, etc. [4]. Figure 5e 
presents the fabrication of low-cost tools using LAM. The LAMed cutting tool is 
observed to have 80% performance as compared to conventional means. Figure 5f 
presents the honeycomb shape orifice grid plate for pressure drop devices intended 
for appropriate flow distribution in significant heat generation sources [4]. Figure 5g
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presents a bi-metallic wall fabricated with Stellite-21on on one side and AISI type 
316L stainless steel on the other side. Figure 5h illustrates LAM fabricated die 
with the conformal cooling channel for uniform temperature distribution. These 
cooling channels find huge applications in the tooling sector. Figure 5i presents the 
prototype hip implant fabricated using LAM for bio-medical applications. It started 
with the making of a solid model with stem length 125 mm and proximal widths at 
mediolateral and anterior–posterior planes of 19 and 29 mm, respectively. The tool 
paths are generated using CAD/CAM software UG NX 6.0, modified into customized 
G&M code and transferred to the CNC controller of LAM system [4]. 

Fig. 5 Recent applications 
of LAM at RRCAT
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8 Summary and Future Scope 

The industries are pushed to move from customer satisfaction to customer delight 
by providing product value addition. One of the techniques that considerably influ-
ences the product value addition is AM. AM converts an abstract idea to a tangible 
component by using a three-step process called pre-processing, processing, and post-
processing. AM brings a major disruption in industrial manufacturing by changing 
the product flow path from design to component. The various freedoms offered by 
AM are shape design freedom, material design freedom, logistics freedom, and post-
processing freedom. The various limitations of AM are high production cost, inferior 
mechanical properties, the requirement for post-processing, and limited component 
size. In the industrial scenario, AM reduced the number of steps in the product 
development cycle by eradicating some of the stages either fully or partially. The 
seven AM processes as per ISO/ASTM 52,900 are vat photopolymerization, material 
jetting, material extrusion, binder jetting, sheet lamination, powder bed fusion, and 
directed energy deposition. Further, AM is an essential part of the next movement 
in industries called Industry 4.0 and is changing continuously as a crucial digital 
manufacturing technique in the period of smart manufacturing. 

The manufacturing of complex engineering components in a swift manner with 
low cost is one of the visions of developing industries. This is significant in the present 
industrial scenario because the industries are pushed to build high-performance 
components with a faster delivery period. The various research areas that are being 
explored/ have to be explored globally for the further growth of AM are presented 
in Table 1. 

The present status of AM is the beginning of a new voyage toward Industry 4.0, 
and many more unanswered curiosity and technological challenges are ahead to be 
explored. The efforts are promising for a better future by investigating science and 
deploying innovative technology with sustained academia-industry collaborations.

Table 1 R&D opportunities in the area of additive manufacturing 

S. no Research opportunities in AM Description 

1 Machine/software development • Machine and software development is costly
• Indigenous development of machines and 
software are necessary 

2 Process development and control • Limited to certain materials and more materials 
should be explored

• More repeatability is required 

3 Material/feedstock development • Presently, industries are using standard 
materials available in market

• Need to produce application-specific alloys and 
materials for AM

(continued)
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Table 1 (continued)

S. no Research opportunities in AM Description

4 Design for AM • AM is now considered as a technology that can 
replace conventional manufacturing

• The advantage of AM should be used to the 
fullest by modifying designs for AM 

5 Modeling and simulation • Several analytical and numerical models are 
available for AM. However, analytical models 
are suitable for simple geometries, and 
numerical models take a long time to obtain 
results

• Need to develop modeling tools for better 
understanding of AM process 

6 Characterization and testing • More advanced characterization tools should be 
used

• Testing should be done at simulated conditions 
for qualification 

7 Quality control and assurance • Need for design codes and standard operating 
procedures 

8 Application development • Qualify AM components for applications
• AM should enter into new domains
• Capability should be demonstrated for new 
domains 

9 Education and training • Curriculum development
• Training for industrialists and academicians
• More undergraduate and postgraduate courses
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Multiscale Modeling in Arc Welding 
Using Secondary Thermal Cycle 

Deepu Mathew John and Gandham Phanikumar 

1 Introduction 

Welding and joining are processes that involve various aspects of metallurgy. An 
integrated approach is necessary to ensure weldability and final strength and ductility 
of the weldments. This is particularly important for heat treatable alloys where the 
microstructure is carefully engineered after thermo-mechanical treatment. Trial-and-
error approach to determine optimal process parameters for weldability of special 
alloys will lead to significant cost and time. 

Integrated Computational Materials Engineering (ICME) approach is emerging 
as a widely accepted means to reduce the cycle time for the development of new 
engineered products. In this approach, multiscale modeling is an important aspect 
which can help in bridging the length scales and providing insights into the structure– 
property correlations. The concept of multiscale modeling deals with the integration 
of simulations or models at different length scales, which is also known as the vertical 
integration in the ICME approach [1]. The original definition of ICME does not 
prescribe how exactly the integration of models or simulations at different length 
scales can be performed [2]. These details are important as the time taken for the 
simulation at each length scale is large and the data transferability between the length 
scales is not obvious [3]. 

Several attempts have been made by industry and academia to use multiscale 
modeling aspect of ICME approach to accelerate materials development and manu-
facturing [4–6]. QuesTek® Innovations LLC has used ICME approach for the fast 
development of materials for landing gears and high-performance materials for gas
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turbines [7]. Motaman et al. [8] attempted an ICME approach in additive manufac-
turing for design optimization. In their work, a process–structure–properties–perfor-
mance (PSPP) chain for metal additive manufacturing (AM) was implemented using 
multiscale modeling. Calculation of Phase Diagrams (CALPHAD) approach and 
Density Functional Theory (DFT) were used for the alloy design. Phase field simula-
tion (PFS) with Micress® software [9] was used to study the evolution of microstruc-
ture during AM process. Crystal plasticity simulations could take orientation of 
phases while evaluating overall properties of the material. Finite element simulation 
was used to simulate AM process at the macroscale. Savic et al. [10] developed an 
ICME-based multiscale model for transformation-induced plasticity (TRIP) steels. 
The properties obtained via crystal plasticity were used for macroscale FEM simu-
lations of forming process. Ridgeway et al. [11] implemented a multiscale modeling 
approach by combining cellular automaton and finite element method (FEM) to 
predict the mechanical properties of aluminum casting based on location-specific 
microstructure. 

Application of physics-based simulations as part of multiscale modeling intro-
duces challenges at the mesoscale such as microstructure to be integrated with 
the macroscale simulation. Simulation of microstructure in steel requires handling 
multiple phase transformations such as the transformation of austenite (γ ) to ferrite 
(α), martensite as well as bainite. The simultaneous nature of these transformations 
renders the simulation a complex process. Multiscale modeling can integrate struc-
tural features at the mesoscale with the macroscale simulation using finite element 
(FE) methods. Commercial FE tools currently available use many assumptions and 
simplifications based on semiempirical models to assess the microstructure and the 
resultant mechanical properties. Often, rule of mixtures is used to average the prop-
erties. Rahul and Phanikumar [12] proposed a pragmatic workflow for ICME using 
a case study of welding of titanium alloy with finite element method. They extracted 
thermal profiles from calibrated simulation of welding process and used those for 
physical simulation in Gleeble 3800®. Use of techniques like PFS and virtual test in 
a multiscale framework can help in considering the effect of microstructure on the 
averaged properties used for macroscale FEM simulation. 

1.1 Overview 

The following sections will review some of the developments in the areas of PFS-
and FEM-based virtual test which are important components in a multiscale model. 
These simulations are applied to welding of steels to illustrate the emerging trends in 
this domain. With PFS, the evolution of microstructure during macroscale processes 
can be simulated, and with the help of virtual test, the macroscale effective proper-
ties can be estimated from the microstructure. Usually, a commercial welding soft-
ware uses simplified models to estimate phase transformation effects to take stresses 
due to those for consideration. Typically, Leblond model [13] is used for diffusive
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transformations. Koistinen and Marburger model [14] is used for diffusionless trans-
formations. The phase transformation strains are added to the thermal strains while 
performing the thermal–mechanical simulation of the weld. 

However, an actual simulation of microstructure is useful in bringing out the 
morphological aspects and configuration of phases as part of the phase evolution. 
Such a simulation will also reduce empirical parameters for the phase transformation 
model. Phase field models rely on thermodynamic and kinetic parameters which are 
more fundamental and would allow for minor changes in the alloy composition to 
enable prediction of microstructure. This section reviews some of the works in PFS 
of microstructure evolution by focusing on the γ → α and bainite transformation 
in steel. The range of cooling rates experienced by steels during welding necessitate 
that these two transformations are considered simultaneously. 

1.2 Phase Field Simulation of Austenite to Ferrite 
Transformation 

Phase field modeling has been used by several researchers to simulate the γ → α 
transformation in steel. For the case of multi-component steel, carbon is a fast-
diffusing species whereas the other alloying elements are slow diffusing. Hence, a 
redistribution criterion is needed. Para-equilibrium (PE) and local equilibrium negli-
gible partitioning (LENP) are the two most popularly used redistribution criteria. In 
the case of para-equilibrium, it is assumed that only carbon diffuses at the microscale. 
Hence, for the calculation of transformation kinetics, the contribution of only the fast-
diffusing elements is taken into consideration. In the case of LENP, it is considered 
that full diffusion with local equilibrium occurs at the atomic scale, whereas at the 
microscale, no partitioning occurs [15]. The α phase can exhibit vermicular, lacy, 
acicular or globular morphology. Vermicular and lacy morphologies are associated 
with delta ferrite that forms during solidification. 

Several works have attempted the simulation of γ → α transformation with in-
house codes. Such studies could be traced back to 2001. Yeon et al. [16] developed a 
1D phase field model for a ternary system. Their evolution equation was coupled with 
concentration equation to solve for the diffusion of species during phase transfor-
mation. Para-equilibrium (PE) condition was simulated for a Fe-Mn-C system, and 
local equilibrium (LE) condition was simulated for a Fe-Cr-Ni system. The study 
concludes that phase field modeling is a suitable technique to deal with systems 
containing substitutional and interstitial elements. In those systems, the interfacial 
mobility and the solute diffusivities determine the kinetics of transformation. 

Other works in this aspect include a 1D phase field model for binary alloy devel-
oped by Bhattacharya et al. [17] which was used to simulate the formation of α in 
steels. Ginzburg–Landau equation was solved by coupling with concentration equa-
tion. A mixed mode of growth was considered. This work was later extended to 
simplified geometry shapes in 2D [18]. Several other attempts were made to address
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various issues in γ → α transformation in steel. A recent attempt was made by 
Kohtake et al. [19] to study the growth stagnation of α during γ → α transforma-
tion. Experimentally, the growth of α stagnates after some time, during the γ → α 
transformation in multi-component steels. The stagnation in growth was attributed 
to the formation of a peak in the substitutional solute concentration at the boundary 
of γ and α phases. Zhu et al. also developed a code for phase field modeling of 
cyclic phase transformation in low carbon steel [20, 21]. LENP criteria were used 
for simulation of elemental redistribution. 

A major development in the domain of PFS for γ → α transformation was 
accomplished after the launch of Micress® software. With the help of this software, 
overall phase transformation kinetics could be simulated and experimentally vali-
dated. Micress® software uses the multi-phase field approach [22, 23] for performing 
PFS. Micress® has the capability to communicate with Thermo-Calc® database 
using TQ® interface for obtaining the thermodynamic and diffusion data needed for 
PFS. This allows for realistic simulations for technical alloys. The multiphase-field 
equation solved by Micress® is as follows: 
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where μαβ is the interfacial mobility, σαβ is the interfacial energy, η represents the 
interfacial thickness, Φα is the order parameter for α phase and similarly for other 
phases. Micress® has OpenMP® parallelization inbuilt, and it uses a modified finite 
difference method that requires lesser number of finite difference grids at the interface 
to obtain a good accuracy for the PFS. In 2001, Pariser et al. [24] used Micress® 

software to simulate the overall transformation kinetics of γ → α transformation 
during continuous cooling in ultra-low-carbon (ULC) and interstitial-free (IF) steels. 
2D PFS studies of γ → α transformation were performed with Micress® software. 
Only the three major components (Fe–C-Mn) were considered while performing the 
PFS. Linearized phase diagram obtained from Thermo-Calc® was used for obtaining 
the thermodynamic data while the diffusion data was taken from the literature. Similar 
2D calculations were performed by Meccozzi et al. [25]. In their work, an attempt 
was made to simulate the γ → α transformation during continuous cooling in 
Nb micro-alloyed Fe–C-Mn ternary alloy steel. The effect of NbC precipitates on 
kinetics was incorporated into the simulation by adjusting the phase field interfacial 
mobility to calibrate against the experimental phase evolution kinetics. Mobility was 
assumed to be temperature-dependent according to Eq. 2, where Q = 140 kJmol−1 is 
the activation energy. The kinetics can be calibrated using the pre-exponential factor 
here. In this work, the interfacial mobility increases with increase in austenitization 
temperature. Mecozzi et al. extended this work later [26] and observed that the nature 
of phase transformation is influenced by NbC precipitates.
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μ(αγ )(T ) = μ0 
(αγ )exp

(−Q 

RT

)
(2) 

The first attempt to simulate the transformation of γ → α in 3D with Micress® 

software was by Militzer et al. [27]. In this work, the γ → α transformation was 
simulated in both 2D and 3D by considering a ternary Fe-C-Mn steel. Comparisons 
were made between 2D simulation and 2D cuts from 3D simulations. A recent study 
on this topic was attempted by Farahani et al. [28]. 3D PFS were performed with 
Micress® software, and the microstructures were validated with the help of in-situ 
high-temperature 2D electron backscattered diffraction (EBSD). The overall phase 
transformation kinetics from EBSD were qualitatively similar to dilatometry. 

For all the simulations of γ → α transformation cited above, the globular 
morphology of α was considered for PFS. There were also several attempts to simu-
late the acicular morphology of α, with and without the consideration of stress fields. 
The first attempt in this direction was in 2003 by Loginova et al. [29]. Phase field 
method was applied to investigate the transition between diffusive and massive trans-
formation in a binary Fe–C system. 1D PFS were performed for an interfacial thick-
ness of 1 nm. Since the simulation was 1D, the authors were able to apply phase 
field method for a small interface thickness of 1 nm within reasonable computation 
time. Loginova et al. [30] further extended their phase field model to 2D and applied 
it to simulate colonies of acicular ferrite (Widmanstätten ferrite). For the simula-
tions, the interfacial energy and interfacial thickness were considered anisotropic. 
The anisotropy was taken as a factor of amplitude that relates the minimum and the 
maximum interfacial energy. 

A recent attempt was made by Bhattacharya et al. to simulate the formation of 
Widmanstätten ferrite in 2D using phase field modeling. Bhattacharya et al. [31] 
simulated the formation of Widmanstätten ferrite plates using a multiphase-field 
model. Their formulation was based on the grand chemical potential approach. 
Anisotropy in interfacial energy was considered for the simulation. The modeling 
of Widmanstätten ferrite can also be carried out by considering the stress fields 
in the microstructure during the phase transformations. In this type of approach, 
the phase field interfacial parameters will be a function of the stress fields in the 
microstructure. The first work in this aspect can be traced back to 2008. Yamanaka 
et al. [32] simulated the morphology of acicular α by combining PFS- and FEM-
based homogenization theory. Their formulation for phase field model was similar to 
that of Loginova et al. [30], but the method of introducing anisotropy was different. 
Yamanaka et al. considered anisotropy to be dependent on strength. Finite element 
method based on mathematical homogenization theory was used to obtain the micro-
scopic and macroscopic deformation behavior. The interfacial mobility was taken as 
dependent on strength. Kubendran Amos et al. [33] used a similar phase field formu-
lation that combines chemical and elastic fields in a thermodynamically rigorous 
manner to simulate the growth of Widmanstätten ferrite plates. Zhang et al. [34] 
used the anisotropy of elastic effects to simulate the formation of Widmanstätten 
ferrite plates in 2D. The morphology and growth kinetics are influenced greatly by 
the elastic energy anisotropy. Song et al. [35] used a combination of multiphase-field
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method and nudged elastic band method to investigate the shape of critical nucleus. 
The results were compared with molecular dynamics simulation. The driving force 
for nucleation as indicated by undercooling determines the shape of the critical 
nucleus. 

1.3 Simulation of Transformation of Austenite to Bainite 

Though there were earlier works on PFS of martensitic transformation in steel, those 
on bainite transformation works were not reported until 2010. This was perhaps 
because of the mechanism of bainite transformation being still open for discussion 
to be diffusional or displacive [36, 37]. There were several attempts to model the γ 
to bainite transformation in steel using phase field modeling. Some of these works 
attempted to develop phase field models and used in-house codes for the simula-
tions [38, 39]. These works tried to address the coupled diffusional and displacive 
mechanisms that act during bainite transformation. The displacive mechanism was 
modeled in a phenomenological manner. There were also several attempts to simulate 
the bainite formation with Micress® software [37, 40, 41]. There are often limitations 
in a phase field implementation that can readily account for the displacive mecha-
nisms for bainite formation. Hence, in these works, it was assumed that only diffu-
sional mechanism acts for the bainite formation. Bainite was considered as a α phase 
but with anisotropy in interfacial energy as well as interfacial mobility. Different 
anisotropy functions were used in different works, and the selection is mainly based 
on comparison of morphology of bainite with experimentally observed morphology. 

Attempts were made to develop phase field model to simulate the bainite transfor-
mation with a single order parameter model. Arif and Qin [39, 42] developed a phase 
field model that considers both diffusive and displacive mechanisms in a coupled 
manner. A phenomenological (shape-based) displacive transformation theory was 
added to the classical phase field formulation to achieve the new phase field model. 
A single order parameter was used to model the bainite transformation with reduced 
computation time. With the help of a transformation matrix, multiple bainite sheaves 
were simulated. The developed phase field model was coupled with Cahn–Hilliard 
diffusion equation to solve for the carbon concentration field during the bainite 
growth. 

Several studies have attempted the simulation of bainite formation with Micress® 

software. The first work in this aspect could be traced back to 2010. Mukherjee 
et al. [40] simulated the γ → α and bainite transformation during gas metal arc 
welding (GMAW) in DP 600 sheets. The thermal cycles in the material during 
welding were simulated using macroscale welding simulation tool SimWeld® and the 
thermal cycles from these simulations were validated with experimental weld trials. 
For these thermal cycles, the phase transformation was simulated using Micress®. 2D  
simulations of transformation of γ → α and bainite were carried out. Bainite phase 
was considered as ferrite phase with faceted anisotropy description. A similar work 
was performed by Ramazani et al. [41] using slightly different numerical parameters.
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A constant value was used for interfacial mobility, whereas Mukherjee et al. [40] 
used a temperature-dependent interfacial mobility. 

Cementite precipitation during bainite transformation was not considered in the 
phase field simulation studies mentioned above. Capturing the cementite precipita-
tion requires a very small grid size in PFS and will be computationally expensive. 
There were attempts to simulate a single bainite sheaf formation with consideration 
of cementite precipitation also. In 2016, Düsing et al. [43] formulated a phase field 
model for the simulation of lower bainitic transformation. A coupled Cahn–Hilliard 
multiphase-field model was used. The concept of generalized stresses and micro-
force balance was introduced in this work to model the displacive mechanism in 
a phenomenological manner. The multiphase-field model was used to describe the 
bainitic ferrite evolution and the precipitation of carbide. The Cahn–Hilliard equation 
was used to simulate the carbon diffusion within the bainitic ferrite. The interfacial 
energy was considered anisotropic. The work was later extended to simulate both 
upper and lower bainite transformation [44]. 

Song et al. (2018) [45] attempted to simulate the formation of lower bainite with 
cementite precipitation in a 2 μm× 8 μm domain, with a refined grid spacing of 2 nm. 
Multi-phase field model implemented in the software Micress® was used to simulate 
the isothermal lower bainitic transformation. A faceted anisotropy model was used for 
interfacial energy (Eq. 3) and interfacial mobility (Eq. 4). The thermodynamic data 
was described with para-equilibrium linearized phase diagram from Thermo-Calc® 

software, and the diffusion data was fed manually. A fully diffusional mechanism was 
considered for the bainite formation. Periodic boundary condition was considered 
in all directions for the 2D simulations preformed. The simulations were compared 
with the experimental data, and a good agreement was obtained in terms of the 
morphology and phase fractions. 

σ = σ0k
2 
st

(
k2 st cosβ

2 + sinβ2)−1.5 
(3) 

where σ0 is the interfacial energy coefficient, kst is the static anisotropy coefficient of 
the facet, and β is the misorientation between normal vector of interface and normal 
of nearest facet. 

μ = μ0 
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κ 
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)
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κ

]
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where μ0 is the interfacial mobility coefficient,kkin is the kinetic anisotropy coeffi-
cient, and κ is value that describes the degree of anisotropy. κ varies between 0 and 
1 where 1 indicates isotropic growth.
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1.4 Simulation of Simultaneous Transformation to Ferrite 
and Bainite 

The study of Toloui and Militzer [37] was the first to use the multi-phase field model 
implemented in Micress® to simulate the simultaneous formation of α and bainite. 
Diffusional bainite growth was assumed, and the formation of upper bainite was 
simulated in 2D. Crystalline faceted anisotropy model (Eqs. 5 and 6) was used to 
describe the anisotropy of bainite sheaf growth, whereas the α growth was considered 
as isotropic. A good agreement was obtained between the simulated and experimental 
bainite kinetics. There were several reviews [36, 46, 47] that cover some of the above 
works. Those on the use of phase field simulation for bainite transformation have 
not been reviewed so far in a comprehensive manner. 

σ ∗ = σ ∗ 
0 k
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Deepu and Phanikumar [48] used Micress® software to simulate the simultaneous 
phase transformations, namely of γ to bainite and α during cooling at heat-affected 
zone of DP980 GMA weld. Tetragonal anisotropy functions were used for simulating 
the bainite morphology. The final phase fractions and the kinetics of phase transfor-
mation of bainite simulated with phase field simulation agreed well with experiments. 
Figure 1 shows the microstructure simulated using phase field technique.

1.5 Other Thermodynamic-Kinetic Tools 

Some of the other simulation tools that can be used for simulation of phase transfor-
mation in steel are DICTRA and JMatPro® [49]. DICTRA is a module in Thermo-
Calc® software [50] that uses sharp interface approach for simulation of phase 
transformation. One-dimensional phase transformation simulation can be performed 
with DICTRA module. It uses the thermodynamic and mobility databases from 
Thermo-Calc® software for obtaining the thermodynamic and diffusion data needed 
for phase transformation simulation. JMatPro® is a software tool that can be used 
for different purposes like thermodynamic calculation, simulation of phase trans-
formation and calculation of thermo-mechanical properties of a material. JMatPro® 

uses databases in the background that contain free energy functions. It uses the 
CALPHAD approach. For the simulation of phase transformation, JMatPro® uses 
the Johnson–Mehl–Avrami–Kolmogorov (JMAK) equation.
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Fig. 1 Phase field simulated microstructure for DP 980 steel, using Thermo-Calc coupling. The 
phase simulated microstructure was used for performing virtual test. The figure shows the stress 
distribution in the microstructure at 2% strain

1.6 Estimation of Microstructure-Dependent Effective 
Properties 

Several techniques can be used to estimate effective properties from the microstruc-
ture of the material. Several analytical techniques are available such as Voigt and 
Reuss bounds, self-consistent methods, Hashin and Shtrikman’s bounds, and Mori– 
Tanaka method. These analytical techniques face the limitation that the morphology 
information of microstructure is not taken into account. Asymptotic homogeniza-
tion is an efficient numerical technique for the calculation of averaged macroscale 
properties. These can take as input either representative experimental microstruc-
tures or those simulated using the phase field technique. Laschet [51] used asymp-
totic homogenization to derive the effective thermo-elastic properties from material 
microstructure. Based on these works, a tool HOMAT® was developed for evalua-
tion of averaged properties taking configuration of phases in the microstructure into 
account. Laschet et al. [52] simulated microstructure of steels in three dimensions 
using phase field technique and performed homogenization for thermal and elastic 
properties. Laschet et al. [53] also used the representative volume element (RVE) to 
calculate the averaged mechanical properties of a pipeline steel as part of the simu-
lation of the forming process. Effective flow curves from an RVE can also be used in 
a virtual test based on FEM. Ramazani et al. [54] calculated the effective macroscale 
flow curve of dual phase steels using FEM-based virtual test on different RVEs. They 
also proposed a correlation to relate the flow curves obtained using different virtual
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tests. Deepu et al. used asymptotic homogenization with HOMAT® and virtual test 
with FEM implemented in Abaqus® software to calculate the effective properties 
from PFS microstructure for DP980 steel. Figure 1 shows the distribution of stress 
during virtual test at 2% strain. 

2 Case Studies 

In this section, we take up two case studies, namely multi-pass welding of structural 
steel, using a trailing heat sink and welding of DP steel using a trailing heat source. 
These examples illustrate the importance of phase transformations during welding 
simulation. Figure 2 shows the schematic thermal profiles considered for these two 
examples. 

2.1 Multi-pass Welding of Steel Using Trailing Heat Sink 

Kala [55–58] has worked on the use of trailing heat sink to control the distortion in 
IS1020 steel with a composition close to S355J2G3, a DIN standard structural steel 
for which the material database is available with the commercial welding software 
used. Autogenous welds were used for the purpose of studying the effect of thermal 
profiles on distortion. Figure 3a shows a cylindrical tube being welded along the axial 
direction. The tube has been instrumented with thermocouples for thermal profile 
measurement. This data is used to calibrate the heat source models with the exper-
iments. Figure 3b shows the distortion along the axial direction with and without a 
trailing heat sink. It is clear from the data that trailing heat sink reduced the distor-
tion. The simulations consider the phase transformations into the model, and this has 
helped in bringing the simulation runs closer to the experimental values. Microstruc-
ture analysis of the welds showed that the final microstructure contained both bainite 
and martensite. Evolution of microstructure will thus affect the strains due to the

Fig. 2 Superposition of two thermal profiles in the case studies being presented here: a trailing 
heat source and b trailing heat sink 
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Fig. 3 a Welding of cylindrical pipe with thermocouple measurements b Distortion along the axial 
direction of the pipe with and without cooling by a trailing heat sink [55] 

phase transformation. These early studies showed that coupling the microstructure 
evolution models with welding simulations is important in understanding the evolu-
tion of residual stress and distortion. These studies also highlighted the possibili-
ties of microstructure modification through superposition of thermal profiles during 
welding. 

2.2 Multiscale Model for DP980 Steel GMA Welding 

Deepu and Phanikumar [48] attempted to implement a multiscale model for DP980 
steel GMA welding. To address the weldability of newly developed alloys, an inte-
grated two-stage workflow was proposed. Figure 4 shows the implemented multiscale 
model workflow. The thermal profile experienced by a location in the HAZ is used 
for validation with the simulation.

The same location is used for thermo-mechanical simulation during cooling and 
microstructure characterization as well. In the first stage of the workflow, predic-
tion of phase fractions was performed using semiempirical models implemented 
in JMatPro® software. A scaling factor available in the software was used to cali-
brate one set of experimental data to adjust for the deviations. Effective macroscale 
properties were obtained using a linear rule of mixture. The mechanical properties 
of participating phases were obtained from the material models of the commercial 
software. 

PFS runs are time-consuming and hence were included as a separate group of tasks 
in the workflow. These simulations use the thermal profile at a location in the HAZ 
of a DP980 steel GMAW. In addition to the asymptotic homogenization, to obtain 
the effective macroscale properties, a virtual test was also used. Thus, in stage 2, the 
estimation of effective properties takes the orientation information and morphology 
of DP 980 steel microstructure into account. The broken arrow connector in Fig. 4
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Fig. 4 Multiscale modeling in an ICME framework implemented by Deepu and Phanikumar. The 
figure was adapted from Deepu et al. [48]

illustrates the workflow iteration that could eventually result in a comprehensive 
dataset for system-scale FEM simulation of the joining process by using different 
thermal profiles in the entire weld region as inputs. Where necessary, such a compre-
hensive dataset of homogenized properties can provide effective material properties 
and has the capability of including the role of process parameter-dependent evolution 
of microstructure. 

2.3 Tandem Torch Welding for DP980 Steel 

A second heat source can be added to GMA welding for DP steel to decrease the 
cooling rate in the weld zones. This can affect the microstructure and thus affect the 
hardness variation across the weld. To study this, a tandem torch arrangement was 
used during GMA welding of DP980 steel sheet. For this purpose, a gas acetylene 
flame was attached to the trailing end of GMA weld torch. Figure 5 shows the welding
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Fig. 5 Tandem torch arrangement with gas acetylene flame at the trailing end of GMA welding 
torch 

arrangement with the usage of tandem torch. Multiple thermocouples were used to 
measure the thermal profiles experienced by locations away from the center of the 
weld. The proportion of the gas mixture was selected to obtain sufficient heat at the 
trailing end to reduce the cooling rate of cooling after GMA welding. The flame was 
also adjusted so that the thermocouples were not melted during the welding process. 
Also, the peak temperature obtained from the gas acetylene flame was kept below 
the peak temperature obtained from the GMA weld torch. The objective of the trial 
was to reheat the melt pool to lower the cooling rate at the weld zones particularly 
in the HAZ. In this way, the gas acetylene flame acts as a second heat source. 

Figure 6a shows the time–temperature profile obtained after tandem welding, 
compared to that of regular GMA welding. The label ‘t1’ is for a thermocouple placed 
5 mm away from the weld center line. The label ‘t2’ is for the thermocouple fixed 
10 mm away from the weld center line. Using the tandem torch welding, the cooling 
rate in the HAZ was decreased and this could in turn help in decreasing the hardness 
at the HAZ. Figure 6b compares the microhardness profiles across the weld between 
regular GMA weld and tandem torch enabled GMA weld. The hardness variation 
between the HAZ and remaining areas decreased during the tandem welding. The 
width of the HAZ also decreased during the tandem welding.

Such secondary thermal cycles are very relevant for DP steel. The reason for this 
is that DP steel is produced with carefully controlled heat treatments. The faster 
cooling rate introduced by welding processes often brings about a larger fraction of 
hard phase. Processes such as welding can thus modify the microstructure leading 
to gradients in local hardness that pose a problem during subsequent deformation 
processes. Introduction of secondary thermal source for DP steel welding effectively 
reduces the cooling rates. This increases the chances of α formation or martensite 
reduction in the weld HAZ which leads to decrease in hardness difference across 
the HAZ. This can be advantageous in further processing involving deformation of 
welded plates.
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Fig. 6 a Comparison of thermal profiles between tandem GMA welding and regular torch GMA 
welding. Thermocouples ‘t1’ and ‘t2’ are fixed 5 mm and 10 mm, respectively, away from the weld 
center line. b Comparison of microhardness profile between a regular GMAW and a tandem torch 
GMAW

3 Opportunities 

The current implementation of secondary thermal cycle used gas acetylene flame. 
This can lead to increase in carbon in the weld zones, which leads to increase in 
hardness. Use of heat sources such as infrared (IR) heat source can eliminate this 
problem. Such implementations can potentially lead to further reduction of hardness 
difference across the HAZ. 

In an integration scheme of multiscale models, phase field modeling is often seen 
as the slowest work element due to the large number of grid points and time steps 
involved. But this is not always the case. In the case of simulation chain shown in 
Fig. 1, the phase field simulations took only ~15 min to complete on 8 threads in an 
Intel Xeon® E5-2630 processor. The virtual test simulations turned out to be more 
time-consuming in the multiscale model chain currently implemented. The reason 
for it being the fact that the phase field grid size was taken forward while mapping 
the finite element meshes. This resulted in a very fine mesh size for finite element 
simulation. Future work can be thought of with adaptive meshing in the virtual test 
simulation domain so that the multiscale chain can be accelerated. 

4 Challenges 

One of the major challenges in the multiscale modeling approach is the material prop-
erty input for virtual test. In order to consider anisotropy better, the input material 
property of individual phases must be anisotropic. Obtaining the anisotropic prop-
erties for each phase is a challenge with experiments. A combination of models and 
experiments can be thought of as a possible solution for this problem. The currently



Multiscale Modeling in Arc Welding Using Secondary Thermal Cycle 65

available commercial software JMatPro® has the capability to calculate the isotropic 
properties for individual phases with semiempirical approaches. Such a feature is 
much needed for obtaining the anisotropic material properties for individual phases 
in materials. 

Another main challenge in multiscale modeling is to answer the question of how 
to integrate the simulation techniques and models at different length scale. Seamless 
integration of models and simulations at multiple length scales is still a challenge. 
In the proposed workflow of multiscale models shown in Fig. 4, the link between 
microscale simulation and macroscale simulation is obtained with the help of a 
virtual test. The phase field simulated microstructure is exported to finite element 
software for performing the virtual test. On repeating such a workflow, the complete 
set of material property input for macroscale FEM simulation can be obtained. But 
repeating such a workflow for every finite element mesh or region for every time 
step is unnecessary and time-consuming. Selective regions and selective time steps 
can be considered in the finite element macroscale model for property update using 
multiscale model. The decision on which regions in the model need such a multiscale 
chain property update and in what interval the property needs to be updated depends 
on the problem being studied. For cases like welding, the time taken for the process is 
short, and hence, the property update with multiscale model needs to be done at short 
time step intervals but that will not be the case with processes like heat treatment that 
take hours to complete. In order to accelerate the property update in FEM simulation 
with multiscale models, techniques such as look-up tables and machine learning can 
be used. 

5 Summary and Future Scope 

This chapter presented a detailed overview of microstructure simulation and virtual 
tests which are important steps in the integration of models in an ICME approach 
for welding processes. Two case studies of the use of secondary thermal profile 
during welding process were described. The first example using a trailing heat sink 
illustrated the importance of phase transformation in the control of residual stress and 
distortion. In the second example, a detailed multiscale model was implemented for 
regular GMA welding in DP980 steel along with a trailing heat source. The hardness 
difference decreased across the weld after the use of secondary heat source. Heat 
sources such as IR can be used as a future work to eliminate the effect of carbon on 
hardness of the weld regions. Multiscale model chain implemented in the present 
work can be used to simulate welding with secondary heat sources as a future work. 
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Material Recycling: Unearthing Metals 
from Anthropogenic and Industrial 
Resources 

Pratima Meshram and Abhilash 

1 Introduction 

Earth’s crust is the source of metals. After mining, depending on the grade, the 
ores (if lean) are processed by beneficiated to generate a concentrate and a gangue 
fraction. The rich ore of the concentrates upon sizing is processed by various pre-
pyroprocessing steps like drying, roasting, calcination, etc., to obtain a modified 
concentrate. This modified feed serves as the raw material for the extraction of 
metals by pyrometallurgy/hydrometallurgy/electrometallurgy/biohydrometallurgy 
to yield the desired metal and generate slag/residue. The extracted metals can be 
separated and purified to obtain marketable products. However, the gangue and 
slag/residue although dumped or landfilled serve as an important resource for metal 
extraction/replenishment. 

The mining operations world over are witnessing the challenge of declining grade 
of primary reserves. As the exploration exceeds, the number of reserves increases 
geometrically but the grade of metals in these reserves is declining. For example, to 
produce 1 ton of copper required only 55 tons of copper ore in 1950; which is now 
of the order 6 times in 2020. India lacks any primary resources for critical metals. 
Of the 30 CRMs, India possesses some distinctive figures in reserves of graphite, 
rubber, and a few critical rare earth elements embedded in beach sand minerals. These 
critical metals have huge demand in low carbon technologies. Thus, dependence on 
secondaries can’t be ignored. 

The energy requirement in primary production of virgin copper and aluminium 
is 70 and 218 MJ/kg, which can be reduced by 75–85% using secondaries of these 
metals, thereby reducing energy consumption to 17.5 and 28.8 MJ/kg. Concurrently, 
the CO2 emission reduces from 3.83 kg CO2/kg to 0.96 kg CO2/kg in the case of 
copper and 11.46 kg CO2/kg to 1.69 kg CO2/kg in the case of Al. Apart from CO2,
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emissions like SO2 and usage of land and water can be effectively curbed. Mining 
has been causing damage to the environment also by its deleterious operations like 
blasting and acid mine drainage. A comprehensive approach is required to mitigate 
such post-operational challenges faced in mining, metallurgical, and metal manu-
facturing processes by a holistic waste management approach that results in lower 
waste generation, process in-built recycling, and opens vistas for innovative markets 
and applications in other sectors of the economy. 

The magnitude of the waste generation problem in India is quite pronounced. The 
per capita waste generation has shot by > 2% per annum due to the rise in urban 
population by 3-4% per annum (e.g. nearly 42 million tons of MSWs are produced 
annually in India). With a 5% annual increase in waste generation, recyclability– 
recycling–reuse has been identified as the imperative step towards sustainability. 

Given the need to achieve sustainability in material processing, the present chapter 
emphasizes exploring secondary resources as sustainable alternates to primary ores 
via replenishment cum recycling of anthropogenic and industrial wastes. These 
resources often contain metals in lower values except in a few cases like WEEEs, but 
processing of such is benign to the environment, economical, and ensures extended 
producer responsibility. 

2 Material Resources 

Waste generation is mainly associated with industrialization, economic develop-
ment/urbanization, increase in population, and affluence. In Asia, with increasing 
population, prosperity, and urbanization, problem related to the expanded consump-
tion and depletion of resources, a wide range of wastes are becoming major chal-
lenges. A material that either needs to be discarded/ disposed of is termed waste, and 
its non-reversible recuperation in an environmentally benign mode is the main objec-
tive of waste management processes [1]. About 7–10 billions ton per year of waste is 
generated globally, out of that 47% is dumped in deep pits, 31% is reprocessed, and 
22% is subjected to high-temperature deashing. A major loss of values is contem-
plated with nearly 70% of waste being unreused or not recycled worldwide [2]. These 
are the wastes generated during mining, mineral industries as a sidestream, and also 
anthropogenic wastes which contain valuable metals and can be used as secondary 
resources. 

The recent advent to extract metals from secondary resources is primarily due 
to its environmentally favourable processing that tackles hazardous heavy metals, 
economics is attractive due to the depletion of primaries, and is a valuable element in 
extended producer responsibility (EPR). These material resources are widely classi-
fied as anthropogenic wastes and wastes from mining-cum-metallurgical processing 
(Fig. 1). Wastes can be classified according to their states, viz., solid, liquids, or
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gaseous, or based upon their source of generation as municipal/household wastes 
(anthropogenic wastes), industrial wastes, or metallurgical wastes. Here in this 
review, we will focus mainly on recycling of these wastes for improved economics 
and ecological conservation. By recycling, these wastes/ discarded products or mate-
rials are recovered or reclaimed, refined or reprocessed, and converted into new 
or different products. Recycling these wastes is beneficial not only as it saves the 
natural resources but also it reduces the need for landfills, reduces CO2/greenhouse 
gas emissions, and thereby protects the environment. Recycling also creates new 
industries, business opportunities, and employment for many and thereby leading to 
a circular economy. Among the methods practised, hydrometallurgical processing is 
considered more precise, foreseeable, and easy to deal with, making it a pertinent 
choice in valuable metal recovery from such resources (especially WEEEs) for over 
two decades. However, they owe the demerit in being acid consuming, stretched 
over longer durations, and quite often incomplete separation among precious metals. 
The use of harsh or noxious reagents, such as aqua regia, nitric acid, cyanide, and 
halides, produces large magnitudes of lethal and corrosive liquid or gaseous effluents. 
Consequently, it is obligatory to pursue a more environmentally friendly scheme to 
replenish metals from such resources. However, hybrid hydrometallurgical methods 
are an indispensable choice in the refining phase of a recycling process. 

This review mainly focuses on the recycling of secondary resources for metals 
which are either anthropogenic or industrial wastes. The anthropogenic or household 
waste covered aluminium cans, cells, and batteries; and electrical and electronic 
wastes (e-wastes) while different metallurgical plant wastes, viz., iron and steel plant 
wastes, zinc plant wastes, aluminium plant wastes will be mainly covered.

Fig. 1 Classification of material wastes 
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3 Anthropogenic Wastes 

3.1 Household Metal Wastes 

Household metal wastes are also called home generated or retail wastes. It includes 
household substances and chemicals that are no longer in use and such products either 
contain valuable metals or reactive, corrosive, or toxic substances that may cause land 
pollution if not recycled. Therefore, recycling this waste is necessary to save energy 
or protect the environment and for economic advantages. The term household metal 
waste more accurately identifies a broader range of appliances/items that are targeted 
as recyclable and should not be disposed of in a landfill, viz., aluminium and steel 
cans and containers, wirings, television, computer, and cell phones. 

3.1.1 Cans and Containers 

Every day we use different sorts of cans and containers to keep various household 
and food items. Steel containers, tin, aluminium cans, and foils are usually employed 
for these purposes. Disposal of this material not only harms the environment as they 
are not naturally degraded but also recycled to save energy and reduce emissions. 
Because of the considerable lower energy used, each ton of aluminium can recycling 
evades 9 tons of CO2 equivalent emissions thus saving 97% GHG emissions as 
against the primary aluminium making. Aluminium can recycling to generate metal 
uses only 5% of the energy when compared to its initial extraction and processing 
(mine to metal) and 10% of the capital costs. 

There are mainly two types of packaging employed for household items, rigid and 
semi-rigid packing, which is generally used for packaging food items, beverage, and 
aerosol cans, closures containers, and trays; while flexible packing is usually used 
as foil or laminated materials for plastics or cardboard. Cans are made up of steel, 
copper, tin, and aluminium which are used for rigid or semi-rigid packing. These 
cans contain high metal values and are therefore recycled directly as scrap in the 
smelter and then fabricated directly as wrought products. The aluminium cans are 
mostly Al-based but contain Mg and Mn as additives to improve the strength and 
ductility of cans. These cans comprise of metals in varying composition (95.1–98% 
Al, 1.15–4.65% Mg, 0.25–0.9% Mn) in the body and lid [3]. 

In flexible packaging, about 6 µm aluminium or copper foil is used which is gener-
ally laminated to paper or plastics. Hence, the flexible packaging waste contain fewer 
metals that can be generally extracted by pyrolysis and thermal plasma techniques. 
Oxidation of aluminium and purity of recycled aluminium are the major challenges 
in its recycling [4]. To overcome these challenges, Risonarta et al. [5] suggested a 
method by using drossing flux and applied an improved melting strategy and deco-
rating cans before melting it [5]. The coating contains Cr2O3 and TiO2 which cause 
aluminium oxidation resulting in slag formation and consequently its loss to form 
slag resulting its loss. Drossing flux added paved way for disunion of Al from the
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slag, thus preventing its loss. Another improvement was in terms of the decrease in 
the melting duration. These improvements helped in increasing the recycling yield 
by ~5% [5]. 

3.2 Waste Electrical and Electronic Equipments (WEEEs) 

Due to industrialization and revolution in information and telecommunication indus-
tries, the demand for electric and electronic equipment is rising which results in 
increasing generation of hazardous and other wastes. These wastes consist of the 
equipment and its parts which are rejected or discarded during its manufacture or 
after use. These wastes are termed electronic waste or waste electrical and elec-
tronic equipment (WEEE), e-waste, or e-scrap. It includes a wide range of products 
viz., computers, laptops, television sets, VCRs, washing machines, refrigerators, air 
conditioners, stereos, copiers, fax machines, and electrical lamps. There exists a huge 
possibility of reusing, refurbishing or recycling these products after their shelf life 
in an environmentally benign mode. Of the MSWs generated, above 5% by weight 
worldwide is contributed as scrap WEEEs. It has been estimated that the quantity of 
WEEEs discarded in Asia amounts to nearly 12 million tons every year [6]. 

The Global E-waste Monitor [7] presents the continent data on electronic waste 
generation in 2019. Out of the globally spawned 53.6 million metric tons (Mt) 
WEEEs, only 17.4% were properly collected and recycled. In 2019, Asia generated 
24.9 Mt of electronic wastes, followed by the USA (13.1 Mt) and European nations 
(12 Mt), while only 2.9 Mt and 0.7 Mt were emanated from Africa and Oceania, 
respectively. However, the statistics varied when accounted on a per capita basis 
where European nations topped the list with 17 kg generation per capita, Oceania 
countries being second (16 kg per capita), followed by the USA (13 kg per capita), 
while Asia and Africa spawned approximately 5.5 and 3.0 kg per capita, respectively 
[7]. Having the quantity of accumulated wastes in the background, a value-based 
assessment of the metals presents an attractive estimate of producing 120-140 kg 
copper, 2.75–4.25 kg silver, and 0.15–0.40 kg gold and palladium from 1000 kg 
mobile phones. The worldwide e-waste scrap market has generated a yearly revenue 
worth approximately 63 billion USD in 2020–2021 [8]. 

E-waste is a complex waste stream that comprises precious, critical, and non-
critical metals that can be used as an alternate or secondary source for the production 
of metals; therefore, this waste is also called an urban mine/ ore. Table 1 shows the 
different electronic wastes and their metal content. More than 60 different elements 
can be found in electronic waste; some of them are precious, a few hazardous and 
some are both [9].
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Table 1 Metal content in various e-wastes 

Element Source Typical composition References 

Copper PCBs 83.42% Cu, 2.72% Sn, 2.36% Pb, 1.96% Al, 
0.96% Zn, 0.23% Fe, 0.48% Ba, 0.11% Bi, 
0.039% Ni 

[10, 11] 

Flue dust of E-waste 3.2% Cu, 0.8% Pb, 0.5% Ni, 27.2 Fe, 6% Mn, 
4.9% Al, 0.7% Ca, 0.3% Mg, 114 ppm Au 

[12] 

Wires 80.4% Cu, 19.6% plastics [13] 

Gold Mobile PCB 66% Cu, 2.30% Ni, 0.045% Au [14] 

Contractors 40 ppm-1.04% Au [15] 

ICs 289–3386 ppm Au, 471–6590 ppm Ag [16] 

Silver Mobile PCB 39.86% Cu, 0.457% Zn, 0.396% Ni, 0.0043% 
Au, 0.054% Ag 

[17] 

Photovoltaic cells 0.13% Ag, 0.41% Cu, 5.27% Al, 0.15% Pb, 
0.004% Fe, 2.31% others, 91.73% Si 

[18] 

Cobalt Batteries 15–55% Co, 3–7% Li, 5–40% Ni, 10–35% Mn [19] 

Tin Solders 63–97% Sn, 0.14% Ge [20] 

Lead Solders (63–37%) Sn–Cu, (60–37–3%)Sn–Cu–Ag [21] 

Bismuth Gas safety valves 1.48% Bi, 1.08% Pb, 5.14% Cu, [22] 

Selenium Solar cells 34.6% Se, 13.8% Zn, 25.7% Cu, 25.9% Sn [23] 

Indium LCD glass 69.78% Si, 14.37% Al, 9.59% Ca, 3.45% Sr, 
0.9% Ba, 0.35% Fe, 0.90% As, 0.34% K, 0.18% 
Zn, 0.13% Ti, 0.06% In, 0.02% Cu, 0.01% Sn, 
0.01% Cr 

[24] 

3.2.1 Liquid Crystal Displays 

Technology improvement has resulted in the replacement of old cathode-ray 
tubes (CRTs) with liquid–crystal display (LCDs) and is now a vital component 
in electronics like televisions, desktops, laptops, tablets, and other visual-cum-
communication devices [25]. Indium, a critical metal, used as indium tin oxide (ITO) 
comprising of indium oxide and tin oxide in flat-screen liquid–crystal display tech-
nology and represents 84% of indium’s total demand (Umicore). Due to its economic 
importance and supply risk, it comes under critical metals. There is no primary source 
of indium, and its concentration is one-sixth of gold in the earth crust. Indium is a by-
product of zinc and lead processing industries and exists in a concentration range of 
10–20 mg/kg [26]. To use this high resource potential in terms of high indium content 
and environmental issues due to the presence of mercury-like hazardous elements, 
recycling LCD is essential. LCD monitors are constituted of an LCD panel, a light-
ning source, a printed circuit board, and an optical system. The LCD panel is the 
most important component of LCD monitors where indium is present in ITO elec-
trodes; apart from that, the light source consists of cold cathode fluorescent lamps 
containing mercury [24].
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Different types of acid and acid mixtures viz., HNO3, HCl, and  H2SO4 with 
varying strength have been tested for extraction of indium from scrap LCDs. 
Sulphuric acid is mostly used due to its higher efficiency, low cost, and easy control 
during the process [24]. To remove liquid crystals from glass substrate, Li et al. 
[27] use a series of steps including thermal shock (to separate film), and ultrasonic 
cleaning-cum-dissolution. 

An integrated process involving acid leaching with precipitation and cementation 
has been developed to recover indium from scrap ITO [27]. By employing concen-
trated sulphuric acid (100 g/L) with 10–12% pulp density at 90 °C in 2 h, ~99% In and 
only 8% Sn were extracted. The impurity of tin in liquor was removed by sulphide 
precipitation using 1.01 bar at 60 °C for 10 min. The raffinate (purified In2(SO4)3 
solution) was cemented on a zinc plate to obtain high pure sponge indium at pH 
1–1.5 and 65 °C. To recover In from scrap TFT-LCDs post-sulphuric acid leaching, 
solvent extraction was employed to selectively load indium with 30% D2EHPA at an 
organic (1): aqueous (5) ratio in 5 min. The loaded D2EHPA was completely stripped 
by 4 M HCl with an aqueous (1): organic (5) ratio, resulting in ~97% In separation 
efficiency [27]. 

Table 2 presents the summary of recycling works executed for recycling LCD 
panels by various researchers, and the main focus is on indium recovery. The common 
processing options to recover indium from the LCD panel are pyrometallurgy, 
hydrometallurgy, vacuum metallurgy, and chlorination. Among these, hydromet-
allurgical recycling process is a widely used technique because the recovery rate is 
higher as compared to other processes. Most of the researchers used energy-intensive 
pre-treatment or high acid to process scrap LCD panels for indium extraction, and 
hence, most of these processes were not addressing the circular economy concept, 
but using high process throughput is also critical to achieving the economics required 
for the indium recovery process.

3.3 Printed Circuit Boards (PCBs) 

PCBs account 3–7% of the mass of almost all electrical and electronic equipment. 
PCBs are mainly constituted of conducting (tracks and components) fractions strad-
dled on a laminated or non-conducting surface. The surface (specifically termed 
as substrate) is characteristically a glass fibres embedded on epoxy resin or paper 
on phenolic resin, intrinsically mixed with bromine-based retardants [33]. PCBs 
consist of ~ 54 different metals, and hence, the separation of these metals, espe-
cially Pt, Pd, Au, and Ag, is very complicated. PCBs are constituted of 40% metals, 
30% organics, and 30% ceramics. PCBs comprises of 70% non-metallic fractions, 
apart from 10–20% copper, 0.9–6% solder (Pb), 0.5–4% iron, 1–3%, nickel, 400– 
500 ppm Ag, 250–350 ppm Au, 75–150 ppm Pd, etc. [34, 35]. Hence, it is not only 
containing hazardous substances but also a lot of precious metals by a factor of 
10 when compared with their primary resources [35]. The metal fraction available 
in PCBs is variable based on the category of e-waste as shown in Table 3. PCBs
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from desktops contain about 15–30% Cu and ~200–300 g/ton Au, while handset 
PCBs contain 12–15% Cu and 275–400 g/ton Au [36]. The extraction of gold from 
used PCBs is meritorious owing to nearly 100 × higher quantity of gold in PCBs 
when compared with its ore. Recycling of waste PCBs not only conserves primary 
resources by recovering valuable metals but also addresses the environmental pollu-
tion by treating hazardous substances. Lot of research has been envisaged on the 
extraction of copper which constitutes 34–35% of total metal content in PCBs [37, 
38].

The polymer coating over PCBs inhibits the chemical reaction of lixiviant and 
metals, which according to Jadhav and Hocheng [47], can be removed by soaking 
in NaOH at ambient temperature for 22 h and slow stirring, as a pre-treatment step 
before leaching with hydrochloric acid [47]. Recovery of copper from WPCBs using 
the electrolysis process was investigated by Kumar et al. [48]. They reported that 
the 5 h as the  maximum duration for  the dissolution process of 132 g of PCBs 
compounds and the maximum duration of electrolysis for deposition of copper was 
2 h for 14.86 g by using 0.0214 kWh [48]. Liu et al. [11] also proposed an efficient 
process that avoids acid leaching and recovers copper by direct electrolysis [11]. 
It was illustrated that 97.32% copper can be reclaimed with the increase in the 
concentration of copper sulphate, sodium chloride, sulphuric acid, and up to 90 g/L, 
40 g/L, 118 g/L, respectively, and the apparent current density of 80 mA/cm2, after  
which recovery diminished. The purity of copper recovered through this process was 
99.86%. 

The recovery method used depends upon the metal, the efficiency of the process, 
and the costs involved. The pyrometallurgical treatment of electronic wastes has 
demerits due to the loss of aluminium and iron into the slag, in addition to the release 
of dioxins from the brominated compounds in the PCBs. Also, the separation of 
precious metals is very poor. 

3.4 Magnets 

The shift to green and carbon–neutral technologies has resulted in increased 
electrification, and thus, the application of rare earth-based magnets in energy 
storage/conversion devices has also shot up. These magnets are primarily found 
in motors, generators, medical equipment, consumer appliances, hybrid and electric 
vehicles (EVs), wind turbines, electrified marines, aircraft, etc. Neodymium-iron-
boron (NdFeB) magnets have the highest demand due to the highest value of magnetic 
field per unit volume which is imperatively needed in mobility and wind turbines. 
NdFeB magnets are a potent resource of rare earth elements (REEs) with 28–35 
wt% metal concentration (Pr, Nd, Tb, and Dy), of which Nd constitutes 15–30% and 
the remaining being iron [49]. With the highest CAGR of magnets in green energy 
transition, recycling of magnets shall help in alleviating Nd supply risk. However, 
the major challenges encountered are the sourcing mechanism and holistic recycling 
pathway.
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There are two main techniques widely used for spent magnet recycling, viz., 
pyrometallurgy and hydrometallurgy (Table 4). The pyrometallurgical processes 
operate at high temperatures and are thus energy-intensive while hydrometallur-
gical processes are the most prominent among other alternatives mostly because of 
their applicability to varying magnet chemistries. Computer HDDs contain small 
magnets (weighing 50–70 g) which can be shredded as a whole for further use in 
metal extraction techniques [54]. The magnets used in wind turbines and EV motors 
are for comparatively larger in size and thus have to pre-treated before subjecting 
to recycling [55]. Demagnetization is required to remove the strong magnetic field 
before dismantling. There are two processes that are mostly used for demagneti-
zation, namely thermal and non-thermal treatment. In thermal treatment, the spent 
magnet is heated above the Curie temperature of NdFeB magnets (400–500 °C) 
where magnetic properties disappear.

3.5 Phosphors 

Phosphors are an important component in lamps/lighting and display (CRT, LCD, and 
plasma screen). Fluorescent lighting mainly relies on REEs like yttrium, lanthanum, 
europium, cerium, terbium, and gadolinium. In addition to rare earth, the fluorescent 
tubes also contain Al, Cu, and glass, apart from mercury which terms these wastes as 
hazardous. Due to the wearing out of CRT display devices, the proportion of phosphor 
used in fluorescent lamps has risen sharply by 90% since 2011 and thus the demand 
for REEs [56]. Waste CRTs are a huge resource of REEs, with each CRT contributing 
to approximately 1-10 g phosphor which thereby accounts for 15% REEs embedded. 
The growth in demand for REE in phosphors is approximate > 9% per annum. 

In India, ~ 690 million units of FLs/CFLs were produced in 2016 at a CAGR of 
27%. The irony stays with the poor recycling rate (<30%) of these wastes, which, 
however, accounts for 2400 tons per year of phosphor powder. Fluorescent lamps 
contain 3% (w/w) phosphor powder as a thin layer coated inside a glass tube, which 
constitutes half by weight percentage halo-phosphate phosphor, 1/5th by weight 
fine glass powder and silica, 1/10th by weight alumina as well as rare earths phos-
phors [57]. Numerous methods have been adopted to recover metals from phosphor 
powders viz., simple distillation, pyro metallurgy, hydrometallurgical processes, or 
combination of all [53, 55]. 

3.6 Batteries 

Lithium-ion batteries (LIBs) have been the secret sauce fuelling the explosion of 
super portable, wireless electronics such as smartphones, laptops, tablets, and tiny 
wireless products such as Bluetooth headphones. They are also what make the modern
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electric vehicle viable and able to feature ranges of 500 km and more. Lithium-
ion batteries have enabled electric vehicles such as the Tesla Model X to boast 
ranges above 500 km and are a big part of the success of EVs. But what to do 
with the mounting heap of spent batteries coming from electronics and EVs. But 
increasingly people are worried about what to do with the mounting heap of spent 
lithium-ion batteries that are full of things like nickel, cobalt, and lithium and if 
mishandled can catch fire. Automakers who have pledged $300 billion towards the 
development of 700 new models of electric cars, mostly by 2025, need a secure 
supply of those raw materials. Recycling of the critical materials from spent LIBs 
not only addresses demand but also eliminates the deleterious effects of mining, 
brine extraction, transportation of precursors, energy consumption, GHG emissions, 
thereby making cost imbalance settled [58]. 

Lead-acid batteries dominate the global rechargeable battery market, followed by 
LIBs, nickel-metal hydride (NiMH), nickel–cadmium (NiCd), and lithium polymer. 
Table 5 depicts the metal content in various batteries. To achieve sustainability in 
the processing of LIBs with different battery chemistries, various recycling flow-
sheets have been developed globally by leading industrial players like Umicore, 
Recupyl, Toxco, Batrec, Sumitomo, Duesenfeld, etc. Battery recycling is divided 
into three segments, viz., dismantling, leaching, and separation. Dismantling involves 
the crushing, shredding, flotation by vibratory separator, followed sieve-based sepa-
ration of electrode material from the less desired components like case, fluff, etc. 
Leaching is carried using hydrometallurgy/pyrometallurgy/both [19]. Among these, 
hydrometallurgy employs acids for solubilization of Li, Ni, Co, and Mn followed by 
solvent extraction, precipitation, crystallization without residue/slag as depicted in 
various studies (Table 6).

4 Industrial Wastes 

4.1 Ferrous Waste Recycling 

Iron making involves various unit processes like agglomeration, sintering, blast 
furnace; and steel making uses basic oxygen furnaces and electric arc furnace, 
steel refining, that generates voluminous wastes, largely governed by physico-
chemical factors like design, operational methods and feed material [68, 69]. Blast 
furnace operations generates hazardous wastes, viz., dusts, slag, which contain lead, 
chromium, zinc, cadmium and possess difficulty for processing or handling. Although 
these wastes are rich in metal values, their recycling faces constraints due to accumu-
lation of harmful metals in the process [68]. Recycling of ferrous dusts is restricted 
due to volatile compounds of Zn, Cd, As, and Pb. Zinc occurs as zinc oxide and zinc 
ferrite in steelmaking wastes based on the use of galvanized steel scrap as feed which 
can be processed by carbothermic reduction followed by zinc condensation [70].
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Table 5 Material composition in secondary batteries by weight (%) 

Materials Secondary Batteries 

Ni–Cd NiMH Li-ion Li-Polymer LiFePO4 

Button Cylindrical Prismatic HEV 

Fe 40–45 31–47 22–25 6–9 36 24.5 1 30–35 

Ni 18–22 29–39 36–42 38–40 23 2 – 

Zn – – – – – – – – 

Mn – – – – – – – – 

Cd 16–18 – – – – – – – 

Co 2–3 3–4 2–3 4 27.5 
(LiCoO2) 

35 
(LiCoO2) 

– 

Li – – – – – 3.5–5.2 

REE 6–8 8–10 7–8 7 – 16 – 

Cu – – – – – 14.5 15 2.8–5.2 

Al – – – – – – 1.8–2.8 

K 1–2 1–2 3–4 – – – – 

Trace metals – – – – 2 – 15 17–18 
(P) 

Graphite/carbon – 2–3 <1 <1 16 – >3 

Plastics/Polymer – 1–2 3–4 16–19 18 14 3 – 

H2O – 8–10 15–17 16–18 – – – –

Among these, the high content of 28–30% Zn, 8–14% Pb makes EAF dust attrac-
tive for devising processing options. Generically, the zinc oxide is amenable to acid 
leaching but the process does not dissolve zinc ferrite due to its refractory nature. 
Zinc ferrite can be only dissolved in reducing environment but results in iron contam-
ination in liquor [70]. The sinter plant dust also can serve as a resource of potassium 
for applications in fertilizer manufacturing [71]. 

4.2 Aluminium Associated Wastes 

The process of aluminium production generates huge quantity of dross which is 
a suitable raw material for recycling/replenishment of left over metal values [72]. 
Dross is hazardous and hence recycling of this waste is very essential. Drosses are 
generally differentiated as white and black dross based on metal quantity. White dross 
produced during skimming of molten metal in primary and secondary smelters as a 
fine powder contain 15–17% extractable aluminium. Black dross generated during 
aluminium recycling contains lesser metal content (11–16% Al) due to slag and 
above 40% salt in comparison to white dross. 

Aluminium is extracted from the dross via the rotary salt furnace process [72, 73] 
in presence of salt flux (ratio of dross to flux being 1:2). Saline slags containing low 
metallic aluminium and high ratios of Al2O3, NaCl, KCl and traces of AlN, AlC3
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and Al2S3 is generated during rotary furnace melting. In absence of flux, aluminium 
slags are generated. Another waste worth exploring is the aluminium dust which 
contains metallic aluminium apart from metal oxides, silicon and its derivatives 
(oxide, nitride, and hydride), zinc, iron, copper, fluorides, etc. This is generated during 
metal manufacturing and slag milling unit operations in centrifugal dust collection 
system [74]. 

The other common wastes are spent pot lining (SPL), Bayer’s sludge, and red 
mud. Aluminium smelters generates a significant amount of spent pot lining (SPL), 
produced due to mechanical and chemical disintegration of refractory and insulating 
materials at high-temperature and stringent electrolysis. On average, SPL contains 
18–40 kg/t Al [75] apart from fluorine compounds and cyanides terming this as a 
hazardous waste. It is anticipated that for every ton of metal generated, nearly 20– 
40 kg SPL is generated and gets accumulated to the tune of1-2 million tons worldwide 
per annum. India generates 0.7–1.4 mT of SPL per annum with the current annual 
primary metal production capacity of 3.426 million tons. 

Vanadium is a critical metal being used in multiple applications like steel, cata-
lysts and quite recently in energy storage grids. Vanadium exists in various primary 
resources like vanadinite, carnotite, patronite, and titaniferrous magnetite [76]. There 
are considerably vast secondary resources of vanadium like spent catalysts, red 
mud, Bayer’s sludge, uranium tailings, etc. Vanadium content in the bauxite varies 
from 0.05–0.25% V2O5 depending upon the inception and nature of bauxite deposit. 
During the digestion of bauxite with caustic soda solution, about 30–35% of vana-
dium present in bauxite is extracted and remaining accumulates in Bayer’s sludge 
(V2O5: 10–18%). This vanadium sludge is the potential source for the production of 
ammonium metavanadate and vanadium pentaoxide (V2O5), by hydrometallurgical 
processes [77]. 

During Bayer’s process for alumina production, Bauxite residue is generated 
which is also called as red mud. To produce 1 ton aluminium, it requires 70,000 
cans as compared to 2 metric tons of bauxite. But recycling aluminium cans does 
not result in wastes; however, 2 metric ton bauxite will also yield 1 ton red mud. 
Extensive efforts have been carried out worldwide to devise suitable applications of 
red mud, apart from the numerous flowsheets to extract metals by hydrometallurgical 
(acid/alkali leaching) as well as pyrometallurgical (smelting, carbothermic reduction, 
fluidized bed reaction, smelting) methods [78]. On the other hand, the presence of 
metals like Al, Mg, Si, P, Ca, etc., weighs down its holistic utilization. Alumina 
content in red mud increases the fluidity and alkalinity of slag terming it unsuitable 
for refractory manufacturing [78]. 

Pyrometallurgical processes often target iron content; however, hydrometallurgy 
has been reported targeting critical metals like vanadium, REEs, gallium, etc. Red 
mud samples in Russia, Jamaica, and China have been reported with high REE 
content [79, 80] in the range of 89–152 ppm Sc, 290- 360 ppm Y and La, upto 
590 ppm Ce. The content of REEs is relatively lower in Indian red mud as reported 
by Abhilash et al. [10, 77, 82, 83] who have attempted to extract REEs from these 
red mud for synthesis of mixed REE oxides [81, 82]. Scandium content in red mud
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has caught worldwide attention, and efforts are underway to process red mud for 
generating high pure scandium oxide [80]. 

Various products like cement, glass ceramics, bricks, tiles, etc. have been tested 
by various groups from red mud, to maximize utilization and curtail its disposal [83]. 
Despite the use of red mud in water remediation, GHG sequestrations, and other civil 
works, the content of metals like Al, Fe, Ca, Mg, Si is a major concern. 

4.3 Zinc Wastes 

Zinc wastes are valuable resources for base metals like Zn, Co, and Ni, apart from 
precious metals like Ge, Sb, Ag, etc. There have been many attempts to recu-
perate important metals from zinc tailings and residues [84]. The residue/zinc cake 
containing Zn, Pb, and Fe when digested in sulphuric acid followed by roasting 
and brine leaching can be used to extract 86% Zn and 89% Pb [85]. Alongside, 
there exists several other methods to process these zinc-based industrial wastes and 
residues. An example of abandoned mines in Turkey revealed prospects to recover 
metals like zinc, iron, and lead, from flotation tailings and slag followed by a two-
stage acid leaching [86–88] for 77.5% Zn. Similarly, copper smelter slags and zinc 
hydrometallurgical process residues were also treated with sulphuric acid followed 
by roasting which selectively removed iron as hematite; and the residue on water 
leached to completely extract Zn, Cu, and Cd [87]. Applied. GEOCOAT™ recovers 
zinc from the low tenor ZnS concentrate (17–20% Zn, 3–6% Fe, 10–12% S and low 
copper) using the resource at a zinc mine in Namibia, via column leaching of 90 days 
to recover 91% Zn [84]. Although there have been numerous studies on the use of 
zinc mine wastes as backfill, the extraction of metals from them seems to be a more 
profitable option [85, 89]. 

5 Conclusions 

Keeping given the evolving patterns of environmental remediation and sustainable 
growth, the review article attempts to deliberate on the sustainable substitutes of 
primary resources, otherwise termed as secondary resources through reprocessing of 
anthropogenic and industrial wastes. Anthropogenic wastes like CRTs, LCDs, PCBs, 
magnets, phosphors, and batteries contain huge proportions of quantities of base and 
critical metals namely In, Au, Ga, Ge, Ag, Zn, Cu, Pb, Mn, Nd, Y, Eu, Li, Ni, Co, 
etc. Mining and metallurgical operations in of ferrous and non-ferrous industries 
produce significant amounts of waste and contain metals like Fe, Zn, REEs, Al, etc. 
Notwithstanding the environmental threats concomitant with the processing of these 
wastes, their needs to be developed a circular economy model which promotes the 
zero-waste concept and ensures the generation of flowsheets that can address critical 
metal scarcity and extract them at reduced cost and cause less emissions.
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The picture put forth in this chapter deliberates on the necessity for surplus 
research and generate outputs that can influence policy making thereby enabling 
investigations on the described raw materials. Technological innovations should be 
able to map such resources, quantify their worth based on metal value and pollution 
aspect using life cycle assessment, and empower mission mode programs to replenish 
metals from such wastes. The extent of funding from public organizations must be 
complemented in a bigger way from private ones as well, to ensure the practice and 
commercialization. 

Keeping the changing scenario of primary metal scarcity and over-accumulation 
of secondary resources, and long-run influences of various recycling policies an 
important avenue for future research that can add to the metal repository in the 
country from secondaries can be developed. A cohesive methodology, encompassing 
multi-disciplinary processes, and unit operations with one common goal in alleviating 
critical metal demand and reduction of waste simultaneously must be developed. 
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Process Development and Stability 
Modeling of High-Speed Micromachining 

Rinku Kumar Mittal, Kundan Kumar Singh, and Ramesh Kumar Singh 

1 Introduction 

Free-form surface features are increasingly used in precision manufacturing indus-
tries for telecommunications, electronics, defense and biomedical applications. 
Surface microtexturing used in various industries to enhance the essential func-
tions such as tribological, wetting, biocompatibility, sustainability and cleanliness 
[1]. Optical free-form surfaces have wide applications in illumination, imaging, non-
imaging, etc. [2]. Microneedles are microscopic applicators used to deliver vaccines 
or other drugs and have applications in pharmaceutical and biomedical research [3]. 
Microholes, slots, and channels are used for microfluidic applications in biomedical 
industries. Micromilling process is one of the micromanufacturing processes, which 
is widely used to produce 3D complex microscale components with an accuracy of 
sub-micron level. A variety of engineering materials with improved surface finish and 
higher material removal rate (MRR) can be processed using micromilling process, 
which cannot be accomplished from other micromanufacturing techniques, such as 
micro-EDM, lithography, laser machining, etc. [4]. 

Although the micromilling process has several benefits, this process has some 
limitations and challenges. The main limitation of the process is lower flexural stiff-
ness due to the use of small diameters of the end mills. The limited stiffness can lead

R. K. Mittal 
Department of Mechanical Engineering, Indian Institute of Technology Guwahati, Guwahati, 
Assam, India 
e-mail: rkmittal@iitg.ac.in 

K. K. Singh 
Department of Mechanical Engineering, Birla Institute of Science and Technology, Pilani, India 
e-mail: ksingh@hyderabad.bits-pilani.ac.in 

R. K. Singh (B) 
Department of Mechanical Engineering, Indian Institute of Technology Bombay, Mumbai, India 
e-mail: rsingh@iitb.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
A. Shrivastava et al. (eds.), New Horizons in Metallurgy, Materials and Manufacturing, 
Indian Institute of Metals Series, https://doi.org/10.1007/978-981-19-5570-9_6 

91

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-5570-9_6\&domain=pdf
mailto:rkmittal@iitg.ac.in
mailto:ksingh@hyderabad.bits-pilani.ac.in
mailto:rsingh@iitb.ac.in
https://doi.org/10.1007/978-981-19-5570-9_6


92 R. K. Mittal et al.

to catastrophic tool failure, especially during machining of high-strength steels and 
titanium alloys which find widespread industrial use. The limitation of low flexural 
stiffness can be countered by the use of high rotational speeds, which will reduce the 
feed per flute (chip loads) and hence the cutting forces. However, the high rotational 
speeds in addition with lower flexural stiffness, could induce dynamic instability in 
the process. This dynamic instability called chatter is a self-excited vibration, which 
may deteriorate the surface quality and tool life. In addition, as the spindle oper-
ates over a wide range of rotational speeds (from 50,000 RPM to 150,000 RPM, 
sometimes even wider range), a dynamically stable structure is required to avoid 
vibration encountered due to resonance at higher order modes. Therefore, to create 
complex miniature features without chatter, it is important to design a high-speed 
micromachining structure which must possess static and dynamic stability for precise 
machining. 

A significant amount of work has been reported in the literature on the investigation 
of chatter phenomena in the milling process at both macro and microscales. Tobias [5] 
and Tlusty [6] presented the mechanism of chip regeneration and developed a stability 
model for single point cutting operations. They determined the limiting depths of 
cut at different spindle speeds, which separate the stable and unstable operational 
regimes. Altintas and Budak [7, 8] suggested an analytical model to predict chatter 
of the milling process using zero-order approximation and multi-frequency method. 
A time-domain solution for a delay dynamic model based on semi-discretization was 
presented by Insperger et al. [9], to predict the stability in milling, which includes the 
time varying parameters directly. Vogler et al. [10] and Malekian et al. [11] considered 
the plowing and rubbing due to the minimum chip thickness effect in the micro-end 
milling force model and stability model. A stability model presented by Adetoro et al. 
[12] considered the cutting force coefficients and axial immersion angle as a function 
of axial depth of cut. Afazov et al. [13] included the effect of nonlinear cutting forces 
due to the run-out on the stability limits in micromilling. It may be noted that at very 
high rotational speeds, the misalignments and run-out amplification may change the 
dynamic behavior of the system during machining [14]. Li et al. [15] formulated a 
2DOF model in rotational coordinates to see the rotational effects such as Coriolis 
and centripetal effects. They observed a significant difference in the stability with 
consideration of the tool rotation. Movahhedy et al. [16] incorporated the gyroscopic 
terms in a finite element model for the determination of the frequency response of the 
system. They investigated the effect of gyroscopic couple on the dynamic stability 
of a high-speed spindle system which resulted in lower stability limits in high-speed 
milling. 

The gyroscopic effects become more prominent at high rotational speeds which 
can potentially affect the stability limits. Traditionally, only translational degrees of 
freedom have been used for stability modeling, which does not capture the effect 
of gyroscopic couples. Hence, it is imperative to incorporate the rotational degrees 
of freedom in the stability model for accurate identification of stability boundaries 
in high-speed micromilling. It is known that the minimum chip thickness effect and 
size effect significantly affect the cutting forces and stability of micromilling process 
[17]. In addition, the cutting velocity also affects the strain rate and heat generated,



Process Development and Stability Modeling … 93

Table 1 Desired 
specifications for the linear 
stages 

Property XY stages Z stage  

Accuracy <±1 μm <±1 μm 

Resolution 1 μm 1 nm  

Repeatability 1 μm 100 nm 

which can alter the machining behavior. Hence, it is important to include the cutting 
speed and the chip load (feed/flute) dependent cutting force coefficients for accurate 
prediction of the stability of the micromilling process. Consequently, this chapter is 
focused on the following aspects: 

• Design and fabrication of a high-speed micromachining center. 
• Development of single, two, and multiple degrees of freedom stability models. 
• Creation of surface features for industrial applications. 

2 High-Speed Micromachining System Development 

2.1 Design Approach for Micromachining System 

The quality of a precision machine tool depends upon three main factors: accuracy, 
stability, and durability. All these features depend upon the quality of mechanical 
structure, guide way system, spindle, and control system. The specification of the 
linear stage is given in Table 1. These stages have brushless servo motor control, 
which is able to provide high acceleration for extremely smooth motion and accuracy 
without any wear, heating, and cogging. They use crossed roller guides and precision 
ground ball screws, which are driven by directly coupled brushless slot-less servo 
motors. The Z-stage is a linear motor with a pneumatic counterbalance. 

An IBAG made spindle that can achieve a maximum speed of 140,000 RPM has 
been used. It contains ceramic bearings, which have anti-friction properties. Hence, 
very low friction and low wear at high-speed is achieved. The machine structure 
is very critical in high-speed micromachining. Static, modal, frequency response, 
transient dynamic, and impact analyses have been carried out for different structural 
configurations to obtain an optimal structure with suitable performance. The design 
methodology for the micromachine development is shown in Fig. 1.

2.2 Optimum Design of Micromilling Machine Tool 

The dimension of the base is 750 mm × 600 mm × 150 mm. This base contains 
two slots to fix the columns of the machine. These slots provide extra rigidity to 
the whole machine. The column structure is a bridge type frame used for mounting
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Fig. 1 Flow chart for design and fabrication of high-speed micromachining center

the Z stage unit on it. The bases of the columns are kept in slots of the machine 
base. Two columns are 250 mm apart. The spindle holding fixture is designed to 
hold the spindle containing a flange. This is made of mild steel. This is designed 
to provide good rigidity (due to two ribs) while holding the spindle. Taper supports 
are provided to support column structure. These supports are provided to restrict the 
forward bending movement of the column structure of the machine. These supports 
are positioned such that they are in compression during bending of columns. These 
are made of granite to dampen the vibration. Fig. 2 shows the CAD model of the 
optimal geometry.

2.3 Final Experimental Setup 

A high-speed micromachining center (Fig. 3) developed as per the optimal design 
at the Machine Tools Laboratory, Indian Institute of Technology Bombay, is used to 
conduct the experiments. The three-axis micromachining center has DC brushless 
servomotor driven stacked ball screw x–y stages and linear motor driven z stage. 
The positioning resolution and accuracy of x and y stages are 0.5 μm and ± 1 μm, 
respectively. The z stage is pneumatically counterbalanced at two ends with a posi-
tioning resolution of 5 nm. The micromachining center is equipped with a high-speed
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Fig. 2 CAD model of micromachine

spindle mounted on the z stage with a maximum speed of 140,000 rpm. The spindle 
is driven by AC synchronous electric motor. The average torque of this spindle is 
~4.3 N-cm. All the stages are fixed on a granite structure which is placed on a vibra-
tion isolation table. Three component cutting forces were measured using a tabletop 
dynamometer (Kistler MiniDyn 9256C1). The two accelerometers made by Kistler® 

(model:8640A50) with a sensitivity of 97.3 mV/g were used for measurement of 
accelerations in two orthogonal directions (feed and normal to feed directions). The 
velocity of the cutting tool in the feed direction was measured by Laser Doppler 
Vibrometer (Polytec® model: NLV 2500). The topography of the machined surface 
has been analyzed using Alicona Infinite Focus® optical measurement system. A 
data acquisition (NI DAQ) system was used to collect the measurement data from 
all sensors and devices.

3 High-Speed Micromachining Process Modeling 

3.1 Single Degree of Freedom (SDOF) Stability Model 

The machine tool structure is assumed as a spring-mass-damper system with single 
degree of freedom, as shown in Fig. 4. The lumped mass at tool tip can move into 
the Y direction, which is normal to end mill feed direction. It may be noted that the 
tool deflection in the Y direction will affect the workpiece surface significantly.

The machine tool system will be excited by cutting forces in Y direction only. 
Therefore, the equation of motion of the SDOF model can be written in Y direction 
as follows,
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Fig. 3 Three-axis high-speed micromachining center developed at Machine Tools Lab, IIT Bombay

Fig. 4 Schematic of 
micromilling process

ÿ + 2ζωn ẏ + ω2 
n y = 

ω2 
n 

ky 

N∑

j=1 

Fyj (1) 

where ky is the spring constant, ωn is the natural frequency, and ζ is the damping 
coefficient at the tool tip. N is the number of flute of the microcutter. To capture the 
size effect and minimum chip thickness effect in micromilling process, the cutting
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force coefficients are assumed as a nonlinear function of cutting speed (V ) and chip 
load ( ft ) as, 

Ktc = K1V 
p1 ft 

q1 (2) 

Krc = K2V 
p2 ft 

q2 (3) 

where K1, K2, p1, q1, p2, and q2 are constants which can be determined 
experimentally. 

To determine the nonlinear cutting force coefficients as a function of cutting 
speed and chip load, experiments were conducted at different spindle speeds and 
feed rates. Cutting forces in X and Y directions were measured to determine the 
tangential and radial cutting forces via coordinate transformation. The root mean 
square (RMS) values of cutting forces were used to determine the tangential and 
radial cutting force coefficients. To estimate the nonlinear cutting force coefficients, 
the least square best fit approach (regression analysis) is used. The cutting velocity 
and chip load dependent cutting force coefficients are as follows [18]. 

Ktc = 665.2V −0.1542 ft 
−0.3972 (4) 

Krc = 418.8V −0.0879 ft 
−0.3709 (5) 

Following is the characteristic equation of the system obtained for an SDOF 
chatter model [10, 11]. 

det[[I ] − 
1 

2

(
1 − e− j ωcT

)
Ktcalim[A0]H y(i ωc)] =  0 (6)  

The limiting depth of cut for stable machining for a selected chatter frequency 
(ωc): 

alim = 2π 

N αy

(
K1V p1 f 

q1 
t

)
Re[Hy(i ωc)] 

(7) 

where N is the number of flutes, and Hy(i ωc) is frequency response function in the 
y direction given by, 

Hy(i ωc) = ω2 

k(ω2 − ω2 
c + 2i ζωωc) 

(8) 

where ω is the natural frequency, and ωc is the chatter frequency.
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The limited depth of cut, which will depend on the spindle rotational speed, can be 
determined from Eq. (7). However, estimation of modal parameters at tool tip such as: 
the natural frequency, spring constant, and damping constant is required. Method-
ology to determine the dynamic parameters at tool tip is shown in the following 
paragraph. 

For stability analysis of the micromilling process, prediction of the tool tip 
dynamics is essential. Experimental modal analysis (EMA) has been performed to 
determine the modal parameters at the tool tip. The direct frequency response func-
tion (FRF) (Φ11(ω)) and cross FRF (Φ21(ω)) were determined experimentally by 
obtaining the displacement data at tool shank and tool tip by excitation of tool at 
shank using impulse hammer. Using the Φ11(ω) and Φ21(ω), direct FRF at the tool 
tip (Φ22(ω)) can be estimated by using the reciprocity theory as follows, 

Φ22 = 
X2(ω) 
F2(ω) 

= 
(Φ21(ω))2 

Φ11(ω) 
(9) 

where Φ11(ω) = X1(ω) 
F1(ω) and Φ21(ω) = X2(ω) 

F1(ω) , where X1(ω) and X2(ω) are the 
displacement of the cutting tool in the frequency domain at shank and tool tip, 
respectively, due to excitation at the shank. 

The curve fitting method is used to identify the dynamics parameters from the 
experimentally determined FRF, as shown in Fig. 5. 

The stability lobe diagram has been generated by prediction of chatter free depths 
of cut at different spindle speeds by using Eq. (7). Stability limits were compared 
considering both cutting velocity and chip load dependent and constant cutting force

Fig. 5 Experimental and curve fitted frequency response function at the tool tip 
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Fig. 6 Theoretical stability boundaries with experimentally validated depths of cut for feed of 
3 μm/flute 

coefficients, as shown in Fig. 6. Experimental chatter onset was also shown in Fig. 6 
to validate the predicted stability limits. At higher spindle speeds, stability limits 
are higher for cutting velocity and chip load dependent cutting force coefficients. 
This increase in the predicted stability boundaries can be attributed to fact that the 
cutting forces vary nonlinearly with cutting velocity and chip load. It can be seen that 
a SDOF model may not be appropriate at high spindle speeds; hence, higher order 
models may be required. 

3.2 Two Degrees of Freedom Model 

Stability lobe diagrams can be generated using the following characteristic equation 
of the 2DOF machine tool system, 

det

[
[I ] − 

1 

2

(
1 − e−i ωcT

)
Ktcalim[A0][Φ(i wc)]

]
= 0 (10)  

where A0 is the time invariant directional cutting coefficient vector dependent on 
immersion angle, ωc is the chatter frequency, and Φ(iω) is the FRF at tool tip. 

A 2DOF machine tool system has been used in this formulation where the cutting 
force coefficients are function of the cutting speed and chip load. By solving Eq. (10),
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stable axial depth of cut can be calculated from, 

alim = − 2π 
NKtc(V , ft ) 

λR(1 +
(

λI 

λR

)2 

) (11) 

where λI and λR can be determined by assuming starting and exit immersion angle 
for slot milling operation in the characteristic equation (Eq. 10). 

It may be noted that there is no closed-form solution for finding the spindle speed 
(n) as  Kr is also a function of n. Hence, a novel iterative scheme based on Newton– 
Raphson method has been developed to find the roots of the following transcendental 
equation [19]. 

60ωc 

2Nn  
= 2kπ + cot−1

(±R − Kr I 

Kr R ± I

)
k = 1, 2, 3 . . .  . (12) 

Figure 7 shows the flow process for identifying the critical depth of cut as a 
function of rotational speed (stability lobe diagrams). For a selected chatter frequency, 
Eq. (12) is solved iteratively to determine the spindle speed, which will be a root 
of the transcendental equation. The limiting depth of cut is calculated using this 
spindle speed. The modal parameters of the tool tip (k, ζ and ωn) are required for the 
prediction of stability limits which can be determined from Fig. 5. Figure 8 shows 
the predicted stability limits for dry machining. Experimental chatter onset shows a 
good agreement with expected limiting depths of cut for 70,000, 80,000, 90,000, and 
100,000 rpm. For very small diameter tools (~100 μm or lower), the extremely low 
flexural stiffness coupled with high rotational speeds can induce gyroscopic couple 
which can affect the stability limits.

3.3 Rotor Dynamics-Based Higher Order MDOF Stability 
Model for High-Speed Micromilling 

The gyroscopic effects become more prominent at high rotational speeds, especially 
for very small diameter tools (~100 μm or lower). Hence, the effect of additional 
rotational degrees of freedom on prediction of stability limits has been investigated 
in this work [20]. In this proposed higher order stability model, rotational degrees 
of freedom have also been considered by using flexible bearing support at the ends 
of the tool, as shown in Fig. 9. The flexible bearing supports are assumed at the 
clamping end and tool tip end. A lumped mass is assumed at the center of mass, with 
four degrees of freedom: two displacements xG and yG , and two rotations about the 
x and y axes which are θx and θy , respectively.

The Lagrange method is used to derive the following equations of motion in the 
translational and rotational directions for lumped mass at the center of micro-end 
mill,
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Fig. 7 Flow process to 
generate the stability lobe 
diagram (SLD)

m ẍG + α′
x ẋG + αx xG − γ ′

x θ̇yG − γ x θyG = Fx (13) 

m ÿG + α′
y ẏG + αy yG + γ ′

y θ̇xG  + γyθxG  = Fy (14) 

Ix θ̈xG  + Izω ̇θyG + γ ′
y ẏG + γy yG + δ′

y θ̇xG  + δyθxG  = −bFy (15) 

Ix θ̈yG − Izω ̇θxG  − γ ′
x ẋG − γx xG + δ′

x θ̇yG + δx θyG = bFx (16) 

where 
αq = kq,1 + kq,2, α

′
q = cq,1 + cq,2 

γq = kq,1a − kq,2b, γ
′
q = cq,1a − cq,2b 

δq = kq,1a2 + kq,2b2, δ
′
q = cq,1a2 + cq,2b2; q = x, y 

The second term in Eqs. (15) and (16) is the linearized gyroscopic couple about 
the x and y axes, respectively. The equations of motion for a multiple degrees of
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Fig. 8 Experimentally validated stability lobe diagrams for 2DOF model

Fig. 9 Micro-end mill as a rotor

freedom stability model consisting of both translational and rotational degrees of 
freedom can be written in the following matrix form: 

M Φ̈ + C Φ̇ + K Φ = F (17)
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Fig. 10 Stability lobe diagrams with experimental chatter onset 

where M is the mass matrix, C  is the damping matrix having the gyroscopic compo-
nent and K is the stiffness matrix. Φ is the vector of displacement variables, and F 
is the force matrix determined using dynamic force modeling. 

Figure 10 shows the stability lobe diagram with experimental chatter onset. It can 
be seen that at high spindle speeds (>100,000 rpm), the MDOF chatter model shows 
a much better agreement. Hence, using a higher order model is imperative to predict 
stability limits at very high rotational speeds as the effect of the gyroscopic couple 
becomes pronounced, especially for miniature tools (~100 μm in diameter). Using 
translational degrees of freedom alone at higher rotational speeds (>100,000 rpm) 
results in very high errors. However, at lower speeds, the two translational degrees 
of freedom can capture the stability limits with reasonable accuracy. There are addi-
tional lobes in the MDOF model, and a phase shift is observed between the stability 
lobes predicted by 2DOF and MDOF models. The MDOF also captures the location 
of islands of stability more accurately than the 2DOF model. The chatter onset exper-
iments in one of the islands of stability (at ~68,000 rpm) show that limits predicted 
by MDOF are much closer to the experimental onset of chatter. 

4 Creation of Features via High-Speed Micromachining 

Demand of high precision components is growing in modern strategic sectors. 
Further, industries are facing challenges in developing new fabrication technolo-
gies for miniaturization of these components. Mechanical micromachining has 
several advantages over other MEMS processes due to its capability of producing 
complex, high-precision geometries with microfeatures in a wide range of mate-
rials. Micromilling has been shown to be a very versatile and rapid method for the 
removal of material and the creation of microcomponents. Figure 11a shows a surface
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Fig. 11 a textured surface; b array of microneedles; c spiral channel; d mask of thin film; e 
microholes 

microtexture which is created using a ball end mill of 200 μm. Microtexturing finds 
various applications in various fields of engineering to enhance the functions such as 
tribological, wetting, biocompatibility, and sustainability. Microtextures on artificial 
biomedical implants enhance sustainability and life cycle by better implant-tissue 
interface, cell-adhesion, and cell proliferation [1]. 

Figure 11b shows an array of microneedles on Ti alloy which are formed using 
an end mill of size 300 μm. The upper diameter of the tapered needle is 20 μm, 
and the base diameter is 200 μm. The height of the needle is 500 μm. Microneedles 
have extensive scientific and industrial interests due to minimal invasion in the skin, 
low cost, excellent drug efficacy, and relative safety. The microneedles can offer a 
relatively low cost and minimally invasive tool for the treatment of multiple cosmetic 
and dermatologic conditions [21]. 

A spiral microchannel made by a 200 μm end mill is shown in Fig. 11c. 
Microchannels as a heat dissipation device have applications in diverse fields 
including: aerospace; automotive; bioengineering; cooling of gas turbine blades; 
micro-electronics; and thermal control of film deposition [22]. Spiral microchan-
nels are used in size-based microparticles separation which is essential for many 
biomedical and chemical analysis [23]. 

Figure 11d shows the thin film copper mask which can be used in etching applica-
tions. These features are created on copper film of thickness 100 μm. These masks are 
usually used in photolithography and etching applications. Thin film copper masks 
are used to protect the substrate in the pulsed laser deposition process. Figure 11e 
show the microholes created using 100 μm microdrill. The size of microholes can
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be in range from 20 to 500 μm. Microholes have applications in various industries 
such as biomedical, automotive, and semiconductor industries. 

5 Conclusions and Future Work 

This chapter is primarily focused on process development and modeling the high-
speed micromachining process and its dynamic stability. A higher order MDOF 
chatter model based on rotordynamics has also been developed to capture the effect 
of gyroscopic couple on the stability for low stiffness micro-end mills. It has been 
observed that machining stability is indeed affected by gyroscopic couple induced 
by rotational speeds. This work can potentially be extended in future to include the 
following issues: 

• Extension of this process to other materials to create knowledge base for 
micromachining of other materials. 

• Identification and modeling of nonlinearities in high-speed micromilling process. 
• Development of a generalized stability model with minimal experimental inputs 

for a wide range of materials, tool geometries, and process conditions. 

References 

1. D. Singh Patel, V. Agrawal, J. Ramkumar, V.K. Jain, G. Singh, J. Mater. Process. Technol. 282 
(2020) 

2. L. Nagdeve, V.K. Jain, J. Ramkumar, Manuf. Rev. 
3. A.J. Guillot, A.S. Cordeiro, R.F. Donnelly, M.C. Montesinos, T.M. Garrigues, A. Melero, 

Pharmaceutics 
4. J. Chae, S.S. Park, T. Freiheit, Int. J. Mach. Tools Manuf. 46, 313 (2006) 
5. B.N. Lewendon, Aspheric optics: design, manufacture, testing 
6. J. Tlusty, M. Polacek, Int. Res. Prod. Eng. ASME, 465 (1963) 
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Materials Degradation: Metallic 
Materials 

Amulya Bihari Pattnaik and Smrutiranjan Parida 

1 Introduction 

Corrosion of metals and alloys is an important concern for their application in various 
engineering and medical fields. The degradation of metallic materials can lead to 
various components and equipment failure, leading to direct and unaccountable 
indirect loss. In a recent report, the National Association of Corrosion Engineers 
International (NACE) has predicted a corrosion loss of 4.2% of GDP for India [1]. 
This corrosion loss is spread across all industries, agriculture, and service sectors. 
The industry sector constitutes a bulk of this corrosion loss. The corrosion loss of this 
magnitude is not surprising given the climate, geographical location, and pollution in 
India. However, this calls for a more concerted approach to the mitigation, prediction, 
and management of corrosion in various sectors. In this light of the environmental 
protection and optimized resource utilization, corrosion management falls rightly 
into the strategy of 3R—reduce, reuse, and recycle. 

Metal and alloys corrode upon contact with water and air. When the corrosion 
process occurs in the presence of water, it is called aqueous corrosion (Fig. 1). The 
“water” can be in any form. The non-noble metals naturally react with water in the 
presence of oxygen, which is thermodynamically favorable. The thermodynamically 
driven corrosion process converts metals to metal oxides, resembling the ore from 
which it was extracted. Ironically, all of the engineering alloys behave in this manner. 
Due to the same rapid corrosion tendency, a protective oxide film may form on their 
surface as soon as the nascent surface is exposed. The cases in point are aluminum, 
titanium, tantalum, and stainless steel alloys. The tantalum is immune to the chemical
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Fig. 1 Process of aqueous 
corrosion of various metals 
and alloys 

attack in nearly all environments within 150 °C temperature, due to the formation of 
a strongly adherent and highly protective passive film on its surface. 

The oxide patina formation is one of the characteristics of metals and alloys, 
which is exploited as a strategy for corrosion protection and prevention. This 
strategy has been very well demonstrated by stainless steel and other nonferrous 
alloy systems. Continuous research, spanning over decades, focused on developing 
corrosion-resistant alloys based on this strategy. 

Ferrous metals and alloys are the most widely used materials for engineering 
applications, 80% of which are carbon steel, low alloy steel, or mild steel [2]. In 
contrast to the stainless steels (obtained when 12% or more Cr is alloyed), these low 
alloy steels are not protected by passivity—the ability to form the protective passive 
oxide surface film. The battle against corrosion is perennial when protecting these 
alloys, widely used for economic reasons. Other corrosion protection strategies have 
also been developed and used appropriately, such as barrier coating and cathodic 
protection, for these alloys. They may be applied with due consideration to the 
cost, robustness, and convenience in various application conditions. However, a self-
protective metallic structure requiring limited servicing is the desire of the industry 
and all users. The other important motivation for research in this field is to reduce 
the environmental load due to the synthesis and applications of passive protection 
methods, such as paint and coatings. It is pertinent to mention that much research is 
also being carried out to develop an environmentally benign formulation and impart 
multifunctionality to the paints. 

The history of the research to develop the weather protection ability in low alloy 
steels is fascinating. It shows how the efforts are made to inculcate the inherent 
oxide formation capability in the low alloy steel by alloying addition at various



Materials Degradation: Metallic Materials 109

points of time. The research to find the appropriate alloying combinations also led to 
the development of various low alloy steel compositions. These efforts underlie an 
understanding of the fascinating mechanism of oxide formation in low alloy steel. 
This chapter attempts to give a historical perspective on the alloy development of 
the low alloy steel for corrosion protection achieved by forming an adherent and 
protective oxide patina. 

2 Alloy Development for Corrosion Resistance 

The purpose of modifying the alloy composition is to impart oxide patina forma-
tion capability without affecting the desirable mechanical properties. The corrosion 
resistance in these alloys exploits the ability to form a protective oxide layer on the 
surface. The nature of the iron oxide layer formed depends on the composition of the 
alloy and the environmental conditions to which the alloy is exposed. The protec-
tiveness of the rust/oxide layer depends on its chemistry, which is also influenced 
by environmental and alloying additions. For example, in iron and low/mild steels, 
the effect of composition and environmental condition are critical in determining the 
protectiveness of rust layers. 

The development of weathering steels (WS) results from efforts to achieve self-
protection in the ferrous alloy by imparting patina forming ability. The WS are 
low alloy steels that exhibit higher resistance to corrosion than plain carbon steel, 
due to an adherent protective oxide layer known as patina [3]. In these low carbon 
steels, the alloying elements such as Cu, Mn, Si, P, Ni, and Cr are added up to a 
total of no more than  5 wt%  [4]. In certain environmental conditions, the corrosion 
rate is governed by the nature of the oxide layer formed on the steel surface [5]. 
Extensive research in this field has identified the formation of major iron oxides such 
as α-FeOOH (Goethite), γ-FeOOH (Lepidocrocite), β-FeOOH (Akageneite), and 
Fe3O4 [6]. For these alloys, the existence of a wet/dry cycle is a very fundamental 
requirement for the formation of the protective layer [7]. For example, the steel 
surfaces sheltered from direct sunlight and rainfall tend to form loose, flaky protective 
patina than the surfaces exposed to sunlight and rainfall [8, 9]. It has also been seen 
that the presence of sulfur dioxide in certain industrial atmospheres accelerates the 
formation of a protective patina. However, the protective oxide layer does not form 
in extreme marine environments [10]. These examples underline the importance 
of the environment along with alloying addition in successful corrosion resistance 
alloy development. Therefore, an account of the mechanism of oxide layer growth, 
depending on the alloying elements and the environmental condition, provides an 
in-depth outlook and challenges in developing the oxide-forming low alloy steels.



110 A. B. Pattnaik and S. Parida

3 Historical Development of Corrosion-Resistant Low 
Alloy Steels 

Historically, the development of corrosion-resistant low alloy steels can be traced 
back to the research on copper steel and the WS. In 1910, Buck [11] carried out atmo-
spheric corrosion studies of copper steel in rural, industrial, and marine atmosphere 
of the USA. He observed that the presence of copper in steel improves corrosion 
resistance. The copper-bearing steels were found to be 1.5–2 times more protective 
than the regular steels. In 1916, Buck and Handy [12] performed more detailed atmo-
spheric corrosion studies on copper-bearing steels with copper contents varying from 
0.004 to 2.12 wt%. The copper content up to 0.15 wt% resulted in a lower corrosion 
rate in most cases, and increasing the copper content further had a little effect on the 
corrosion rate. The ASTM Committee A-5 [13] also carried out large-scale studies 
on copper-bearing steels in rural, industrial, and marine environments. The alloy with 
as low as 0.04 wt% copper showed excellent atmospheric corrosion-resistant proper-
ties, and a copper level of 0.15 wt% has ample corrosion resistance. In 1926, ASTM 
Committee A-5 [14] carried out large-scale studies on corrosion of copper-bearing 
steels in various locations in the USA. The study concluded that copper is beneficial 
for the atmospheric corrosion resistance of low alloy steels. This finding led to the 
development of the first commercial WS by US Steel Corporation in 1933. The WS 
was named under the brand USS Cor-Ten steel, where Cor-Ten refers to corrosion 
resistance and good tensile properties. 

The role of major alloying elements in the atmospheric corrosion-resistant 
behavior of the WS was first explained by two major studies. First study was 
conducted in 1941 by ASTM Committee A-5 [15], in which 71 low alloy sheets 
of steel were exposed to industrial and marine environments. The study found that 
the rust/oxide layer was more protective in the industrial atmosphere than in the 
marine atmosphere. The second study was carried out in 1942 by US Steel Co. [16], 
in which 270 different steel samples were exposed to semirural, marine, and industrial 
environments. The study also observed that the oxide layer formed in the industrial 
atmosphere after 4 years of exposure was more protective than in the marine atmo-
sphere. The corrosion of three different steels—plain carbon steel, Cu-bearing steel, 
and Cor-Ten B, in the industrial atmosphere of Kearny, New Jersey, showed superior 
corrosion resistance of Cor-Ten B (~6 times increase) and Cu-bearing steel (~2.5 
times increase) than the plain carbon steel [16]. These results were interesting, given 
the effects of relative humidity, pollution gas levels, and other parameters on the 
oxide-forming tendency in these atmospheres. 

These extensive studies [15, 16] lead to the development of two different WS 
specifications, one with a higher phosphorus content designated as ASTM A-242 
and another with a lower phosphorus content designated as ASTM A-588. The 
composition of the conventional weathering steel is given in Table 1 [17].

In 1992, the US Federal Highway Administration (FHWA), the American Iron and 
Steel Institute (AISI), and the US Navy developed a new variety of WS for structural 
applications. These were known as the high-performance steels (HPSs) designated
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Table 1 Chemical compositions of conventional WS [17] 

WS C Mn P S Si Cu Ni Cr V Al 

ASTM 
A-242 

0.11 0.31 0.092 0.020 0.42 0.30 0.31 0.82 <0.01 0.08 

ASTM 
A-588 

0.13 1.03 0.006 0.019 0.25 0.33 0.015 0.56 0.038 0.043

as HPS-70 W [18]. These steels exhibited excellent mechanical properties, good 
weldability, and a compact protective oxide layer with strong adherence [19]. 

4 Mechanism of Oxide Layer Growth in Low Alloy Steels 

4.1 Nature and Structure of the Oxide Layer 

In 1964, Horton [20], in his Ph.D. dissertation, reported an atmospheric exposure 
test of WS in industrial and marine environments. Some critical observations were 
made on the nature and mechanism of growth of the oxide layers formed, such as: 

(a) “The dual-layer structure: a loose outer portion and an adherent inner portion”. 
(b) “Rust layer grows by several mechanisms: (i) by iron ions diffusing outwards 

through the rust to form fresh rust at the air–rust interface; (ii) at the steel–rust 
interface; (iii) within the rust layer to fill the cracks and pores”. 

According to Horton, the Fe2+ ion diffuses through the native oxide layer to the 
air–oxide interface and reacts with the dissolved oxygen to form fresh rust at the 
outer surface. 

2Fe2+ + 1/2O2 + 5H2O = 2Fe(OH)3 + 4H+ (1) 

Figure 2 shows the schematic representation of the atmospheric corrosion mech-
anism (and hence oxide layer formation) suggested by Horton [21]. The “mem-
brane”—as called by the author—is where the reaction takes place and moves 
gradually toward the steel surface with time.

Gradually, further studies on the oxide layer formation in copper and phosphorus-
containing steels were carried out. Misawa et al. [22] studied the effect of copper and 
phosphorus on the rust formation mechanism of low alloy steel. The formation of fine 
amorphous ferric oxyhydroxide/feroxyhyte (δ-FeOOH) was observed, which might 
act as a protective barrier against corrosion. It was proposed that, at the beginning, the 
SO2 from the atmosphere gets absorbed on the steel surface resulting in the formation 
of H2SO4. This accelerates the corrosion process by the formation of large amounts 
of Fe2+ ions. The formation of Fe2+ ions results in the dissolution of copper and 
phosphorus. The formation of fine particles of δ-FeOOH occurs due to the catalytic
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Fig. 2 Schematic representation of atmospheric corrosion mechanism. Adapted from Horton [21]

Fig. 3 Mechanism of formation of rust layer suggested by Misawa a plain carbon steel b WS. 
Reproduced with permission from [22] 

action of Cu2+ and PO3− ions. The feroxyhyte phase forms a dense protective layer 
on the surface of WS, which reduces the corrosion rate by preventing the permeation 
of oxygen. A schematic below shows a representation of the mechanism of rust layer 
formed after long-term atmospheric exposure for (a) carbon steel and (b) WS, Fig. 3. 

Later, Yamashita et al. [23] in 1994 studied the atmospheric corrosion behavior of 
mild steel and WS during 26 years of long-term exposure in the industrial atmosphere. 
In that study, the rust layer on the WS was found to be consisting of two layers—an 
outer layer which is loose and an inner layer of densely packed fine particles. The rust 
layer formed on the surface of mild steel consisted of many voids and microcracks. 
The most important observation made by Yamashita was that the outer layer mainly 
consisted of γ-FeOOH (lepidocrocite), and the inner layer is composed of α-FeOOH 
(goethite). They observed that the presence of chromium in the inner protective 
layer resulted in the formation of nano-size goethite, which is thermodynamically 
and electrochemically stable [24]. In this work, it was proposed that the initial rust 
layer consists of γ-FeOOH, which subsequently transformed to fine “Cr” substituted 
nano-size goethite particles via an amorphous ferric oxyhydroxide [FeOx(OH)3-2x] 
during long-term exposure. The schematic representation of the nature of the oxide 
layer formation proposed by Yamashita et al. is shown in Fig. 4.
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Fig. 4 Schematic of the formation of oxide layer as proposed by Yamashita et al. Reproduced with 
permission from [23] 

The figure depicts that the continuous wet/dry cycles during atmospheric exposure 
result in the dissolution of lepidocrocite and amorphous ferric oxyhydroxide precip-
itation. This amorphous substance transformed into a closely packed aggregate of 
Cr-substituted goethite. Subsequently, in 1996 Yamashita et al. [25] carried out a 
systematic investigation to study the compositional gradient and ion selectivity of 
Cr-substituted goethite. In this study, the Raman spectra of the protective oxide layer 
were recorded at several points with different distances from the rust/steel interface, 
both for the inner and the outer layers. The results of the Raman studies indicated that 
the outer layer mainly consisted of lepidocrocite (γ-FeOOH), and the inner layer is 
composed of goethite (α-FeOOH). The outer lepidocrocite is thicker than the inner 
layer, which is consistent with the porous nature of the outer layer observed by others. 

Yamashita et al. [25, 28] also studied the ion selectivity of the Cr-substituted 
goethite layer, to understand the corrosion resistance by the oxide layer. He reasoned 
that if the oxide layer is cation selective, it will not allow corrosive anions to ingress 
and cause corrosion. Therefore, the membrane potential of the Cr-substituted goethite 
was studied at varied KCl concentration of the solution. The variation of the transport 
number of Cl− (tCl− ) with the varied chromium content in the Cr-substituted goethite 
membrane was calculated. The tCl− decreased as the chromium content increased. It 
was concluded that at higher chromium content, the ion selectivity of the oxide layer 
changes from anion selective to cation selective. The iso-selectivity point (where tCl− 

= tK+) was found to be at 3 wt% chromium. The Cr at the rust/steel interface was 
estimated to be around 5–10 wt%, making the Cr-substituted goethite layer cation 
selective. This, as proposed, prevented the ingress of Cl− and SO2− 

4 corrosive ions. 
Thus, the oxide layer/patina formed after long-term exposure, which was protective 
due to the dense aggregation of Cr-substituted fine goethite particles. The cation 
selective nature of the goethite layer does not allow aggressive corrosive anions to 
reach the steel surface. 

In another study, Townsend et al. [26] of Bethlehem Steel Corporation, USA, 
studied the structure of the rust formed on WS exposed for 11 years in rural and indus-
trial environments. The study found the inner layer to be porous, which comprises 
the mixture of lepidocrocite and goethite. The outer layer was found to be composed
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Fig. 5 Schematic representation of the oxide layer formed on WS as proposed by Yamashita 
and Townsend a simple bilayer structure b irregular alternate band structure. Reproduced with 
permission from [27] 

of hematite and magnetite. From the electrochemical measurements, they concluded 
that the outer layer was more passive. In contrast to the observations by Yamashita 
et al. [25], the study suggested that the outer layer, comprising of hematite and 
magnetite, continues to form as the exposure time increases and plays an important 
role in the protectiveness of the rust. 

To resolve these differences in the observations, both groups’ rust samples were 
exchanged between Yamashita and Townsend. They carried out parallel long-term 
exposure studies on similar WS samples. A common understanding was reached 
regarding the oxide layer structure for the samples exposed in Japan and USA. The 
schematic representation of the oxide layer formed is shown in Fig. 5 [27]. 

Yamashita and Townsend’s collaboration resulted in the following conclusions on 
the structure of the oxide layer: 

(a) The major components of the rusts were found to be Cr-substituted goethite, 
lepidocrocite, and a small amount of maghemite and/or magnetite. 

(b) Lepidocrocite was observed in the outer layer, and Cr-substituted ultrafine 
goethite was observed in the inner layer. However, in some cases, goethite 
was also observed in the outer layer. 

(c) The inner layer, consisting of densely packed Cr-substituted goethite, might be 
the reason behind the protectiveness of the rust layer. 

Yamashita and Uchida have categorized [28] rust layer formed during prolonged 
exposure into three regions, such as. 

(a) Region I: Initial lepidocrocite-rich region formed in few years. 
(b) Region II: Amorphous phase-rich region formed after several years of exposure. 
(c) Region III: Goethite-rich region formed after decades of exposure. 

From all these studies, the general conclusion is that the rust layer formed on the 
mild steel atmospheric exposure has a bilayer structure. Both the layers are essential 
in overall corrosion protection, with α-layer being more compact and adherent. In
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the event of two layers formation, the descriptor of protectiveness must include 
α-FeOOH and γ-FeOOH layers, as discussed in the subsequent section. 

4.2 Structure of the Oxide Phases 

The structure and formation of ultrafine goethite particles due to the presence of 
chromium are explained by Yamashita et al. [29] in their work on the nanostructure 
of the rust using the X-ray absorption fine structure (XAFS) with X-ray synchrotron 
radiation. They showed that the goethite crystal structure is FeO3(OH)3 octahedron, 
where each Fe3+ ion is surrounded by three O2− and three OH− ions. The goethite 
structure consists of an HCP array of anions (O2− and OH−) stacked along the (001) 
direction with Fe3+ ions occupying half the octahedral sites. It forms double chains 
of octahedra by edge-sharing and runs parallel to (001) direction. The double chains 
of octahedra are linked to the adjacent double chains by corner-sharing resulting in 
orthorhombic symmetry. There are two sites in the goethite structure for the Cr to 
substitute for (i) Fe3+ site (ii) double chains of vacant sites. Yamashita et al. carried 
out extended X-ray absorption fine structure (EXAFS) on the rust samples and found 
that the Cr3+ ion in the rust layer is coordinated with O2−. It forms a complex anion 
(Cro3−2x 

x ) with O2− and substitute in the double chains of vacant sites. This results 
in the breaking of the double chains of vacant sites as Cro3−2x 

x , which is larger in 
volume than Fe3+ ions. Thus, the collapse of the double chains of vacant sites causes 
the formation of ultrafine crystals of goethite. 

Kimura et al. [30] proposed another new concept of “Fe(O,OH)6 network” to 
explain the ultrafine structure of the goethite particles. The rust structure was studied 
using XAFS, XRD and TEM. The study found that the initial rust from the Fe(O,OH) 
network is similar in structure to γ-FeOOH. The Fe(O,OH) network subsequently 
transforms to α-FeOOH with the increase in the exposure time. They observed that the 
addition of chromium resulted in the formation of Cr(O,OH)6 units with a different 
crystal structure to that of Fe(O,OH)6. The formation of Cr(O,OH)6 results in the 
distortion of the Fe(O,OH)6 network. This results in the formation of ultrafine goethite 
particles. 

4.3 The Protective Indices of the Oxide Film 

From various studies, ample understanding was gained on the nature and structure 
of the protective oxide layer formed on low alloy steel and WS. Given the bilayer 
and composite structure of the protective film, quantifying the film’s protectiveness 
cannot be ascribed to just one layer. In this regard, Yamashita et al. [31] showed that 
the ratio of goethite (α) to lepidocrocite (γ ) on the surface could be considered as 
an index to evaluate the protective ability of the rust layer. The study showed that 
the α/γ ratio increased proportionally with the exposure (Fig. 6a). Correspondingly,
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Fig. 6 Variation of a α/γ ratio with the time of exposure b corrosion rate with α/γ ratio. 
Reproduced with permission from [31] 

the relationship between corrosion rate and α/γ ratio (Fig. 6b). It was observed that 
the corrosion rate decreased as the α/γ ratio increased, and after α/γ ratio of ~ 1.4, 
the corrosion rate decreased by about 1/15th. Beyond α/γ > 2, the rust layer was 
completely protective, and corrosion rate marginally varied with the α/γ ratio. 

Later, Kamimura et al. [32] studied the protective ability of rust layer on weath-
ering steels exposed to various industrial and rural environments with varied airborne 
salt concentrations. An increase was observed in the α/γ mass ratio of the rust layer 
on WS exposed to industrial and rural environments, with the exposure period. The 
dependence of the α/γ ratio on the exposure time is not linear for low airborne 
salt concentration. However, a good correlation was observed between α/γ ratio and 
exposure time (Fig. 7a).

At the high airborne salt concentration of 0.2 mdd and > 0.5 mdd, the correlation 
between α/γ ratio and exposure time is not entirely obvious. There is no correlation 
for > 0.5 airborne salt concentration, as shown in Fig. 7b. The relationship between 
the corrosion rate and the α/γ ratio (Fig. 8) in the environment with airborne salt 
concentrations of 0.2 and > 0.5 showed that, the corrosion rate is generally low when 
α/γ ratio is greater than 1; barring few cases where high corrosion rate was observed.

The results of the study show that the α/γ ratio is not always directly correlated 
to the corrosion rate when a large amount of airborne salts are present. The samples 
which do not show any correlation with the α/γ ratio contain large amounts of β-
FeOOH and Fe3O4, indicating the oxide patina formation is strongly influenced by 
the environmental parameter, e.g., salt concentration. 

Therefore, for the condition of high airborne salt, a new protective index, α/γ ∗ 

ratio, was proposed. The γ ∗ represents the total mass of γ-FeOOH, β-FeOOH, and 
Fe3O4 phases. 

However, the corrosion rate for different airborne salt concentrations showed a 
good correlation with the α/γ ∗ ratio (Fig. 9).

In another study, Hara et al. [33] investigated the protective ability of the rust 
layer formed on WS bridge. They proposed two protective ability indices: α/γ ∗ and 
(β + s)/γ ∗, where α is the mass ratio of crystalline α-FeOOH, γ ∗ is the total of
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Fig. 7 Correlation of α/γ ratio with exposure time for a 0.01 mdd (mg/dm2/day) airborne salt 
concentration b 0.2 mdd and > 0.5 mdd airborne salt concentration. Reproduced with permission 
from [32]

Fig. 8 Variation of corrosion rate with α/γ ratio at high air borne salt concentration a 0.2 mdd and 
> 0.5  mdd [32]
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Fig. 9 Variation of corrosion rate with α/γ ∗ ratio for different airborne salt concentrations. 
Reproduced with permission from [32]

γ-FeOOH, β-FeOOH, and Fe3O4, β is for β-FeOOH and “s” for spinel-type oxides. 
The authors have proposed a mass ratio, (β + s)/γ ∗, along with α/γ ∗ to describe 
the protective ability of the rust layer. The β-FeOOH forms mostly in marine envi-
ronments and can be reduced easily to Fe3O4; thus, it can accelerate corrosion rate 
[34, 35]. It was also found that in the chloride atmosphere, a spinel-type oxide (“s” 
phase) layer is formed along with that of β-FeOOH. However, the spinel-type oxide 
(especially Fe3O4) can accelerate the corrosion process due to their higher conduc-
tivity [36]. The relationship between the corrosion rate and (β + s)/γ ∗ of the rust 
layer at various α/γ ∗ ratios is shown in Fig. 10.

The figure shows that the dependence of corrosion rate upon (β + s)/γ ∗ is 
not independent of the α/γ ∗. For  α/γ ∗ < 1, the corrosion rate was never above 
0.01 mm/year, when (β + s)/γ ∗ was less than 0.5. However, the corrosion rate was 
more than 0.01 mm/year for (β + s)/γ ∗ ratio greater than 0.5. If the α/γ ∗ was 
greater than 1, the corrosion rate was found to be independent of (β + s)/γ ∗. This  
shows that (β + s)/γ ∗ ratio can be used to describe the protective ability of the rust 
layer if α/γ ∗ < 1. At  α/γ ∗ > 1, the corrosion rate was found to be independent of 
(β + s)/γ ∗. As observed in previous studies α/γ ∗ > 1 confirms that the rust layer 
is protective. This ratio can still be an appropriate descriptor of protectiveness of the 
rust layer in situations where mixed and complex oxide phases are formed. 

Recent studies have shown that the α/γ ratio is critical in determining the protec-
tiveness of the rust layer. The goethite (α-FeOOH) phase is thermodynamically and 
electrochemically stable in highly corrosive environments, making it the most stable 
and protective oxide [24]. The increase in the goethite content results in forming a
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Fig. 10 Variation of corrosion rate with (β + s)/γ ∗ under the conditions of a α/γ ∗ < 1 and b 
α/γ ∗ > 1. Reproduced with permission from [33]

compact and adherent passive film that prevents the ingress of Cl− and SO2− 
4 ions. 

The lepidocrocite layer is highly porous, which makes it susceptible to higher corro-
sion [25]. The role of alloying elements on the protective ability indices of the rust 
layer has been summarized in Table 2, which is based on recent studies by various 
researchers in varying environmental conditions.

5 Outlook and Challenge 

The formation of the protective oxide layer/patina in low alloy steels or WS is one 
of the defense mechanisms against corrosion. The oxide-forming ability gives these 
(and other nonferrous and ferrous alloys) self-healing abilities under various service
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Table 2 Protective ability indices with various alloying additions in the aqueous media 

Alloying element Atmospheric 
conditions/electrolyte 

Protective ability index (α/γ) References 

Ni (3.5 wt%) SO2 atmosphere (1 year 
exposure) 

α/γ ratio = 0.15 [37] 

Cu, Cr 5% NaCl α/γ ratio = 23 (720 h) [38] 

Ni, Cr,  Cu, V, N (1.0 ± 0.05) × 10 − 2 mol  L  − 
1 NaHSO3  

α/γ ratio = 2.25 (360 h) [39] 

Ni, Cu, Cr 0.01 mol/L NaHSO3 α/γ ratio = 0.785 [40] 

Cu, Ni, Mo 1 wt.% NaCl  
with 0.05 wt.% Na2SO4 

α/γ ratio = 1.87 [41] 

Cu, Ni, Mo, Cr 1 wt.% NaCl solution α/γ ratio = 0.55 (60 h) [42]

conditions. Nowadays, low alloy steels or WS are designed based on the following 
objectives [28]. 

(a) Higher corrosion resistance. 
(b) Rapid growth of the protective layer. 
(c) Applications in the marine environment. 

The composition of low alloy steel or WS is optimized based on various mechan-
ical properties, such as strength and ductility. In the literature, various low alloy 
steel or WS compositions have been studied by different research groups, but there 
is no definite trend on how the oxide layer formation depends on composition and 
environmental parameters. Further, the role of microalloying elements is also a new 
addition to the research in this area. Apart from the composition, the major chal-
lenge also lies in the generalization of the nature of the oxide layer developed under 
various environmental conditions. The atmospheric exposure tests of low alloy steel 
or WS take longer duration, as the formation of a “steady-state” protective oxide 
layer depends on the exposure time. Moreover, the laboratory wet/dry cyclic tests 
performed to study the effect of composition and environment on the nature of the 
protective oxide layer must be modified to mimic the natural corrosion environments 
[43]. So that, the discrepancy between the laboratory-based test and external expo-
sure test is minimized or eliminated [44]. Some studies indicate that, whereas the 
Cebelcor test agrees well with the rural–urban atmosphere, the industrial atmosphere 
is well simulated by the Kesternich test, and the marine atmosphere is simulated by the 
Prohesion test [44]. However, more such studies are required in this direction to obtain 
any generalization. Given the complex nature of the alloying process, a generalized 
understanding of the correlation between the protective rust layer formation and the 
alloying addition is challenging. The complexity of the environment adds to this diffi-
culty. However, the self-protective steel composition design requires the correlation 
between protective oxide formation, composition, and exposure environment.
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1 Introduction 

Williams (1987) [1] has defined biomaterial as: ‘A non-viable material used in a 
medical device, intended to interact with biological systems.’ Though the definition 
of biomaterial has evolved over time, and we must appreciate that inclusion of viable 
(instead of non-viable alone) materials (tissue scaffolds and organ transplants) makes 
the definition more encompassing in nature. Further, the removal of ‘medical’ in the  
definition of biomaterial also opens up a range of applications to culturing cells, 
assessment, and qualification using assays, for sensing and diagnostic, monitoring, 
as well as therapeutic and aesthetic aspects. 

Biocompatibility, on the other hand, is defined as: ‘Ability of a material to perform 
with an appropriate host response in a specific application’ [1]. Here, it is important 
to highlight that the material must perform with ‘an appropriate host response,’ i.e., 
the material should not lead to infection or should deter from blood clotting when 
implanted, or must ensure normal or assisted healing. Further, a material is being 
designed ‘for a specific application,’ and in other biomedical conditions, the same 
material may not remain suitable. Thus, specific conditions also include not only the 
site of use (or functionality of the organ it must provide) but also the duration of 
contact. For example, a syringe needle may come in contact for only a few seconds, 
but it will penetrate the skin and comes in contact with blood. However, dialysis 
may last for few hours to purify the blood and catheters may remain in contact with 
the body for few days. Whereas the case of pacemakers or bone/dental implants is 
different as they may stay in the body for a lifetime.
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1.1 Material Classifications 

Materials may be classified based on: (i) their composition (e.g., metals, ceramics, 
polymers, and composites), (ii) biological response (e.g., bioinert, bioactive, biore-
sorbable, and toxic), and (iii) applications (structural or load-bearing, and non-
structural), Fig. 1. As one may appreciate that one material will fit into one or more 
classes of these classifications. For example, a metal may be selected, which may 
be toxic, and fits into a category of structural material. Nonetheless, to take care 
of the material toxicity, a bioactive/bioinert coating may be deposited on the metal 
surface to retain its bulk properties (of high fracture strength and fatigue life), whereas 
surface ceramic coating can provide the functional biological (and cytocompatible) 
response. 

1.1.1 Classification Based on Type of Material 

Metals such as stainless steel (say 316L grade), titanium alloys (e.g., Ti-6Al-4V), Co-
Cr alloys, Ta scaffolds, Mg-based alloys, etc., are known for their high toughness and 
fatigue strength. Ceramics such as hydroxyapatite (HA), 3 mol.% yttria-stabilized 
zirconia (3YSZ), aluminum oxide (Al2O3), and bioglasses such as 45S5, 58S, 8625 
are well known in various biomedical applications for their bioinert and bioac-
tive nature. Polymers are needed as conduits for body fluids, drug-eluting carriers, 
and compliant tribological surfaces for joints, and typically include polyethylene, 
polyether ether ketone (PEEK), polytetrafluoroethylene (PTFE), polydimethoxysi-
lane (PDMS), polyethylene glycol (PEG), polylactic acid (PLA), polyvinyl chloride 
(PVC), polyvinylidene fluoride (PVDF), ultra-high molecular weight polyethylene 
(UHMWPE), etc.

Based on      Material 

Based on          
Biological Response 

Based on Application 

Metals (stainless steel, Ti-6Al-4V, etc) 
Polymers (HDPE, PEEK, UHMWPE, etc) 
Ceramics (ZrO2, Al2O3, Hydroxyapatite) 
Composites (HA-YSZ, HDPE-Al2O3) 

Bioinert (ZrO2, Al2O3)) 
Bioactive (Hydroxyapatite, Calcium-
phosphate) 
Bioresorbable (Bioglass, PGA, PLGA) 
Toxic (Cr6+, As, Sb, etc) 

Structural (hip-joint, knee joint, etc) 
Non-structural (corneal lens, catheters, 
etc) 

M
at

er
ia

l C
la

ss
ifi

ca
tio

n 

Fig. 1 Classification and domains of biomaterials for tissue engineering 
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1.1.2 Classification Based on Type of Biological Response 

Along the lines of biological response, a bioinert material will not have any biological 
interaction with the cells and will stay in the body without incurring any biological 
or chemical reaction. Examples of this type of materials are Al2O3, yttria-stabilized 
zirconia (YSZ), etc. Nonetheless, fibrous cells will form around the bioinert materials 
and encapsulate the same. Such an interface between the cells and material may allow 
interfacial movement and the joint may loosen out with time. On the other hand, a 
bioactive material allows chemical and biological reactions with the surrounding cells 
and binds to them strongly. Examples of this type are hydroxyapatite (HA), bioglass 
(BG), etc. Herein, the strong cell–material interaction keeps the interface strong and 
limits the cell damage by restricting their relative movement. These materials are 
suited best as coatings since the interfacial stability is obtained while restricting the 
damage of surrounding tissues. Resorbable materials degrade over time to allow their 
replacement by host cells. Herein, the cell–material interface keeps shifting with the 
resorption of material and the new cells taking its place. This is an ideal condition as 
the cell repair dominates and keeps replacing the artificial material, thus letting the 
regaining of blood vessels, and matching up of the original cell properties. One issue 
is that the resorption of material should possess a matching rate with that of new cell 
repair otherwise weakening of a portion may hamper the normal functionality of the 
organ. Additionally, the constant resorption mandates that the leached contents of 
resorbable materials must be metabolically acceptable. Examples of bioresorbable 
materials are tri-calcium phosphate, bioglass, polylactic acid (PLA), polyglycolic 
acid (PGA), etc. The last class of materials is called toxic, i.e., when the material, 
directly or indirectly, hampers the key metabolic pathway of cells leading to their 
death. Such materials cannot be directly used as implants and must be coated or 
sealed and must not come in direct contact with the body. Examples of this can be 
the release of hexavalent Cr ions (say from Cr-coating), Hg (mercury), Antimony 
(Sb), etc. 

1.1.3 Classification Based on Type of Applications 

Based on the applications, biomaterials can be classified into structural and non-
structural applications. Structural applications involve where the biomaterial must 
bear the load and sustain the functionality, examples of which are orthopaedic and 
dental applications, whereas non-structural applications involve the use of materials 
for regaining the functionality without the requirement of any structural loading, 
examples of which are corneal lens, catheters, etc.



126 C. Nayak and K. Balani

2 Hip Joint Arthroplasty 

Total hip joint replacement (THR) has been recognized as one of the most successful 
surgeries over the last decade. The Indian Society of Hip & Knee Surgeons (ISHKS) 
registry documented nearly 17,124 THR surgeries for over 10 years (January 1, 2006 
to December 31, 2018) out of which 1306 underwent revision surgeries (Surgeons, 
2019). Implant loosening is the major problem that limits the longevity of THR [2, 3]. 
There are two main parts to a total hip replacement implant. The femoral components, 
which include the femoral stem and head, fit into the femur bone and the acetabular 
cup sits in the pelvis region. Femoral stems are typically made up of metals (i.e., 
stainless steel grade SS316L, Ti-alloy (Ti-6Al-4V) or Co-Cr) to take up the impact 
and shock that an implant may experience. Polymeric and ceramic materials do not 
possess enough toughness to contain the damage and may fail catastrophically during 
service. The femoral stem is inserted by drilling a cavity followed by either press-
fitting or cementing it with the surrounding bone (Fig. 2a). Typically press-fitting is 
done for patients less than 60 years old and the surgeon must ensure that the bones 
are strong enough to bear the impacting force of hammering the implant for it to 
snug fit. Press-fitting allows easy removal of the implant in case a revision surgery 
is needed after the implant has served its intended life of 15–20 years. On the other 
hand, cementing is done for elderly patients (80+ years of age) where the bone is 
cancellous (or porous) and may not handle the impact of fitting the implant. Thus, the 
bone cement (PMMA, polymethyl methacrylate) is used to keep the femoral stem 
glued to the surrounding bone. Though this cement permits the implant attachment, 
the revision surgery may demand the removal of nascent bone (along with the removal 
of the implant) and complicate the process as bone availability is anyway limited in 
elderly patients. Further, the non-biological interface between the bone cement and 
the surrounding bone triggers encapsulation of the implant by fibrous tissues and 
witnesses relative movement. Thus, with time, the cemented implant loosens and 
requires revision surgery. A remedy to this problem is to coat the implant with a 
bioactive material, and it is even better if the coating is porous (Fig. 2b, [4]).

2.1 Femoral Stem Component 

The femoral stem component replaces a large portion of the bone in the femur and 
is, therefore, the load-bearing part of the implant. To bear this load, it must exhibit 
Young’s modulus comparable to that of cortical bone [5]. If the implant is not as 
stiff as bone, then the remaining bone surrounding the implant will be put under 
increased stress. If the implant is stiffer than the bone, then a phenomenon known 
as stress shielding will occur, and the bone will tend to resorb over time (known 
as Wulff’s law, [6, 7]). Steel has Young’s modulus (E~200 GPa) much higher than 
that of bone (cortical bone: 17 GPa, or cancellous bone: 1 GPa), meaning that stress 
shielding can become a serious issue. The cobalt–chromium–molybdenum alloy
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Fig. 2 Different fixation methods of femoral stem a press fitting/by using PMMA bone cement b 
bio-active porous coating. Adapted from: https://www.healthpages.org/surgical-care/hip-joint-rep 
lacement-surgery/

(E~220 GPa) is harder than stainless steel, and, thus, more wear-resistant but its high 
cost and poor machinability limits its use. Titanium is also biologically inactive and 
resistant to creep deformation, and these advantages over stainless steel make it a 
very good choice for being used as the femoral stem component. It has almost double 
strength to elastic modulus ratio (than steel) and an impressive resistance to corrosion 
[8]. Even though the elastic modulus of titanium (E~116 GPa) is only half that of 
stainless steel, the bone surrounding the implant will undergo stress shielding. Thus, 
in order to match the stiffness, the implant is made porous or composites are designed 
to provide smooth stress transition between the surrounding bone and the implant 
material. Rather than using commercial purity (CP) titanium, the alloy Ti-6Al-4V 
(titanium alloy with 6% aluminum and 4% vanadium by weight, E~110 GPa) is often 
used as it improves the toughness and fatigue resistance. Controlling the porosity to 
40% of Ti-6Al-4V alloy during the sintering process can further decrease the elastic 
modulus, which matches that of cortical bone extremely well. 

A further advancement is to coat the implant with a layer of bioactive hydrox-
yapatite (HA) which has a similar chemical composition to that of bone minerals, 
the coating provides sites for bone cells in growth. The introduction of 40–70% 
porosity in HA coating encourages bonding by allowing bone to grow into the pores. 
The pores size must be in the range of 150–300 µm to ensure the penetration and 
ingrowth of cells. The plasma spraying is the only FDA-approved coating process that 
provides controlled porosity for earlier and greater fixation [9]. The large difference 
in thermal expansion coefficient between hydroxyapatite and Ti- alloy can generate 
thermal stresses and cause cracking and delamination of the coating, thus improving 
the fracture toughness of the coating is important. The functionally graded layer 
bioactive coating ensures a gradation of hardness and fracture toughness across the

https://www.healthpages.org/surgical-care/hip-joint-replacement-surgery/
https://www.healthpages.org/surgical-care/hip-joint-replacement-surgery/
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coating thickness. For example, the Hydroxyapatite (HA)–Alumina (Al2O3)–yttria-
stabilized zirconia (YSZ) functionally graded composite consists of bulk YSZ to 
increase the toughness, Al2O3 interlayer provides crack resistance, and the top HA 
layer ensures the ingrowth of bone cells [10]. 

The incorporation of antibacterial Cu, Zn, and Co dopants for antibacterial effi-
cacy in hydroxyapatite is well-established [11]. These agents provide antibacterial 
properties by the release of reactive oxygen species. Processing control was utilized 
to be able to trap the dopant at a specific site and control its release under simu-
lated conditions for bacterial killing. Addition of reinforcements such as ZnO, Ag, 
TiO2, and Fe3O4 also attributes antibacterial behavior to the HA coating. The role 
of multi-functional ingredients, such as Ag, enhances antibacterial efficacy while 
simultaneously reinforcing with antioxidant CeO2 result in expedited healing [12]. 
The presence of Ce3+ allows capturing the reactive oxygen species (ROS) and is 
affirmed with enhanced Ce4+ content after its exposure. 

Fracture toughness is one of the important attributes for estimating the life span of 
the coating; therefore, strong improvement in fracture toughness (0.61 MPam1/2) and 
crystallinity (80.4%) have been observed in plasma-sprayed HA-4wt% CNT coating 
[13]. The biocompatibility of CNT has been controversial over the years, however, 
literature also reports its nontoxic behavior in the biological system [14–16]. The 
bacteria culture test on HA, CNT, HA-Ag, and HA-CNT spark plasma sintered 
pellets suggested excellent viability of both gram-positive (S. epidermidis) and gram-
negative (E. coli) bacteria on pure CNT pellet and the homogeneous clusters of E.coli 
bacteria [10]. Thereby, it was confirmed that CNT supports the growth of bacteria, 
and evidently does not show toxicity to bacteria cells. The suppression of bacterial 
growth can be explained by the anti-bacterial behavior of Ag when added in a modest 
amount (5 wt.%) into HA and CNT. A very sparse number of clusters of E. coli have 
been observed on the surface of CNT-Ag, due to the bacterial killing efficacy of silver 
particles. In parallel, CNT aids in the precipitation and mineralization of HA on its 
surface as shown in Fig. 3, which, in turn, enhances the tissue ingrowth. The uniform 
dispersion of CNTs provides direction for growing human osteoblast cells alongside 
[13].

2.2 Femoral Head Component 

The femoral head component of the THR implant must be of accurate shape and 
smooth fit while exhibiting a low coefficient of friction (<0.3). Although metallic 
(Ti and Cr-based alloy) femoral heads were rampantly used in the late nineties and 
early twenty-first century, the hazardous reaction occurred by metal ions via metal-
losis led to its replacement by ceramic femoral heads [5]. Despite high brittleness, 
ceramic head components have outstanding tribological properties, including hard-
ness (1200–2000 VHN), Young’s modulus (210–380 GPa), and fracture toughness 
(4–8 MPa.m1/2) [6]. Ceramic surfaces are hydrophilic (than the metallic surfaces) 
which contributes to exhibiting lower friction during articulation of a femoral head
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Fig. 3 Mineralization of apatite over CNT surface. Reprinted with permission from Elsevier [13]

against cup liner. Alumina, zirconia, and zirconia-toughened alumina are the major 
ceramic materials used in the femoral head. An accurate dimension of the femoral 
head must be obtained in order to avoid developing point contacts with the mating 
softer polymeric cup-liner, which may build up higher pressure leading to severe 
wear and tear during articulation [17, 18]. Thus, processing parameters should be 
taken care of during sintering of the femoral head in order to ensure snug fitting 
between the femoral head and acetabular cup liner. The head and the cup liner must 
be manufactured as a pair to ensure exact fit with each other. 

There are various combinations of materials for the femoral head and acetabular 
cup such as hard-on-hard and hard-on-soft, the former and latter indicate the material 
of liner and head, respectively [6]. Hard material includes metal or ceramic, soft 
material include polymer. Metal-on-metal (MoM) implants are the first choice of 
combination in the history of THR, but elevated levels of the metal ions in urine 
and the bloodstream have been a matter of concern [10, 19]. Then came up the 
possibility of ceramic on ceramic (CoC), wherein the main limitation of this pair 
is the generation of squeaking noise during joint articulation because of friction, 
which is socially not acceptable [20]. Thus, choosing ultra-high molecular weight 
polyethylene (UHMWPE) polymer as liner material along with a ceramic head, 
commonly referred to as ceramic on polymer (CoP), has become one of the most 
popular combinations due to the outstanding mechanical properties of UHMWPE 
[6].
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2.3 Acetabular Cup Liner 

The long hydrocarbon chain of UHMWPE provides ultra-high molecular weight 
of 2–6 × 106 g/mol, high viscosity of ~ 107 Pa.s ultimate tensile strength of 31– 
38 MPa, high impact energy (~1070 J/m), and extraordinary abrasion wear resistance 
to UHMWPE [21]. Few other polymers such as high-density polyethylene (HDPE) 
and polytetrafluoroethylene (PTFE) have also been used as acetabular cup liners. The 
ascending order of wear rate is UHMWPE-15.5 × 10–6 mm3/Nm [22] < PEEK-31.7 
× 10–4 mm3/Nm [22] < HDPE- 2 × 10–4 mm3/Nm [23] < PTFE-6 × 10–4 mm3/Nm 
[24]. The comparison of wear among different polymers is shown in Fig. 4a. Though 
UHMWPE and HDPE belong to the same family, a comparative study as shown in 
Fig. 4b, establishing the superior wear resistance of UHMWPE over HDPE [25]. 
Being the most wear-resistant, UHMWPE has been recognized as the suitable mate-
rial for THR. The main issue with this combination of materials is the wear of the 
acetabular cup, which can lead to the formation of small particles of the polymer 
and ensuing inflammation. This gears up the research to increase the wear resistance 
of UHMWPE by various methods. UHMWPE-based composites/nanocomposites 
dragged a huge interest of researchers due to significant improvement required in 
its mechanical and tribological properties. Thus, the mechanical and tribological 
properties have been improved by incorporating organic/inorganic reinforcements 
into UHMWPE, thereby restricting the wear debris formation. The addition of 20 
wt.% Al2O3 to UHMWPE shows the hardness value of ~162.4 MPa which is 84% 
larger than UHMWPE (~88.4 MPa) [26]. Though the addition of Al2O3 as a rein-
forcement to UHMWPE shows excellent mechanical properties, still it also has some 
major disadvantages. The leached out aluminum ions show neurotoxic and cytotoxic 
behavior inside the body [27]. The addition of hydroxyapatite (HA) to UHMWPE 
shows an enhancement in the surface mechanical properties and enhances bioac-
tivity [28]. CNTs being tough material help in effective load transfer and resist crack 
propagation in the UHMWPE matrix [29].

Zinc oxide (ZnO) exists in different morphologies, viz. micro-rods (R), nanopar-
ticles (NP), and micro-disks (D) and when employed as a reinforcement in implants 
they can reduce the bacterial infection as ZnO exhibits antibacterial efficacy via 
the release of Zn2+ and H2O2. Incorporation of ZnO (5–20 wt.%) in UHMWPE 
helps in reducing the bacterial growth as shown in the SEM images in Fig. 5. More  
specifically, all varieties of ZnO morphologies in the UHMWPE matrix elicit effec-
tive antibacterial characteristics on gram-positive bacteria (Staphylococcus aureus, 
Fig. 5a–d, or Staphylococcus epidermidis, Fig.  5e–h) but not for gram-negative 
bacteria (Escherichia coli, Figs.  5i-l). The bactericidal mechanisms were quantified 
for various ZnO morphologies. The UHMWPE-ZnO (R/NP/D) composites show-
cased nearly 60–80% lower antibacterial activity toward E. coli when compared to 
the gram-positive bacteria [31]. The gram-positive bacterium’s cell wall has a teichoic 
acid consisting of protein receptors and ions that show higher affinity toward Zn2+ 

ions and thus reflect higher antibacterial properties.
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Fig. 4 Comparison of a wear between polytetrafluoroethylene (PTFE), polyacetal, high-density 
polyethylene (HDPE), and ultra-high molecular weight polyethylene (UHMWPE) for acetabular 
cup liner. Reprinted with permission from Elsevier [30], b wear rates between UHMWPE and 
HDPE. Reprinted with permission from Elsevier [25]

Fig. 5 a–d S. aureus, e–h S. epidermidis, i–l E. coli grown on UHMWPE and ZnO–PE composites. 
Reprinted with permission from Elsevier [31]
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2.4 Joint Articulation and Wear 

Lowering the wear rate of acetabular cup liner during articulation has become the 
greatest challenge in the field of hip joint arthroplasty, and hence, choosing a suit-
able material for the cup liner is important. The bioinert alumina (Al2O3), bioactive 
hydroxyapatite (HA), and toughening agent carbon nanotubes (CNT) have been 
added into the UHMWPE matrix to improve mechanical strength and tribolog-
ical properties. However, the concentration of reinforcements is always a matter 
of concern as nanoscale dimensions tend to agglomerate and weaken the polymer– 
reinforcement interface. Addition of 20 and 6 wt.% Al2O3 (A) and CNT (C) in 
UHMWPE increased the hardness and elastic modulus due to secondary bonds O– 
Al-O bonds toughening action of CNT. The hydroxyapatite (H) (20 wt.%) aggregates 
contribute to decreased strength. However, synergistic improvements in hardness 
and elastic modulus were observed in the UHMWPE-Alumina-Hydroxyapatite-CNT 
(UAHC) composites. Similar observations are reported from fretting wear test, i.e., 
decreased CoF (0.17–0.21) and wear rate (WR) (0.04 mm3/Nm) of composites than 
neat UHMWPE (CoF: 0.23 and WR: 0.05 mm3/Nm). Thus, Al2O3, HA, and CNT 
can be potential fillers for polymeric acetabular cup liners [26]. 

Antibacterial agents, such as Ag and ZnO, also increase the wear resistance of 
UHMWPE when sliding against stainless steel as a counter-body. The schematic 
representation of various composites such as neat UHMWPE (U), U-3wt.% Ag 
(U3A), U-3wt.% ZnO (U3Z), and U-3wt.% Ag-3wt.% ZnO (U3A3Z) are shown in 
Fig. 6 (a-d) and the respective sliding wear mechanisms in Fig. 6e–h. Ag nanoparticles 
form a tribolayer (Fig. 6b and d) in contacting surfaces in sample U3A and U3A3Z 
and are evidenced in the inset of Fig. 6f and h. The ‘Ag’ layer acts as a lubricating 
layer and thus 59% and 35% reduced coefficient of friction (CoF) and wear rate 
(WR) of U3A composite than neat U (CoF: 6.6 × 10–2, WR: 9.5  × 10–5 mm3/Nm) 
were observed. The fatigue wear mechanism changed to adhesive wear with no 
cracks/pits. The tendency of agglomeration with higher content of reinforcements (3 
wt.% Ag/CNT) still limits the tribological properties which can be controlled with a 
modest amount (1 wt.% Ag/CNT) [32].

The coefficient of friction and associated wear rates for different reciprocating 
geometries depend on the shear stresses and strains during articulation. The finite 
element modeling (FEM) estimated the shear stresses on Ti6Al4V and SS using four 
reciprocating geometries (linear, square, circle, and eight/butterfly) during pin on 
disk tribology. Maximum shear stress (τ ) obtained from FEM showed the similar 
trend (Linear < Circular < Square < Eight) as experimental CoF and wear rate. The 
simulated profiles for maximum τ of SS 304 in dry condition with different traverse 
geometries are shown in Fig. 7. The highest values of maximum shear stress were 
observed for the eight/butterfly geometries in case of both Ti6Al4V and SS 304. 
Thus, it can be concluded that the shear stresses increase as the geometry or path of 
reciprocation/traverse gets complex.



Frontiers in Multi-functional Biomaterials … 133

Fig. 6 Schematic diagram representing the effect of Ag and ZnO reinforcements on wear mecha-
nisms during sliding wear a UHMWPE, b U3A, c U3Z, and d U3A3Z. g–h are the corresponding 
SEM images to show the presence of cracks, pits, and tribolayer (inset are the corresponding EDS 
spectra, showing the presence of Ag layer). Reprinted with permission from Elsevier [32]

Fig. 7 Maximum shear stress (τ ) of SS 304 substrates slides against zirconia pin in different 
geometries such as a linear, b circular, c square, and d eight in dry condition. Reprinted with 
permission from ICE Publishing [33] 

3 Summary/Future Scopes 

Total hip joint replacement (THR) is a very successful surgical procedure, which is 
being commonly accepted by elderly persons. The main challenge with hip replace-
ments is to select a material that has mechanical properties similar to that of bone, 
must be wear-resistant, and must comply with an appropriate host response. The 
femoral stem is the skeleton of the THR implant that bears the major load. The
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hydroxyapatite (with 40–60% porosity) coated Ti-6Al-4V substrate has been the 
best suitable material for the femoral stem. The fixation of the implant via plasma-
sprayed HA coating and the gradation functionality of the coating provide toughness 
by YSZ in the bulk, an intermediate cushioning bed by Al2O3 and with a porosous 
(40–70%, 150–300 µm) HA on the top enhance bone cell ingrowth. Further, the 
antibacterial properties of the coating can be ensured by the addition of ZnO, Ag, 
TiO2, and Fe3O4. The main requirement of the femoral head and acetabular cup 
is to minimize wear. The ceramic on polymer (CoP) combination is successful in 
hip arthroplasty with a ZTA femoral head and UHMWPE for acetabular cup liner. 
The advancements in improving the wear resistance of UHMWPE can be achieved 
by various reinforcements, such as Al2O3, HA, CNT, ZnO, and Ag. The various 
morphologies (Rod/Nanoparticle/Micro Disk) of ZnO can control the antibacterial 
properties of UHMWPE liner. 

However, the field of hip joint arthroplasty needs serious research attention to 
improve the wear resistance of UHMWPE nanocomposites which can be explored 
in the future years. A thorough research can be extended to realistic bio-tribology 
wear tests on specific UHMWPE-based nanocomposites. Understanding the contact 
stresses during THR articulation by FEA simulation may also be approached in 
future studies. Further, packaging and sterilization may also compel the use of 
gamma irradiation or UV sterilization. So, an in-depth understanding of the effects of 
electron/UV/gamma irradiation on wear and tribological damage tolerance without 
compromising its cytocompatibility would be required. 
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Bacterial Cellulose for Drug Delivery: 
Current Status and Opportunities 

Shivakalyani Adepu, Sailaja Bodrothu, and Mudrika Khandelwal 

1 Introduction 

There are various long-chain molecules or biopolymers naturally produced by the 
living cells. Among the various classes of naturally occurring polymers such as 
polysaccharides, polyamides, polyamines, and polyolefins, polysaccharides consti-
tute the structural materials [1]. Cellulose (a polysaccharide) is the most common 
biopolymer and is present as the most important structural component across various 
living organisms such as prokaryotes, protists, animals, and plants. Cellulose is 
produced as a supramolecular hierarchical organization of polyglucan chains [2]. 
This means that the polyglucan chains are assembled into fibrous units which are 
then further assembled hierarchically into larger fibers and ribbons. The dimen-
sions, composition, structure, and morphology vary with the source of cellulose. The 
various sources of cellulose include plants, trees, sea squirts (tunicates), algae, and 
certain species of bacteria [2]. 

Cellulose is used in a variety of common as well as advanced applications owing 
to its deep integration with our society, given its abundance, low cost, and suitable 
properties. It finds applications in paper, cotton, lubricants, fillers, adhesives, and 
also in form of fibers in clothes, membranes, and filters. Natural cellulosic fibers 
such as hemp, cotton, and linen have been used by our society as fuel, garments, and 
engineering materials for generations and their usefulness and acceptance in society 
are obvious by the volume of forest products, paper, and textiles across the globe. 
Cellulose derivatives, such as methyl cellulose, hydroxyl propyl methyl cellulose, 
ethyl cellulose, nitrocellulose, and cellulose nitrate, are used in lubricants, binder, 
explosives, lacquer, controlled release drug tablet, and detergents. Cellulose is also
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extensively used for technical applications such as tire cords, dialysis membranes, 
and reinforcements, substrates for sensors, packaging, and so on [2]. 

Plants and trees constitute the main resource for cellulose. In the process of cellu-
lose extraction from plants and trees, it leads to massive deforestation, and thereafter 
the chemical treatments are required to remove non-cellulosic impurities such as 
lignin hemicelluloses causing pollution. Moreover, cellulose, when used in form of 
fibers, is often made by the regeneration of cellulose which involves chemical disso-
lution and regeneration. Due to these disadvantages, a lot of research is being pursued 
toward the utilization of other sources of cellulose. In particular, bacterial cellulose 
has received much attention owing to various advantages discussed below. 

Many of the advanced applications can particularly benefit from the nano-
dimensional aspect. 

The cellulose obtained from bacterial origin is 100% pure, devoid of any impurities 
such as lignin and hemicelluloses (generally present in plants and trees). The cellu-
lose chains are organized into semicrystalline (highly crystalline) nanofibrous three-
dimensional network and produce a floating pellicle at the media–air interface. Cellu-
lose is a supramolecular multi-level hierarchical organization of β-linked polyglucan 
chains into microfibrils. A comparison of celluloses obtained from bacteria and plants 
is compared in Table 1 with respect to the various attributes. It is evident from the 
table that bacterial cellulose offers various advantages in terms of dimensions, purity, 
and morphology [3]. 

Table 1 Comparison of plant cellulose and bacterial cellulose [4] 

S. no Properties Plant cellulose Bacterial cellulose 

1 Purity Impurities are present like 
lignin and hemicellulose 

Pure 

2 Crystallinity 40–60% 84–89% 

3 Composition 40–50% cellulose 
15–20% hemicellulose 
20–25% lignin 
5–10% others 

Ultra-fine network of highly 
uniaxially oriented cellulose 
nanofibers with high 
crystallinity 

4 Aspect ratio Low High 

5 Porosity Low High 

6 Density High Low 

7 Surface area Low High 

8 Water absorption Low High 

9 Ease of extraction of fibers 
from it 

Cellulose fibers are prepared 
via chemical methods 
through acid digestion 
(amorphous area of the 
fibers is destroyed to get 
nanofibers) 

No specific treatment 
required
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Table 2 Various applications and relevant properties of bacterial cellulose [5–18] 

Application Property 

Food Nata de coco—roughage content 

Die absorption Environment-friendly, cost-effective, the presence of surface 
hydroxyl groups and should be a good absorbent 

Removal of heavy metal ions Absorbent, porous structure 

functional paper Tensile strength, the presence of hydroxyl groups 

binder for natural fiber and paper High mechanical strength 

facial scrub Alignment of chains with shear = scrubbing action 
Skin mask Moisturizing ability, water retention 

Cloth for fashion design Ability to become hydrophobic by surface modification 

Electronic paper display Transparency, flexibility 

Wound healing system Moisturizing ability 

Scaffold Adhesiveness for cells, biocompatibility 

Vascular graft Shaping and morphological tuning abilities, biocompatibility 

Drug delivery Biocompatibility and microporous nature 

Immobilization matrices Immobilization of denitrifying bacteria 
Urease immobilization 
Glucoamylase immobilization 
Yeast immobilization for ethanol fermentation 

Sound transducing membrane Dimensional stability at higher sonic velocities 

Packaging Low oxygen permeability, flexibility bacteriostatic sausage 
casing active food packaging 

Emulsion thickener Shear thinning behavior 

Precursor for CNFs Intrinsic nanofibrous network 

Also, Table 2 is presented below where some of the applications of bacterial 
cellulose are listed along with the property of bacterial cellulose which makes it 
suitable for that particular application. 

Nanodelivery systems for therapeutic applications are being increasingly explored 
as efficient alternatives to the conventional systems. The conventional drug delivery 
systems suffer from significant issues such as poor loading efficiency, need for high 
dosage and dosing frequency, insufficient drug bioavailability, poorly controlled 
release behavior and fluctuations in plasma drug levels with associated toxicity [19]. 
Most of these issues can be tackled by nanodrug delivery systems as they offer a 
better control over drug absorption and distribution [20]. Nanomaterials can help 
overcome the challenges associated with the physicochemical properties of drug 
such as solubility/permeability and stability as well as biopharmaceutical aspects 
such as efficacy, bioavailability [21–23]. This in turn can enable the pharmacolog-
ical translation of therapeutic agents (such as nanoparticles, herbal essential oils) 
which can play a vital role in management of some of the key challenges today such 
as treatment of chronic pain and issues of drug resistance as these agents suffer from
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poor aqueous solubility, low permeability, systemic cytotoxicity, and environmental 
sensitivity. 

Various forms of nanodrug delivery systems have been developed which include 
nanoparticles, microcapsules, nanofibers, liposomes, niosomes, etc. [24, 25]. The 
choice of materials and nanocarrier is based on the specific therapeutic requirement, 
physicochemical characteristics of the drug, the kind of drug release required and 
release kinetics (immediate/ slow/ sustained/ delayed/ pulsatile) needed [26–28]. 

The nanofibrous materials are particularly preferred for the delivery of therapeutic 
agents owing to their high specific surface area, porosity, and high drug loading 
capacity [29]. Biomaterial-based nanofibrous hydrogels are further desirable due to 
their biocompatibility and integrated porous structure [30]. Bacterial cellulose (BC) 
is one such material, which is a pure form of cellulose, produced as an extracel-
lular polysaccharide through a self-assembly process by certain types of bacteria 
(Gluconobacter, Acetobacter, Agrobacter, and Sarcina) as a dilute hydrogel (>90% 
water) with high water holding capacity [31, 32]. 

BC is superior to plant cellulose as it is devoid of impurities (lignin and hemicellu-
lose) and consists of three-dimensional nanofibrous micro- and mesoporous structure 
with high mechanical strength [33]. The presence of 3D-nanofibrillar network with 
multidimensional porosity makes BC a suitable matrix for the inclusion of drugs and 
therapeutic agents (or formulations) of various types and sizes [26, 29, 34–36]. 

2 Synthesis 

Various species of bacteria, such as Acetobacter and Rhizobium, are known to 
produce cellulose, with the possible reason of producing a protective environment 
against the adverse environment [4]. Typically, the bacterial cellulose is produced as 
a floating gelatinous pellicle by layered deposition at the liquid–air interface. This 
ensures the supply of media from below and the air from the top. The amount of 
layers/thickness of cellulose pellicle increases with time and reaches a maximum 
thickness. The production in terms of quality and quantity is dependent on the media 
as well as culture conditions. There is a huge body of work on using various sources 
of carbon and nitrogen and has led to the development of better cellulose-producing 
strains, better yield and has made it commercially possible [37]. Bacterial cellulose is 
a fact used as a dessert food ingredient for a long time in several East Asian countries 
and is commercially available as nata-de-coco. It is produced by the fermentation 
of coconut milk in food industries [38]. The biosynthesis and hierarchical organi-
zation of bacterial nanocellulose from Gluconacetobacter xylinum is schematically 
represented in Fig. 1.

The most popular media for the production of bacterial cellulose is the Hestrin– 
Schramm culture medium, which consists of distilled water with glucose (20 g/L), 
peptone (5 g/L), yeast (5 g/L), sodium phosphate (Na2PO4) (3.4 g/L), citric acid 
(C6H8O7) (1.15 g/L) [39]. Bacterial cellulose (BC) pellicles are extracted from the 
media and treated with NaOH to kill the microbes present and subsequently washed
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Fig. 1 Schematic of the biosynthesis and hierarchical organization of bacterial cellulose

with distilled water to remove the cell debris and culture media contents. Commer-
cially, BC is produced from coconut milk extracted from the freshly grated coconut. 
Sugar and acetic acid are added to the extracted coconut milk and fermented with the 
bacterial inoculum of Acetobacter xylinum. After 8–10 days of fermentation, a thick 
layer of hydrogel is formed on the surface of the fermentation tank. Ideally, the static 
culture method is used for the synthesis of bacterial cellulose. However, agitated 
cultures and other modifications to the culturing process are used to obtain modified 
celluloses which are discussed in this chapter in a later section. Therefore, of the 
biggest advantages of bacterial cellulose is the ability to produce it in the laboratory 
and deliberately modify the production to tune the bacterial cellulose properties. 

Some of the most relevant properties for application as a drug delivery system are 
discussed below. 

3 Structure 

i. Organization 

Cellulose from all sources possesses a fibrous morphology produced by a 
supramolecular hierarchical organization. Particularly in the case of bacterial cellu-
lose, polyglucan chains are produced as a polymerization product of glucose/sugars 
available to the bacteria in the nutrient medium. The polyglucan chains are produced 
by export pores of the bacteria which bundle up to register crystallinity leading to 
monoclinic or triclinic crystal structure. It has been observed that the contribution 
of a single bacterium may also comprise multiple crystalline fibrils to form a single 
polycrystalline fiber [40, 41]. Branching is also often observed in bacterial cellulose 
which is attributed to the cell division of bacteria; however, further work is needed 
to confirm this [42].
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Cellulose is produced by the self-assembly process directed by the biosynthesis 
machinery of cell. The hierarchical organization of cellulose, its shape, and dimen-
sions are determined by the biosynthesis machinery of that particular organism. 
Besides the physical machinery, alterations in the biosynthesis environment affect 
the cellulose structure, properties, and morphology. 

ii. Crystallinity 

Bacterial cellulose is produced by the bacterial cells in two steps—polymerization 
and crystallization. It has been studied using an interfering agent that the processes 
are independent. If crystallization is hampered or inhibited, polymerization is still 
seen to continue. It is perceived that the semicrystalline cellulose fibrils comprise of 
sequential arrangement of amorphous and crystalline regions [43, 44]. It is for this 
reason that the acid hydrolysis leads to the formation of nanocrystals/nanowhiskers 
as the acids attack the amorphous regions preferentially [45]. 

The crystallite sizes are different in all directions and depend on the H-bond and 
van der Waals interactions. Earlier reports from calculations of crystallite size from 
X-ray diffraction data have shown rectangular cross-sections with truncated ends 
[44]. 

iii. Chirality 

Cellulose fibrils including those of bacterial cellulose are twisted and bundled. The 
twist in bacterial cellulose microfibrils can be attributed to the intrinsic chirality 
present in cellulose chains and/or to the rotation of bacterial cells. The latter is not 
applicable for the cellulose microfibrils obtained from non-bacterial sources. As 
the bacterium does not have flagella and any other phenomena of locomotion, the 
chirality of cellulose may be due to the intrinsic helicity of cellulose chains. Likewise, 
twists are also observed in plant tendrils (three to four times larger magnitude as 
compared to BC) in the form of spiral curls or helical coils. The helical coils can 
reverse their handedness. Further exploration is needed to understand the relationship 
between chirality at various morphological levels [46]. 

iv. Porosity 

Bacterial cellulose owing to nanofibrous 3D interconnected network, it comprises 
of high degree of porosity. It is produced as a very dilute hydrogels with over 90% 
water. When water is extracted, depending on how water is extracted, the hydrogel 
is converted into aerogel or xerogels. The dried bacterial cellulose comprises micro 
(<2 nm), meso (2–50 nm), and macropores, relative distribution of which depends 
on the drying methods. It has been seen that freeze-dried bacterial cellulose is more 
porous and has larger pore size as compared to the oven-dried bacterial cellulose 
[47]. 

v. Biodegradability 

Bacterial cellulose is not enzymatically biodegradable in vivo. However, it can be 
modified giving rise to better biodegradability. Biodegradable bacterial cellulose 
can be prepared with different oxidation degrees using sodium periodate. It can be
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modified by periodate oxidation forming 2,3-dialdehyde bacterial cellulose making 
it biodegradable. Modified nanonetwork can be degraded into porous network with 
micro-sized pores. The degradation begins with oxidized amorphous parts [48]. 

Also, bacterial cellulose can be incorporated with ingredients like cellulase and 
other buffer ingredient to maintain pH for the enzyme activation. The glucose 
released from degraded materials increased from 30% without incorporation of buffer 
ingredients to 97% when incorporated with these ingredients [49]. 

4 Bacterial Cellulose as a Matrix in Various Applications 

The ideal structure, biocompatibility, and sustainability of bacterial cellulose have led 
to many studies and prompted its application in a variety of fields, such as medical, 
food, packaging, textiles, and electronics [23] (listed in Table 2). Due to exceptional 
properties bacterial cellulose-based composites have been employed in a wide range 
of applications including food [7], drug delivery [8], tissue engineering [9], cosmetics 
[10], clothing [11], conducting paper [12]. Bacterial cellulose-based materials are 
suitable for healthcare applications due to the structural similarity with the extracel-
lular matrix. In wound healing materials, bacterial cellulose has been loaded with 
silver-sulfadiazine, silver nanoparticles [50]; bacterial cellulose as an artificial skin 
and blood vessels, scaffolds for tissue engineering have been produced by incorpo-
ration of hyaluronic acid, growth factors, and stem cells [15]. Bacterial cellulose has 
also been explored as a matrix for certain drugs which include Lidocaine hydrochlo-
ride, Methotrexate, Benzalkonium chloride, Diclofenac sodium, Amoxicillin, and 
tetracycline drug delivery [14, 16–18]. 

5 Bacterial Cellulose in Drug Delivery 

Bacterial cellulose possesses nanofibrous micro- and mesoporous structure with high 
porosity and crystallinity, which makes it a suitable carrier for various therapeutics 
agents of different solubility and sizes. Given the natural fibrous morphology and 
semicrystalline nature of cellulose, bacterial cellulose can be used as nanofibers or 
processed to obtain nanowhiskers and nanocrystals. Bacterial cellulose nanofibers 
can also be pyrolyzed to obtain carbon nanofibers. For this chapter, the focus is kept 
on cellulose nanofibers. 

Bacterial cellulose has been explored for the delivery of anaesthetics (Lidocaine 
Hydrochloride) [51], antibiotics (Tetracycline and Amoxicillin) [16, 17], anticancer 
drugs (Doxorubicin, methotrexate, and curcumin) [52–54], analgesics (Ibuprofen 
and Diclofenac sodium) [51, 55]. In most of these reports, a large burst release was 
observed in the first 15 min of release and entire drug released within 1 h. In case 
of immediate release dosage forms, such kind of release is appreciable; however, 
burst release is not always needed, and sustained release of drugs maintains drug
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level in therapeutic limits and decreases the dosage and dosing frequency of medica-
ment. In order to achieve sustained release, various composites have been developed 
combining bacterial cellulose with other polymers such as Poly n-isopropyl acry-
lamide (PNIPAM) [56, 57], Polyvinyl alcohol (PVA) [58], Chitosan [59], sodium 
alginate [60], Zein [61], gelatin [62], pectin [63] for sustained, thermo- and pH-
sensitive release. More details on these reports are tabulated in Table 3. The compos-
ites offered improvement by preventing the initial burst release to some extent and 
extended the release of drug to 2–5 h.

It is observed that bacterial cellulose in its native form offers high drug loading 
with burst release of therapeutic agents. Being a hydrogel, the rate and extent of 
swelling contribute greatly in loading as well as release. Further, the porosity also 
plays a significant role in determining the swelling index. Composite formation often 
leads to a reduced porosity and swelling capability, which helps in sustaining the 
release. However, in situ and ex situ modifications of bacterial cellulose are gaining 
attention due to the possibility of a better control over various properties of bacterial 
cellulose (such as fiber diameter, morphology, porosity, crystallinity, and degree of 
polymerization) and/or complement it with additional property or functionality [42]. 

6 Modifications of Bacterial Cellulose 

Drug delivery depends on matrix parameters such as porosity, pore size distribution, 
density, flexibility. For example, porosity determines the extent of swelling, and 
ease of media ingress and release of drug. The fiber density and stiffness (which in 
turn may depend on the crystallinity of the fibers) determine the rate and extent of 
swelling. Similarly, pore size distribution can affect the rate of availability of drugs 
with time. Thus, it is important to focus on morphological and structural aspects of 
bacterial cellulose in order to obtain a reliable and tunable drug delivery system. 

The bacterial cellulose biosynthesis involves two major steps: First step involves 
the synthesis of cellulose molecules by polymerization of uridine diphosphate 
glucose (UDP glucose) which is formed from the sugar precursor of medium and their 
subsequent exclusion into the medium. The second step involves the self-assembly 
process where the crystallization of cellulose molecules takes place to form nanofi-
brous network. The structural and morphological properties of bacterial cellulose are 
generally governed by the second step [68, 69]. 

Given this, two types of modifications are possible: in situ (pre-production, during 
production) and ex situ (post-production modifications). A schematic of in situ and 
ex situ modifications, used in the present work, is represented in Fig. 2.

(A) In situ modification of bacterial cellulose in drug delivery 

In situ modification can be carried out at different stages and with different objectives. 
Broadly, the strategies can be divided into one of the following ways:
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Table 3 Bacterial cellulose and its composites as carriers for drug release 

Matrix Drug Application Observations References 

Bacterial cellulose Tetracycline Wound 
dressing 

90% of drug 
released in 1 h 

[17] 

Bacterial cellulose Octenidine Wound 
dressing 

Initial burst (83%) 
within the first 8 h, 
reaching 
equilibrium 
conditions after 
24 h and a total 
release of 92% 

[64] 

Bacterial 
cellulose-Alginate 
composite 

Doxorubicin Colorectal 
cancer 

Sustained release 
for 14 days 

[52] 

Bacterial 
cellulose-Pectin films 

Levofloxacin Wound 
dressing 

Burst release was 
reduced 20% when 
compared to pure 
bacterial cellulose 
(60%) 

[63] 

Bacterial 
cellulose-Gelatin 

Methylene blue 
as model drug 

Drug release for 
40 h 

[62] 

Bacterial cellulose 
in situ modified with 
CMC 

Methotrexate Topical 
treatment of 
Psoriasis 

Burst release in 
first 15 min; 90% 
released in 1 h 

[65] 

Bacterial cellulose and 
PEO-co-PCL 
composite 

Retinol Cosmetics 60% released in 
6 h and sustained 
release for 24 h 

[66] 

Bacterial cellulose Ibuprofen and 
Lidocaine 

Transdermal 
patch 

90% permeation in 
8 h  

[51] 

Bacterial 
cellulose–Polyaniline 

Berberine 
hydrochloride 

Controlled 
release at 
varying 
conditions 

pH and 
electroactive drug 
release behavior 
Slow release in 
acidic and fast 
release in alkaline 
and neutral 
conditions 
Rapid directional 
release upon 
voltage application 

[67]

a. Pre-production modifications: involves addition of modifiers in the culture media, 
varying the cellulose-producing bacterial strain and carbon/nitrogen source. 

b. During production modification: involves incorporation of patterns, substrates 
and altering the fermentation conditions (such as agitation, humidity, tempera-
ture) during biosynthesis/incubation.
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Fig. 2 Schematic of in situ and ex situ modifications of bacterial cellulose

c. In situ composite formation: involves incorporating additives such as water-
soluble additives, dispersed particles, etc., during fermentation to modify 
composition. 

The additives which have been studied for in situ modification include synthetic 
polymers, proteins, polysaccharides, low molecular organic compounds, antibiotics, 
and metal oxides. The additives in the growth media, which are not specifically 
required for bacterial cell growth, can affect cellulose biosynthesis, either by binding 
directly to the cellulose in the course of production and interfering with the crystal-
lization or co-crystallizing with the cellulose [70]. It is also possible that the inclusion 
of additives may alter the cellulose production indirectly by affecting the bacterial 
cells. Regardless of the method, the presence of an additive in the media affects the 
yield, microstructure, morphology, and physical properties. 

The inclusion of water-soluble polymers in the cellulose culture media has 
displayed varying results. Some reported that the inclusion of such additives just 
resulted in altered cellulose structure [71, 72], while others have reported that the 
additives are incorporated into the growing cellulose fibrils, resulting in the formation 
of in situ composites [73, 74]. Polymers such as carboxymethyl cellulose (CMC) and 
methylcellulose (MC) interferes with the cellulose assembly, thus reducing the crys-
tallinity and crystal size, as well as increase in pore size and thermal stability [71]. 
Inclusion of additives such as Poly(ethylene oxide) (PEO) [75], Poly(caprolactone) 
(PCL) [76], Poly(hydroxybutyrate) (PHB) [77], Poly(hydroxybutyrate-co-valerate) 
(PHBV) [78], Poly(vinyl alcohol) (PVA) [79–81], Tween 80 [82], Hydroxypropyl 
methylcellulose (HPMC) [83], and starches [84, 85] in the growth media have resulted 
in these additives being incorporated into the bacterial cellulose resulting in in situ
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composites, which causes variation in pore size, degree of polymerization, crys-
tallinity, fiber diameter and mechanical strength and composition [74, 82, 83]. On 
the other hand, addition of certain low molecular weight water-soluble polymers 
such as PEG (Polyethylene glycol 4000 and 400), β-cyclodextrin, dyes (Calcofluor) 
and antibiotics (nalidixic acid) do not get incorporated in bacterial cellulose, but 
causes changes in morphology, fiber diameter, and crystallinity [42, 68]. The addi-
tion of PEG 400, as well as β-cyclodextrin, caused an increase of the bacterial cellu-
lose pores, while PEG 4000 decreased the pore sizes without simultaneous integra-
tion of the additives into bacterial cellulose. A detailed literature review on in situ 
modification, indicating mechanism of modification and main observations is listed 
in Table 4.

BC has been explored for the delivery of anesthetics (Lidocaine Hydrochloride) 
[51], antibiotics (Tetracycline and Amoxicillin) [16, 17], anticancer drugs (Doxoru-
bicin, methotrexate, and curcumin) [52–54], analgesics (Ibuprofen and Diclofenac 
sodium) [51, 55]. In most of these reports, a large burst release was observed in the 
first 15 min of release and entire drug released within 1 h. In case of immediate release 
dosage forms, such kind of release is appreciable; however, burst release is not always 
needed, and sustained release of drugs maintains drug level in therapeutic limits 
and decreases the dosage and dosing frequency of medicament. In order to achieve 
sustained release, various composites have been developed combining BC with other 
polymers such as Poly n-isopropyl acrylamide (PNIPAM) [56, 57], Polyvinyl alcohol 
(PVA) [58], Chitosan [59], sodium alginate [60], Zein [61], gelatin [62], pectin [63] 
for sustained, thermo- and pH-sensitive release. The composites offered improve-
ment by preventing the initial burst release to some extent and extended the release 
of drug to 2–5 h. 

In situ modification of bacterial cellulose with water-soluble non-incorporating 
additives seems to be an interesting line of research, where a modified bacterial 
cellulose structure can be achieved without change in composition. These additives 
act as removable auxiliaries. Adepu et al. [24] have tuned the drug loading and 
release kinetics of Diclofenac sodium from bacterial cellulose matrix by in situ 
modification by adding PEG2000 to the culture medium. As a non-incorporating 
in situ modifier, PEG2000 increased the overall porosity, pore volume and decreased 
the fiber density and specific surface area with no significant effect on crystallinity. A 
huge burst release was observed for PEG-modified bacterial cellulose as compared to 
pristine bacterial cellulose in the in vitro, drug release studies. The drug release was 
reported to be concentration-dependent and follows Fickian diffusion [26, 36]. In 
situ modifiers either increase or decrease the porosity of BC with or without altering 
the crystallinity significantly. If the in situ modification increases the porosity of BC, 
a faster swelling rate with a quick and burst drug release is observed. If the in situ 
modification results in increased crystallinity, the BC nanofibers get wet slowly with 
low swelling rate that results in slower drug release. CMC as an in situ modifier was 
studied for the delivery of an anticancer drug, Methotrexate. In this, CMC coated 
the BC nanofibers by interacting with the cellulose self-assembly process which 
resulted in lesser porosity, denser structure, low crystallinity, and reduced water 
uptake. Reduced porosity of CMC-modified BC resulted in slower drug diffusion as
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Table 4 In situ modification of bacterial cellulose to tune drug release 

Modifier Mechanism Major observations References 

Non-incorporating 

Polyethylene glycol 4000 Interfere with the 
association of microfibrils 
post-synthesis 

Increase in total surface 
area 

[68] 

PEG 400 Affects the self-assembly 
process 

Inhomogeneous fiber 
structure; huge 
agglomerations 

[68, 75] 

Calcofluor Interfere with the cellulose 
crystallization and 
assembly 

Decrease crystallinity and 
crystallite size 
Decrease in fiber diameter 

[42] 

Nalidixic acid Affects the bacterial cell 
division 

Decrease in crystallinity 
and crystallite size 
Increase in fiber diameter 
Decrease in surface area 

[42] 

B-Cyclodextrin Inclusion complex and 
wash way 

Increase in pore size 
Increase in fiber diameter 

[68] 

Incorporating agents 

PEO Interferes with the 
hydrogen bonding 

Decrease in crystallinity 
and crystallite size 
Increase in fiber diameter 

[75] 

Carboxymethyl cellulose 
(CMC) 
HPMC 
MC 

Interfere with the cellulose 
crystallization and 
assembly 

Decrease crystallinity and 
crystallite size 
Decrease in fiber diameter 
Decrease in total surface 
area 
Reduced water uptake 
and swelling 
Slower drug release 

[82, 83] 

PCL Does not interfere with the 
network assembly and 
completely gets 
incorporated 

Decrease in crystallinity 
Increase in thermal 
stability 

[76] 

PHB Does not interfere with the 
network assembly and 
completely gets 
incorporated 

Decrease in Crystallinity 
Increase in fibril 
dimension 

[77] 

PHBV Does not interfere with the 
network assembly and 
completely gets 
incorporated 

Increase in porosity 
Decrease in crystallinity 

[78] 

PVA Interferes with the 
hydrogen bonding 
Influence the in situ 
growth of bacterial 
cellulose through the 
formation of spherulites 

No significant difference 
in crystallinity and 
crystallite size 
Increase in fiber diameter 
Optical transparency 
increased 

[81, 88]

(continued)
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Table 4 (continued)

Modifier Mechanism Major observations References

Bamboo and sodium 
alginate 

Enzymatic hydrolysate of 
glycerol-pretreated moso 
bamboo was used as a 
carbon source as 
replacement to glucose to 
get bamboo bacterial 
cellulose. Sodium alginate 
was added to bacterial 
cellulose by hydrogen 
bonding from 0.25 to 1 wt 
% 

Poor release of BSA and 
faster release of lysozyme 

[89]

compared to pristine BC and degree of substitution of CMC plays a critical role on 
BC microstructure which in turn affects the drug release [86]. Sodium alginate as an 
in situ modifier, offered pH-responsive drug release with an increased swelling ratio 
at pH 7.4 and decreased swelling at pH 1.2. Slower release of BSA was observed due 
to the hydrophobic interaction of BSA with cellulose. Faster release of lysozymes 
was observed due to electrostatic interactions [87]. In situ modification of bacterial 
cellulose helped to achieve immediate release as well as sustained release. Depending 
upon the requirement one can choose specific modification to tune the release. 

(B) Ex situ modifications of bacterial cellulose in drug delivery 

Ex situ modifications involve modification of bacterial cellulose post-production 
by making composites, by altering drying methods and/or by chemical/enzymatic 
hydrolysis to make cellulose nanocrystals and nanowhiskers. Most of the work 
targeted at using bacterial cellulose composites involve ex situ modification as illus-
trated in Table 5. Due to its highly porous nature, it is easy to incorporate additives 
post-production by simply dipping in their suspensions/solutions. Moreover, it also 
offers a possibility of in situ synthesis of nanoparticles and polymerization. Further, 
the chemical nature of bacterial cellulose can be modified by chemical grafting, 
given high porosity, surface area, and functional groups [68, 82, 90, 91]. However, 
the simplest way of modifying bacterial cellulose structure and morphology is using 
different drying methods as it affects the pore size, re-swellability, and crystallinity 
of bacterial cellulose [92, 93]. Very limited work has been carried out to use this 
simple strategy to tune bacterial cellulose properties for drug delivery [94, 95].

Typical techniques for the drying bacterial cellulose are freeze-drying, oven-
drying, and critical point drying after the stepwise solvent exchange, water removal 
under pressure using water-absorbing materials and/or additional heating, as well as 
air-drying with or without water-binding additives [96–98]. Observed differences 
were mainly related to the degree of preservation of the 3D structure of bacte-
rial cellulose, water uptake capacity and stability of loaded drugs, as well as the 
cost/time/environmental hazards. The importance of the drying process was shown 
by the lower uptake capacity of freeze-dried bacterial cellulose for proteins compared
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Table 5 BC and its composites used for drug delivery 

Matrix Drug Application Observations References 

BC Tetracycline Wound dressing 90% of drug 
released in 1 h 

[17] 

BC Octenidine Wound dressing Initial burst (83%) 
within the first 8 h, 
reaching equilibrium 
conditions after 24 h 
and a total release of 
92% 

[64] 

BC-Alginate 
composite 

Doxorubicin Colorectal cancer Sustained release for 
14 days 

[52] 

BC-Pectin 
films 

Levofloxacin Wound dressing Burst release was 
reduced 20% when 
compared to pure 
BC (60%) 

[63] 

BC-Gelatin Methylene blue as 
model drug 

Drug release for 40 h [62] 

BC in situ 
modified with 
CMC 

Methotrexate Topical treatment 
of Psoriasis 

Burst release in first 
15 min; 90% 
released in 1 h 

[86] 

BC and 
PEO-co-PCL 
composite 

Retinol Cosmetics 60% released in 6 h 
and sustained 
release for 24 h 

[66] 

BC Ibuprofen and 
Lidocaine 

Transdermal patch 90% permeation in 
8 h  

[51]

with native bacterial cellulose [99, 100]. Freeze-drying is the most common method 
of drying bacterial cellulose. Recently, Pujitha et al. reported the effect of oven-
drying and freeze-drying on the physical properties of bacterial cellulose such as 
morphology, porosity, and mechanical strength. Interestingly, fiber diameter, pore 
size, and porosity have been reduced in over-dried bacterial cellulose when compared 
to freeze-dried one. Crystallinity was also increased with oven-drying [95]. 

Ex situ modification of bacterial cellulose by changing drying method has been 
explored to photochromic films [101], improve toughness [102, 103], enhance 
adsorption [104], optically transparent films [94], and also for energy storage [105, 
106] applications. Air-drying resulted not only in a structural collapse of bacterial 
cellulose but also in a very rapid release of the model drug azorubine compared with 
native bacterial cellulose [91, 99]. A comparative study of the effect of oven-drying 
versus freeze-drying technique on drug release behavior was reported recently studied 
using a water-soluble drug Diclofenac sodium [35]. Oven-drying offered a sustained 
zero-order release for 8 h while freeze-dried bacterial cellulose offered a burst release 
of 60% drug loaded within the first 1 h. These significantly different release profiles 
were attributed to the difference in compact microstructure, lesser porosity, higher



Bacterial Cellulose for Drug Delivery: Current Status … 151

crystallinity, and lesser swelling ratio of oven-dried bacterial cellulose as compared 
to freeze-dried [107]. 

7 Bacterial Cellulose in Other Forms for Drug Delivery 

Regenerated bacterial cellulose has been gaining interest in the pharmaceutical sector 
to formulate various excipients (film-forming agents, rheology modifiers, enteric-
coated formulations, microparticles, etc.). Bacterial cellulose was regenerated using 
n-morpholine oxide and loaded with two anti-ulcer drugs famotidine and Tizanidine. 
Burst release of about 90% drug release within first 30 min was observed through 
oral route [108]. Bacterial cellulose was defibrillated by ultra-refining to get bacterial 
cellulose nanofibrils, which are made into microparticles by spray-drying technique 
along with HPMC and mannitol. The microparticles of bacterial cellulose-HPMC-
Mannitol were loaded with Diclofenac sodium and caffeine for enteric-coated drug 
release [109]. 

Herbal essential oil-loaded polymeric microcapsules were used as secondary drug 
carriers and incorporated in bacterial cellulose which was a primary carrier to further 
enhance the stability and control the release of herbal drugs [110]. 

Bioresorbable bacterial cellulose has also been researched for its enormous appli-
cations in drug delivery and implantable systems. Bacterial cellulose was oxidized 
with sodium iodate and loaded with a bactericidal agent, Chlorhexidine gluconate 
for treating dental infections. The drug was loaded directly in oxidized bacterial 
cellulose and also through inclusion complexes of β-cyclodextrin. The drug release 
from oxidized bacterial cellulose was 10 folds slower as compared to β-cyclodextrin 
[111]. 

8 Conclusion and Future Scope 

In this chapter, bacterial cellulose as a carrier for therapeutic agents and modifications 
for tuning drug release are discussed. Bacterial cellulose, owing to its high surface 
area and multidimensional pores, has been an attractive and useful nanocarrier for 
drug release. Further, it is evident from the reported research papers that the prop-
erties of bacterial cellulose can be tuned to modulate the release of drugs. It is also 
reported that bacterial cellulose acts as a barrier to burst release enabling controlled 
and sustained activity by in situ and ex situ modifications with an alteration in the 
microstructure, porosity, and swellability. Various modifications (in situ and ex situ) 
of bacterial cellulose are found to play an important role in enabling the pharma-
cological translation of therapeutic agents (such as nanoparticles, herbal essential 
oils) which suffer from issues of poor aqueous solubility, low permeability, systemic 
cytotoxicity, and environmental sensitivity. Further, patterning and aligning could 
also be explored to tune release and dedicated research is required on understanding
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mechanisms of the possible interactions of therapeutic agents and bacterial cellulose 
for its efficient utilization as a safe drug delivery. 
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An Odyssey from High Entropy Alloys 
to Complex Concentrated Alloys 

Jitesh Kumar, Saumya R. Jha, N. P. Gurao, and Krishanu Biswas 

1 Introduction 

Materials have been an integral part of human civilization since ancient time. In the 
Stone Age, ancient people used naturally occurring materials such as stone, rawhide, 
bone, wood and some indigenous metals like gold, silver and copper, which were 
mechanically shaped into tools and weapons. The Stone Age came to an end with the 
discovery of bronze (3000 BC), which was the greatest gift to humankind. Bronze 
was the accidentally discovered alloy of copper and tin with superior properties in 
terms of strength, castability and durability than those of naturally occurring materials 
[1–3] (Fig. 1).

Thus, the discovery of bronze gave the birth of the tradition of alloying in quest 
of new alloys with improved properties than those of the constituent elements. This 
serendipitous strategy of alloy design has provided the route to headway of several 
engineering alloys based on a principal element with the addition of other components 
albeit, in a dilute amount, to balance the properties. For example, steels contain iron 
as a principal component into which secondary elements; carbon, silicon, nickel and 
chromium are added in minute amounts to obtain high strength, ductility and corro-
sion resistance [4]. High-strength aluminium alloys, where aluminium is the main 
component due to its lower density is alloyed with copper and magnesium to enhance 
the strength [5]. This fundamental concept of alloy design based on the primary 
element has remained unchanged over millennia which can even be understood that 
these alloys were designated after their principal constituents such as ferrous alloys, 
aluminium alloys, copper alloys and nickel-base superalloys. Superalloys are an 
earlier example of a multi-component system where 10–12 elements are mixed to 
adjust the properties. In this context, the bulk metallic glass is another example of
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Fig. 1 Evolution of materials through the civilizations and advancements in materials development 
research

a multi-component system in terms of number and concentration. Nonetheless, the 
primary element-based design concept limits the number of alloys systems, which is 
primarily accumulated at the corner and edge of the phase diagram. Therefore, a new 
approach of alloys design is needed to expand the compositional space to explore 
more number of alloys systems to meet the technological challenges, which have 
almost been exhausted by the design of the conventional alloy approaches. 

One such approach involves mixing the multiple principal elements in equiatomic 
or near equiatomic compositions, which is an entirely new concept of alloy design, 
altering the course of the traditional alloys design practice and receiving world-
wide attention by the material science community. The main idea of this concept is 
to unlock the vast compositional space of phase diagrams that offer several alloys 
systems without any design constraint in terms of the number of elements and their 
compositions. With this compositional flexibility, a large number of papers have 
been published across the globe, and extensive research is in progress across the 
continents. The first paper on this concept was simultaneously published by Cantor 
et al. [6] and Yeh et al. [7] in 2004. A new terminology ‘high entropy alloys (HEAs)’ 
was given by Yeh, which has been defined as for any alloys having at least five 
elements whose concentration varies between 5 to 35 atom%. Yeh and co-workers 
provided a hypothesis that mixing five or more elements in the equiatomic composi-
tion leads to maximize the configurational entropy and thus facilitates the formation 
of solid solution over the intermetallic phase/s at higher temperatures. The initial 
concept of HEAs is mainly focused on mixing the elements in equiatomic composi-
tions to obtain a single-phase solid solution with simple microstructure and desired 
properties. Recently, some attention has been shifted to investigate the multicompo-
nent system with a non-equiatomic composition such as Fe42Mn20Ni30Co6Cr2 and
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Fe40Mn27Ni26Co5Cr2 quinary alloys [8, 9], Cr10Mn40Fe40Co10 and Cr4Mn28Fe40Ni28 
quarternary alloys [10, 11]. The main idea behind this is to expand the central portion 
of the phase diagram, which is limited by the constraint of equiatomic concept. Thus, 
it leads to the modification of the original definition, which is at least three-element 
and whose concentration must be greater than 35 atomic%. Therefore, embracing 
the new concept, several nomenclatures like multi-metallic cocktails, high entropy 
materials, complex concentrated alloys (CCAs), 100% solute alloys and multiprin-
cipal elemental alloys have made their way in the literature [12]. This new definition 
further opens vast compositional space with a cosmic number of alloys systems with 
promising properties such as excellent cryogenic temperature strength–ductility [13] 
fracture toughness [14] and improved wear resistance [15, 16]. These promising prop-
erties are mainly attributed to the four core effects that include high entropy effect, 
severe lattice distortion, sluggish diffusion and cocktail effect. It is to be mentioned 
here these core effects need not necessarily have to be present in complex, concen-
trated alloys. Still, at least one of them plays an important role in distinguishing a 
complex concentrated alloy from a conventional alloy apart from the presence of 
multiple principal elements. 

The conjecture that the diffusion is sluggish in HEMs is not always true and 
has been much debated in the literature. Few studies have shown the diffusivity in 
Cantor alloys lies in between the Fe–Cr-Ni steels and its pure constituents [17, 18]. 
Similarly, the cocktail effect that predicts the unexpected properties of MPEAs is not 
a direct result of the linear superposition of the properties of individual elements but 
can be the manifestation of an unusual combination, microstructure and interaction 
among them. The high entropy effect, which is a signature effect states that the 
high configurational entropy of mixing due to the mixing of five or more elements in 
equiatomic composition promotes the formation of solid solution over intermetallics. 
However, Deng et al. [19] reported non-equiatomic Cr10Mn40Fe40Co10 alloy that has 
only four elements and configurational entropy of mixing 1.19R is surprisingly a 
single-phase solid solution. With these examples, it is concluded that the MPEAs 
need a thorough investigation and scientific study to establish a universal concept for a 
better understanding of these novel classes of materials and their design, development 
and deployment for actual engineering applications. 

Due to the cosmic number of possible combinations in HEAs, these classes of 
alloys need to be screened through high throughput experimental techniques aided 
with multi-length and timescale simulations to achieve the desired properties. One 
of the methods to achieve better mechanical properties of FCC MPEAs is to alter 
the stacking fault energy (SFE) of the alloys system. As the stacking fault energy 
decreases, the corresponding twin energy concomitantly decreases, leading to over-
coming strength–ductility trades off through work hardening and delayed necking 
by introducing ‘twinning’ as a deformation mode (TWIP effect) [14, 20, 21]. SFE 
also plays a vital role in the transformation from FCC to ε-martensite by reducing the 
onset of activation barrier of FCC to ε-martensite transformation and thus triggers 
the transformation-induced plasticity (TRIP) [14, 17, 20] causing interfacial hard-
ening. The properties of MPEAs can also be enhanced through lattice distortion by 
introducing a large atom in a matrix of elements with similar size to cause lattice to
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be severely distorted locally to promote solid solution strengthening. Microstructural 
engineering through severe plastic deformation (SPD) such as equal channel angular 
pressing (ECAP), high-pressure torsion (HPT) and friction stir processing (FSP) has 
been used for grain refinement to increase the strength through Hall–Petch effects. 
However, all aforementioned processes are widely used for FCC base HEMs but not 
used in BCC HEMs due to their limited room temperature ductility. 

In the above, the present review is intended to provide our journey through the 
multi-component phase space in search of the betterment of properties needed for 
structural applications. The review has been divided into four different sections. In the 
first section, we describe various alloy design strategies for the prediction of MPEAs 
through the parametric process, thermodynamic modelling and various computa-
tional simulations at different lengths and timescales because the multi-element space 
offers a cosmic number of alloys systems requiring screening to avoid error-and-trial 
method. The second section discusses different routes of alloy synthesis. The third 
part of the review examines the mechanical properties of MPEAs and also discusses 
the underlying deformation mechanisms required to develop the scientific under-
standing of these alloys. We conclude our review by highlighting some challenges 
and future scope of this new class of materials. 

2 Design Strategy 

Due to the vast compositional space offered by this new class of materials where 
alloys can be developed in the astronomical figures, it is necessary to screen out the 
alloys with promising properties, and some approaches must be improvised that mini-
mizes our time and resources to avoid cumbersome ‘trial-and-error’ method. Contrary 
to the preliminary assertions based on the booming field of high entropy alloy 
systems, the relaxed definition of multicomponent systems or complex, concentrated 
alloys is inclusive of ternary and quaternary systems which have proven better than 
their ‘high entropy’ counterparts, thus unlocking a whole new platform for the explo-
ration of alloy systems with better properties. Recent investigations of ternary systems 
have unearthed specific alloy combinations with excellent combinations of strength 
and ductility, besides offering outstanding tunability with microstructural modifica-
tion techniques. A significant advantage of MEAs over HEAs is their potency to 
exploit strengthening mechanisms of complex alloy systems with less compositional 
extensiveness of a large number of components. Thus, several approaches to unearth-
specific alloy systems are based on the theoretical aspects that might be employed 
to revise the phase and the mechanical properties of MPEAs/HEAs. Some of these 
are discussed briefly here. 

Parametric approach: The prediction of a stable solid solution phase is the key 
area of interest in MPEAs/HEAs community. A most common practice utilizes the 
empirical rule of Hume-Rothery [22, 23] along with thermodynamic quantities that 
form parametric criterion to predict the solid solution phase in MPEAs/HEAs.
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The essential phase selection parameters in HEAs are enthalpy of mixing (ΔHmix) 
and entropy of mixing (ΔSmix) which are given as 

ΔHmix = 
n∑ 

i, j;i /= j 

Ωi j  ci c j (1) 

Δsconf = −R 
n∑ 

i=1 

Xiln  Xi (2) 

where Ωi j  = 4 ΔH AB  mix and ΔH AB  mix are the enthalpy of mixing of binary A-B calculated 
by Miedema’s semiempirical model [24, 25]. ‘R’ is the universal gas constant. The 
Hume-Rothery rule for the formation of stable solid solutions alloys depends on 
three factors: (1) the difference in atomic size (δ) of the solvent and solute must be 
less than or equal to 6.6%, (2) the electronegativity difference (Δχ) between alloys 
components will be more in the presence of intermetallic compounds and (3) the 
valence electron of two elements should be similar. However, in HEAs, where there 
is no solvent and solute, the Hume-Rothery parameters have been modified. For ‘δ’ 
the modified formula is given by: 

δ = 

⌈|||
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ci 
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ri 
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)2 
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where n is the total number of components of species i, having concentration ci and 
atomic radius ri . r is the average atomic radius of alloy. For Δχ: 

Δχ = 

⌈|||
n∑ 

i=1 

ci (χi − χ )2 (4) 

And valence electron concentration (VEC) is given by: 

VEC = 
n∑ 

i=1 

ci (VEC)i (5) 

The enthalpy of mixing (calculated based on Miedema’s model using enthalpies 
of formation or Ω) is also a major characterizing parameter for predicting the alloy 
characteristics based on thermodynamic data. Attempts have been made to coin better 
descriptors than the previously used configurational entropy term such as the ΔHmix 

vs δ ratio for the screening of HEAs and MPEAs. Zhang et al. [26] first plotted 
ΔHmix vs δ, which predicts the regime for a stable solid solution phase, along with 
intermetallics and amorphous phases as shown in Fig. 2. Such parametric approaches
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Fig. 2 A graph between ΔHmix vs δ representing the classification of HEAs that form only 
solid solutions along with intermetallic compounds and amorphous phase against a configurational 
entropy-based classification [30, 31]. Reprint with permission 

have also been efficiently used to design other path-breaking high entropy materials 
such as high entropy metallic glasses (HE-MGs) [27–29]. 

For rationalizing the solid solution formation-based approach built upon the 
Hume-Rothery rules, Eshelby’s micromechanical model was developed based on 
continuum elasticity concept, considering the solute atoms as analogues of inclu-
sions in an elastic medium. This, however, is not applicable to HEAs directly owing 
to the inherent difference in nature of HEAs as compared to conventional alloys, i.e., 
having solutes in minor proportions and solvents as base elements. In order to address 
this issue, a geometric model has been formulated for HEAs taking into considera-
tion, the formation of voids or atomic overlap in the lattice as subtractive factors for 
the calculation of dense atomic packing as revealed by the sharp diffraction peaks 
obtained in most HEAs (single as well as multiphase). The atomic size difference 
arises from intrinsic residual strains, deduction of which is possible by minimiza-
tion of atomic packing misfit. However, they arise owing to phase formations and 
cannot be detected in X-ray diffraction, similar to residual strains which decrease 
upon thermal annealing. The fluctuation can be correlated with the stored elastic 
energy in an HEA, lowering the free energy for phase formation. In consistency with 
Lindemann’s criteria for lattice stability, the fluctuation in lattice strain must be < 
5% for single-phase solid solutions and between 5 and 10% for multiphase solid 
solutions. 

Calculation of Phase diagram (CALPHAD) approach: The CALPHAD [32] 
modelling approach is the most potent tool to design the materials. Unlike the first 
principal calculation method, CALPHAD does not face any size limitation to be 
modelled for the prediction of the phase equilibria. They provided the key infor-
mation for an alloy such as phases present, their stability with temperature and 
composition as well as their volume fraction. The phase equilibria predicted by the
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CALPHAD are based on Gibbs free energy minimization which utilizes the compu-
tational software integrated with the thermodynamic database. It also provides a path 
to collect the pieces of information of the higher-order alloy system with the help of 
the lower-order system; for example, the phase equilibria in the ternary alloys system 
as a function of pressure, temperature and composition can be obtained from their 
subset of binary and unary systems. This approach can further be extended to HEAs 
making the CALPHAD a cogent methodology to predict the phase stability in HEAs. 
In such method, Taazuddin et al. [33] and Raturi et al. [34] predicted the single-phase 
multicomponent multiprincipal elemental alloys in conjugation with the parametric 
approach where the six alloys system with single-phase have been predicted from 
the pool of 1287 alloys systems. Thus, this approach reduces the tedious experi-
mental process of trial and error, providing breakthrough solutions with relatively 
low computation power. One should be cautious about predicting the phase stability 
in HEAs because it is based on the extrapolation from our traditional understanding 
of the binary and ternary systems. It requires a robust database to predict the phase 
stability. In such an approach, Miracle, et al. [12] suggested that as many experi-
mental data must be fed back to predict the phase stability with maximum accuracy. 
The design process for the database must include the intermetallic along with the 
solid solution phase, which could be used as a tool to develop the alloys with the 
hard phase in the final microstructures. 

Ab initio Method: Ab initio, i.e. the first principal calculation is an important compu-
tational tool to decipher the phase stability and properties of the materials, which 
is based on the quantum mechanical theories along with natural constant without 
any empirical input. Ab Initio calculation is performed in the framework of density 
functional theory [35] using Kohn–Sham formalism [36]. The key variable in DFT 
calculation is the electron density in which the quantum mechanical Schrodinger 
wave equation for multi-electron is superimposed upon the single electron problem. 
Ab initio method has been used profusely in theoretical solid-state physics to explore 
the properties of the material and later move into the field of HEAs/MPEAs [37, 38]. 
The applicability of different ab initio in the area of HEAs/MPEAs is very challenging 
because of a large number of atoms involved whose atomic positions are uncertain. 
DFT provided the ground state energy at 0 K in real sense. Still, with the integration 
of the thermodynamic concept, one can predict the phase stability and properties 
of materials at finite temperatures. However, DFT calculation is the most robust 
technique which has a solid founding principle of physics that requires less experi-
mental input and empirical approach. Oh et al. [39] recently demonstrated general 
design rules based on atomistic simulations combined with the parametric approach 
to enable optimum utilization of atomic-level information to reduce the immense 
degree of freedom in the compositional space to achieve mechanical property-driven 
alloy design [39]. 

Machine Learning (ML): The advancement of computing power and availability of 
vast algorithms have created opportunities for thermodynamic modelling of complex 
systems using the tool of machine learning. The ML attracted worldwide attention due 
to its versatility in several fields such as atomic forces [40, 41], interatomic potentials



166 J. Kumar et al.

[42–44] and formation energies [45, 46]. One of the most significant advantages of 
ML lies in its adaptability of the available new data and can readily correlate between 
input data and output target in comparison with existing models. In the past few years, 
the ML technique has emerged as a useful tool in designing new materials with the 
estimation of several properties [47–50]. Choudhury et al. [51] used several machine 
learning algorithms such as logistic regression, decision tree, K-nearest neighbour 
(KNN), support vector machine (SVM), Naïve-based approach and neural networks 
to classify HEAs. Huang et al. [52] and Zhuang’s group [52] have attempted to predict  
the phase formation in HEAs based on ML methods with great accuracy. Zhang et al. 
[53] used machine learning to reveal the significant role of formation enthalpy and 
atomic topology in the phase formation in HEAs. 

Besides these, targeted parameter-based studies on these alloys are being 
performed to probe the microstructural aspects to correlate them with strength and 
toughness. A concept of microstructural entropy has been coined which dictates 
the grain boundary and defects-induced strengthening characteristics of a multi-
modal single-phase microstructure, which, with further exploration and valida-
tion, could prove as an essential basis for grain-scale studies for property predic-
tion and tunability analyses. Advanced pattern predictive capabilities of ML-based 
approaches could not only be exploited based on arrays of extrapolative infor-
mation but also coupled with derived parameters for property estimations. Other 
advanced artificial intelligence tools, including deep learning, mimicking human 
brain to process data, are expected to be used in screening the vast compositional 
landscape to search for materials with optimum mechanical properties. 

3 Synthesis Route 

3.1 Liquid State Processing Route: Melting and Casting 

The vacuum arc melting and vacuum induction route are the most popular tech-
nique to produce HEAs/MPEAs. All constituent components are thoroughly mixed 
in the liquid state and then solidified in the water-cooled copper mould. The temper-
ature in the arc melting is around 3000 °C, which is enough to melt almost all 
the metals. Multiple and repetitive melting has been performed to ensure chemical 
homogeneities. However, there is the disadvantage of compositional control in this 
technique as some low boiling points of metals may get vapourized during melting. 
Thus, induction and resistance heating furnaces are generally used to avoid weight 
loss during melting. Generally, alloys were prepared in the form of a button on 
bowl-shaped copper mould. Another arrangement has been made by drop-casting of 
liquid alloys into the pre-machined cylindrical copper mould. This shape of ingots 
is useful for further processing by hot or cold working to break the solidification 
microstructure or to directly test the cast alloy [54].
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This technique can achieve high cooling rates. However, the solidification rate 
cannot be controlled in this route that leads to the microstructural inhomogeneities 
from the centre to the periphery of a cylindrical specimen. There are always chances 
of having casting defects, elemental segregation, pores and residual stress that dete-
riorate the mechanical properties. It is necessary to eliminate these defects for further 
processing. 

One of the techniques to reduce the casting defects is via the Bridgman solidifi-
cation casting, which is useful for controlling the microstructure and properties opti-
mization. Two processing parameters can govern microstructure morphology and 
size, namely temperature gradient and growth rate, which are adjusted by heating 
power and extracted velocities of rod-shaped samples. 

3.2 Solid-State Processing Route 

Solid-state route is as popular as melting casting route to synthesize the 
HEAs/MPEAs, which is quite time-consuming due to the processing parameters and 
time-consuming. This involves the mechanical alloying (MA) followed by consolida-
tion. In MA, the high energy ball mill produces the composite powders by continuous 
cold welding of particles and their fragmentation into fine particles; as a result, homo-
geneous alloys have been obtained by diffusing one species into each other. The first 
equiatomic BCC single-phase AlFeTiCrZnCu HEAs was reported by Varalakshmi 
et al. [55]. via MA with excellent compositional homogeneities. 

This mechanically alloyed powder composite is needed to sinter to obtain a dense 
component. Field-assisted sintering route, especially spark plasma sintering (SPS), is 
most popularly used to consolidate the alloyed powders. SPS involves simultaneous 
action of heating through pulse current at particles interface which causes incipient 
melting of particle surface and pressure (50–100 MPa) and leads to the high degree 
of compactness. SPS offers the sintering in a short period, thus inhibiting the grain 
growth and avoiding swelling and spring back, which is are generally observed in a 
conventional sintering process. In this regard, Yadav et al. [56] prepared a dual-phase 
(CuCrFeTiZn)100-xPbx HEAs via MA followed by SPS. The alloy exhibited excellent 
mechanical as well as wear properties. 

4 Mechanical Properties of High Entropy Alloys 

4.1 Experimental Observation 

In this present section, the mechanical properties of HEMs and CCAs will be 
discussed in correlation with its deformation mechanism, with respect to classical 
structural alloys. However, direct comparison of these new classes of materials with
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the present structural materials is just to find the scientific understanding of the defor-
mation mechanism since the majority of data is available in uniaxial deformation. 
Only a few data points for properties like fracture toughness [13, 57, 58] and fatigue 
resistance [14, 59, 60, 61] are available. In this context, the most widely investigated 
alloy is the equiatomic CoCrFeMnNi (Cantor) alloy which has a single-phase FCC 
microstructure and exhibits a low yield strength. Still, a significant amount of work 
hardening has been observed at room temperature. The Cantor alloy shows the strong 
dependency of the yield strength as a function of temperature and almost increase in 
strength by fourfold as temperature decreased to 77 K from 500 K for grain size 155 
um [62, 63]. The Cantor alloy has low yield strength at room temperature, which is 
mainly considered due to low lattice friction as its constituents elements are nearly 
similar in size. The increase in strength and ductility (Fig. 3) at 77 k is primarily  
attributed to the formation of nanoscale twins throughout the grains at the strain 
level of 9% which provides additional strain hardening as a result of dynamic Hall– 
Petch strengthening [21]. This deformation-induced twinning delayed the onset of 
necking at higher strain. As a result, the strength and ductility both increase due to 
twin-induced plasticity (TWIP) effect. 

The temperature dependency of yield strength in Cantor alloys is unlikely and 
different from that pure FCC metals and alloys which show no or insignificant 
temperature dependency of yield strength for same temperature range. However, 
it does not mean that HEAs have unique features of temperature dependency when 
compared to FCC alloys. For instance, Brass (Cu-70/Zn-30) shows the same fourfold 
increase in strength from 500 to 77 K [65]. An obvious question arises that despite 
similar behaviour of conventional FCC alloys why we go for HEAs and MPEAs. 
The reason is that the HEAs and MPEAs encompass almost the entire spectrum 
of steel, aluminium, titanium, nickel and magnesium alloys, as shown in Fig. 4, 
and offer design flexibility to explore multiple strengthening and strain hardening 
regimes in the context of structural properties that can be better tuned by exploring the

Fig. 3 a Engineering stress–engineering strain and b strain hardening–true strain curves for 
CoCrFeMnNi HEA tested at different temperatures [64]. Reprint with permission 
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Fig. 4 Plot between Specific strength vs temperature of HEA and CCAs group studied till date, 
compared to conventional high-temperature materials [66]. Reprint with permission 

synergy between multiple mechanisms. For instance, the plain carbon and alloy steel, 
stainless steel, twinning and transformation-induced plasticity steel and dual-phase 
steel explore different mechanisms like solid solution strengthening, twinning and 
transformation-induced plasticity as second phase martensitic hardening. However, 
the non-equiatomic dual-phase Fe50Mn30Co10Cr10 high entropy alloy exploits all the 
four mechanisms to achieve extraordinary properties [11]. 

Similarly, equiatomic CoCrNi, which is a medium entropy alloy (MEA), possesses 
the ultimate tensile strength of 890 MPa and tensile ductility of 73% [67]. This alloy 
has shown a significant amount of strain hardening as compared to the conventional 
TWIP steels. This is a result of the formation of nanoscale twin/HCP lamellae during 
deformations [68]. 

Various attempts have been made to improve the mechanical properties (yield 
strength) of the Cantor alloy as well as its subset through the addition of interstitial 
elements. In this regard, Wu et al. [56] reported an improved yield strength of Cantor 
alloy by introducing 0.5% carbon. The yield strength increases from 165 to 225 MPa, 
while ductility decreases from 65 to 40%, which can primarily be attributed to shear 
field introduced by carbon atom and its interaction with dislocations. The latter shows 
a fair amount of work hardening due to the formation of nanotwins at higher strain. 
Luo et al. [69] reported simultaneously increase in strength and ductility when Cantor 
alloys exposed to hydrogen, which lower the stacking fault energy of Cantor alloys 
and thus enabled the formation of nanotwin. However, hydrogen doesn’t contribute to 
interstitial hardening as there is no increase in strain hardening. However, hydrogen 
became boon for Cantor alloy, whereas almost all materials are prone to hydrogen 
embrittlement. In contrast to interstitial solid solution strengthening some work also
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has been published showing the substitutional solid solution strengthening in HEMs. 
For example, when vanadium is doped in Cantor alloy, there is significantly improved 
in yield strength (~76%) while around the twofold increase in strength of quarternary 
FeCoCrNi when it is doped with Pd [70] atom which is mainly attributed to large 
atomic misfit volume induced by Pd and same effect has been observed when vana-
dium is introduced [71]. In such an approach, Kumar et al. [72, 73]. studied the 
effect of Al addition on the Cantor alloy, and they reported that there is an increase 
in yield strength (calculated from hardness data) with an increase in Al concen-
tration. Al causes the lattice of Cantor alloy to be severely distorted because of 
its larger atomic size. It also suggests that the absolute number of the component 
does not dictate strengthening rather depends on the choice of element. In such an 
approach, Gao et al. [74] studied the precipitation strengthening in Cantor alloys by 
introducing NbC. The yield strength increases from 353 to 732 MPa while ductility 
decreased by 13%. The strengthening came from precipitation of NbC within the 
grain (precipitation hardening) as well as at the grain boundary, thus retard the grain 
growth (Hall–Petch strengthening). In another approach, Seol et al. [75] described 
the significant increase in tensile strength of Cantor alloys (920 MPa, 58%) and 
FeNiCoCr (880 MPa, 73%) on the addition of boron (10 ppm). Boron segregates 
at grain boundary thus reducing the grain size and also contributing to interfacial 
hardening. Some researchers have shifted their attention to the concept of non-
equiatomic composition of CCAs. Y Denge et al. [19] developed a non-equiatomic 
Fe40Mn40Co10Cr10 with tensile properties (YS-240 MPa, UTS-489 MPa and 58% 
ductility) comparable to Cantor alloy; however with a greater degree of work hard-
ening as a result of TWIP effect. Despite the decrease in strength, the absence of Ni 
and lean amount of Co and Cr makes them cheaper than Cantor alloys. In contin-
uation of this Li et al. [11]. developed a metastable dual-phase TRIP HEA which 
shows a better combination of strength and ductility than those of low entropy alloys. 
The strengthening comes from significant amounts of solid solution strengthening 
and interfacial hardening as a result of the transformation of metastable FCC phase 
into ε-HCP phase. At 40% strain, a lot of mechanical nanotwin were observed during 
deformation, which contributes to the dynamic Hall–Petch strengthening. The beauty 
of these alloys is that it offers multiple mechanisms; solid solution strengthening, 
interfacial hardening (cause strengthening), TRIP, TWIP and dislocation slip (cause 
ductility) and thus enable them to overcome the strength–ductility paradox. 

In comparison with FCC-based HEAs and MPEAs BCC-based HEAs are not 
widely studied. They mostly consist of refractory elements. They attracted world-
wide attention due to their ability to retain strength up to 1873 K temperature first 
reported by Senkov et al. [76] in 2010. The single-phase BCC HEAs mostly consist 
of refractory elements and with some amount of Al and Si to modify the prop-
erties, such as high-temperature corrosion resistance, room temperature ductility 
and decrease the density of the alloy [77–80]. Their properties are comparable to 
DP steel and TRIP steel but with measured differences in the microstructure. The 
latter contains several interphase boundaries. The interfacial hardening causes a high 
degree of work hardening, which cause ductility in these alloys. However, in single-
phase BCC HEAs only Taylor hardening and extensive solid solution hardening
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from the whole solute matrix with severely distorted lattice have been observed. 
Recently, Juan et al. [81] reported a single-phase equiatomic HfNbTaTiZr refractory 
HEAs having BCC structure which has a tensile strength of 974 MPa with elonga-
tion of 20% at ambient temperature having grain size 38 μm. Lei et al. [68] reported 
a refractory element-based alloy with outstanding properties. They developed an 
alloy via doping of oxygen into the equiatomic TiZrHfNb which possesses a tensile 
strength of 1300 MPa and ductility about 30%. These type of alloys are considered the 
alternative of Ni-base superalloys for high-temperature application. The uniqueness 
of refractory elements lies in their various properties such as melting temperature 
(2128–3695 K), density (4.5–19.4 g/cm3) and elastic moduli (68–114GPa) which 
can be used to develop refractory-based MPEAs with improved properties. 

However, the post-synthesis process has been conducted to improve the mechan-
ical properties of HEAs/MPEAs via microstructural engineering such as ECAP, 
HPT and FSP. They not only cause of the grain refinement but also invoke the 
other strengthening effect such as TWIP, TRIP and sometimes dissolution of the 
second phase (precipitate, nanocluster) into the matrix causing enhanced solid solu-
tion strengthening. For example, Sonkusare et al. [82] reported grain refinement by 
three orders of magnitude from an average grain size of after 5 turns of high-pressure 
torsion at room temperature at 5 GPa. There was more than three times increase in 
the hardness which was not fully accounted for Hall–Petch strengthening due to 
decrease in grain size and Taylor hardening by increase in dislocation density and 
was attributed to non-equilibrium solid solution strengthening due to partial disso-
lution of copper-rich nanoclusters. Nene et al. [83] reported a simultaneous increase 
in the strength and ductility of Fe50Mn30Co10Cr10 dual-phase non-equiatomic HEAs 
when subjected to FSP technique, which led to a substantial decrease in grain size 
from the average size of 100–5.5 μm. In addition to that it led to the transformation 
of FCC-γ phase into the HCP-ε phase which contributes to interfacial hardening. 

4.2 Deformation Mechanisms 

4.2.1 FCC-Based MPEAs 

Solid Solution Effects—Lattice distortion: Pure FCC metals practically do not 
show any temperature dependency on yield strength in the temperature range of 
500–77 K [84]. In comparison, Cantor alloy shows a strong temperature dependence 
of yield strength in the same temperature range, which almost increases by fourfold 
from 500 to 77 K, as shown in Fig. 5 [85]. This is different from pure FCC metals, but 
it does not mean that it has unique properties than the FCC-based alloys. For example, 
the yield strength of Brass shows a similar increase in yield strength by fourfold for 
the same temperature. A critical query arises that the temperature-dependent of yield 
strength of MPEAs is the result of the temperature dependence of shear modulus.
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Fig. 5 Graph showing the temperature dependence of yield strength for Cantor alloy with respect 
to its different equiatomic subset along with pure Nickel [85]. Reprint with permission 

Nevertheless, the shear modulus of Cantor alloys and its several subsets of equiatomic 
MEAs show weak temperature dependency between 500 and 77 K [86–88]. 

However, this thermally activated phenomenon is attributed to the standard solid 
solution strengthening inherent with the MPEAs caused by the volume misfit [89]. 
However, quantification of volume misfit is no easy task in MPEAs where there is no 
concept of the solvent and solute. In dilute alloys, the volume misfit is directly calcu-
lated from the lattice parameter of alloys which is generally increasing in increase 
with solute content in the solvent lattice [90] which has been practised for a long time. 
However, it is not the same in case of MPEAs because the effective atomic radii of the 
constituents element in MPEAs are different from the corresponding pure element 
radii [91]. So, atomic radii of the pure element cannot be used directly to calculate 
the misfit volume. One way to quantify the misfit volume which contributes to solid 
solution strengthening, is by the concept of simple averaging. Medium entropy or 
concentrated alloys in general possess all macroscopic properties of dilute alloys, thus 
nullifying the problem of solvent and solute concept [92]. However, this needs high 
throughput computational simulation in the framework of first principle calculation. 

It is a common perception that HEAs are stronger than conventional alloys as a 
consequence of enhanced solid solution strengthening due to the large number of
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constituent elements. However, the ternary CrCoNi MEA shows a higher strength 
in comparison with Cantor alloy (quinary), along with their quaternary subset 
and FeMnNi for almost the same grain size under the same thermo-mechanically 
processing condition. This mainly indicates that the number of the elements does 
not determine the strength but the type of the element is important. For instance, 
the introduction of Pd into the FeCoCrNi increases the strength almost 2.5 times 
because Pd has large atomic radius than other elements and thus induced large misfit 
volume. Hence, it contributes to enhanced solid solution strengthening. Similar obser-
vations were made by Agrawal et al. [93]. who carried out detailed investigation on 
subset alloys of CoCuFeMnNi alloy to study the contribution of alloying element to 
solid solution strengthening. They studied the deformation behaviour of equiatomic 
FeMn, FeMnNi, FeMnNiCo subset alloys to clearly establish the link between solid 
solution strengthening and overall yield strength in MPEAs to show that the size of 
the alloying element vis-a-vis the average size of the solvent atom decides the yield 
strength of the MPEA. 

Role of Stacking Fault Energy (SFE): The strain hardening in FCC metals due to 
dislocation interaction only decreases with increasing strain till necking criterion is 
reached. Detailed TEM analysis shows that there is no change in dislocation densities 
of FCC metals from room temperature to 77 K, which is evident of no dependency 
of work hardening rate in most FCC metals at low strain rate [65]. This indicates 
that there must be another operative mechanism other than Taylor hardening, which 
causes a further increase in strength and ductility simultaneously. The mechanism 
that invoked is the deformation-induced twinning which begins at a strain of 6% in 
the grain and consistently in all grains at strain level about 9% [20, 94]. SFE plays 
an essential role in the formation of twining by reducing the critical stress for twin-
ning. It is now well-reported that Cantor alloy has low SFE (15–30 mJ/m2) at room 
temperature and continuously decreases with decreasing temperature [95–97]. Lower 
SFE corresponds to lower activation energy for twinning. Thus, there is increase in 
ductility, work hardening capacity and resistance to fracture by delayed necking in 
Cantor alloy by twin deformation mechanism at cryogenic temperature. This effect is 
known as TWIP due to which strength and ductility both increase [68, 89, 98]. Twins 
are also observed in Cantor alloys at room temperature but at higher strain level that is 
material is almost about to break. Introduction of twin within the grains leads to grain 
fragmentation (dynamic Hall–Petch strengthening), and twin boundary also acts as 
a barrier to the dislocation motion, thus contributing to strengthening. Sometimes 
certain twin boundaries also serve as pathways to the partial dislocation relieving the 
local stress and further promoting the deformations. Agrawal et al. [93] determined 
SFE of CoCuFeMnNi and subset alloys, FeMn, FeMnNi, FeMnNICo to show that 
the SFE of all the alloys is in a narrow range similar to that of Cantor alloy. However, 
detailed microstructural investigation using electron backscatter diffraction showed 
extensive deformation twinning in FeMnNi alloy that also exhibited high strength 
compared to other subset alloys but lower than the quinary alloy. Thus, it is worth 
pondering if the concept of global SFE is valid for MPEAs which are 100% solute 
alloys as local change in chemistry can strongly affect the separation between partials
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and it may not be prudent to classify MPEAs as high, medium or low SFE materials 
like nickel, copper and silver, respectively [96]. Experimental investigations show 
that most MPEAs have low SFE as per the classical definition but it is only for few 
compositions like CoCrNi and FeMnNi that strengthening mechanisms like TWIP 
or stacking fault strengthening contribute to significant strengthening. 

Nonetheless, lower SFE is also commensurate to the lower activation energy 
barrier for the transformation from the FCC-γ phase to HCP ε-martensite phase. As 
a result, γ-ε interphase acts as an additional barrier to the dislocation motions besides 
grain boundaries and twin boundaries which results in high work hardening effect 
and thus contributes to increase in strength and ductility. This effect is known as 
transformation-induced plasticity (TRIP). The stacking fault, twin and HCP phase 
are different entities, but they are all related to change in the stacking sequence of 
the underlying FCC structure. The stacking fault in FCC phase forms by gliding 
of Shockley partials of 1/6<112> Burgers vectors which constitute the thin region 
of HCP. In other words, the stacking faults in FCC metals is a region of stacking 
sequence in HCP which act as nuclei during deformation, and thus, the FCC-γ phase 
to HCP ε-martensite phase takes place. 

Grain size effect: Initially, the grain size effects were investigated by the Vickers 
microhardness measurements at room temperature [99]. The hardness, as well as the 
corresponding Hall–Petch slope of equiatomic CoCrFeMnNi alloy, was reported to 
be higher than those of the FCC metals [100] indicating that much slip resistance 
offered by MPEAs at grain boundaries. Subsequently, hardness measurements were 
performed on the lower subset of Cantor alloys, and their slops were found to be lower 
than Cantor alloys. However, the hardness-based yield strength determination is not 
sufficient to predict the mechanical properties because it is just a preliminary stage of 
testing performed at room temperature for screening out the properties of the alloys. 
Eventually, the tensile tests of Cantor alloy were conducted at various temperatures 
for different grain sizes in the range of 4 to 155 μm [20]. The Hall–Petch slope 
was found in the range of 530–420 MPa μm−1/2 for the temperature of 77–873 K. 
The room temperature Hall–Petch slope (494 MPa μm−1/2) for the Cantor alloys is 
significantly higher than those of FCC metals (90–230 MPa) measured by tensile test. 
The Hall–Petch slope (494 MPa μm−1/2) is even identical for the grain size [65] ranges 
0.5–89 μm. However, the direct comparison of this data to present FCC-based alloys 
is not appropriate because of the limited number of experimental data is available, 
and detailed studies are required to understand the underlying mechanism. There is a 
decrease in the Hall–Petch slope in the nanocrystalline grain size regime for Cantor 
alloy similar to that for conventional FCC metals and alloys which is attributed to non-
equilibrium nature of grain boundaries produced by high-pressure torsion. Sonkusare 
et al. [101] showed that the strengthening in nanocrystalline CoCuFeMnNi MPEA 
could not be explained by dislocation strengthening and Hall–Petch strengthening 
and attributed to non-equilibrium solid solution strengthening. Thus, it is important 
to study the effect of grain size over a wide range in different MPEAs to develop a 
fundamental understanding of grain size strengthening in MPEAs [102].
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Effect of strain rate: The Cantor alloys show an approximately weak effect of strain 
rate on the yield strength at the quasi-static strain rate (10–1–10–5 s−1) for the grain 
size of ∼ 35 μm [51] which is the representative of almost all the FCC metals 
and alloys in agreement with the immense activation volume at room temperatures 
that correspond to solid solution strengthening effect. At the intermediate strain 
rate (100 s−1), there is an increase in yield strength from 484 to 650 MPa for the 
grain size around ten μm [103]; besides, the overall elongation is higher at higher 
strain rate. Still, there is a decrease in uniform elongation. This is mainly attributed 
to the transition from slip-assisted deformation (at 10–3 s−1) to the mixed mode 
of dislocation slip and twinning (100 s−1) as well as a higher dislocation density. 
However, deformation at the dynamic strain rate of around 5000 s−1 was exclusively 
performed in compression using a split Hopkinson bar at room temperature for Cantor 
alloy. There is an increase in the strength from 360 MPa (at 10–3 s−1) to 680 MPa 
(4700 s−1). This strong dependency of strain rate is due to the viscous phonon drag 
effect [104]. 

4.2.2 BCC-Based MPEAs 

Solid solution effect: Unlike FCC HEAs, BCC HEAs are not widely studied 
probably because of low or negligible ductility at low homologues temperature. 
Among several single-phase BCC HEAs which were investigated thoroughly, the 
TiZrNbHfTa possesses tensile ductility at room temperature. Detailed TEM anal-
yses of the tensile tested sample revealed that at the initial stage of strain (∼0.85% 
stage I) the substructures contain an abundant of screw dislocations of ½ <111> type, 
which is typical in metals and alloys having BCC structure. They are arranged hetero-
geneously with several distinct bands containing dislocation dipoles, dislocation of 
opposite sign, jogged section screw dislocation and loops surrounding dislocation 
free region thus forming hard zone and soft zone [105]. At the intermediate stage of 
strain (2.3%, at the end of stage I), the heterogeneities are maintained with increasing 
density of dislocations. Dislocation tangle started to form in the bands besides dislo-
cation dipoles in the band [106]. At the latter stage of strain (10%, stage III), the 
band structure almost disappeared, and homogeneous distribution of dislocations was 
observed. The strain hardening rate in BCC TiZrNbHfTa HEAs/MPEAs has shown 
the modest dependency on the strain. The hardening characteristic is determined by 
Taylor hardening model for a given dislocation density. The hardening parameter ‘α’ 
for this alloy is 0.16, which is same as of the BCC metals. This indicates that Peierls 
stress is the prime factor that contributes to strengthening in this class of alloys. 

Grain size effects: The grain size has no significant impact on the tensile yield 
behaviour of TiZrNbHfTa HEAs/MPEAs. The yield strength (∼950 MPa) is roughly 
the same for the grain size 38, 81 and 128 μm [107]. Even the yield strength 
(1145 MPa) does not vary significantly for the same alloy having grain size 22 μm 
and cannot be judged as a Hall–Petch effect. However, to investigate the Hall–Petch
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effect, second phase effect [105, 108, 109, 110], texture effect due to thermome-
chanical processing and the effect of the interstitial element must be taken into 
consideration [111]. 

Effect of strain rate: There is a significant increase (~40%) in the yield strength of 
equiatomic TiZrNbHfTa alloys when strain rate increase from quasi-static (0.001 s−1) 
to dynamic strain rate (3400 s−1) [112]. The detailed EBSD analysis revealed that 
at low strain rate, deformation is governed by the formation of a homogeneously 
distributed band of dislocations cell. In contrast at a higher strain rate level, a bunch 
of macroscopic localized shear bands forms. However, strain-softening has been 
observed after the immediate onset of yielding, which is mainly attributed to extensive 
strain localization at a higher strain rate. 

The effect of intrinsic parameters like solid solution strengthening, stacking fault 
energy and grain size as well as extrinsic parameters like strain, temperature and 
strain rate on FCC and BCC MPEAs clearly indicates that we have simply explored 
the tip of the iceberg of the compositional space. More efforts are required to perform 
detailed mechanical testing experiments on a few model systems that show sufficient 
potential in terms of excellent mechanical properties. 

5 Summary and Future Scope 

An Odyssey through the alloy design landscape from the high entropy alloys to the 
multiprincipal element alloys over the last decade and a half has been exhilarating. 
We indeed are lucky to belong to these times where the very fundamentals of a five-
thousand-year-old phenomenon have been challenged. The new kid on the block has 
made us all take notice and go back to our drawing boards to redefine concepts of 
physical and mechanical metallurgy we thought we have put to good use to create 
an industrialized world dominated by steels, aluminium alloys and superalloys. The 
advent of new materials characterization tools like atom probe tomography, correla-
tive microscopy techniques, advanced processing tools like additive manufacturing 
and rapid alloy prototyping, high throughput nanoindentation and the availability of 
exceptional computing power to perform simulations at different length and time 
scales coupled with machine learning approach has catalysed the development of 
MPEAs. Efforts should now be directed to develop not just structural materials with 
high strength and ductility but MPEAs with a combination of much desired but least 
compatible properties like excellent high and low cycle fatigue resistance, high-
temperature strength with good oxidation resistance, lightweight, high strength and 
modulus alloys, low-density high-temperature alloys for turbine blade applications, 
next-generation corrosion-resistant alloys for severe conditions using the aforemen-
tioned methodology comprising of simulations and high throughput experiments. 
These techniques are expected to play an essential role in the advancement of the 
field of multi-property targeted alloy development but the curiosity and imagination 
of the individual who will be handling these tools and techniques will set the horizons



An Odyssey from High Entropy Alloys … 177

of our civilization. We started the review on a philosophical note with the poem of 
Bach and would like to end it with a quote from Graham Bell. He stated that great 
discoveries and improvements invariably involve the cooperation of many minds. 
We hope that many minds in India and the world come together to enrich the field 
of MPEAs in the near future. 
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