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Abstract High-quality transcription systems are required for conversational analy-
sis systems. We compared two manual transcribers with five automatic transcription
systems using video conferences from a medical domain and found that (1) manual
transcriptions significantly outperformed the automatic services, and (2) the auto-
matic transcription of YouTube Captions significantly outperformed the other ASR
services.
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1 Introduction

Conversational analysis systems require high-quality transcription systems to extract
the verbatim transcripts. The verbatim transcripts could then be used to train deep
learning models as a separate modality in addition to audio and video streams [9,
10, 21, 24, 34], or the transcripts can be weaved together with other modalities to
form amultimodal narrative that is human-centric [15, 16] and facilitate conversation
visualization [14]. Although ASR systems are continually improving, there is little
work that compares the performance of the widely available commercial systems.
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In this paper, we aim to provide empirical evidence on the performance of five
ASR providers—namely, Google Cloud, IBM Watson, Microsoft Azure, Trint, and
YouTube.

2 Related Works

ASR systems have seen significant improvements over the past few years [33]. The
Switchboard telephone speech dataset is often used to benchmark the performance
of the transcription [28]. Microsoft Research reports a WER of 5.1% on the NIST
2000 Switchboard task [33]. IBM Research reports 6.6% WER on the Switchboard
subset of the Hub5 2000 evaluation test set [28]. Google Research reports a 6.7%
WER on a 12,500-hour voice search dataset and 4.1% on a dictation task [3], both
of which are not part of the Switchboard telephone speech dataset. Some works [23]
relied on such published statistics which could be misleading.

Applications of the ASR in teleconferences are more challenging as the speaker
is speaking at some distance from the microphone—this is known as distant speech
recognition. Research on distant speech recognition includes the application of con-
volutional neural networks (CNN) [17] on the Augmented Multi-party Interaction
(AMI) meeting corpus [2], where a word error rate of 40.9% was achieved with a
single distant microphone [30]. More recently, Renals and Swietojanski [26] used
the AMI corpus to compare ASR approaches usingmultiple distant microphones and
individual headset microphones. The difference inWER is significant—the eight dis-
tant microphone setup achieved a WER of 52.0% verses 29.6% (individual micro-
phone). The distant microphone performance was recently surpassed by UNet++
(WER: 42.2%) [35].

Këpuska and Bohouta [13] performed a comparison between CMU Sphinx,
Microsoft Speech and Google Cloud and found that the Google Cloud API per-
forms the best with a mean WER of 9%. In that study, the authors used the Texas-
Instruments/Massachusetts Institute of Technology (TIMIT) corpus [5]. In this study,
we expand the number of online transcription services for comparison and utilize
a dataset that is intended to mirror real-world doctor-patient interviews, which has
been increasing [7, 8, 25].

3 EQClinic Dataset

3.1 Data Collection

This study used data from the EQClinic platform [20]. Students in an Australian
medical school were required to complete the program aimed at improving clini-
cal communication skills during their first and second years of study. Within the
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EQClinic platform, the students were required to complete at least one medical con-
sultationwith a simulated patient on the online video conferencing platformEQClinic
[19]. Participants consist of twelve second-year undergraduate medical students (six
female and six male) and two simulated patients (SP, one male and one female).
The two SP were professional actors, recruited online and paid AUD35 per hour
for participating. The study was approved by the UNSW Human Research Ethics
Committee (Project Number HC16048).

3.2 Data Analysis

For each consultation, EQClinic generated oneMP4 video recording for each speaker
with a resolution of 640x480 pixels and a frame rate of 25fps. Audio recordings
were extracted using the FFMpeg software. We selected twelve interview sessions
randomly and we ensured that there are three videos for each of the possible gender
pairing (male-male, male-female, female-male, and female-female).

The duration of these sessions ranges from 12 to 18min (mean duration (SD) =
14.8 (2.0)). Each session contained two videos, and each of these video pairs had one
speaker (the student or theSP). Eachvideo comprised 668 to 1705words (meanwords
(SD) = 1187 (316). In total, 24 videos and a total of 28,480 words were analyzed.
Disfluencies like “um” are captured in the transcripts. We sent these 24 videos to
seven transcription services—two of which were manual, and the other five were
ASR systems. The costs and file formats required for transcription are summarized
in Table 1 in the supplementary material. Although the file formats differ, we are
interested in also testing services that could not accept videos as inputs.

For the two manual transcription services, one was an independent professional
transcriber (CB), and theotherwas fromanonline networkof hand-picked freelancers
available at Rev.com (Rev). For both manual transcription services, video files were
provided in the MP4 format for transcription.

Table 1 Summary of required file formats and costs for transcription services. CB denotes the
independent professional transcriber. Rev denotes transcribers from Rev.com

Service File Format USD per video minute

Manual (CB) MP4 Video 1.920

Manual (Rev) MP4 Video 1.500

Automatic (Google Cloud) Mono-channel FLAC audio 0.048

Automatic (IBM Watson) Mono-channel FLAC audio 0.020

Automatic (Microsoft Azure) Mono-channel WAV audio 0.008

Automatic (Trint) MP4 Video 0.025

Automatic (YouTube) MP4 Video 0.000
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Each of the five ASR services (Google Cloud, IBM Watson, Microsoft Azure,
Trint, and YouTube) required a different format of the input file to perform the
transcription. For all of the five ASR services, we elected to perform asynchronous
transcription service calls because YouTube and Trint do not offer synchronous tran-
scription service calls. Synchronous service calls refer to the ability of the ASR to
stream text results, immediately returning text as it is recognized from the audio.

We compared the quality of transcripts gathered from different transcription ser-
vices.Word Error Rate (WER) is a popular performancemeasure in automatic speech
recognition [4]. We first determined which of the two sets of manual transcriptions
would be the reference transcript. We then compared the five sets of automatic tran-
scriptions against this reference transcript to identify the best-performing ASR sys-
tem. We posit that if multiple transcribers produce similar transcripts as indicated by
lowWER, they have likely converged on the correct transcription [27]. Therefore, the
set of manual transcriptions with the lower WER as compared with each of the five
sets of automatic transcription was considered the best choice as the set of reference
transcripts.

In our analysis, ten pairwiseWERwere generated between each of the five hypoth-
esis transcripts and the two manual sets of transcripts (Manual CB and Manual Rev)
[1]. For the ten pairwiseWER estimates, we determinedwhich of theWER-reference
pairs were statistically significantly different. To do that, we needed the 95% WER
confidence interval. Since the assumption of independent error rates [6] are not appli-
cable whenwe fixed the hypothesis transcript to be from oneASR service, we elected
to use bootstrapping to generate confidence intervals. The bootstrap technique is used
to quantify the uncertainty associated with the WER in our application and involves
creating 10,000 bootstrap datasets [29] produced by random sampling with replace-
ment [12]. With the 10,000 bootstrap samples, we computed an averageWER. Then,
we created the 95% WER confidence interval by eliminating the top and bottom
2.5% values.

After establishing the set of manual transcription was of higher quality, we used
this set of manual transcription as our reference transcription to examine theWER of
all other transcription services. Next, we investigated whether differences in WER
performance between each transcription service were statistically significant. We
used one set of reference transcriptions and computed the difference inWERbetween
service X and service Y for each of the 24 transcriptions. Similarly, we then boot-
strapped the differences in WER between the two services (service X and Y) and
generated the confidence intervals for the differences using 10,000 samples.

4 Results

Figure 1 compares the hypothesis transcripts and each of the two manual transcripts
(Manual CB and Rev). We found that the two sources of manual transcription did not
differ significantly. For a given set of hypothesis transcripts (generated by selected
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Fig. 1 Forest plot ofWERof automatic transcription services, using two sets of reference transcripts
from each of the two manual transcription services (Manual CB and Manual Rev)

ASR systems), the confidence interval of Manual CB does not differ from Manual
Rev.

We selected Manual CB as the reference transcript and completed a pairwise
analysis for the remaining transcription services comparing the quality of all of
the transcription services. Figure 2 shows the differences in WER between service
pairs. For each of the pairwise differences in WER at a video level, we performed
bootstrapping to generate 10,000 samples and compute the 95% confidence intervals.

Fig. 2 Forest plot of pair-wise differences in WER of the various transcription services. Only
comparisons where Service X is better are illustrated. The plot is ordered by the best performing
service in Service X, followed by the mean WER difference between Service X and Service Y
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Figure 2 shows that the Manual Rev was the best transcription service, exhibiting
significantly better performance relative to the other transcription services.We found
that manual transcription was better than all of the automatic transcription services
and all pair-wise differences are statistically significant. Amongst the automatic tran-
scription services, we found that YouTube exhibited significantly better performance
relative to the other automatic transcription services, and all pair-wise differences
are statistically significant.

5 Discussion

Amongst the automatic transcription services, YouTube offers the most accurate
automated transcription service, though this is not as accurate as the professional
transcription service. We found that the two manual transcriptions demonstrated
similar quality with a WER of 17.4%. This is higher than the WER of previous
studies based on the standard telephone audio recording dataset where the manually
transcribed WER was between 5.1% and 5.9% [32].

Several potential factors may cause the lower accuracy (that is high WER) of
human/manual transcription in this study. First, the conversation environment could
have influenced the recording quality. The WER in Xiong et al.’s work [32] was
tested based on telephone audio recordings, in which the microphone was located
near the speaker. However, the medical conversations of this study were conducted
over video conferencing on PC or tablets. There was likely to be greater variability
in recording quality as some of the speakers were likely seated further away from the
microphone. In addition, the medical conversation could be held anywhere; therefore
environmental noise and audio feedback in the conversation may have impacted the
human transcription. TheWERof 17.4% ismore similar to benchmarks tacklingASR
in far-field, noisy environments [18, 31]. Lastly, we posit that the medical nature
of the conversations in our study caused the higher WERs from both the manual
transcribers and ASR services. This is in line with the literature. For example, Mani
et. al [22] found that Google ASR substituted “taste maker” with “pacemaker”, and
Henton [11] found that ASR and humans could make mistakes when transcribing
drugs (e.g., Feldene vs. Seldane).

Although human transcription was not perfect, we found that human accuracy
was higher than the tested ASR systems. Of the tested ASR systems, the YouTube
Captions service achieved the highest accuracy. These results provided us with a pre-
liminary understanding of the transcription qualities of human and ASR systems on
video conferencing data. Our results are in line with Këpuska and Bohouta [13] who
found that Google Cloud Speech-To-Text outperformed Microsoft Speech Services.
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6 Conclusion

We have provided the first comparison of the performance of automated transcrip-
tion services in the domain of dyadic medical teleconsultation.We found that manual
transcription significantly outperformed the automatic services, and the automatic
transcription of YouTube Captions significantly outperformed the other ASR ser-
vices. There are three limitations to this work. Firstly, the evidence from this paper
is limited to a highly professional scenario (medical consultation). Whilst we posit
that the finding may be generalizable to non-professional settings, it is left for future
work in this area. Secondly, we only transcribed a small number of videos due to
financial constraints. Lastly, the systems are continuously improving and this study
is only a snapshot of the current state. Future research could compare the results of
snapshots at different time periods.
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