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Abstract In this paper, we propose a method to generate a personalized summary
that may be of interest to each user based on the discourse structure of documents
in order to deliver a certain amount of coherent and interesting information within a
limited time, primarily via a spoken dialog form.We initially constructed a news arti-
cle corpus with annotations of the discourse structure, users’ profiles, and interests
in sentences and topics. The proposed summarization model solves an integer linear
programming problem with the discourse structure of each document and the total
utterance time as constraints and extracts sentences that maximize the sum of the
estimated degree of user’s interest. The degree of interest in a sentence is estimated
based on the user’s profile obtained from a questionnaire and the word embeddings
of BERT. Experiments confirm that the personalized summaries generated by the
proposed method transmit information more efficiently than generic summaries gen-
erated based solely on the importance of sentences.
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1 Introduction

As people’s interests and preferences diversify, the demand for personalized summa-
rization technology has increased [1]. Summaries are classified as generic or user-
focused, based on whether they are specific to a particular user [2]. Unlike generic
summaries generated by extracting important information from the text, user-focused
summaries are generated based not only on important information but also on a user’s
interests and preferences. Most user-focused summarization methods rank sentences
based on a score calculated considering user’s characteristics and subsequently gen-
erate a summary by extracting higher-ranked sentences [3–5]. However, such con-
ventional user-focused methods tend to generate incoherent summaries. Generic
summarization methods, which consider the discourse structure of documents, have
been proposed to maintain coherence [6–8]. To achieve both personalization and
coherence simultaneously, we propose a method to extract sentences that may be of
interest according to a user’s profile and generate a personalized summary for each
user while maintaining coherence based on the discourse structure of documents.

As mobile personal assistants and smart speakers become ubiquitous, the demand
for spoken dialog technology has increased. However, dialog-based media is more
restrictive than textual media. For example, when listening to an ordinary smart
speaker, users can not skip unnecessary information or skim only for necessary
information. Thus, it is crucial for future dialog-basedmedia to extract and efficiently
transmit information that the users are particularly interested in without excess or
deficiencies.

We utilize the proposed personalized summarization method for a spoken dialog
system that delivers news as a realistic application [9]. This news dialog system
proceeds the dialog according to a primary plan to explain the summary of the
news article and subsidiary plans to transmit supplementary information through
question answering. As long as the user is listening passively, the system transmits
the content of the primary plan. The personalized primary plan generation problem
can be formulated as follows:� �

From N documents with different topics, sentences that may be of interest to
the user are extracted based on the discourse structure of each document. Then
the contents are transmitted by voice within T seconds.

� �

Specifically, this problem can be formulated as an integer linear programming prob-
lem, which extracts sentences that maximize the sum of the degree of user’s interest
in the sentences of each document with the discourse structure of documents and the
total utterance time T as constraints. The degree of interest in a sentence is estimated
based on the user’s profile obtained from a questionnaire and the word embeddings
of bidirectional encoder representations from transformers (BERT) [10]. To evaluate
the effectiveness of the proposed method, we construct a news article corpus with
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annotations of the discourse structure, users’ profiles, and interests in sentences and
topics.

The rest of this paper is organized as follows. Section2 overviews the discourse
structure annotation and interest data collection. Section3 describes the proposed
method. Section4 evaluates its performance. Section5 provides the conclusions and
future prospects.

2 Datasets

We constructed a news article corpus with annotations of the discourse structure,
users’ profiles, and interests in sentences and topics. Figure1 shows an example of
the annotation results. Experts annotated the inter-sentence dependencies, discourse
relations, and chunks for the Japanese news articles. The users’ profiles and interests
in the sentences and topics of news articles were collected via crowdsourcing.

2.1 Discourse Structure Dataset

Two web news clipping experts annotated the dependencies, discourse relations,
and chunks for 1,200 Japanese news articles. Each article contained between 15–25
sentences. The articles were divided into six genres: sports, technology, economy,
international, society, and local. In each genre, we manually selected 200 articles to
minimize topic overlap. The annotation work was performed in the order of depen-

Fig. 1 Example of the annotation results
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dencies, discourse relations, and chunks. The discourse unit was a sentence, which
represents a character string separated by an ideographic full stop.

2.1.1 Dependency Annotation

The conditions in which sentence j can be specified as the parent of sentence i are
as follows:

• In the original text, sentence j appears before sentence i .
• The flow of the story is natural when reading from the root node in order according
to the tree structure and reading sentence i after sentence j .

• The information from the root node to sentence j is the minimum information
necessary to understand sentence i .

• If it is possible to start reading from sentence i , the parent of sentence i is the root
node.

2.1.2 Discourse Relation Annotation

A discourse relation classifies the type of semantic relationship between the child
sentence and the parent sentence. We defined the following as discourse relations:
Start, Result, Cause, Background, Correspondence, Contrast, Topic Change, Exam-
ple, Conclusion, and Supplement. An annotation judgment was made while confirm-
ing whether both the definition of the discourse relation and the dialog criterion were
met. The dialog criterion is a judgment based on whether the response is natural
according to the discourse relation. For example, the annotators checked whether it
was appropriate to present a child sentence as an answer to a question asking the
cause, such as “Why?” after the parent sentence.

2.1.3 Chunk Annotation

Achunk is a highly cohesive set of sentences. If a parent sentence should be presented
with a child sentence, it is regarded as a chunk.

A hard chunk occurs when the child sentence provides information essential to
understand the content of the parent sentence. Examples include when the parent sen-
tence contains a comment and the child sentence contains the speaker’s information
or when a procedure is explained over multiple sentences.

A soft chunk occurs when the child sentence is useful to prevent a biased under-
standing of the content of the parent sentence, although it does not necessarily contain
essential information to understand the parent sentence itself. An example is explain-
ing the situation in two countries related to a subject, where the parent sentence
contains one explanation and the child sentence contains another.
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2.1.4 Annotation Quality

A one-month training period was established, and discussions were held until the
annotation criteria of the twoannotatorsmatched.Tovalidate the inter-rater reliability,
the two annotators annotated the same 34 articles after the training period. The
Cohen’s kappa of dependencies, discourse relations, and chunks were 0.960, 0.943,
and 0.895, respectively. To calculate kappa of the discourse relations, the comparison
was limited to the inter-sentence dependencies in which the parent sentence matched.
To calculate kappa of the chunks, we set the label of the sentence selected as the hard
chunk, soft chunk, and other to “1, 2, and 0,” respectively. Then we compared the
labels between sentences. Given the high inter-rater reliability, we concluded that
the two annotators could cover different assignments separately.

2.2 Interest Dataset

Participants were recruited via crowdsourcing. They were asked to answer a profile
questionnaire and an interest questionnaire. We used 1,200 news articles, which
were the same as those used in the discourse structure dataset. We collected the
questionnaire results of 2,507 participants. Each participant received six articles,
one from each genre. The six articles were distributed so that the total number of
sentences was as even as possible across participants. Each article was reviewed by
at least 11 participants.

2.2.1 Profile Questionnaire

Theprofile questionnaire collected the following information: gender, age, residential
prefecture, occupation type, industry type, hobbies, frequency of checking news
(daily, 4–6days a week, 1–3 days a week, or 0 days a week), typical time of day
news is checked (morning, afternoon, early evening, or night), methods to access the
news (video, audio, or text), tools used to check the news (TV, newspaper, smartphone,
etc.), newspapers, websites, and applications used to check the news (Nihon Keizai
Shimbun, LINE NEWS, SNS, etc.), whether a fee was paid to check the news, news
genre actively checked (economy, sports, etc.), and the degree of interest in each
news genre (not interested at all, not interested, not interested if anything, interested
if anything, interested, or very interested).

2.2.2 Interest Questionnaire

After reading the text of the news article, participants indicated their degree of interest
in the content of each sentence. Finally, they indicated their degree of interest in the
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topic of the article. The degree of interest was indicated on six levels: 1, not interested
at all; 2, not interested; 3, not interested if anything; 4, interested if anything; 5,
interested; or 6, very interested.

3 Methods

3.1 Inter-Sentence Dependency Parsing

Figure2 schematically diagrams the proposedmodel. First, the sentences are inputted
with the title added as ROOT: S = (s0 = ROOT, s1, . . . , sn). The words of the sen-
tence are given to BERT to generate the embedding of the top layer corresponding
to the [CLS] token. Next, the sentence vector and the embedding of the auxiliary
features of the sentence are concatenated and given to the bidirectional model [11]
of the gated recurrent unit (GRU) [12]. Here, the auxiliary features are the sentence
and paragraph positions in the document and the sentence position in the paragraph.
hi is a vector that concatenated the outputs of the hidden layers in the forward and
backward directions of the GRU corresponding to the i-th sentence. Based on the
head selection model [13], the probability Phead

(
s j |si , S

)
that s j is the parent of si

is calculated as

Phead
(
s j |si , S

) = exp
(
g

(
h j , hi

))

∑N
k=0 exp (g (hk, hi ))

(1)

g
(
h j , hi

) = vTh tanh
(
Uhh j + W hhi

)
(2)

where vh,Uh,W h are weight parameters.

Fig. 2 Inter-sentence dependency parser
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Fig. 3 Discourse relation and chunk estimator

3.2 Discourse Relation Classification and Chunk Detection

The discourse dependency tree is decomposed into sentence sequences from the
root node to the leaf nodes (hereafter, root-to-leaf). Discourse relations and chunk
labels are estimated by sequence labeling for the root-to-leaf sentences. Figure3
schematically diagrams the proposed model. The total loss function Ltotal of multi-
task learning is defined by the weighted sum of the loss function Lr of the discourse
relation classification task and the loss functionLc of the chunk detection task.Ltotal

is given as

Ltotal = λr × Lr + λc × Lc (3)

where λr and λc are the weight coefficients of each task.
The discourse relations of the ten labels explained in Sect. 2.1.2 and chunk labels

are identified by softmax. The chunks do not distinguish between hard and soft
chunks because the number of hard chunks was smaller than the number of soft
chunks in the dataset. Chunk labels are defined as “B” for the start of the chunk, “I”
for the inside of the chunk, “E” for the end of the chunk, and “O” for the outside of
the chunk.

Word information such as a conjunction is an effective clue to identify discourse
relations. The sentence encoder calculates self-attention [14] for a combination of
word embeddings of BERT and the embedding of the auxiliary features of the word.
The obtained vector and the embedding of the auxiliary features of the sentence are
concatenated and given to the bidirectional GRU. The sentence auxiliary features
are the sentence and paragraph positions in the document, the sentence position in
the paragraph, and the depth in the discourse dependency tree. Since the cause of
negative events is often negative and the cause of positive events is often positive [15],
emotional polarity information can also effectively determine discourse relations.
Hence, the word auxiliary features include sentiment polarity information in addition
to part of speech and inflected form.
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Fig. 4 Interest estimator: BERT_PA_BGRU+_GNN+

3.3 Interest Estimation

Figure4 overviews the proposed model to estimate the degrees of interest in the topic
of a document and each sentence based on the user’s profile. The title is inputted
before the first sentence because the degree of interest in the title is considered to be
the degree of interest in the document’s topic. In the personalized sentence encoder,
the words of the sentence are given to BERT. Then the personalized attention [16]
is calculated for the word embeddings using the profile features as a query. The
auxiliary features are the sentence and paragraph positions in the document, the
sentence position in the paragraph, and the depth in the discourse dependency tree.
Next the sentence vector is given to the bidirectional GRU and the output of the
GRU is given to the graph neural network (GNN) [17]. The GNN was introduced
based on the analysis of the dataset that the depth of the discourse dependency tree
influences the degree of interest. Information is propagated through the dependency
structure between sentences with the title as the root node. Profile features are given
again before and after the GNN to enhance the effect of the user’s profile. Finally,
the sentence vectors, which reflect the discourse structure and the user’s profile, are
given to the output layer with a sigmoid activation function, and the user’s interest
in each sentence is estimated.

3.4 Interesting Document Selection

The problem of selecting N documents that the user may be interested in from
|D| documents with different topics is formulated as an integer linear programming
problem as

max.
∑

k<l∈D
auk a

u
l

(
1 − rdkl

)
ydkl (4)
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Table 1 Variable definitions in the interesting document selection method

xdk Whether document dk is selected

ydkl Whether both dk and dl are selected

rdkl Similarity between dk and dl
N Maximum number of documents to select

D Document IDs

s.t.

∀k, l : xdk ∈ {0, 1}, ydkl ∈ {0, 1}
∑

k∈D
xdk ≤ N (5)

∀k, l : ydkl − xdk ≤ 0 (6)

∀k, l : ydkl − xdl ≤ 0 (7)

∀k, l : xdk + xdl − ydkl ≤ 1 (8)

Table1 explains each variable.auk is the degree of user u’s interest in the topic of the
document dk estimated by the interest estimator. rdkl represents the cosine similarity
between the bag-of-words constituting dk and dl . Equation5 is a constraint restricting
the number of selecting documents is N or less. Equations6–8 are constraints that
set ydkl = 1 when dk and dl are selected.

3.5 Interesting Sentence Extraction

We considered a summarization problem, which extracts sentences that user u may
be interested in from the selected N documents and then transmits them by voice
within T seconds. The summary must be of interest to the user, coherent, and not
redundant. Therefore, we formulated the summarization problem as an integer linear
programming problem in which the objective function is defined by the balance
between a high degree of interest in the sentences and a low degree of similarity
between the sentences with the discourse structure as constraints.

max.
∑

k∈Du
N

∑

i< j∈Sk
buki b

u
k j

(
1 − r ski j

)
yski j (9)

s.t.

∀k, i, j : xski ∈ {0, 1}, yski j ∈ {0, 1}
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∑

k∈Du
N

∑

i∈Sk
t ski x

s
ki ≤ T (10)

∀k < l : −L ≤
∑

i∈Sk
xski −

∑

i∈Sl
xsli ≤ L (11)

∀k, i : j = fk (i) , xski ≤ xsk j (12)

∀k,m, i ∈ Ckm :
∑

j∈Ckm

xsk j = |Ckm | × xski (13)

∀k, i, j : yski j − xski ≤ 0 (14)

∀k, i, j : yski j − xsk j ≤ 0 (15)

∀k, i, j : xski + xsk j − yski j ≤ 1 (16)

Table2 explains each variable. Here, the i-th sentence of the k-th document is
expressed as ski . buki is calculated based on the degree of user u’s interest in the
sentence puki which is estimated by the interest estimator and the utterance time t ski
as buki = puki × t ski to avoid preferential extraction of short sentences. r ski j represents
the cosine similarity between the bag-of-words constituting ski and sk j . Equation10
is a constraint restricting the utterance time of the summary to T seconds or less.
Equation11 is a constraint restricting the bias of the number of extracting sentences
between documents to L sentences or less. Equation12 is a constraint in which the
parent sk j of ski in the discourse dependency tree must be extracted when ski is
extracted. Equation13 is a constraint requiring other sentences in the chunk to be
extracted when extracting ski in a chunk. Equations14–16 are the constraints that set
yski j = 1 when ski and sk j are selected.

The maximum bias in the number of extracting sentences between documents L
is calculated by the following formulas based on the maximum summary length T ,
the number of documents N , and the average utterance time of the sentences t̄ .

Table 2 Variable definitions in the interesting sentence extraction method

xski Whether sentence ski is selected

yski j Whether both ski and sk j are selected

rski j Similarity between ski and sk j

t ski Utterance time of ski (seconds)

T Maximum summary length (seconds)

L Maximum bias in the number of extracting
sentences between documents

fk (i) Function that returns the parent ID of ski
Du

N IDs of the selected N documents for user u

Sk Sentence IDs contained in document dk
Ckm Sentence IDs contained in chunk m of dk
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L =
⌊

n̄√
N

+ 0.5

⌋
(17)

n̄ = T

t̄ × N
(18)

n̄ represents the expected number of sentences to be extracted from one document.
L is the value obtained by dividing n̄ by the square root of the number of documents
and rounding the result.

4 Experiments

4.1 Discourse Analysis

4.1.1 Experimental Setup

We used the pre-trained BERT model published by the National Institute of Infor-
mation and Communications Technology1 (NICT-BERT). This model was trained
using BERTBASE [10] with a vocabulary size of 100,000, which was inputted with
text that MeCab2 [18] morphologically analyzed using the Juman dictionary for all
Japanese Wikipedia articles. The dimensions of the GRU hidden layer and linear
layer were 128. Adam [19] was used as the optimizer. The evaluation was performed
by a tenfold cross-validation, where 9/10 of the articles in each genre were used
as training data (1080 articles) and the remaining 1/10 was used as test data (120
articles).

Since the number of discourse relations in the dataset was biased, the classification
performance of infrequent discourse relations deteriorated when all the data were
used. To suppress the influence of this bias, the sequences of the root-to-leaf sentences
of the articles containing at least one target discourse relation were used as a dataset
for each discourse relation. Start and Supplement were excluded as evaluation targets
because Start is automatically given to sentences whose parents are the root node
and Supplement is given to those not classified into other discourse relations.

We used articles that contained at least one chunk. The evaluation was performed
based on two viewpoints: chunk detection performance and chunk sentence detection
performance. The chunk detection performance is F1 [20] when all the chunk ranges
match. The chunk sentence detection performance is F1 of the I label when the B
and E labels are aggregated into the I label.

1 https://alaginrc.nict.go.jp/nict-bert/index.html.
2 https://taku910.github.io/mecab/.

https://alaginrc.nict.go.jp/nict-bert/index.html
https://taku910.github.io/mecab/
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Table 3 Inter-sentence dependency parsing (accuracy)

w/ Sentence position features 0.768

w/o Sentence position features 0.717

Parent is the previous sentence 0.618

Table 4 Chunk detection (F1)

Single-task Multi-task
(λr = 0.2, λc = 0.8 )

Chunk 0.605 0.629

Chunk sentence 0.720 0.737

Table 5 Discourse relation classification (F1)

Single-task Multi-task

Result 0.465 0.497 (λr = 0.8, λc = 0.2)

Cause 0.615 0.640 (λr = 0.9, λc = 0.1)

Background 0.505 0.510 (λr = 0.9, λc = 0.1)

Correspondence 0.406 0.417 (λr = 0.9, λc = 0.1)

Contrast 0.888 0.896 (λr = 0.5, λc = 0.5)

Topic Change 0.678 0.696 (λr = 0.6, λc = 0.4)

Example 0.410 0.466 (λr = 0.8, λc = 0.2)

Conclusion 0.442 0.449 (λr = 0.9, λc = 0.1)

4.1.2 Experimental Results

Table3 shows the accuracy of inter-sentence dependency parsing. The baseline shows
the performance when the parent is the previous sentence. The model with sentence
position features showed an accuracy improvement of at least 5%.

Table4 shows the chunk detection performance. The performance of the multi-
task model was maximum when λr = 0.2, λc = 0.8 among (λr , λc) ∈ {(0.9, 0.1),
(0.8, 0.2), . . . , (0.1, 0.9)}. The multi-task model had a higher performance than the
single-task model. By also learning the discourse relations, the multi-task model
learned that Contrast sentences tended to be soft chunks.

Table5 shows the classification performance of each discourse relation. the eval-
uation metric was F1. The results of the multi-task models in the table show the best
one among (λr , λc) ∈ {(0.9, 0.1), (0.8, 0.2), . . . , (0.1, 0.9)}. The multi-task models
exhibited higher performances than the single-task models. Comparing the results
of each discourse relation, Contrast had the highest performance because sentences
with Contrast often start with a specific phrase such as “On the other hand.”
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Table 6 Interest estimation (accuracy)

Topic Sentence

BERT_PA_BGRU+_GNN+ 0.701 0.671

BERT_PA_BGRU_GNN 0.688 0.661

BERT_PA_BGRU 0.673 0.649

BERT_BGRU_GNN 0.657 0.630

4.2 Interest Estimation

4.2.1 Experimental Setup

We used data from 1,154 participants who met the following criteria: (1) Answer
time of the 6 articles is at least 6min but less than 20min. (2) Age is between 20 and
60years old. (3) Neither occupation type nor industry type is “other.” (4) Occupation
type is a frequent one.

We used NICT-BERT (explained in Sect. 4.1.1) as the pre-trained BERT model.
The dimensions of the GRU hidden layer and the linear layer were 128. Adam was
used as the optimizer. ARMAConv [17] of PyTorchGeometric3 1.6.3with the default
parameters was used as the GNN. The interest estimator was trained with the labels
of the sentences annotated “not interested at all,” “not interested,” or “not interested
if anything” as “0,” and the labels of the sentences annotated “very interested,” “inter-
ested,” or “interested if anything” as “1.” The evaluation was performed by the ten-
fold cross-validation where 9/10 of the participants’ data was used as the training set,
and the remaining 1/10 of the participants’ data was used as the test set. Using accu-
racy as the evaluation metric, we compared the proposed model with the following
three models. BERT_PA_BGRU_GNN removed the input of profile features before
and after the GNN fromBERT_PA_BGRU+_GNN+, BERT_BGRU_GNN removed
the personalized attention from BERT_PA_BGRU_GNN, and BERT_PA_BGRU
removed the GNN from BERT_PA_BGRU_GNN.

4.2.2 Experimental Results

Table6 shows the experimental results. The results are divided into “topic” and “sen-
tence.” BERT_PA_BGRU+_GNN+andBERT_PA_BGRU_GNNhad higher accura-
cies than that of BERT_BGRU_GNN. This demonstrates the effectiveness of consid-
ering users’ profiles. Furthermore, BERT_PA_BGRU_GNN had a higher accuracy
than that of BERT_PA_BGRU. This demonstrates the effectiveness of considering
the inter-sentence dependencies.

3 https://pytorch-geometric.readthedocs.io/en/latest/.

https://pytorch-geometric.readthedocs.io/en/latest/


62 H. Takatsu et al.

4.3 Personalized Summarization

4.3.1 Experimental Setup

Using the constructed dataset, we evaluated the performance of the personalized
summarization method for dialog scenario planning. We assumed a situation where
each of 1,154 users would select three interesting articles from six news articles of
different genres. The selected articles were summarized based on their degree of
interest, which were transmitted by voice within T ′ = 210 s. Each sentence of the
news articles was synthesized by AITalk 4.14 to calculate the duration of speech. The
maximum summary length T is calculated as T = T ′ − (N − 1) × (qd − qs), where
T ′ denotes the total utterance time of the primary plan, qs denotes the pause between
sentences, and qd denotes the pause between documents. Here, qs = 1 second and
qd = 3 s. The value obtained by adding qs to the playback time of the synthesized
audio file was set as t ski . The integer linear programming problem was solved by the
branch-and-cut method5 [21, 22]. The PULP_CBC_CMD solver of the PuLP6 2.4,
which is a Python library for linear programming optimization, was used.

The summaries generated byBERT_PA_BGRU+_GNN+,whichwas trainedwith
the dataset that we constructed in this study, are referred to as interest-based sum-
maries. The summaries generated by BERT_BGRU, which was trained with 100
news articles annotated according towhether each sentence is important or not (Fleiss’
kappa of three annotators was 0.546), are referred to as importance-based summaries.
Using the data of 1,154 users, we calculated the evaluation metrics described in the
next section for each user and compared the average values.

4.3.2 Evaluation Metrics

We propose a metric to evaluate the quality of information transmission. The infor-
mation transmission quality is calculated based on the efficiency and coherence as

QoITα,β,γ = α × EoITβ + (1 − α) × CoITγ (19)

Because coherence is considered to be as important as efficiency in the news delivery
task, we set α = 0.5.

EoITβ is the evaluation metric for efficiency [23]. When C is the coverage of
sentences annotated as “very interested,” “interested,” or “interested if anything,”
and E is the exclusion rate of the sentences annotated as “not interested at all,” “not
interested,” or “not interested if anything,” EoITβ is defined based on the weighted
F-measure [20] as

4 https://www.ai-j.jp/product/voiceplus/manual/.
5 https://projects.coin-or.org/Cbc.
6 https://coin-or.github.io/pulp/.

https://www.ai-j.jp/product/voiceplus/manual/
https://projects.coin-or.org/Cbc
https://coin-or.github.io/pulp/
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EoITβ =
(
1 + β2

) × C × E

β2 × C + E
(20)

When β = 2, the exclusion rate is twice as important as the coverage. Compared to
textual media, which allows readers to read at their own pace, dialog-based media
does not allow users to skip unnecessary information or skim only necessary infor-
mation while listening. Consequently, we assumed that the exclusion rate is more
important than the coverage in information transmission by spoken dialog and set
β = 2.

CoITγ is the evaluation metric for coherence. When Ad is the accuracy of depen-
dency parsing and Fc is the F-measure of the chunk sentence detection, the CoITγ

is defined as
CoITγ = γ × Ad + (1 − γ ) × Fc (21)

We set γ = 0.8 because we assumed that correctness of the dependency is more
important than the correctness of the chunk.

4.3.3 Experimental Results

Table7 compares the performance when the actual values of the dataset are given and
the performance when the predicted values of themodels are given. (1) represents the
performance when the sentence interest, topic interest, and discourse structure are all
ideal. On the other hand, (5) shows the performance when these are estimated by the
proposed models. Comparing (1) and (2) or (1) and (4), revealed at 6–7% difference
between the ideal and predicted values of the QoIT when the discourse structure
was accurate. On the other hand, when the discourse structure was a prediction, the
difference between the ideal and predicted values of the QoIT was almost 20% by
comparing (1) and (5). To realize high-quality information transmission, improving
the performance of the discourse analysis models should be prioritized. Finally, com-
paring (2) and (3) verified that the interest-based summaries are more efficient than
the importance-based summaries.

5 Conclusion

We proposed a method to generate a personalized summary that may be of interest to
each user based on the discourse structure of documents in order to deliver a certain
amount of coherent and interesting information for a spoken news dialog system.We
constructed a news article corpus with annotations of the discourse structure, users’
profiles, and interests in sentences and topics. Our experiments confirmed that the per-
sonalized summaries generated by the proposed method transmit information more
efficiently than generic summaries generated based on the importance of sentences.
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In the future work, we plan to devise a method to adaptively generate personalized
summaries using the dialog history.
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