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1 Introduction 

Agriculture has been the basis of human existence since its inception. India’s main 
occupation is agriculture. India is second in terms of agricultural production. Wherein 
variety of crops are grown. Modern organic farming has brought more attention to 
quality and yield. As the number of crops increases yearon year, so do the diseases. 
Plant diseases can ruin agricultural yields. It is a serious problem for food safety. 
Climatical conditions are not control of humans, and this is a major setback for 
farmers and hence a big loss. Due to uncontrolled change in climate, the agriculture 
sector is attacked by millions of pests. This should be detected in early stages, failing 
which there are the chances of completed failure in crop yield. The symptoms can be 
seen in different parts of plants, such as the leaves, stems and lesions, and the fruits. 
The leaf will show the symptoms by changing color or showing spots. This process 
will help in plant disease classification and detection, which leads to better quality 
and higher plant productivity. 

Traditional methods for diagnosing disease require extensive knowledge and expe-
rience in the field. Manual observation and pathogen detection are the best methods 
for diagnosing disease. However, this can be costly and time-consuming. Farmers 
used to monitor their crops at regular intervals. If they could not identify the disease 
symptoms, they would apply a certain amount of pesticide or fertilizer which may 
lead in reduction in yield. 

The absence of disease can lead to incorrect fertilizer applications, which ulti-
mately harm both the plant as well as the soil. Farmers often resort to pesticides and
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expensive methods to avoid these diseases. This approach also increases production 
costs and causes major monetary losses to farmers. Effective disease management 
begins with early detection. 

To improve accuracy and minimize detection of traditional leaf diseases, as well as 
to take into account leaf position, we use image processing with the neural network. 
The proposed approach improves the detection of tomato diseases and can even 
suggest treatments. 

The aim is to develop a sheet recognition algorithm based on specific features 
from photography. This therefore introduces an approach where the plant is identified 
based on the properties of its leaves such as area, histogram equalization, and edge 
detection and classification. The main purpose of this algorithm is to use OpenCV 
resources. 

The tomato plant is considered for experimental study. Compare to all other plants, 
tomato plant is quite sensitive, and it requires particular weather conditions to grow. 
As the prize of tomato is fluctuating in our day-to-day life, it is very important to 
detect the diseases reduce the loss. 

Table 1 shows the life span of tomato plant stage by stage. It is very important to 
observe or monitor the plant during the period of 30 to 40 days. Because during thig 
stages, there is a high chance of plants getting infected. If we monitor plants correctly 
during this period, then we can reduce the loos of production due to infection. 

To help farmers, a new method to identify tomato diseases is suggested. Our 
approach is able to detect tomato diseases more accurately. For experimentation, 
we are using totally 2511 image of 5 disease classes to train the model. Finally, by 
comparing both the outputs from ResNet-50 and CNN model, the system gives the 
better accuracy compared to existing methods. The different images with respect to 
the diseases are as shown in Table 2. 

Table 1 List of leaf images 
for training 

Growth stage Stage duration (days) Crop age (days) 

Planting 1 1 

Vegetative 14 15 

First Flowering 15 30 

First fruit Set 10 40 

Fruit growth 20 60 

Table 2 Number of leaf 
images after classification 

Diseases No. of images 

Healthy 123 

Yellow leaf curl virus 488 

Bacterial spot 491 

Leaf mold fungus 825 

Septoria 584
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2 Related Work 

The rapid advancement of computers in the last few years has made vision and deep 
learning possible. This has significantly increased image recognition’s flexibility 
as well as accuracy. Deep learning is able to extract classifications in a better way 
compared to other technology. Using deep learning, features can be extracted directly 
without the need to use classifiers. Deep learning is an effective method of classifying 
in many situations. It works very effectively in at generalization, especially when it 
comes to the extraction of complex and special features. 

Aravinth et al. [1] introduced a method to identify brinjal leaf diseases like Bacte-
rial Wilt and Cercospora Leaf Spot. Collar Rot and the method to detect diseases with 
care. Artificial neural network was used for classification. K-means clustering algo-
rithm was used for segmentation, and texture features identification is used for feature 
identification. Kamlapurkar proposed a system that can give more precise results in 
the classification and identification of disease from an image of a leaf. They used 
different methods [2] such as pre-processing, training, and identification. They used 
feature extraction to classify images and diagnose. Zhou et al. had restructured the 
residual dense network to identify tomato leaf diseases. The hybrid deep learning 
model combines the best of dense and deep residual networks. This can improve the 
accuracy of [3] calculations as well as increase the flow of information. The model 
achieves a top-one average identification accuracy, according to experimental results. 
Ding and colleagues had used tomato leaves for their experiments. They used [4] 
deep learning to extract disease features from the leaf surface. ResNet-50 is used as 
the base network model in this experiment. Subhajit Maity and colleagues proposed 
a simple method to detect leaf diseases [5] by using images of leaves. This was done 
with image processing and segmentation. For identification, they used Otsu’s method 
and k-means clustering. Ding et al. used a pixel wise [4] instance segmentation tech-
nique, mask region-based convolutional neural network, of an improved version, in 
order to detect cucumber fruits. This [6, 7] research identifies the disease in four 
stages: image acquisition, image segmentation, and feature extraction. The extracted 
features include contrast, energy, homogeneity, and mean, standard deviation, vari-
ance, and energy. Saxen and colleagues proposed an easy and quick face alignment 
method for pre-processing. They also address the [8, 9] problem of estimating facial 
attributes using RGB images for mobile devices. MobileNetV2 and NASNet mobile 
are two lightweight CNN architectures. 

3 Proposed System Flow 

The flow of the system is shown in Fig. 1. Firstly, we are taking raw images of five 
different diseases of different sizes. To make size of the images, same pre-processing 
is done. The block diagram is the proposed model which is as shown in Fig. 1.
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Fig. 1 System flow diagram 

3.1 Data Acquisition 

Tomatoes are one of the most widely grown agricultural crops. It is grown extensively 
in both north and south India. The experiment produced 2511 images showing the five 
most prevalent tomato leaf diseases: Septoria, bacterial spot, and leaf mold fungus. 
The data was obtained from Kaggle. Some examples can be seen in Fig. 2.

3.2 Pre-processing 

The database is pre-processed, such as image reshaping and resizing. The test image 
also undergoes similar processing. Pre-processing refers to the improvement of image 
data in order to suppress unwanted distortions or enhance some important image 
features for further processing. The resizing of image is shown in Fig. 3.

3.3 Feature Extraction 

Here, we use convolutional neural network which acts as a combination of two 
components: feature extraction part and the classification part. Where feature extrac-
tion part uses the convolutional layers and extracts the image feature, then classi-
fication is done using softmax classifier. Initially, the image is converted into pixel 
format, and the values are based on RGB. The average of these three values is taken 
and used as features. The kernel now learns about the features and identifies the 
disease.
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Fig. 2 Dataset

Fig. 3 Image resizing

3.4 Training and Testing the Model 

The dataset has five different plant diseases. Any image can be used as a test. CNN 
uses the train dataset to train the model so it can identify the test images and deter-
mine the disease. CNN has many layers: dense, dropout, and activation as well as
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convolution2D and maxpooling2D. These layers can be used to extract the feature 
or classify the disease. The algorithms is able to detect the disease in a plant species 
once it has been trained. This is done by comparing features from the test image and 
tarin. The trained model and the test image can detect the disease in the leaf. 

The experiment involved a classification and sorting of the training photos. These 
were then placed in the folder that corresponded to the disease category name. 
Comparing the ResNet-50 network with its original ResNet-50 network, we found 
different activation functions and convolution kernel size. For the classification of 
diseases in a image, we use a convolution neural network. Here, we implement CNN 
using pre-trained ResNet-50 [10] neural network architecture using TensorFlow and 
OpenCV in Python platform. 

4 Result Analysis 

The experiments is done using the available dataset which is having images of all 
five different diseases considered. The pre-processed images are shown in Table 3. 
The values are for all five diseases with five models. The values are noted which are 
numbers of iteration, as the number of iteration increases, the diseases are identified 
in specific. The values obtained are plotted using bar chart, and it is evident that the 
infection is identified only with more numbers and iteration as shown in Fig. 4. 

The weights obtained by both techniques are compared to calculate in efficiency 
of a proposed model. The efficiency of each infection, for each model, is shown in 
Table 4. These values are plotted as shown in Fig. 5. It is observed that between fifth 
of sixth iteration, the infection is identified in specific, and hence, the healthy leaf 
value comes down.

Table 3 Weights of each disease obtained 

IT Leaf disease Model 0 Model 1 Model 2 Model 3 Model 4 

1 Healthy 99,892,813 
93,772,137 

16,712,600 
10,430,181 

32,347,725 
31,566,061 

58,746,134 
44,915,400 

28,483,203 
37,346,215 

2 Bacterial spot 87,590,320 
92,079,681 

99,978,274 
99,926,645 

28,309,009 
46,268,087 

20,947,462 
69,885,084 

41,056,064 
20,812,868 

3 YLCV 13,841,494 
41,679,632 

93,675,131 
45,999,852 

99,173,248 
99,936,825 

81,539,955 
57,848,782 

60,871,885 
31,273,246 

4 Septoria 59,750,591 
18,049,400 

80,880,192 
19,150,148 

15,128,533 
23,207,408 

99,991,322 
23,207,408 

43,844,339 
46,173,584 

5 Leaf mold 34,911,890 
12,615,236 

99,525,062 
12,122,111 

11,140,285 
51,717,105 

34,760,145 
31,528,813 

99,961,406 
99,995,613
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Fig. 4 Bar graph represents weights of each disease obtained

Table 4 Accuracy values of 
detected diseases 

Disease Accuracy 

Healthy 99.89, 89.04, 97.77, 82.45, 67.3% 

Bacterial spot 99.98, 73.43, 94.86, 81.88, 99.93% 

Yellow leaf curi virus 99.18, 89.94, 78.13, 90.32, 90.32% 

Septoria leaf fungus 99.99, 77.53, 99.99, 83.65, 99.98% 

Leaf mold fungus 99.96, 88.19, 64.53, 97.56, 99.99% 

Fig. 5 Accuracy of detected 
diseases
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5 Conclusion 

The proposed model is evaluated using two methods to extract features, identify, and 
classify. The experimentation has been done using the existing dataset and a sample 
dataset created by our own images. The proposed model is able to perform better 
compared to existing models, because of dual model application, the results obtained 
are shown in Table 4, where the accuracy is calculated for different diseases. 

References 

1. Anand R, Veni S, Aravinth J (2016) An Application of image processing techniques for detec-
tion of diseases on Brinjal leaves using k-means clustering method. In: 2016 5th international 
conference on recent trends in information technology, 2016 

2. Kamlapurkar SR (2016) Detection of plant leaf disease using image processing approach. Int 
J Sci Res Publ 6(2) 

3. Zhou C et al (2021) Tomato leaf disease identification by restructured deep residual dense 
network. IEEE Access 9 

4. Ding J et al (2020) A tomato leaf diseases classification method based on deep learning. In: 
2020 Chinese control and decision conference (CCDC). IEEE, 2020 

5. Maity S, Sarkar S, Vinaba Tapadar A, Dutta A, Biswas S, Nayek S, Saha P (2018) Fault area 
detection in leaf diseases using k-means clustering. In: 2018 2nd international conference on 
trends in electronics and informatics (ICOEI). IEEE, 2018 

6. Kumar V, Arora H, Sisodia J (2020) ResNet-based approach for detection and classifica-
tion of plant leaf diseases. In: 2020 international conference on electronics and sustainable 
communication systems (ICESC). IEEE, 2020 

7. Saxen F, Werner P, Handrich S, Othman E, Dinges L, Al-Hamadi A (2019) Faceattribute 
detection with MobileNetV2 and NasNet- mobile. In: 11th international symposium on image 
and signal processing and analysis (ISPA), 2019 

8. Ren S, He K, Girshick R, Sun J (2016) Faster R-CNN: towards real-time object detection with 
region proposal networks. IEEE Trans Pattern Anal Mach Intell 39(6) (2016) 

9. Yin X et al (2020) Enhanced faster-RCNN algorithm for object detection in aerial images. In: 
2020 IEEE 9th joint international information technology and artificial intelligence conference 
(ITAIC). vol 9. IEEE, 2020 

10. Jiang P et al (2019) Real-time detection of apple leaf diseases using deep learning approach 
based on improved convolutional neural networks. IEEE Access 7:59069–59080


	 Early Detection of Infection in Tomato Plant and Recommend the Solution
	1 Introduction
	2 Related Work
	3 Proposed System Flow
	3.1 Data Acquisition
	3.2 Pre-processing
	3.3 Feature Extraction
	3.4 Training and Testing the Model

	4 Result Analysis
	5 Conclusion
	References




