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Preface

Welcome to ChineseCSCW 2021, the 16th CCF Conference on Computer Supported
Cooperative Work and Social Computing.

ChineseCSCW 2021 was organized by the China Computer Federation (CCF) and
co-hosted by the CCF Technical Committee on Cooperative Computing (CCF TCCC)
and the Hunan University of Science and Technology, in Xiangtan, Hunan, China,
during November 26-28, 2021. The theme of the conference was ‘“Human-Centered
Collaborative Intelligence”, which reflects the emerging trend of the combination of
artificial intelligence, human-system collaboration, and Al-empowered applications.

ChineseCSCW (initially named CCSCW) is a highly reputable conference series
on computer supported cooperative work (CSCW) and social computing in China
with a long history. It aims at connecting Chinese and overseas CSCW researchers,
practitioners, and educators, with a particular focus on innovative models, theories,
techniques, algorithms, and methods, as well as domain-specific applications and
systems, covering both technical and social aspects in CSCW and social computing.
The conference was initially held biennially since 1998, and has been held annually
since 2014.

This year, the conference received 242 submissions, and after a rigorous double-
blind peer review process, only 65 were eventually accepted as full papers to be orally
presented, resulting in an acceptance rate of 27%. The program also included 22 short
papers, which were presented as posters. In addition, the conference featured six keynote
speeches, six high-level technical seminars, the 2nd Hengdian Cup ChineseCSCW Big
Data Challenge, an award ceremony for senior TCCC members, and a forum titled
“Mobile Computing and Social Computing” jointly hosted by CCF Changsha and CCF
YOCSEF Changsha. We are grateful to the distinguished keynote speakers, Tianruo
Yang from Hainan University, Bin Hu from the Beijing Institute of Technology, Jiade
Luo from Tsinghua University, Jing Liu from the Guangzhou Institute of Technology,
Xidian University, Peng Lv from Central South University, and Tao Jia from Southwest
University.

We hope that you enjoyed ChineseCSCW 2021.

November 2021 Yong Tang
Jianxun Liu

Yuqing Sun

Dongning Liu

Bugqing Cao



Organization

The 16th CCF Conference on Computer Supported Cooperative Work and Social
Computing (ChineseCSCW 2021) was organized by the China Computer Federation
(CCF) and co-hosted by the CCF Technical Committee on Cooperative Computing
(CCF TCCC) and the Hunan University of Science and Technology.

Steering Committee

Yong Tang South China Normal University, China
Weiqing Tang China Computer Federation, China

Ning Gu Fudan University, China

Shaozi Li Xiamen University, China

Bin Hu Lanzhou University, China

Yuqing Sun Shandong University, China

Xiaoping Liu Hefei University of Technology, China
Zhiwen Yu Northwestern University of Technology, China
Xiangwei Zheng Shandong Normal University, China

Tun Lu Fudan University, China

General Chairs

Yong Tang South China Normal University, China
Jianxun Liu Hunan University of Science and Technology,
China

Program Committee Chairs

Yuging Sun Shandong University, China

Dongning Liu Guangdong University of Technology, China

Buging Cao Hunan University of Science and Technology,
China

Organization Committee Chairs

Xiaoping Liu Hefei University of Technology, China

Zhiwen Yu Northwestern University of Technology, China

Tun Lu Fudan University, China

Jianyong Yu Hunan University of Science and Technology,
China

Yiping Wen Hunan University of Science and Technology,

China



viii Organization
Publicity Chairs

Xiangwei Zheng
Jianguo Li
Publication Chairs
Bin Hu

Hailong Sun

Finance Chairs

Pei Li

Yijiang Zhao

Paper Award Chairs

Shaozi Li
Yichuan Jiang

Program Committee

Zhan Bu

Tie Bao
Hongming Cai
Xinye Cai

Yuanzheng Cai
Zhicheng Cai

Buging Cao

Donglin Cao
Jian Cao

Chao Chen
Jianhui Chen
Long Chen
Longbiao Chen
Liangyin Chen
Qingkui Chen

Shandong Normal University, China
South China Normal University, China

Lanzhou University, China
Beihang University, China

Hunan University of Science and Technology,
China

Hunan University of Science and Technology,
China

Xiamen University, China
Southeast University, China

Nanjing University of Finance and Economics,
China

Jilin University, China

Shanghai Jiao Tong University, China

Nanjing University of Aeronautics and
Astronautics, China

Minjiang University, China

Nanjing University of Science and Technology,
China

Hunan University of Science and Technology,
China

Xiamen University, China

Shanghai Jiao Tong University, China

Chongqing University, China

Beijing University of Technology, China

Southeast University, China

Xiamen University, China

Sichuan University, China

University of Shanghai for Science and
Technology, China



Ningjiang Chen
Weineng Chen
Yang Chen
Shiwei Cheng
Xiaohui Cheng
Yuan Cheng
Lizhen Cui
Weihui Dai
Xianghua Ding
Wanchun Dou
Bowen Du
Hongfei Fan
Yili Fang
Shanshan Feng
Jing Gao

Yunjun Gao
Liping Gao

Ning Gu
Bin Guo
Kun Guo
Wei Guo
Yinzhang Guo

Tao Han
Fei Hao
Chaobo He

Fazhi He
Haiwu He
Bin Hu
Daning Hu

Wenting Hu
Yanmei Hu

Changqin Huang

Bo Jiang
Bin Jiang
Jiuchuan Jiang

Weijin Jiang

Organization

Guangxi University, China

South China University of Technology, China

Fudan University, China

Zhejiang University of Technology, China

Guilin University of Technology, China

Wuhan University, China

Shandong University, China

Fudan University, China

Fudan University, China

Nanjing University, China

University of Warwick, UK

Tongji University, China

Zhejiang Gongshang University, China

Shandong Normal University, China

Guangdong Hengdian Information Technology
Co., Ltd., China

Zhejiang University, China

University of Shanghai for Science and
Technology, China

Fudan University, China

Northwestern Polytechnical University, China

Fuzhou University, China

Shandong University, China

Taiyuan University of Science and Technology,
China

Zhejiang Gongshang University, China

Shanxi Normal University, China

Zhongkai University of Agriculture and
Engineering, China

Wuhan University, China

Chinese Academy of Sciences, China

Lanzhou University, China

Southern University of Science and Technology,
China

Jiangsu Open University, China

Chengdu University of Technology, China

South China Normal University, China

Zhejiang Gongshang University, China

Hunan University, China

Nanjing University of Finance and Economics,
China

Xiangtan University, China



X Organization

Yichuan Jiang
Lu Jia
Miaotianzi Jin

Yi Lai

Dongsheng Li
Guoliang Li
Hengjie Li
Jianguo Li
Junli Li

LiLi

Renfa Li
Shaozi Li
Taoshen Li
Weimin Li
Xiaoping Li
Yong Li

Lu Liang

Hao Liao
Bing Lin
Dazhen Lin
Dongning Liu
Hong Liu
Jing Liu

LiLiu
Shijun Liu
Shufen Liu
Xiaoping Liu
Yuechang Liu
Tun Lu
Hong Lu
Huijuan Lu
Dianjie Lu
Qiang Lu
Haoyu Luo
Zhiming Luo
Pin Lv

Hui Ma

Keji Mao

Southeast University, China

China Agricultural University, China

Shenzhen Artificial Intelligence and Data Science
Institute (Longhua), China

Xi’an University of Posts and
Telecommunications, China

Microsoft Research, China

Tsinghua University, China

Lanzhou University of Arts and Science, China

South China Normal University, China

Jinzhong University, China

Southwest University, China

Hunan University, China

Xiamen University, China

Guangxi University, China

Shanghai University, China

Southeast University, China

Tsinghua University, China

Guangdong University of Technology, China

Shenzhen University, China

Fujian Normal University, China

Xiamen University, China

Guangdong University of Technology, China

Shandong Normal University, China

Guangzhou Institute of Technology, Xidian
University, China

Chongqing University, China

Shandong University, China

Jilin University, China

Hefei University of Technology, China

Jiaying University, China

Fudan University, China

Shanghai Polytechnic University, China

China Jiliang University, China

Shandong Normal University, China

Hefei University of Technology, China

South China Normal University, China

Xiamen University, China

Guangxi University, China

University of Electronic Science and Technology
of China and Zhongshan Institute, China

Zhejiang University of Technology, China



Chao Min
Haiwei Pan
Li Pan
Yinghui Pan
Lianyong Qi
Jiaxing Shang
Limin Shen
Yuliang Shi
Yanjun Shi

Xiaoxia Song
Kehua Su
Songzhi Su
Hailong Sun
Ruizhi Sun
Yuqging Sun
Yuling Sun
Wen’an Tan

Lina Tan

Yong Tang
Shan Tang
Weiqing Tang
Yan Tang
Yiming Tang
Yizheng Tao
Shaohua Teng
Zhuo Tian

Dakuo Wang
Hongbin Wang

Hongjun Wang
Hongbo Wang

Lei Wang

Lei Wang

Tao Wang
Tianbo Wang
Tong Wang
Wanyuan Wang

Organization xi

Nanjing University, China

Harbin Engineering University, China

Shandong University, China

Shenzhen University, China

Qufu Normal University, China

Chongqing University, China

Yanshan University, China

Dareway Software Co., Ltd, China

Dalian University of Science and Technology,
China

Datong University, China

Wuhan University, China

Xiamen University, China

Beihang University, China

China Agricultural University, China

Shandong University, China

East China Normal University, China

Nanjing University of Aeronautics and
Astronautics, China

Hunan University of Technology and Business,
China

South China Normal University, China

Shanghai Polytechnic University, China

China Computer Federation, China

Hohai University, China

Hefei University of Technology, China

China Academy of Engineering Physics, China

Guangdong University of Technology, China

Institute of Software, Chinese Academy of
Sciences, China

IBM Research, USA

Kunming University of Science and Technology,
China

Southwest Jiaotong University, China

University of Science and Technology Beijing,
China

Alibaba Group, China

Dalian University of Technology, China

Minjiang University, China

Beihang University, China

Harbin Engineering University, China

Southeast University, China



xii Organization

Xiaogang Wang
Yijie Wang

Zhenxing Wang
Zhiwen Wang

Yiping Wen

Ling Wu
Quanwang Wu
Zhengyang Wu
Chunhe Xia
Fangxion Xiao
Zheng Xiao
Xiaolan Xie
Zhiqgiang Xie

Yu Xin
Jianbo Xu

Jiuyun Xu
Meng Xu

Heyang Xu
Yaling Xun

Jiaqi Yan
Xiaohu Yan
Yan Yao
Bo Yang

Chao Yang
Dingyu Yang
Gang Yang
Jing Yang
Lin Yang

Xiaochun Yang
Xu Yu

Zhiwen Yu
Zhiyong Yu

Shanghai Dianji University, China

National University of Defense Technology,
China

Shanghai Polytechnic University, China

Guangxi University of Science and Technology,
China

Hunan University of Science and Technology,
China

Fuzhou University, China

Chongqing University, China

South China Normal University, China

Beihang University, China

Jinling Institute of Technology, China

Hunan University, China

Guilin University of Technology, China

Harbin University of Science and Technology,
China

Harbin University of Science and Technology,
China

Hunan University of Science and Technology,
China

China University of Petroleum, China

Shandong Technology and Business University,
China

Henan University of Technology, China

Taiyuan University of Science and Technology,
China

Nanjing University, China

Shenzhen Polytechnic, China

Qilu University of Technology, China

University of Electronic Science and Technology
of China, China

Hunan University, China

Shanghai Dianji University, China

Northwestern Polytechnical University, China

Harbin Engineering University, China

Shanghai Computer Software Technology
Development Center, China

Northeastern University, China

Qingdao University of Science and Technology,
China

Northwestern Polytechnical University, China

Fuzhou University, China



Jianyong Yu

Yang Yu
Zhengtao Yu

Chengzhe Yuan

An Zeng
Dajun Zeng

Zhihui Zhan
Changyou Zhang
Jifu Zhang

Jing Zhang

Liang Zhang
Libo Zhang
Miaohui Zhang

Peng Zhang
Senyue Zhang
Shaohua Zhang

Wei Zhang
Zhigiang Zhang
Zili Zhang
Xiangwei Zheng
Jinghui Zhong
Ning Zhong
Yifeng Zhou
Huiling Zhu
Tingshao Zhu
Xia Zhu
Xianjun Zhu

Yanhua Zhu
Jia Zhu
Jianhua Zhu
Jie Zhu

Qiaohong Zu

Organization xiii

Hunan University of Science and Technology,
China

Zhongshan University, China

Kunming University of Science and Technology,
China

Guangdong Engineering and Technology
Research Center for Service Computing, China

Guangdong Polytechnical University, China

Institute of Automation, Chinese Academy of
Sciences, China

South China University of Technology, China

Chinese Academy of Sciences, China

Taiyuan University of Science and Technology,
China

Nanjing University of Science and Technology,
China

Fudan University, China

Southwest University, China

Energy Research Institute of Jiangxi Academy of
Sciences, China

Fudan University, China

Shenyang Aerospace University, China

Shanghai Software Technology Development
Center, China

Guangdong University of Technology, China

Harbin Engineering University, China

Southwest University, China

Shandong Normal University, China

South China University of Technology, China

Beijing University of Technology, China

Southeast University, China

Jinan University, China

Chinese Academy of Sciences, China

Southeast University, China

Jinling University of Science and Technology,
China

The First Affiliated Hospital of Guangdong
Pharmaceutical University, China

South China Normal University, China

City University of Hong Kong, China

Nanjing University of Posts and
Telecommunications, China

Wuhan University of Technology, China



Contents — Part I1

Crowd Intelligence and Crowd Cooperative Computing

Locally Linear Embedding Discriminant Feature Learning Model ............ 3
Chensu Wang, Luging Wang, Hongjun Wang, Bo Peng, and Tianrui Li

Cache Optimization Based on Linear Regression and Directed Acyclic
Task Graph . ... ..o 15
Lei Wan, Bin Dai, Han Jiang, Weixian Luan, Fan Ye, and Xianjun Zhu

A University Portrait System Incorporating Academic Social Network ........ 25
Yu Lai, Liantao Lan, Rui Liang, Li Huang, Zihan Qiu, and Yong Tang

Multi-objective Optimization of Ticket Assignment Problem in Large
Data Centers ... ... ...ttt 37
Tariq Ali Arain, Xiangjie Huang, Zhicheng Cai, and Jian Xu

Joint Embedding Multiple Feature and Rule for Paper Recommendation ... .... 52
Wen Li, Yi Xie, and Yuqing Sun

Predicting Drug-Target Interactions Binding Affinity by Using Dual

Updating Multi-task Learning .................iiiiiiiiiiiiiann.. 66
Chengyu Shi, Shaofu Lin, Jianhui Chen, Mengzhen Wang,
and Qingcai Gao

GRE: A GAT-Based Relation Embedding Model of Knowledge Graph
for Recommendation . .......... ... e 77
Jihu Wang, Yuliang Shi, Lin Cheng, Kun Zhang, and Zhiyong Chen

Locating Hidden Sources in Evolutionary Games Based on Fuzzy
CogNItiVe MaD oo vttt e e 92
Kai Wu, Xiangyi Teng, and Jing Liu

Deep Bug Triage Model Based on Multi-head Self-attention Mechanism ... ... 107
Xu Yu, Fayang Wan, Bin Tang, Dingjia Zhan, Qinglong Peng, Miao Yu,
Zhaozhe Wang, and Shuang Cui

Taxi Pick-Up Area Recommendation via Integrating Spatio-Temporal
Contexts into XDeepFM ... ... 120
Decheng Zhang, Yizhi Liu, Xuesong Wang, Zhuhua Liao, and Yijiang Zhao



XVi Contents — Part I1

Learning When to Communicate Among Actors with the Centralized
Critic for the Multi-agent System ............ ... .. 134
Qingshuang Sun, Yuan Yao, Peng Yi, Xingshe Zhou, and Gang Yang

Social Media and Online Communities

Academic Article Classification Algorithm Based on Pre-trained Model

and Keyword EXtraction .............ouuiiiiiiiiin i 149
Zekai Zhou, Dongyang Zheng, Zihan Qiu, Ronghua Lin, Zhengyang Wu,
and Chengzhe Yuan

ResConvE: Deeper Convolution-Based Knowledge Graph Embeddings ....... 162
Yongxu Long, Zihan Qiu, Dongyang Zheng, Zhengyang Wu, Jianguo Li,
and Yong Tang

Extractive-Abstractive: A Two-Stage Model for Long Text Summarization ... .. 173
Rui Liang, Jianguo Li, Li Huang, Ronghua Lin, Yu Lai, and Dan Xiong

A Random-Walk-Based Heterogeneous Attention Network for Community
DEteCtiON . . . oottt 185
Peng Zhang, Kun Guo, and Ling Wu

Attributed Network Embedding Based on Attributed-Subgraph-Based
Random Walk for Community Detection ...............ccoiiiiiiiinna... 199
Qinze Wang, Kun Guo, and Ling Wu

Adaptive Seed Expansion Based on Composite Similarity for Community
Detection in Attributed Networks ....... ... .. ... i 214
Wenju Chen, Kun Guo, and Yuzhong Chen

MDN: Meta-transfer Learning Method for Fake News Detection ............. 228
Haocheng Shen, Bin Guo, Yasan Ding, and Zhiwen Yu

Local Community Detection Algorithm Based on Core Area Expansion ....... 238
Pengyun Ji, Kun Guo, and Zhiyong Yu

Federated Clique Percolation for Overlapping Community Detection
on Attributed NetwWorks . ... ... ... 252
Mingyang Wei, Kun Guo, and Ximeng Liu

A New Academic Conference Information Management System Based

on Social Network . ... .. e 267
Wen Xiao, Liantao Lan, Jiongsheng Guo, Ronghua Lin, Yu Lai,
and Yong Tang



Contents — Part II

A Full Information Enhanced Question Answering System Based
on Hierarchical Heterogeneous Crowd Intelligence Knowledge Graph .........
Lei Wu, Bin Guo, Hao Wang, Jiaqi Liu, and Zhiwen Yu

Exploring the Content Sharing Practice Across Social Network Sites ..........
Baoxi Liu, Peng Zhang, Tun Lu, and Ning Gu

An Improved Label Propagation Algorithm for Community Detection
Fusing Temporal Attributes . ................uuuunnniiiiiiiieannn.
Wenjing Gu, Chengjie Mao, Ronghua Lin, Wande Chen, and Yong Tang

Understanding Scholar Social Networks: Taking SCHOLAT as an Example .. ..
Min Gao, Yang Chen, Qingyuan Gong, Xin Wang, and Pan Hui

SCHOLAT Link Prediction: A Link Prediction Dataset Fusing Topology
and Attribute Information ........ ... .
Ronghua Lin, Yong Tang, Chengzhe Yuan, Chaobo He, and Weisheng Li

A Graph Neural Network-Based Approach for Predicting Second Rise
of Information Diffusion on Social Networks ..............................
Jiaxing Shang, Yijie Wang, Yuxin Gong, Yanli Zou, and Xinjun Cai

HPEMed: Heterogeneous Network Pair Embedding for Medical Diagnosis . ...
Mengxi Li, Jing Zhang, Lixia Chen, Yu Fu, and Cangqi Zhou

MR-LGC: A Mobile Application Recommendation Based on Light Graph
Convolution Networks ... .........uuuuuu e
Weishi Zhong, Buging Cao, Mi Peng, Jianxun Liu, and Zhenlian Peng

Neural Matrix Decomposition Model Based on Scholars’ Influence ...........
Ying Li, Chenzhe Yuan, Yibo Lu, Chao Chang, and Yong Tang

DOCEM: A Domain-Embedding-Based Open-Source Community Event
Monitoring Model .. ... ...
Hong Huang, Jian Cao, Qing Qi, and Boxuan Zhao

Diversified Concept Attention Method for Knowledge Tracing ...............
Hao Wu and Yuekang Cai

Self-auxiliary Hashing for Unsupervised Cross Modal Retrieval ..............
Jingnan Xu, Tieying Li, Chong Xi, and Xiaochun Yang

RCBERT an Approach with Transfer Learning for App Reviews
ClassifiCatioN . ... ...t
Shiqi Duan, Jianxun Liu, and Zhenlian Peng

Xvii

312

326

340

352

364



Xviii Contents — Part I1

The Impact of COVID-19 on Online Games: Machine Learning

and Difference-in-Difference ......... ... ... . 458
Shuangyan Wu, Haoran Hu, Yufan Zheng, Qiaoling Zhen,
Shuntao Zhang, and Choujun Zhan

Uncertain Graph Publishing of Social Networks for Objective Weighting
OF NOAES . . oot 471
Chengye Liu, Jing Yang, and Lianwei Qu

Federated Multi-label Propagation Based on Neighbor Node Influence
for Community Detection on Attributed Networks .......................... 484
Panpan Yang, Kun Guo, Ximeng Liu, and Yuzhong Chen

AcaVis: A Visual Analytics Framework for Exploring Evolution
of Dynamic Academic Networks ......... ... .. ... i i 499
Qiang Lu, Dajiu Wen, Wenjiao Huang, Tianyue Lin, and Cheng Ma

Dynamic Information Diffusion Model Based on Weighted Information
EntropY oo 512
Zekun Liu, Jianyong Yu, Linlin Gu, and Xue Han

Author Index . ....... ... . e 525



Contents — Part 1

Collaborative Mechanisms, Models, Approaches, Algorithms and
Systems

Decentralized Predictive Enterprise Resource Planning Framework
on Private Blockchain Networks Using Neural Networks ..............
Zhijie Wu, Yangjie Qin, Yu Li, Bo Cheng, Zhihao Lin, and Jia Zhu

Fine-Grained Diagnosis Method for Microservice Faults Based
on Hierarchical Correlation Analysis .......... ...,
Yusi Tang, Ningjiang Chen, Yu Zhang, Xuyi Yao, and Siyu Yu

Two-Stage Clustering for Federated Learning with Pseudo Mini-batch
SGD Trainingon Non-IID Data ........ ... ... i,
Jianging Weng, Songzhi Su, and Xiaoliang Fan

Elastic Container Scheduling for Stochastically Arrived Workflows
in Cloud and Edge Computing . .............c..uuuuuuuunnnnnnnnn..
Dong Wen, Lixin Zhu, Jian Xu, and Zhicheng Cai

Modeling Method for Function Trees Guided by the Symmetric Quintuple
Implicational Controller .............. .. .. ..
Yiming Tang, Xiaopeng Han, Xi Wu, and Li Zhang

An Adaptive and Collaborative Method Based on GMRA for Intrusion
DEteCtiON . . . v vttt
Shaohua Teng, Yongzhi Zhang, Wei Zhang, and Lu Liang

The Scheduling Model of Forest Fire-Extinguishing Resources and Its
Simulation ...
Guoxiong Zhou, Chao Lu, and Mingxuan Li

Research on Data Dynamic Adjustment Method Considering Security
Requirements in Cloud Computing Environment .....................
Yinzhang Guo, Xiaoyan Li, and Xinyu Zhao

Optimal Storage Cloud Data Recoverability Audit Method Based
on Regenerative Code . .............iiiiii
Xiaoyan Li, Yinzhang Guo, and Ting Han

A Three-Way Group Decision-Making Approach Based on Mixture Risk
Zhihang Yu, Libo Zhang, Wentao Li, and Jiubing Liu



XX Contents — Part I

Fog Computing Federated Learning System Framework for Smart
Healthcare . ... ... 133
Yang Guo, Xiaolan Xie, Chengyou Qin, and Yueyue Wang

Research on Temporal Workflow Task Assignment Strategy ................. 148
Tianhong Xiong, Yang Xu, Yang Yu, and Dingjun Lou

Intrusion Detection Algorithm of Industrial Control System Based

on Improved Bloom Filter ................. i 164
Yanru Chen, Yuanyuan Zhang, Youlin Lin, Xinmao Huang, Bin Xing,
Ping Long, Yang Li, and Liangyin Chen

A Novel Traversal Search-Based D2D Collaborative Offloading Approach
for Workflow Application in Dynamic Edge Environment ................... 176
Cheng Qian, Gansen Zhao, and Haoyu Luo

A Road Congestion Detection Model Based on Sequence Change
of Vehicle Feature Matrix ............iiiiiini it eiie e 191
Zhi-bing Fu, Qing-kui Chen, and Ming-ming Wang

Resource Scheduling Method Based on Microservices ...................... 199
Zhuo Tian, Changyou Zhang, Shuai Tang, and Jiaojiao Xiao

A Novel Construction Approach for Dehazing Dataset Based on Realistic
Rendering Engine . .......... ... 205
Shizhen Yang, Fazhi He, Jiacheng Gao, and Jinkun Luo

Cooperative Evolutionary Computation and Human-Like Intelligent
Collaboration

Differential Evolution Algorithm Based on Adaptive Rank Exponent
and Parameters . ... ... . e 217
Weijie Mai, Mingzhu Wei, Fengshan Shen, and Feng Yuan

Information Centrality Evaluation Method Based on Cascade Topological
Relevance . ......... i 230
Yuting Shen, Kaixuan Wang, Yueqing Gao, Lulu Chen, and Chu Du

Marine Predators Algorithm with Stage-Based Repairment for the Green
Supply Network Design ...t e 243
Zhaobin Ma, Bowen Ding, Xin Zhang, Pengjiang Qian, and Zhihui Zhan

Compressed-Coding Particle Swarm Optimization for Large-Scale Feature
Selection .. ... 259
Jia-Quan Yang, Zhi-Hui Zhan, and Tao Li



Contents — Part I XXi

An Attention-Based Multiobjective Optimization Evolutionary Algorithm
for Community Detection in Attributed Networks .......................... 271
Xu Lin, Zhanhong Chen, Kun Guo, and Yuzhong Chen

Kernel Subspace Possibilistic Fuzzy C-Means Algorithm Driven
by Feature Weights . ...... ... oo e 286
Yiming Tang, Zhifu Pan, Hongmang Li, and Lei Xi

Multi-loop Adaptive Differential Evolution for Large-Scale Expensive
OPtIMIZAtION . ..ottt ettt 301
Hong-Rui Wang, Yi Jiang, Zhi-Hui Zhan, and Jinghui Zhong

Sentiment Analysis of Chinese Complex Long Sentences Based
on Reinforcement Learning . ..................uuuuiiiiiiiiiiaa.. 316
Chaoli Zhang, Zhenjie Yu, Dazhen Lin, and Donglin Cao

CATS: A Cache Time-to-Live Setting Auto Adjustment Strategy for an Air
Ticket QUErY SEIVICE . ... ...t 327
Chunhou Liu, Jian Cao, Yudong Tan, and Shiyou Qian

Human-Machine Collaboration Based Named Entity Recognition ............ 342
Zhuoli Ren, Zhiwen Yu, Hui Wang, Liang Wang, and Jiaqi Liu

Cloud Manufacturing Workflow Scheduling with Learning and Forgetting
Bfects .o 356
Xiaoping Li, Jieqing Ye, Xia Zhu, Long Chen, and Xiaodong Zhang

Spatial-Temporal Graph Neural Network Framework with Multi-source
Local and Global Information Fusion for Traffic Flow Forecasting ............ 371
Yue-Xin Li, Jian-Yu Li, Zi-Jia Wang, and Zhi-Hui Zhan

A Quantum Evolutionary Algorithm and Its Application to Optimal
Dynamic Investment in Market Microstructure Model ...................... 386
Yapeng Sun and Hui Peng

Domain-Specific Collaborative Applications

A Novel Method of Multi-sensor Information Fusion Based
on Comprehensive Conflict Measurement . ..................coeeuuuunnnn... 399
Kaiyi Zhao, Li Li, Zeqiu Chen, Ruizhi Sun, and Gang Yuan

Research on the Structure and Key Algorithms of Smart Gloves Oriented
to Middle School Experimental Scene Perception .......................... 409
Hongyue Wang, Xin Meng, and Zhiquan Feng



XXil Contents — Part I

Minimum-Energy Computation Offloading in Mobile Edge Computing

with Hybrid PSO-DE Algorithm . .............c.ciiiiiiiiiiiiiiiiiiaann.. 424
Xiao Zhang, Wenan Tan, Xin Zhou, Xiaojuan Cai, Weinan Niu,
and Panwang Xu

A Semi-supervised Video Object Segmentation Method Based on Adaptive

Memory Module ... ... 437
Shaohua Yang, Zhiming Luo, Donglin Cao, Dazhen Lin, Songzhi Su,
and Shaozi Li

An Improved SSD-Based Gastric Cancer Detection Method ................. 451
Minggui Liu, Zhiming Luo, Donglin Cao, Dazhen Lin, Songzhi Su,
and Shaozi Li

Attention and Multi-granied Feature Learning for Baggage

Re-identification ... ............ .o 460
Huangbin Wu, Zhiming Luo, Donglin Cao, Dazhen Lin, Songzhi Su,
and Shaozi Li

Legal Judgement Prediction of Sentence Commutation
with Multi-document Information ............ ... ... ... ... i i 473
Yao Chi, Peng Zhang, Fangye Wang, Tun Lu, and Ning Gu

Understanding Expert Knowledge for Chinese Essay Grading ................ 488
Xiaoyue Liu, Yi Xie, Tao Yang, and Yuqging Sun

Autonomous Navigation System for Indoor Mobile Robots Based
on a Multi-sensor Fusion Technology ........... ... .. i it 502
Hongcheng Wang, Niansheng Chen, Dingyu Yang, and Guangyu Fan

Inertial Sensor-Based Upper Limb Rehabilitation Auxiliary Equipment
and Upper Limb Functional Rehabilitation Evaluation ...................... 518
Shanshan Wang, Jun Liao, Zirui Yong, Xiaohu Li, and Li Liu

An Improved Ant Colony Algorithm for Vehicle Routing Problem
with Workload Balance . ................uuuu i 529
Yaohuiqiong Fang and Jingjing Li

Cooperative Localization for Human Pose Estimation ....................... 541
Zifan Chen, Xin Qin, Chao Yang, and Li Zhang

The Image-Based Automatic Detection Method for Cutter Ring Edge
Wear of Shield Machine . ................uuuuuiiiiiiiiiiiaa 553

Wen Bo, Fengyuan Li, Xiaofeng Cai, and Changyou Zhang



Contents — Part I

Reinforcement Learning-Based Computation Offloading Approach in VEC .. ..
Kai Lin, Bing Lin, and Xun Shao

A Survey on Learning Path Recommendation ..............................
Fengjun Zhu, Yiping Wen, and Qi Fu

Olfactory Psychological Computation and Olfactory Environment

for Human-Machine Collaboration ............ ... ... ... ...
Weihui Dai, Liu Liu, Meilin Li, Gaoyang Zhang, Qiyun Xue,
and Lijuan Song

Merge Multiscale Attention Mechanism MSGAN-ACNN-BiLSTM
Bearing Fault Diagnosis Model ......... ... i
Minglei Zheng, Qi Chang, Junfeng Man, Cheng Peng, Yi Liu, and Ke Xu

A Semi-supervised Learning Based on Variational Autoencoder
for Visual-Based Robot Localization ............... ...,

Kaiyun Liang, Fazhi He, Yuanyuan Zhu, and Xiaoxin Gao

Author Index . ... e

XXiil

563



Crowd Intelligence and Crowd
Cooperative Computing



®

Check for
updates

Locally Linear Embedding Discriminant
Feature Learning Model

Chensu Wang!?, Luging Wang"2, Hongjun Wang'2(®) Bo Peng!:?,
and Tianrui Li'?

! School of Computing and Artificial Intelligence,
Southwest Jiaotong University, Chengdu 611756, China
wanghongjun@swjtu.edu.cn
2 National Engineering Laboratory of Integrated Transportation Big Data
Application Technology, Southwest Jiaotong University, Chengdu 611756, China

Abstract. Feature learning is one of the important research trends
among researchers in machine learning and other fields, which can select
compact representations as feature information from high-dimensional
data as well as multi-label data. Discriminative feature learning strength-
ens discrimination between sample features. Therefore, the feature infor-
mation of samples can be better discriminated against in algorithms. In
this paper, we propose a new unsupervised discriminative feature learn-
ing model called UD-LLE (Unsupervised Discriminative Locally Linear
Embedding) by the improvement on standard Locally Linear Embed-
ding, which not only maintains the manifold structure of mapping from
high-dimensional space to low-dimensional space but also increases the
discriminative of features. Specifically, we propose the restructure cost
function as an objective function by adding constraint conditions about
discrimination to standard function, which is solved by using stochastic
gradient descent and momentum gradient descent algorithms combined
with standard LLE.

Keywords: Locally Linear Embedding - Feature learning - Manifold
learning - Unsupervised learning - Discriminative learning

1 Introduction

With the development of information science and storage technology, most of the
relevant data used by researchers have the characteristics of high-dimensional,
multi-feature or multi-label. When analyzing and processing high-dimensional
data directly, the insufficient number of samples is easy to lead to sparse sample
distribution, which reduces the efficiency and accuracy of algorithm and model
analysis. The purpose of feature learning [1-3] is to express the feature informa-
tion in the original data with more lightweight and fewer indicators, to reduce
the possibility of suffering the disaster of dimensionality.

Dimension reduction technique is one of the main methods to realize fea-
ture learning by transforming high-dimensional data into low-dimensional space
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served as the feature information [4]. According to the data space structure it
can be simply divided into linear dimensionality reduction [5,6] and nonlinear
dimensionality reduction [7-9]. In the feature learning algorithm of nonlinear
data space, it is an important way to use manifolds dimensionality reduction
based on the principle of manifold learning [10]. Manifolds can be divided into
topological manifolds and differential manifolds. In this paper, topological mani-
folds are discussed. Compared with the linear dimensionality reduction, the man-
ifold learning algorithm can retain the original high-dimensional spatial structure
information better when learning the feature of nonlinear. According to whether
there is supervision information it can be divided into supervised learning [11],
semi-supervised learning [12], unsupervised learning [2] and self-supervised learn-
ing [13].

Locally Linear Embedding (LLE) is a widely used manifold learning method
that is an unsupervised dimension reduction learning algorithm proposed by
Roweis [8,9] in the early stage. It is used to calculate the corresponding man-
ifolds in the low dimensional space based on neighborhood linear relationship
preserving [8]. LLE plays an important role in feature learning in image [14-17],
facial expression recognition [18], multi-view learning [19,20], machinery fault
diagnosis and signal [21,22].

Researchers have done a lot of optimization based on the standard LLE.
Donoho [23] proposed LLE based on Hessian matrix to extend the application
range of LLE algorithm to differential manifold. He et al. [24] expanded LLE on
quantum devices and proposes QLLE. Zhang et al. [25] proposed MLLE algo-
rithm which is more stable. Ziegelmeier et al. [26] established a sparser matrix to
improve the speed of matrix decomposition. Wang [27] made a further improve-
ment based on RLLE [28] that considers noise information. Wen et al. [29] pro-
posed the VK-HLLE algorithm to choose the parameter k adaptively. Zhang
et al. [30] proposed an algorithm to obtain more discriminative feature selec-
tion by adding supervision information. To improve the poor performance of the
standard LLE algorithm in the learning of complex manifolds, Hettiarachchi et
al. [31], Liu et al. [32] make a secondary adjustment to the weight matrix.

The purpose of this paper is to improve LLE by considering discriminant
information [33] while having feature learning. The model we proposed in this
paper named UD-LLE (Unsupervised Discriminative Locally Linear Embedding)
can make feature information obtained after feature learning can realize the
discriminant optimization of features on the premise of maintaining the original
data structure.

The rest chapters of this paper are arranged as follows: Sect. 2 of this paper
shows the related work; Sect.3 gives a brief description of the model; Sect.4
shows the results of comparative experiments and analysis of related experimen-
tal results; Sect. 5 makes a summary of the whole article.

2 Related Work

The standard LLE algorithm uses Euclidean distance to measure the similarity
between the data points of the sample, and the k-nearest neighbor algorithm is
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used to select the adjacent points used in the reconstruction. Suppose that the
sample set as X = {z1, 29, ..., 7x }, 2; € RY, corresponding to the low dimensional
embedding projection existing in the high-dimensional data of the sample to be
solved which is regard as feature space is marked as Y = {y1,v2, ..., yn }, ¥ € R%
G = {V, W} isdenoted as weighted undirected graph (where V' is vertex set and W
is data reconstruction weight matrix). The reconstruction error of LLE is defined
as Eq. 1:

N N
e(W) ZZH%—Z%‘WJHQ (1)

where w;; is the weight of the sample data x; in the model when reconstructing
the sample data x;. If the sample x; does not belong to the reconstruction neigh-
bor point of the data sample x;, then the w;; = 0; add constraints ZNzl wi; =1
to realize data standardization. According to the embedding cost function of
the standard LLE algorithm as Eq. 2, using Lagrange multiplier combined with
matrix decomposition to get the low dimensional space mapping after dimension
reduction.

argminy @(Y) =320, Iy = 20 yywy
s.t. Z;vzl wij = 1, % Zi:l szyz = I

There are still two main parameters to be determined as a part of the input
parameters: the number of preserved features d, and the number %k in the neigh-
borhood of sample data points. Among them, the manifold structure obtained
by the LLE algorithm is sensitive to £ which makes it necessary to go through
complex parameter adjustment comparison when you have to obtain more appro-
priate manifold results.

Most of the existing improvements based on the LLE algorithm are the sec-
ondary reconstruction of the weight matrix by combining label information so
that the high-dimensional space structure can be better preserved which is likely
to lead to the loss of discriminant information or require some supervision infor-
mation. A new unsupervised discriminant locally linear embedding feature learn-
ing model called UD-LLE is proposed in this paper which can enhance the simi-
larity between the similar sample to make the data sets retained the discriminant
information more complete when reducing the number of features and to make
the features learned more conducive to the further data analysis.

(2)

3 UD-LLE Model

To realize the discrimination feature learning, UD-LLE adds constraints to the
original foundation. The discrimination information between data sets points is
increased with the quantitative comparison of similarity within the data set when
the reconstruction error becomes lower. And the gradient descent algorithm is
used to solve it.
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3.1 Construction of UD-LLE

Suppose that the sample set X can be divided into K class clusters, and each
class cluster is marked as C}. Discriminant information is used to guide feature
learning. And the new cost function of the model can be obtained as Eq. 3:

miny L(Y) = § Y, 1y — Xjequ ¥iwisl 2 + 5 Xk Xy ec, 10 — cill?
=9L+ 2L,
s.t. vazl y; =0, % 1'111 yiTyi =1 (3)
0<a<1,0<8<l,a+p06=1
1<i<N,1<j<N1<k<K

where ¢, represents the center of Ci, Q(i) represents the set of reconstructed
data points belonging to the nearest data point of ith data sample point in the
data set. Ly is the objective function of LLE which means preserve the local
linear relationship; Ls is the constraint condition to strengthen the discriminant
information based on the similarity of the class and cluster of the data set. «, (8
are used to weigh the proportion of spatial structure of original spatial informa-
tion and discriminative feature retention in the process of feature extraction.

Gradient descent with momentum can be used to solve the target Eq.3 and
to accelerate the convergence rate of the model which is shown as Eq. 4:

y(t) — y(t—l) ~amED
(2 1
where m(*~Y represents the momentum when the (t—1)th update, yz@ represents
y; after tth update, p represents the discount factor which is used to adjust the
influence of the historical gradient on the current gradient, A is the learning rate
which represents the step size of each descent gradient.

There are three kinds of variables in the model to be decided: y;, ¢, w;;. Since
the second term is fixed, only the optimal solution of the first term needs to be
calculated during initialization. Firstly, the initial value of the low dimensional
feature space during gradient descent is required to be solved. The weight matrix
is derived from the original high-dimensional data space using the least square
method, and Eq.5 can be obtained as follows:

N N
e(W) = 2?1 |z; — Zj:l ajwij|[?
= Yima Wio(@ilf — zjeqe) " (@1} — zjequ) Wi

where 1;, represents a full 1-column vector of k x 1, W; g represents the recon-
struction weight of neighbor of y;, Wp; represents the weight of y; to reconstruct
yr which contains y; as its neighbor, W, represents the ith row vector of the
weight matrix, W ; represents the ith column vector of the weight matrix.

Mark S; = (21} — zjequ)” (2ilf — 2jeq()), and then the Lagrange multi-
plier method is used to solve Eq.5 and get Eq. 6 as following:

-1
ro_ S e
b TS,

()

(6)
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The expression of L is transformed into a constrained optimization problem,
and make further optimization transformation to get Eq. 7:

Li(Y) = 3205 (i = YW (s = YW )
=tr(Y(I - W)T(I -W)YT)

Mark M = (I — W)T(I — W), and the dimensionality reduction mapping
which minimizes the initial reconstruction error is equivalent to the vector space
formed by the corresponding eigenvectors of the minimum eigenvalues M. Since
the smallest eigenvalue is close to 0, the corresponding eigenvectors of the eigen-
values in [1,d + 1] are selected in the order from small to large as the initial
low dimensional feature space mapping. Then, the overall objective formula is
optimized by gradient descent. The objective function is composed of adding
up L; and Ly. When solving the gradient of L;, we get the expansion result as
shown in Eq. 8 in where the nearest neighbor reconstruction data points in the
data set include the set of data points of the ith data sample point is represents
as P(i):

Ly = lyi — ZjeQ(i) wijyj||2 + Zk;ﬁi llyr — ZjeQ(k)J;ﬁi WkjYj — wkz‘yiHQ (8)

The partial derivative of Eq. 8 is solved as Eq.9:

)
azil =2(yi — ZjeQ(i) WijYi + ZkEP(i) wki(ZjeQ(k) Wiy — Yk)) 9)

There are two summations in Lo, and it is solved as Eq. 10:

OLo
0yi

=2(yi — ) (10)

In conclusion, we can get the partial derivation of L about y; as Eq. 11:

oL
9y

=i = X jeqn) Wis¥i T 2kep) Wei(Xojequr Wrils — Yk)) + By — k)
(11)
By substituting Eq. 11 into Eq. 4, the update formula of parameter y; can be
obtained and it is rewritten into matrix format as shown in Eq. 12:
SL(?JE{'?I)) _ L YWT YWT —YYW. L
Oyi = a(y; i, + ( W) + By — ck)
=yi — (YW ~YWTW, +YW,) — Bex (12)

3.2 Algorithm Based on UD-LLE Model

The above chapters introduce the objective function of UD-LLE model in detail,
complete the reasoning of the model, and obtain the update formula of low
dimensional feature space. The algorithm flow of UD-LLE model is given below.
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Algorithm 1. UD-LLE Algorithm

Input: Data set X = {z1,29,...., 2N}, 2 € R%, the number of reconstructing neighbor-
hood of a data sample k, number of data class clusters K, number of features to be
retained after feature learning d, adjustment factor «, (3, maximum number of itera-
tions T, iterative step A, learning rate p

Output: Feature space Y = {y1,y2,...,yn },¥: € R4

1: Using KNN algorithm to obtain k adjacent data sample points of each data sample
point

2: W « Reconstruction of weight matrix

3: Me—(I —W)T(I-W)

4: Yo—The [1,d + 1] matrix eigenvectors of M

5: cx«—Using clustering algorithm to get clustering center

6: for tin 1,2,...,T do

7 y; < Using Eq.12

8: cr<—Using clustering algorithm to get clustering center

9: L — Using Eq.3

10: if L is minimum then
11: return Y
12: return Y

4 Experimental Results

To verify the effect of the UD-LLE model, one evaluation index called clustering
accuracy is used with three different clustering algorithms on the selected data
sets for comparative experiments.

4.1 Evaluation Measures

To quantitatively describe the effect of feature learning and facilitate the compar-
ison of experimental results, we use the clustering effect to measure the amount
of discrimination information retained.

(1) Accuracy (ACC)
The calculation formula of clustering accuracy is as Eq. 13:

Zil match(map(l;),t;)

A =
cc N

(13)

where N means the number of the data set, [; is the label of ith sample
when having clustering, and ¢; is the real label, map(l;) is the mapping
function to match two labels which can get the real label of label /;. When
x =y, match(z,y) = 1, or match(z,y) = 0.

(2) Friedman test and Iman — Davenport
The definition of Friedman statistics is shown as Eq. 14:

ZR‘Q _ala+ 1)2

s 12n
Xr = ala+1) 4




Locally Linear Embedding Discriminant Feature Learning Model 9

Iman and Davenport put forward a more comprehensive index to evaluate
the performance of the algorithm. The definition is as Eq. 15:

(n—1x%

Fp=—2F
P nla—1) %

(15)
where n means the number of data sets, a means the number of the algo-

rithms, R; means the average rank of the algorithm, the Fr distribution
with degrees of freedom(a — 1) and (a — 1)(n — 1) is obeyed.

4.2 Experimental Settings

In this paper, the experiment is carried out on 8 real datasets, which are from
the image datasets with high reliability in Microsoft Research Asia multimedia
(MSRA). Table1 lists the detailed information of the experimental data sets.
Meanwhile, the comparison experiment is carried out in two parts: different fea-
ture spaces and parameter adjustment. K-means [34], DP [35,36] and AP [37]
are used to cluster the data set after feature learning. Accuracy is used as exter-
nal evaluation index to compare the clustering effect. The parameter adjustment
experiment verifies the effectiveness of the model by comparing the average accu-
racy through the § in the [0, 1] interval.

The number of features solved by feature learning is not only the key param-
eter but also has the most significant effect on the results in this experiment. To
compare the fairness, this paper compares the performance of each algorithm by
reducing the same original data space to the same number of features. At the
same time, each algorithm is run ten times under each dataset, and the average
value is taken as the final result. The parameters of the UD-LLE model in this
comparative experiment are set as follows: the adjustment factors a and (3 are
set to 0.6 and 0.4, the learning rate is set to 0.002, and the discount factor of
momentum gradient decline is set to 0.5, The maximum number of iterations
is set to 2000. For the UD-LLE model and standard LLE model, the number
of features selected and retained is set to one percent of the original number of

Table 1. Detail information of the data sets.

Idx | Data sets Samples | Features | Classes
D01 | Ambulances 930 892 3
D02 | Anonovo 732 892 3
D03 | Balloon 830 892 3
D04 | Boot1 845 892 3
D05 | Butterflytattoo | 738 892 3
D06 | CANE 1080 856 9
D07 | Ufoll 881 899 3
D08 | Vista 799 899 3
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features in the dataset, and the number of nearest neighbors k is set to one-tenth
of the original data items in the dataset.

4.3 Comparison Results

Model Comparison. Tables2 and 3 show the clustering results of K-means,
DP and AP clustering algorithms in the original data space, the data space after
feature learning using standard LLE algorithm, and the data space after feature
learning using UD-LLE feature learning model. The data results ranking first in
statistics are shown in bold.

Accuracy. From Table2, the accuracy of the clustering obtained by using the
feature information used in K-means and DP clustering using UD-LLE model is
the highest among the nine combination algorithms. Meanwhile, the combination
of UD-LLE and DP algorithm has obtained the highest average accuracy rate
of 56.69% in 8 data sets. Compared with the original data space and standard
LLE feature learning algorithm, the accuracy of the three clustering algorithms
is improved by 9.93% and 10.24% on average.

Table 2. UD-LLE and LLE use different clustering algorithms to compare the clus-
tering accuracy of each data set.

Idx Raw_Data LLE UD-LLE

Km AP DP Km AP DP Km AP DP
DO01 0.4713 | 0.0548 | 0.5667 | 0.5612 | 0.0473 | 0.5204 | 0.6398 | 0.1075 | 0.6398
D02 0.4817 1 0.0792 | 0.4822 | 0.4577 | 0.07510.4303 |0.4918 | 0.1708 | 0.4918
Do3 0.4398 | 0.0687 | 0.4289 | 0.4570 |0.0675|0.5169 | 0.5542|0.1566 | 0.5542
Do4 0.4734 1 0.0746 | 0.4059 | 0.4697 |0.0592|0.4604 |0.4911 |0.1621 | 0.4911
D05 0.5440 | 0.1125 | 0.5556 | 0.6598 | 0.0935 | 0.4566 | 0.6355 | 0.4404 | 0.6355
Do6 0.5297|0.2213 | 0.3370 | 0.7093 | 0.2139 |0.2444 | 0.7278 |0.6019 | 0.7278
Do7 0.4115|0.4257 | 0.3825 | 0.4217 |0.0511 | 0.3587 | 0.4427 | 0.1669  0.4427
Dos 0.4690 | 0.0914 | 0.4881 | 0.5064 |0.0763 | 0.6083 | 0.5519 |0.1039 | 0.5519
ave-Acc | 0.4776 | 0.1410 | 0.4559 | 0.5304 | 0.0855 | 0.4495 | 0.5669 | 0.2388 | 0.5669

It can be seen from Table 3 that the statistical test index Friedman is used for
hypothesis test and comprehensive evaluation of UD-LLE model. It can be seen
from Table 3 that the UD-LLE model is the best one with a sequence value of
1.0000. By substituting Eq. (14), the Friedman statistic can get an approximate
value as:

X7 =8 x |2.5625% + 2.4375% 4 1.0000% —

42
3 Z ~12.0625  (16)
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By substituting Eq. (15), the Iman Davenport statistic is obtained as:
7 x 12.0625
2
= = x9.4475 17
X 3 12.0625 (7

It is known that the calculated p value of F'(2,14) distribution is 0.0025, so the
feature performance of UD-LLE model is better than other comparative models.

Table 3. UD-LLE and LLE use different clustering algorithms to compare the clus-
tering average rank and average accuracy of each data set.

Idx | ave-Rank ave-Acc
Raw_Data |LLE UD-LLE Raw_Data | LLE | UD-LLE

D01 | 5.6667 (2.0) | 6.0000 (3.0) | 3.3333 (1.0) | 0.3643 0.3763 | 0.4623
D02 | 5.0000 (2.0) | 6.6667 (3.0) | 3.3333 (1.0) | 0.3477 0.3210 | 0.3848
D03 |6.3333 (3.0) | 5.3333 (2.0) | 3.3333 (1.0) | 0.3125 0.3471|0.4217
D04 | 6.0000 (3.0) | 5.6667 (2.0) | 3.3333 (1.0) | 0.3180 0.3298 | 0.3814
D05 | 5.6667 (3.0) | 5.3333 (2.0) | 4.6667 (1.0) | 0.4040 0.4033 | 0.5705
D06 | 6.3333 (2.5) | 6.3333 (2.5) | 2.3333 (1.0) | 0.3627 0.3892 | 0.6858
D07 | 4.6667 (2.0) | 6.6667 (3.0) | 3.6667 (1.0) | 0.4066 0.277210.3508
D08 | 6.3333 (3.0) | 4.6667 (2.0) | 4.0000 (1.0) | 0.3495 0.3970 | 0.4026
Ave | 2.5625 2.4375 1.0000 0.3581 0.3551 | 0.4575

MNIST Visualization. As shown in Fig. 1 UD-LLE can make the feature between
different clusters further than LLE, which can highly improve the discrimination
of points on the boundary of class clusters. The two most discriminant features
are visualized in the figure to show the discriminant improvement of features
and prove the validity of the model.

‘EOD;'S UD-LLE _match LLE_match

n s g 5
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o S 80
2 5 bo B oS B
‘ 4 o o
N - ogo w0 .i ogo
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+ oo J g,
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Fig. 1. The results of MNIST dataset in LLE model and UD-LLE model. Set k£ = 30,
d=15,a=0.6, p=0.002, A = 0.5, T = 1000. We choose 3 kinds of numbers in MNIST
dataset with 100 data per number. a) and c) display the real tag corresponding to the
feature, b) and d) point out the matching results between clustering results and real
labels.
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Parameter Adjustment. Figure2 shows the average accuracy of the three
clustering algorithms obtained by adjusting parameters on 8 experimental data
sets. Through the analysis and comparison of the line chart in Fig. 2, we can get
the following conclusions:

— The effect of the UD-LLE model is influenced by trade-off factors. When
8 = 0 means only the discriminant information is considered, the clustering
accuracy is approximately equal to that of the standard LLE algorithm. When
(8 =1 compared with the standard LLE algorithm, the UD-LLE model can
better retain the high-dimensional spatial structure of the data, to increase
the discriminant information between the data and achieve a better clustering
effect.

— UD-LLE model in the sample data set about the adjustment factor of the
broken line fully proved that the UD-LLE model added based on clustering
algorithm discriminant constraint bar can effectively improve the discrim-
inability of learning features compared with the standard LLE algorithm and
the original data space.

0.6 ~==UD-LLE 05 045 05
0.55 aw-Data
Raw-Data 045 0.45
05 ik 04
045 04 04
04 035 .
035 g = 0.35 )
035 N
03 03 03 03
1 08060402 0 1 08060402 0 1 08060402 0 1 08060402 0
a) DOL b) D02 ¢) D03 d)Do4
0.65 08 0.45 0.6
0.6 0.7 04 A 0.55
0.55 0.6 03
035 0.45
05 0.5 o we
045 0.4 03 035
04 a 03 025 - 03
1 08060402 0 1 08 06 0402 0 1 08 06 04 02 0 1 08060402 0
¢) D05 £ D06 ) D07 h) DoS

Fig. 2. Comparing the adjustment results of parameter § in UD-LLE model, the
abscissa represents 3, and the ordinate is the average accuracy in the three clustering
algorithms

5 Conclusion

In this paper, a discriminant feature learning model based on locally linear
embedding called UD-LLE is proposed by adding discriminant constraints in the
process of feature learning to realize discriminant feature learning. The experi-
ment shows that the model can carry out effective discriminant feature learning,
which increases the accuracy of subsequent machine learning or data analysis.
This model optimizes and improves the basic algorithm, and proposes a dis-
criminant learning framework based on unsupervised information, which can be
applied to other basic or improved algorithms.
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Abstract. Based on the principle of locality, the current Cache hitrate has reached
a high level. At the same time, its replacement algorithm has also encountered a
bottleneck. The current algorithms show poor results on large-scale datasets. In
this paper, machine learning technology is applied to the hit strategy of Cache. The
calculation task is converted into a DAG graph, and then the DAG graph is repre-
sented by an adjacency matrix, and the multiple linear regression model is input
to predict the number of the Cache block to be called. The final experiment shows
that this method can greatly improve the accuracy of Cache block scheduling, and
ultimately improve the efficiency of system operation.

Keywords: Cache - Replacement strategy - Machine learning

1 Introduction

With the development of computer hardware and software, some technologies have also
ushered in major developments, such as big data technology [1] and deep learning tech-
nology [2]. At the same time, there has been a serious mismatch between the development
of large-scale software and the computing power of current computers. And the industry
often uses multiple devices and computing cores to solve this problem, especially in the
cloud computing industry [3]. However, this kind of solution is destined to encounter
its bottleneck, and how to improve the computing speed from the computer itself is also
very important.

In recent years, more and more researches have focused on Cache hit strategy opti-
mization. Due to the working mechanism of the Cache, the data in the Cache needs
to be replaced. The most important problem to be solved is: how to allocate the lim-
ited space to the corresponding data in the memory, and minimize the scheduling. The
current algorithms show unsatisfactory results when the calculation scale is large. In
addition, due to the complexity of the system, the datasets accessed by different types
of programs have different characteristics, but current algorithms do not provide such
high-intensity locality. For any program executed on the CPU, the data that the algorithm
needs to access is regarded as the same type by the Cache, so that the Cache will not
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treat different data differently. With the continuous development of various applications
and dedicated hardware today, a single cache structure cannot meet the needs of data
diversity. Therefore, solving this problem is the key to improving the current Cache hit
rate bottleneck.

In response to this contradiction, more and more researchers have begun to pay
attention to this problem. Qureshi et al. [4] proposed an LRU insertion strategy. When
Cache searches for cache blocks, new cache blocks are inserted into the LRU side
first, which makes LIP performance more stable and makes applications with relatively
strong locality have an ideal hit rate. Guo F et al. [5] first proposed an analysis model for
predicting the performance of a cache replacement strategy. The model takes a simple
cycle sequence analysis of each application as an input, and uses the statistical properties
of the application under different replacement strategies as an output, and the model uses
Markov process to calculate the probability of cache miss. Ramo et al. [6] proposed a
method that allows the block-based cache design interface to be exposed to middleware
designers by designing a simple cache line-aware optimization interface.

The above methods have improved efficiency compared with traditional scheduling
algorithms, but they also have the problem of large computational overhead and less
improvement in Cache hit rate, and they do not perform well on large-scale datasets, so
they still cannot meet the current Cache hit rate. Claim. Therefore, this article applies
deep learning technology to the hit strategy of Cache, by converting the calculation task
into a DAG graph, and then inputting the DAG graph and other system features into the
multiple linear regression model to predict the block number that will be called out of
the Cache, and then import the corresponding Memory block.

2 Prearrangement Knowledge

2.1 Multiple Linear Regression Algorithm

Linear regression algorithm is often used to analyze the correlation between indepen-
dent variables and dependent variables. When there are multiple independent variables,
this method is also called multiple linear regression [7]. The steps of multiple linear
regression generally include modeling, solving unknown parameters, credibility testing,
and prediction. Its model can be defined as:

) =wo +wixp +waxa + ...+ wix, )

among them, x is a multivariate vector of independent variables, f (x) is a dependent
variable, and w; represents the weight of each variable.

The existing datasets D contains data feature X and datalabel Y to train the regression
model. Suppose the datasets has m data and j features. Assuming that the constant term
is removed, the model requires a total of j weights.
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The purpose of training is to find a series of parameters to make XW fit Y as much as
possible, that is, make the Euclidean distance between XW and Y as small as possible. In
order to achieve this goal, a reference indicator needs to be added to the model, namely
the loss function:

J(w) = i(xw -NIXW—Y) = % Do) —y 0y (5)

i=1

Then the purpose of linear regression is transformed into minimizing J (w) through
iteration.

2.2 DAG Task Graph

From the perspective of the program running on the computer system, the program can be
divided into code blocks with different functions. In these code blocks, if task A depends
on task B, then the two tasks are connected by a directed edge Up, thatis, A — B, then
the relationship of the entire task constitutes a directed graph, which is also called a task
graph [8].

Task graphs can be used to convert computational tasks into graphs for analysis
and research, so that discrete mathematics methods can be used to optimize the entire
computational path. Because directed acyclic graphs are simple and easy to divide.
Therefore, acyclic graphs are usually used in the research of task graphs.

3 Method

3.1 Problem Definition

Definition C is the collection of all Cache blocks in the system, 7 is the task graph
information of the job to be calculated, S is the information of a series of computer
systems, F is the the processed feature vector by using 7 and S. Define the Cache
block call prediction function y = CFun(F), where y represents the vector information
of the Cache block to be called out, and F is the feature vector information during
this scheduling. Define a function r = CMRate(n, Y) that calculates the cache miss
rate when accessing the Cache n times in the future, where Y represents a tuple of all
scheduling schemes. The goal of the prediction function y = CFun(F) is to make r
reach the minimum value when the main memory is accessed » times in the future.
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3.2 Feature Processing

The Cache scheduling situation in the computer is recorded by special hardware. Each
Cache block number corresponds to a field, and the fields include the main memory
block number, the Cache block number, the dirty bit, and the DAG subtask node number
corresponding to the Cache block. Assuming that the number of Cache blocks in the
computer is c, these features can be expressed as a matrix of ¢ x 4. Expand this matrix
by column vector to the column vector of 4c x 1, and denote this vector as F. The
DAG graph is a plane directed graph, which cannot be represented by one-dimensional
data. Therefore, the method adopted in this paper is to express the DAG graph with an
adjacency matrix, and then process it. The adjacency matrix is shown in formula (6):

12 n
al al e al
a% a% e ag
D=\ "~ . (6)
1.2 n
an an e an

Assuming that the subtasks divided by the DAG graph correspond to n nodes respec-
tively, then af represents the relationship coefficient between the ith node and the jth
node. For the value of the relationship coefficient in the matrix, including the following
Possible values:

When a{ = 0, it means that the ith node has no relationship with the jth node.
When a{ = 1, it means that the task of the ith node depends on the task of the jth node.
When af = 2, it means that the task of the ith node depends on the task of the jth node.

When ag = 3, it means that the tasks of the ith node and the jth node has relationship
with each other.

3.3 Model Training

Due to the particularity of the problem, it is difficult to find an optimal solution to
the problem, but a better solution can be obtained through algorithms. Because this
paper uses linear regression algorithm to solve the problem, and linear regression is a
supervised algorithm, it is necessary to provide labels for the input of each datasets.
In this regard, the strategy we adopt is to assist in providing an approximate solution
of the label through other algorithms, thereby assisting the network to converge, and
finally through the additional loss function to make the model obtain better performance.
Therefore, when training the model, the y label of this schedule is selected by obtaining
the solution of the conventional algorithm. Assuming that the set of algorithm functions
is Func = {F1(x), F2(x), ..., F;(x)}, then the final label is y = Max(count(Func(x))).
Among them, the function Max is used to obtain the maximum value, and the function
count is used to count the number of times each function in Func takes the value of the
input value x.

In the unsupervised algorithm, setting the correct reward and punishment mechanism
can significantly improve the performance of the network. Therefore, this article uses
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this idea to improve the performance of the network, adding a reward and punishment
loss function to the traditional loss function, which adjusts the parameters by analyzing
the scheduling effect produced by the future algorithm. In order to evaluate the effect of
the algorithm at a certain stage, it is necessary to count the number of cache misses in a
period of time. Therefore, this article counts the number of Cache Misses in this stage
during each s time period when the main memory address is accessed. In order for the
algorithm to consider the timing characteristics, it is necessary to count the number of
cache misses in different stages. The loss function is shown in formula (7):

n

Cm,-
J(")_i;n—i“ (7)
among them, 7 is the number of stages to be considered in the current stage of the
algorithm, i indicates the number of stages, and Cm; indicates the number of cache
misses in the i stage. The selected stage includes the n stage from the current stage to
the previous stage, and the 1 stage is the current stage. n should be a reasonable value,
when 7 is too large, the convergence time of the algorithm will be prolonged, when 7,
is too small, the algorithm will produce thrashing and it is not easy to converge. The
summation of Cm; adopts the strategy of linear decay with time, so that the algorithm
can consider the timing feature.
Table 1 shows the notations and explanations in this study.

Table 1. Notations and explanations

Notation Explanation

C Set of all Cache blocks

T Task graph information

S Extra information of a series of computer systems
F Processed feature vector

CFun() Cache block call prediction function

y Vector information of the Cache block to be clean
CMRate() Cache miss rate compute function

r Cache miss rate

Y Tuple of all scheduling schemes

D Adjacency matrix of DAG graph

c The number of Cache blocks

F Flattened matrix of Cache information

a{: Value of the node of in row #, column j

Max() The function of getting the max value in the array
count() The function of counting the number of element in the array

(continued)
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Table 1. (continued)

Notation Explanation

n The number of stages to be considered

i The identifier of the stage

Cm; The number of cache misses in the i stage

3.4 Component Design

For all current Cache scheduling structures, it is impossible to implement a scheduling
strategy based on multiple features. Therefore, this research needs to add new com-
ponents to the cache structure to implement the above mechanism. Through analysis,
the functions that the new components need to achieve include feature acquisition, data
block division, frequency statistics of data block access, event detection, data collection
and combination, and data block information recording.

Cache Line Index

\ 4

Cache Set Controller P Trigger

Data Collector

Memor
el | v
> Calculator
el |
Tag| Inf | Dir Block 3 +
>
» Distributor
<

y
\ 4

A

Fig. 1. Hardware structure

As shown in Fig. 1, the components added by the computer implementing
the algorithm in this paper mainly include Trigger, Data Collector, Calculator, and
Distributor.

Trigger: The trigger is responsible for monitoring the status of the Cache Set Controller.
When a request arrives in the cache group, the Cache Set Controller needs to search for
the cache block in the current cache group according to the physical address. If the
corresponding row is not found according to the address, it sends a Cache Miss signal,
otherwise it sends a Cache Hit signal. When the cache group is full, a Cache Full signal
is sent, and a scheduling signal is sent to the Calculator. In addition, Trigger is also
responsible for storing information from the Cache Set Controller and calculator in the
cache.
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Data Collector: The data collector is responsible for collecting information from caches
and other information sources. And the information is processed and sent to the calculator
in the form of a binary stream in the logical form of a vector.

Calculator: Mainly responsible for implementing the scheduling algorithm. It contains
data input lines, data output lines, signal lines and calculation circuits. The input line
is used to read the features required for calculation from the data collector. The output
line is used to send the calculated scheduling result to the scheduler. The signal line is
used to communicate with the trigger. The calculation circuit is implemented based on
logical expressions, and its purpose is to implement scheduling algorithms.

Distributor: Whenever a message from the calculator is received, the scheduler will
schedule it. The main functions it realizes include receiving and processing the schedul-
ing signal sent from the calculator, the replacement of the Cache line and the main
memory block. At the same time, it is also responsible for modifying the information bit
(Inf) and dirty bit (Dir) of the Cache line, and writing the content of the block containing
the dirty bit back to the main memory.

4 Experimental Analysis

In the current research field, the research on Cache is based on the form of system
simulation to judge and improve the method. Using the form of system simulation to
evaluate the algorithm mainly has the following advantages. (1) Simple deployment. By
means of simulation, researchers can quickly conduct experiments and evaluate the pro-
posed methods. The use of hardware for experiments requires a long preparation period.
(2) Convenient for experiment. The effectiveness and deficiencies of the algorithm can
be quickly verified by means of simulation. And can quickly iteratively improve the
algorithm. (3) Powerful functions. The simulation software integrates a variety of exper-
imental conditions, which can test the performance of the algorithm and explore the
robustness of the algorithm in different environments.

Therefore, this article conducted a simulation experiment on the GEMS5 platform
[9], and the specific configuration of the machine is shown in Table 2.

Table 2. System configuration

Parameter Configuration

Operating system Ubuntu 16.04 LTS

GEMS5 System simulation software

CPU Single-core X86

TLB Instruction TLB 16-Entry Data TLB: 16-Entry
Memory 1 GB
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4.1 Evaluation Index

This study uses Cache Hit Rate to evaluate the efficiency of the method. The calculation
method of the cache hit rate is shown in formula (9).

Nhit

among them, HR represents the cache hit rate, Np;; represents the total number of Cache
hits, and N represents the number of times the CPU accesses the main memory.

4.2 Experimental Results

In the experiment, we divide the memory into main memory blocks of equal size, and
then perform random access to the main memory. For datasets of different sizes, we
record the frequency of datasets reading and writing to the main memory.

Table 3. Statistics of the number of read and write of the datasets

Type | Size of dataset

2KB |4KB |8KB |16KB |32KB |64KB |128KB |256KB |512KB | 1024 KB
Read | 16390 | 34035 | 67832 | 140343 | 269438 | 534938 | 1003842 | 2130290 | 4530304 | 9034249
Write | 10034 | 24983 | 48340 | 94334 | 173293 | 363942 | 633948 | 1302399 | 2693039 | 5132902

It can be seen from Table 3 that as the datasets increases, the number of times the
program reads and writes to the main memory also increases. And the increase shows
a linear law. Due to the different mechanisms of the read and write strategy, this article
will test and calculate read hits and write hits separately.

1.000

N Read Hit Rate
N Write Hit Rate
0.975

0.950

0.925
0.900
0.875
0.850
0.825
0808 2KB 4KB 8KB 16KB 32KB 64KB 128KB 256KB 512KB 1024KB

Size of Dataset

Hit Rate

Fig. 2. The performance of the algorithm under different size datasets
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It can be seen from Fig. 2 that as the datasets increases, the read hit rate and write
hit rate of the model are gradually decreasing. This is because as the scale of the pro-
gram involved in the calculation is gradually increasing, the scale of the variable is also
increasing. This has caused the Cache to greatly increase the difficulty in recognizing
the memory that needs to be transferred in or out.

In addition, in order to prove the superiority of the model in this paper on large-scale
computing tasks, we used the algorithm in this paper and other algorithms to conduct
comparative experiments on large-scale datasets of the same size. The algorithms for
comparison include the LRU algorithm, the algorithm of Qureshi et al. [4], and the
algorithm of Guo F et al. [5]. The size of the experimental datasets is 1024 KB.

1.0

BN Read Hit Rate
I Write Hit Rate

Hit Rate

N

LRU

Qureshi Guo F
Size of Dataset

Fig. 3. Comparison of three algorithms

It can be seen from Fig. 3 that there are obvious differences in the read and write hit
rate of the Cache between the algorithms. Among them, the algorithm effect of the LRU
algorithm is extremely poor. This is because when the datasets is too large, because the
total size of the Cache is less than the size of the data block required for the program to
run, the LRU algorithm will call out the cache that has not been accessed for the longest
time. This makes it possible for many memory blocks that have just been called out to be
accessed again in the next time, which in turn makes the algorithm “Thrashing” [10]. At
the same time, compared to the other two algorithms, our algorithm has a higher read hit
rate or write hit rate. This is because the model in this article calculates DAG task graph
features and other spatio-temporal features to make the algorithm effective to determine
whether a Cache block will be accessed again in the next period of time, the model in
this article also shows excellent results on larger datasets.
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5 Summary

The current Cache replacement algorithm does not perform different types of processing
for different types of datasets, which makes the system efficient. This paper uses machine
learning technology for the hit strategy of Cache, converts the computing task into a DAG
graph, and then inputs the DAG graph and other system features into the multiple linear
regression model to predict the block number that will be called out of the Cache, which
greatly improves the system Cache hit rate on large-scale datasets. In the future work,
we should focus on the hardware structure design based on this type of algorithm and
reduce the computational overhead of the algorithm, so that these algorithms can be put
into practical application.
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Abstract. There are more than 2800 higher education institutions in
China, all of which have a wealth of basic attributes and introduc-
tory information. However, by investigating common university and col-
lege information service platforms, we find a problem that users can-
not quickly access key information. Inspired by user profile and cor-
porate portraits, we propose a university portrait system incorporating
academic social networks. We first collect two types of data, then uti-
lize text mining techniques integrated with statistics-based methods and
topic-based methods to extract features and generate tags of universi-
ties. Additionally, we incorporate data related to the universities on the
academic social network SCHOLAT.COM including scholars, academic
news, courses and academic organizations to enrich our university por-
traits.

Keywords: University portraits + Text mining + Information
extraction + Academic social network - SCHOLAT

1 Introduction

The information explosion has led to difficulties in obtaining accurate and effec-
tive information and various solutions have been proposed for this problem, such
as recommendation system, knowledge graph, data portrait, with data portrait
technology being a successful example. User profile, also called user portrait, is
a model to generate tag-based profile with users’ classic information(name, age,
etc.) or social attributes [10]. Furthermore, user portrait can be used in person-
alized recommendation, for the reason that it can reflect users’ characteristic
and interest [6]. Corporate portrait utilizes the technology similar to user profile
and big data techniques to generate tags for corporations to describe their char-
acteristics and reputation, which is helpful for the business management [4,25].
With the massive application of big data technology, user profile and enterprise
portrait are widely researched and applied.

Wu et al. [23] proposed a probabilistic approach to fuse the underlying social
theories for jointly users temporal behaviours in social networking services. Gu
et al. [5] proposed a psychological modeling method based on computational
linguistic features to analyse Big Five personality traits of Sina Weibo users

© Springer Nature Singapore Pte Ltd. 2022
Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1492, pp. 25-36, 2022.
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and their relationship with social behaviour. Pan et al. [13] proposed a social
tag expansion model to complete a user profile through exploiting the relations
between tags to expand them and include a sufficient set of tags to alleviate
the tag sparsity problem. TF-IDF is a classic and useful weighting scheme in
tag-based user profile [10]. Tu et al. [22] integrated TF-IDF with TextRank to
mine and analyze users’ personal interests from Sina Weibo.

Information of higher education institutions contains a wealth of data, which
are valuable for administrators, teachers, students and other related researchers.
However, the information of higher education institutions in the Internet is often
too cumbersome for users to access the knowledge that they really want to know.
There is a wealth of information about universities on their official websites, ency-
clopaedic sites or other websites that publish information about them, including
profiles, histories, faculties and so on. However, they are often similar and it is
difficult to access key information in a short time. To the best of our knowledge,
there are few studies on processing university information data and constructing
university portraits. Therefore, it is necessary to integrate the data of univer-
sities and extract the appropriate tags based on their attributes and text of
introduction so that the data can be used effectively.

In this paper, we propose a university portrait system incorporated with data
on academic social network SCHOLAT [17]. We collect data on more than 2,800
universities in China in three categories, which are university basic information,
university introduction and related data from SCHOLAT. With the data, we ana-
lyze and mine important information of universities such as attributes, features,
projects and so on. In particular, we extract tags from the textual data of univer-
sities that are able to describe them effectively, concisely and painly. Moreover,
we incorporate university-related data from SCHOLAT, including academics,
academic news, courses and academic organizations to enrich the university por-
trait.

The reminder of this paper is organized as follows. The related research
about profiling is reviewed in Sect. 2. Section 3 presents the design of university
portrait system. Section 4 describes the methods of system implementation and
the evaluation of the system is presented in Sect.5. Finally, Sect.6 draws the
conclusion.

2 Preliminary

2.1 Text Mining Technique

In recent years, researchers have proposed several models on user profile or user
analysis. However, we find few research on analyzing data of higher education
institutions or university profile. Therefore, to construct university portraits,
we employ the techniques of user profile which extract important information
from textual data by utilizing keyword extraction methods such as TF-IDF,
Word2Vec, LDA topic model, textRank and so on (see e.g. [11,12]).

This paper mainly uses TF-IDF as data processing model to extract tags
of universities. TF-IDF is the abbreviation for term frequency(TF) and inverse
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document frequency(IDF). It is an important weighting techniques for informa-
tion retrieval and data mining, which is statistical method used to evaluate the
degree of importance for a word/term in a file from a corpus or file set.
Suppose there are N documents Dy, D, ...... ,Dyx and w is a keyword. The
function T'F,, p, is the frequency of the keyword w in the document D; :

count(w
TFyp, = D(|) (1)

where count(w) is t he times of w appearing in D; and |D;| is the number of
all words in D;. The function IDF,, is the logarithm of the ratio of N to the
number of documents containing w:

N

IDF, =log —
81 we DY

(2)
Clearly, IDF,, is larger if w is more prevalent; it is smaller otherwise. If the
keyword w does not appear in any documents, the denominator in the formula
(2) is 0, thus the following formula is usually used.

N

IDF, =1 ‘
I |l we D]

3)

Then the function TF-IDF,,, p, is defined as:
TF-IDF, p, =TF, p, - IDF, (4)
From the definition of TF-IDF, it can be seen that:

e The higher the frequency of a word in a document and its freshness (i.e., low
prevalence), the higher its value of TF-IDF.

o TF-IDF takes into account both frequency and freshness, filtering some com-
mon words and keeping important words that provide more information.

2.2 Scraping Techniques

Selenium, Requests and Beautiful Soup are common python libraries that can
be used for data crawling. Selenium is a tool for web browser automation which
provides extensions to emulate user interaction with browsers [19]. Selenium
tests run directly in the browser, as if a real user were operating them so it can
help address anti-crawling mechanism of some websites [8]. Using Requests can
simulate browser Requests, and Beautiful Soup can parse the content of web

pages.

2.3 SCHOLAT Data

SCHOLAT is an academic social network system specifically served for scholars,
including teachers, researchers and students [1]. Millions of real data are avail-
able here. According to statistics, SCHOLAT currently has over 150,000 users,
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most of whom are scholars from universities. Lin et al. [7] proposed a scholar
portrait system utilizing academic social network data in SCHOLAT to mine
scholars’ important information. There are over 200,000 university-related data
in SCHOLAT, including but not limited to user, academic news, course, and
academic organization. Thanks to the data from SCHOLAT, we can analyze a
university more comprehensively, allowing for a more comprehensive and unique
university portrait.

3 System Design

As mentioned above, we draw on the techniques of user profile to a great extent.
The data needed to build user profile includes static data such as basic user
information and dynamic data such as user behaviour data. Since university
information data has no behaviour data, we mainly collect basic information
data and introduction text data of them. We overview our university portrait
system in Fig. 1. The system mainly consists of two components, namely data
collection and tags generation. Before generating tags for university, there is a
necessary step, data preprocessing.

Data Collection and Cleaning Data Processing
Textual
Information Word Segment Slt{t;{)“\;\/:arld ‘
TF-IDF Keyword
i i Data o
University Basic Data >‘ Text Data ‘ ‘ Sorted Tags
Information Websites Attributes Repository
Top-K Topic Set
_ P!
B
ags
BCHoLIT: Relevant Data 2
SCHOLAT Data
. | University Relevant Data . . -
{5 :> in SCHOLAT Basic Attributes University Tags

Data Updating ©......... ... e

Portrai'{ Tags Cloud
Construction

Data Visualization

Portrait Construction and Updating

Fig. 1. Overview of university portrait.
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3.1 Data Collection and Data Cleaning

University data play an important role in the university portrait because it
depends on large amounts of university information data to generate tags of uni-
versities and construct university portrait. In order to obtain accurate, author-
itative and sufficient data, we select four university information platforms in
China, including China Higher Education Student Information and Career Cen-
ter (CHSI) [21], Education Online of China (EOL) [2] and Baidu Encyclopedia
[3]. The data types, source and their description are roughly shown in Table 1.

Table 1. Data types of university information.

Field Source Description

univCode CHSI The code assigned by Chinese Ministry of Education
univName CHSI/Baidu Encyclopedia | The name of university in Chinese

univNameEn | Baidu Encyclopedia The name of university in English

univUrl CHSI/Baidu Encyclopedia | The official website of university

univAdmin CHSI The administrative department of the University
univType CHSI Discipline categories of university

univDegree CHSI/ Baidu Encyclopedia | Education degree level of university

univAddress Baidu Encyclopedia Province and detailed address of university

univAttributes | CHSI/Baidu Encyclopedia | Attributes and features of university
univintro CHSI/EOL The long text of university introduction

univSummary | Baidu Encyclopedia The shorter, concise, summarized university introduction

After collecting the data and storing them in the database, we find that
dirty data exist in both structured and unstructured text data. In particular,
data of university attributes are synonymous, which will affect the effectiveness
of tag generation. Therefore, we make a script to remove meaningless symbols
from fields in database table and normalize words with the same meaning in
university attributes into one word.

3.2 University Tags Extraction

With the preprocessed data, we use Jieba for word segmentation and stop words
removal, which are essential procedure of keywords extraction technique [20].
There are many Chinese proper nouns in the text in Chinese that describe the
attributes of the university. If we use default word segmentation method, it does
not work well because the above-mentioned proper nouns cannot be identified. Liu
et al. [9] built a Topical PageRank onword graph to measure word importance with
respect to different topics and further calculate the ranking scores of words and
extract the top ranked ones as keyphrases. Wu et al. [24] proposed a Keyphrase
Identification Program (KIP), which extracts document keyphrases by using prior
positive samples of human identified domain keyphrases to assign weights to the
candidate keyphrases. Inspired by the above two methods, we count the term fre-
quencies of all attribute words occurring and calculate their weights as indicators
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to describe their importance. We selected top-K words according to the ranking of
the weights and construct a special dictionary of attribute words in Chinese uni-
versities. With this special dictionary, we are able to identify most of the university
attribute words as keywords [15]. On the other hand, we make a set of words for
university types as the topic set, because different types of university have their
specific attribute words. We integrate both special dictionary and university type
set when using TF-IDF for tags extraction [16].

4 Implementation

4.1 Data Collection

We collect university information data from the sources by using crawler libraries
of python including Selenium, Requests and Beautiful Soup. When some sites
allow us to crawl data, it will be more convenient to use Requests combined with
Beautiful Soup.

By employing crawler tools above, we are able to access several types of data
of university information and store into our MYSQL database. By the time this
article was completed, we collect information of more than 2800 colleges and
universities in China.

For collecting relevant data in SCHOLAT, we connect to the database and
query the data we need by using JDBC in Java with the support of SCHOLAT.
Currently, we mainly collect data on users, academic news, courses and academic
organizations of universities on SCHOLAT, to enrich the university portrait
through the statistics and presentation of the data. In addition, the data related
to colleges and universities on SCHOLAT are constantly updating, since users
on SCHOLAT are constantly generating new data. So our university portraits
are updated as a result. We leave data analysis for our future work.

After collecting university information data above, we start the procedure of
university tags extraction. First of all, we have to preprocess the data. Dirty data
exist in the data we collected. Specificially, there are three problems as follows:

1. There are extra, meaningless symbols or numbers in several fields.

2. There are synonyms for separate university names, resulting in data mis-
matching up.

3. Some keywords in the university attributes field are synonymous, i.e. more
than one keyword has the same meaning. For example, the phrase Institu-
tions of Higher Learning Innovation Ability Enhancement is also call Project
2011 in Chinese while Pilot Project for Training Top-notch Students in Basic
Subjects also known as Everest Project. There are many more such cases.

To address the first problem, we make a simple script in Python to remove
the dirty data from the fields of the database table. For the second problem,
we look for the mismatched data and correct the university names artificially.
As for the third problem, we find out all the synonyms of attribute words and
choose the shorter one to replace all of others, as we want the final generated
keywords to be as concise as possible.
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4.2 University Tagging

For the basic information of university such as name, type and address, we do
not need to do secondary preprocessing because they are concise enough. What
we have to focus on is the long text data of university, that is, summary and
introduction mentioned in Table1. According to Sect. 3.2, we define a special
dictionary including most of the proper attribute words of universities by means
of TF. We make a word set of university types matching to the university name,
to be the topic set which can also guide the Chinese word segmentation. With
loading our predefined special dictionary, we can avoid the problem of incorrectly
separating the attribute words of university. At the same time, we perform stop
word removal in the text with loading stop words dictionary to remove words
that are meaningless for keyword extraction such as auxiliaries. At this point,
we get the corpus of university introduction Corpus;,tro, set of attribute words
Setqir; and set of topics Setiopic-

We then use the corpus above (Corpusintre, Setatiri, Setiopic) for keyword
extraction. In this paper, we combine statistics-based methods and topic-based
methods [14] and our approach is shown in Algorithm 1. First, we calculate the
TF-IDF value of each term in Corpus;,r, and select those with a weight value
greater than 0.2 for sorting. If the number of terms is small, we will utilize topic-
based methods since good keywords should be relevant to the topics of the given
text. We use the set of keywords Setqsri and a set of topics Setiopic to allocate
keywords for different universities with different types by matching their topics
to the attribute words. Finally, we merge the keywords obtained by the above
two methods into the final set of keywords as the tags of universities.

Algorithm 1. University tagging with hybrid methods
Require:
Input: CorpuSintro, Se€tatir, S€tiopic;
Ensure:
Output The set of keywords for university tagging, T'agsuniv;
1: univCode = getFirstUnivCode(Corpusintro); /*get the first university code*/
2: for item in Corpusintro do
3:  initTags = calculateTFIDF (item); /*calculate each item of Corpusiniro™/
if initTags is not null then
/*select the items whose weight value is greater than 0.2*/
sortedTags = sortByWeight (initTags)
end if
if number of sortedTags <= k then
9: allocatedTags = allocateTagsByTopic(univCode, Setiopic, Setattr)
10: end if
11: TagSuniversity = mergeTags(sortedTags, allocatedTags)
12: univCode = getNextUnivCode(Corpusintro);
13: end for
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4.3 Portrait Construction and Updating

With basic attributes, generated tags and relevant data in SCHOLAT of univer-
sities, we select tags that can describe universities accurately and delineate the
dimensions to construct the university portrait. Finally, we visualize the data in
the system. In particular, we use tag cloud techniques to present keywords of
university information.

In general, the information of universities do not change easily. We will
update the name, address, level of education degree etc. in the university por-
trait based on the information published by the Chinese Ministry of Education
to ensure that the information is accurate and authoritative. In addition, the
keywords for university information will be updated by the introduction of uni-
versities.

5 Evaluation

5.1 Evaluation of University Portrait

Our university portrait includes not only basic attributes such as name, uni-
versity code, type, but also tags that are able to describe the university more
effectively and briefly. In addition, we integrate relevant data of the university
from SCHOLAT to make the university portrait more informative and diverse.
We visualize the information of the system. Taking Peking University as an
example, we show the basic attributes module and tag cloud visualization mod-
ule in Fig. 2.

We represent our final tags of university generated by our university portrait
system in tag cloud. The tag cloud words we selected mainly include univer-
sity name, attributes, features, development programs or projects which are
extracted from introduction text data of the university. With basic attributes
mentioned above and these tags, we can carry out further application or research
on university recommendation in the future.

Due to the limitation of space in this paper, we do not show other modules
of the system that are integrated with SCHOLAT data. We count the number of
users, academic news (especially related to recruitment), the number of courses
and the number of academic organizations created related to the university in
SCHOLAT. We then display the top-K scholars, courses, recruitment-related
news, courses and academic organizations of the university according to the
number of hits. We leave the problem that analyzing the university-related data
in SCHOLAT as future work.

5.2 Comparison

Here, we would like to compare the common university and college information
service platforms in China with our university portrait system. We mainly focus
on characteristics and insufficiencies of each platform. The university and college
information service platforms includes official homepage of the university, CHSI,
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SCHOLAT |[EULEIRV

Peking University

)

| University Tags

I University Information

Project211

© Beijing

@ http://www.pku.edu.cn/
University Code

10001

Abbreviation

PKU

Founding Date

1898

Institution Type

Project2011

Comprehensive University

Competent authority

Ministry of Education

Address

No.5, Summer Palace Road, Haidian District, Beijing

the National Key University

Fig. 2. The basic attributes module and tag cloud visualization module of university
portrait system. On the left is the basic attributes module, including the university’s
name, location, official website, university code, abbreviation, founding date, institu-
tion type, competent authority and detailed address. On the right is the University
Tags module, which mainly shows the tags of the university, which can accurately and
effectively describe the university.

Table 2. Comparison of common university information service platforms in China

and our college portrait

Platform

Characteristics

Insufficiencies

Official homepage of
university

Most official and authoritative

Difficult to get key information
because most of them are long text

CHSI The information is also Some of the text information is not
authoritative. Satisfaction survey consistent with the official homepage
data available

EOL Learning index, life index, The evaluation indicators of the

employment index and
comprehensive score available. Rate
of employment statistics available.

index are not open and transparent

University entries in
Baidu Encyclopedia

Abundant information concentrated
in one single page

Difficult to get key information in
short time

Shanghai Ranking

Focusing on institution rankings,
student quality rankings, and
discipline rankings

Some of the evaluation indicators are
debatable

Our university
portrait

Extracting basic and key
information. Combining SCHOLAT
data to describe the university

Lack of analysis of SCHOLAT data
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EOL, university entries in Baidu Encyclopedia and Shanghai Ranking [18]. Our
comparison is shown in Table 2.

The information service platform of various colleges and universities has
detailed information of colleges and universities, including but not limited to the
introduction, statistical data, admission prospectus, discipline description and
so on. Another type of platforms evaluate and rank the performance of univer-
sities and describe the university by rankings. As mentioned in Table 2, most of
them are difficult to get the key information in a glance. However, our university
portrait system extracts important information from the long text introduction
of universities, ensuring the accuracy of the information while allowing users to
access key information in a short time.

5.3 Discussion

Regarding university tag extraction, we have mainly used the TD-IDF based
method for keyword extraction and achieved desired results. Next we will use
deep learning methods for keyword extraction and combine the experimental
results with the most appropriate method. With regard to the system visual-
isation module, we will conduct some quantitative evaluations, such as user’s
comments and feedback. In addition, teachers or students of the university can
upload real data about the university, which can be used to enrich the university
portrait.

6 Conclusion

In this paper, we propose a university portrait system incorporating academic
social network SCHOLAT. The implementation mainly consists of two proce-
dures, which are data collecting and university tagging. We collect university
information data from multiples source and preprocess them by word segmen-
tation and stop words removal techniques. Then we perform university tagging
combining statistics-based methods and topic-based methods. Finally, we visu-
alize our data and display the university-related data of SCHOLAT. Although
text mining and information extraction techniques are used, university profiling
is still a new domain-specific research topic. There is potential for improvement
in the keyword extraction method used in this paper.

In summary, this paper has two contribution. Firstly, we proposed univer-
sity portrait, which no one had proposed before. Secondly, we incorporated the
university-related data on SCHOLAT to construct the university portrait, which
are real and useful. We would like to perform keyword extraction directly on the
original long text to obtain more useful information.

However, the university portrait still has some shortcomings that need to
be improve in our future work. Although we obtain the expected results by
using the current TF-IDF based method in keyword extraction, this is based
on the extensive data pre-processing work we have done. We would like to per-
form keyword extraction directly on the original long text to obtain more useful
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information. In addition, the content of the extracted tags represent the existing
information. In the future we will focus on some deep learning models that can
cope with the challenges that can generate new tags about the university based
on existing data. In addition, we will carry out further research on university
recommendation system with our university portrait.
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Abstract. Software or hardware problems in large data centers are usu-
ally packaged to be tickets which are assigned to different experts to solve.
It is very crucial to design multi-objective ticket scheduling algorithms
to maximize the total matching degree and minimize the total flowtime.
However, most of existing methods for assignment problems only con-
sider single objective, while some methods optimizing multi-objectives
are not for the same objectives of this paper. Meanwhile, exploring effec-
tiveness of existing meta-heuristics for multi-objective optimization could
be improved further. In this paper, a multi-objective heuristic algorithm
called (GAMOA¥*) is proposed for ticket scheduling which is the combi-
nation of a genetic algorithm (GA) and a multi-objective A* (MOA*). In
GAMOA*, ticket scheduling orders are evaluated and improved by GA,
while MOA* is applied to find a Pareto set of solutions given an order
of tickets effectively and efficiently. Experimental results illustrate that
our approach obtains better results than state-of-art algorithms.

Keywords: Genetic algorithm - Ticket scheduling - Multi-objective A
star + Cloud Computing *+ Routing problem

1 Introduction

End-users and application developers using Cloud Computing facilities may meet
software or hardware problems inevitably. User problems are usually recorded to
be tickets (contain problem descriptions) and sent to back-end experts to solve.
From the perspective of Cloud Computing providers, solving these problems
efficiently and effectively is beneficial to improving user experiences. Experts
have diverse technique background and problem solving experience, then have
different matching degrees for a specific ticket which determine the quality of
solving the tickets. Meanwhile, experts also have different estimated processing
times for the same ticket which have great impact on the response time to
users. Therefore, it is crucial to develop ticket scheduling algorithms in terms of
matching degrees and processing times.

The multi-objective scheduling of tickets to experts is an NP-hard problem.
In this paper, the total matching degree and total flowtime of overall tickets
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are optimized simultaneously where the flowtime of a ticket is the finish time
minus the arrival time of it. This ticket scheduling problem can be modeled to be
a multi-objective assignment problem which is a well known NP-hard problem
[1]. Most of existing works for assignment problems address the optimization of
a single objective function [2,3]. The multi-objective optimization can not be
solved by these methods directly [4]. Meanwhile, there are only a few existing
algorithms for solving multi-objective assignment problems using genetic algo-
rithms, simulated annealing and particle swarm optimization algorithms [1,5,6].
However, the exploring ability of these multi-objective meta-heuristic algorithms
can be enhanced by some exact algorithms like A star algorithm.

In this article, a hybrid of genetic algorithm and multi-objective A* (called
GAMOA¥*) is proposed for the ticket scheduling problem by taking advantages of
genetic algorithms and A* simultaneously. The genetic algorithm first sorts out
all tickets randomly to produce different ticket scheduling orders called genetic
chromosomes. Afterward, scheduling ordered tickets to experts is transformed
into a routing problem which can be solved by multi-objective A* effectively.
Next, solutions found by the multi-objective A* (MOA*) is used to calculate the
fitness of each chromosome, based on which better chromosomes are generated
by crossover and mutations. Finally, new chromosomes are evaluated by MOA*
again and the above process iterates until the stopping criteria are met. The
main contributions include (1) a novel multi-objective heuristic algorithm called
(GAMOA¥*) is proposed which is the hybrid of genetic algorithm and multi-
objective A*. (2) a Pareto-set based fitness calculation method is developed for
the individual with multiple solutions and a transforming method is proposed
to transform the ticket scheduling problem into a routing problem which is the
basis of using multi-objective A* as a local search method.

The rest of the article is organized as follows: Sect. 2 is related work. Section 3
demonstrates the problem formulation. The proposed heuristic is described in
Sect. 4. Experimental setup and results are presented in Sect. 5. Finally, Sect. 6
concludes the paper.

2 Related Work

Ticket routing and ticket scheduling are two important problems about ticket
solving. Ticket routing focus on finding the right order of candidate experts to
assign each ticket. Tickets are transferred to next expert on the path when they
can not be solved by the current experts. On the contrary, ticket scheduling
is in charge of finding an appropriate assignment considering both the total
matching degree (between tickets and experts) and the total flowtime. Ticket
routing techniques could be used to enhance ticket scheduling.

2.1 Ticket Routing

When a client’s request reaches the help desk, the operator has to view it, cat-
egorize it, and forward it to the responsible expert to investigate and fix the
requested problem. The procedure is termed ticket routing. The ticket scheduling
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to the experts has a resemblance with the ticket routing. Ticket content-mining
[7] and historical sequence [8,9] based methods have been developed for the ticket
routing. Shao et al. [8] developed a route recommender system based on different
orders of Markov models established from historical processing sequence data. In
content-based methods [7], tickets are usually classified to be different categories
by analysing text descriptions based on diverse machine learning techniques.
Content-based methods are usually only better on the tickets with rich text
descriptions. However, for general tickets with not too much descriptions, it has
been proved that content-based methods are usually outperformed by sequence
based methods [9]. There are also some hybrid methods based on Markov model
and content-mining [9]. However, most of existing methods about ticket solving
primarily focus on ticket routing ignoring the optimization of workload distri-
bution among experts.

2.2 Ticket Scheduling

Many methods have been developed for different kinds of assignment problems
and most of them are designed for single objective. Discrete particle swarm opti-
mization (DPSO) based methods are extensively used in multi-objective opti-
mization of assignment problems such as task scheduling in Grid [10], load bal-
ancing in heterogeneous computing systems [11,12] and task scheduling in a
distributed computing system [13,14] in terms of makespan, flowtime, reliabil-
ity and cost objectives, etc. Genetic algorithms are also widely used to solve
multi-objective optimization of assignment problems. Subhashini et al. [15,16]
developed a hybrid method of Elitist Non-dominated Sorting Genetic Algo-
rithm (NSGA-II) and the Non-dominated Sorting Particle Swarm Optimization
Algorithm (NSPSO) to schedule tasks in a heterogeneous environment for min-
imizing the makespan and flowtime. Khodadadi et al. [17] proposed an Genetic
Algorithm with Variable Neighborhood Search (GA-VNS) for independent task
scheduling in a grid environment to reduce the total cost and makespan. Many
other nature-inspired meta-heuristics are also applied for assignment problems
such as Simulated Annealing (SA) [18], Ant Colony Optimization (ACO) [18],
and Cuckoo and Gravitational Search (CGSA) [19]. However, there is no algo-
rithm designed for the ticket scheduling of this paper.

In a word, existing algorithms are usually designed for single objectives or
not for the multi-objective ticket scheduling. Meanwhile, existing meta-heuristics
could be improved by more efficient and effective local search methods because
the convergency speed of traditional meta-heuristic algorithms are very slow for
large scale ticket scheduling problems.

3 Problem Description

E = {e;,;i = 1,...,N} is the set of back-end experts in the Cloud Computing
Data Centers. It is assumed that tickets are scheduled to experts periodically.
For example, tickets are collected to be a batch and scheduled to experts every
six hours. It is assumed that all experts have finished the processing of the
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previous batch and are idle currently. T = {¢;,7 =1, ..., K'} is the set tickets in
the current batch. p;; and m;; denotes the processing time and matching degree
of ticket ¢; on expert e; respectively. Multiple tickets can be assigned to the same
expert. However, an expert cannot start a new ticket before finishing previous
tickets. Let d;; be the index of ticket ¢ on expert j. If ticket ¢ is not assigned
on expert j, dm = 0. For example, when tickets t;, to and t3 are assigned on
expert e; one by one, di; = 1, do;; = 2 and d3;; = 3. The flowtime f; ; of a
ticket t; on expert e; is its own processing time plus the waiting time (used to
process previous tickets). The objective of this article is to minimize the total
flowtime and maximize the total matching degree. The mathematical model of
this multi-objective tickets schedule is as follow.

K N
maXZZmiﬁj (di; >0) (1)

ifljfl
mmzsz (di; > 0) (2)
i=1 j=1

N
d(diy>0)=1i=1..K 3)

j=1

K N

Fe= 30D pig(dig > 0) % (dig < dpg) k=1, K n

i=1 j=1

Equation (1) and (2) maximize the total matching degree and minimize the
total flowtime. Equation (3) represents that one ticket is assigned to only one
expert. Equation (4) illustrates that the flowtime of ticket ¢ is the processing
time of ¢; plus processing times of tickets before t; on the same expert.

4 Proposed GAMOA*¥*

In this paper, a genetic algorithm-based multiple-objective A star algorithm
(GAMOA¥*) is presented for the multi-objective ticket scheduling problem.
Genetic algorithms (GA) have been widely used to solve multiple-objective
scheduling problems and obtain good performance. The main reason is that
GA has the ability to exploring the search space efficiently. However, the tradi-
tional GA lacks the ability to explore local optimal areas deeply. Therefore, some
local search methods have been reported to aid GA. Nonetheless, an exhausted
local search is very time-consuming. A star is an effective and efficient method
for route searching. In this article, the ticket scheduling is transformed into a
routing problem and solved by a multi-objective A star (MOA*) as an effective
local search method of GA. Figure 1la explains the flow chart of the proposed
GAMOA¥*. First, ticket orders are generated via a genetic algorithm. Second,
the fittest orders are selected via the fitness function. Then ticket assignment
on experts with the given ticket orders is transformed into a routing problem.
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Next, the routing problem is solved by the MOA* to find assignments of tickets
on experts in detail. Finally, a set of Pareto solutions is obtained for each order
of tickets. The fitness of this ticket order is evaluated based on these solutions
in terms of the total flowtime and matching degree. The above process iterates
until the stopping criteria are met.

4.1 Transforming Ticket Scheduling to Routing

Traditional routing problems are usually modeled via a directed graph with
weight on edges. The goal of routing algorithms is to find the route from source
to sink nodes with the optimal objectives. However, the goal of ticket scheduling
is to find an assignment of tickets to experts. Tickets can be assigned to experts
in any order. The A-star algorithm cannot be used to solve the original ticket
scheduling, which is very different from the routing problem. However, when the
ticket scheduling order is given, the ticket scheduling can be transformed into
a routing problem as follows: For example, in the left part of Fig.1b, tickets
are ordered to be {T3,T1,72,T4} which means that they are scheduled from
the top to bottom. On each row, nodes on the right of the ticket are candidate
experts for that ticket. The same expert might appear on multiple rows, which
means that multiple tickets can be assigned to the same expert. The calculating
of a ticket’s flowtime should consider already assigned tickets before this ticket.
Experts of different levels are connected by up-down links, and a source and sink
nodes are added to construct a directed graph. A route from the source node to
the sink node on the graph means a schedule of tickets to experts. For each level,
different selected nodes on the route mean assigning the corresponding tickets
to different experts. For this routing problem, the A* algorithm can be used to
solve it effectively. However, different orders of tickets have a significant impact
on the A* for the above routing problem.

Initiate & Input No# of Tickets: Source
Tickets=1,2,3,4,5,6,7,8,9, 10. o
¥ i
Ticket Orders generation vis GA:
1=(5,0.6; 12=(4,0.7] 13=(7,0.9]
Every Chromosome is a ticket order. é] B Q8600 (B =) LB 13-009)
4 .
Scheduling ordered tickets to experts
transformed into routing problem. é] wp [ Bl nd=302) [ B3 ns=(50.6) | F4  n6=(70.1) | ES | n7=(4,0.7)
¥ h f———f——
Multi-Objective A* Algorithm. @ wp B3 us=09) [ ES no=006)
‘ 2 m‘

Calculate fitness values in terms of total
Matching degree and total Flowtime.

| ; S S

_I Go back to step 2 & iterate: Node

(a) (b)

» E3 n10=(7,09) 0 E6 _nl1=(5,0.2)_ E7 _ n12=(3,0.6)

Fig. 1. An illustration of architecture of the proposed GAMOA* and transforming of
assignment problems into routing problem
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4.2 Multi-objective A* for Scheduling Ordered Tickets

Based on the proposed estimation function, the existing multi-objective A*
(MOA¥*) [20] is applied to solve the above-mentioned routing problem. MOA*
applies a best-first search technique which uses F;L =g, + h_;L as an evaluation
method to select the next open node for expansion where g(n) keeps the val-
ues (in tuples of multiple objectives) of the routes from the source node to the
current node in the search graph and h(n) estimates the path values (in tuples
too) from the current node to the final destination node. The calculating meth-
ods of h(n) determine the computation time of MOA* because f(n) is used to
cut searching branches. In this paper, an appropriate g(n) function is found to
reduce the time while maintaining search effectiveness.

Let (tw, s twys twss ---twy -+ twy ) e the ordered tickets and n is the node at
the level of ticket ¢, in the routing graph. S, = (n,gn, F(n,gr)) is a partial
solution from s to node n in the graph of the routing problem, where F'(n, ¢,) is
the function to calculate f based on \S,,. For each Sy, gy and the path to obtain
S, is stored in Gop(n) in the form of {(gn, > )} where P is the set of paths

obtaining g, like {(nl,n4,...,ni), (n2,nb,. m)} P will be updated when a
new path with the same g','l was extended. For one successor node m, P L will
be updated by adding paths (P [w],n),w = 1,...,|P7. |. In the partial solutlon

Sp, the flowtime of ticket ¢; on expert ej is

K
fig =Y pj(diy > 0) = (dij < di;) (5)

where d; ; is determined by P . For each node n, there might be multiple par-
tial solutions, i.e., Gop(n) may ‘have more than one elements with different Gn.-
Meanwhile, multlple paths might have the same g, making PS have multiple
paths. The calculation of g(n) is the sum up of total ﬂowtlme and matching
degree from source node to current node along the path of the current node as
follows.

Z fipe. 10113 Z ™ pe. o]fi]) (6)

i=ty, i=twq

where P [0] means get the first path from PZ. and P2 [0][z] returns the index
of selected expert for ticket ¢;. Let C'E; be the set of candidate experts’ index
of ;. h(;z) is the sum-up of minimum flowtime and maximum matching degree
of remaining unassigned tickets based on the partial solution. Flow times and
matching degrees are calculated separately, which means that unassigned tickets
are not necessarily scheduled to the same expert when calculating the minimum
flowtime and matching degree. During the calculating of flowtime, execution
times of tickets scheduled in the partial solution and tickets before the current
ticket should be considered. Let P;{ and Pg"z" record partial paths to estimate
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flowtime and matching degree based on g,,, respectively.

- by
=( > min{fish, > max{mi;}) (7)
i=twy i=tw iy

where f; ; is determined by P;{ :

Algorithm 1. Multi-objective A* (MOA).

Input: Ticket order Tp;

1: Initialize the source node (s), destination node (e), reached goal node set GOALN,
non-dominated cost set COST'S, the sets of non-dominated cost vectors of paths
reaching n that have or have not been explored G (n) and Gop(n), further
expanded path set OPEN and add S to set OPEN = (s, gz, F(s, gz));

2: while OPEN is not empty do
3: Select non_dominated (n, gn, F(s, gn)) with smallest flowtime in OPEN
4: Move gy, from Gop(n) and add g to Ge(n) if g not dominated by Gei(n);
5: if n is final node then
6: Include n in GOALN and g, in COST'S;
7 Filtering F'(z) in OPEN;
8: continue;
9: else
10: Get all successors nodes m and calculate gn, = gr + ¢(n, m);
11: if m is new then
12: Calculate F,, filtering estimates dominated by COST'S;
13: if F,, is not empty then
14: Put (m, gm, F(m,gm)) in OPEN
15: = (Pg [w],n),w=1,...,|P} | And add (gm,P,- ) to Gop(m)
16: continue;
17: end if
18: else
19: if gm € Gop(m)|JGei(m) then
20: Pl «— (Pg [w],n),w=1,..,|P% |. And add (gm,P;s,) to Gop(m)
21: continue;
22: else
23: Calculate F), filtering estimates dominated by COST'S,
24: if F,, is not empty then
25: Put (m, gm, F(m, gm)) in OPEN
26: Pl «— (PL[w],n),w=1,..,|Pg|. And add (gm, P>, ) to Gop(m)
27: continue;
28: end if
29: end if
30: end if
31: end if

32: end while
33: return Non_dominated results R;
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In the multi-objective A* algorithm, the OPEN set record the reachable
path. If the OPEN set is not empty, the partial solution S, = (n, g5, F'(n, g,))
with the minimum flowtime is taken from OPEN, and corresponding (g, P )
is removed from the unexplored set G, and added to the explored set Gcl
in the form of {(gn, P}, )}. If the fetched node n is the destination node, it is
added to the goal node-set GOALN and the g, value is added to the COSTS
set. If it is not the destination node, then the reachable node is obtained. The
extension node will be filtered if it is dominated by G,, and G;, and finally add
the remaining extension nodes to OPFEN. The formal description of multiple-
objective A* (MOA¥*) algorithm is shown in Algorithm 1.

An Example of MOA*: The process of MOA* for scheduling ordered tickets
in Fig.2a is as follows. Triples of partial solutions and values of GOALN and
COSTS are shown in Table 1.

— Tteration-1: G,,(S) = (0,0), and G¢(S) = 0. From the S node to the des-
tination node, the flowtime and matching degree of T1, and T2 need to be
calculated for calculating h(S). For ticket T1, the earliest finish time is 4 on
E2, and the maximum matching degree is 0.7 on E2. With T1 executed on
E2, the earliest finish time of T2 is 3 on El, and the maximum matching
degree of T2 is 0.6 on E3. Therefore h(S) = (7,1.3). The only path in OPEN
is selected, and its two extensions to nodes nl and n2 are added to OPEN,
as shown in Fig. 2a.

— Iteration-2: When calculating h(nl), T1 is executed on E1. If T2 is exe-
cuted on E1, the finish time of T2 is 8 including 5min of waiting and
3min of execution. The finish time of T2 is executed on E3 is 5. There-
fore, the earliest finish time is 5 on E3. The maximum matching degree
is 0.6 on E3. With T1 executed on E2, the earliest finish time of T2 is 3
on El, and the maximum matching degree of T2 is 0.6 on E3. The value
of h(nl) and h(n2) are (5,0.6) and (3,0.6) respectively. Update OPEN =
{(n1, (5,0.6),(10,1.2)), (n2,(4,0.7),(7,1.3))} and insert ((5,0.6),(S)) into
Gop(nl) and ((4,0.7),(S)) into Gop(n2). The non-dominated n2 with lowest
flowtime is selected.

— Iteration-3, update OPEN = {(nl, (5,0.6), (10,1.2)), (n3,(7,0.9),(7,0.9)),
(n4,(9,1.3),(9,1.3))}. The reason why h(n3) = h(nd) = (0,0) is that the
flowtime and matching degree from n3 and n4 to the destination node are
both zero. Insert ((7,0.9),(S,n2)) into Gop(n3) and ((9,1.3),(S,n2)) into
Gop(nd). And ((4,0.7), (5)) will be moved to G (n2) from Gop(n2). n3 is non-
dominated with smallest flowtime in OPEN and selected for the extension
towards node “e”. The node “e” represents a dummy node, and n3 is added
to the GOALN array. The cost vector of n3 is included in the COSTS array.
The n3 is closed and ((7,0.9), (S, n2)) will be moved to G¢;(n3) from G,p(n3).

— Iteration-4, update OPEN = {(nl,(5,0.6),(10,1.2)),(n4,(9,1.3), (9,
1.3))}. nd is non-dominated with smallest flowtime in OPEN and selected
for the extension towards node “e”. Update GOALN = {n3,n4} and
COSTS ={(7,0.9),(9,1.3)}.
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— Iteration-5, update OPEN = {(nl, (5,0.6), (10,1.2))}. The node is selected
for an extension to proceeds towards the goal nodes E1 and E3. The node E1
is closed and inserted into the G (nl).

— Iteration-6, the estimate (n3,(13,0.8),(13,0.8)), (n4, (10,1.2), (10,1.2)) will
be filtered by COST'S causing neither n3 nor n4 is added to OPEN. Update
OPEN = (). All the alternate solutions are filtered. The GOALN and
COSTS arrays are solution node n3(7,0.9),n4(9,1.3).

Table 1. An example of MOA* OPEN (<<< = selected node).

Iteration | OPEN GOALN | COSTS

1 (s, (0, 0), (7, 1.3)) 4] 0]

2 (n1, (5, 0.6), (10, 1.2)), (n2, (4, 0.7), %} %}
(7, 1 3)) <<< 8

3 (nl, (5, 0.6), (10, 1.2)), (n3, (7, 0.9), (n3) (7, 0.9)
(7, O 9)), <<< n2 (n4, (9, 1.3), (9, 1.3))

4 (n1, (5, 0.6), (10, 1.2)), (n4, (9, 1.3), (n3, n4) | (7, 0.9), (9, 1.3)
(9, 1 3)) <<< n2
(n1, (5, 0.6), (10, 1.2)) <<< S (n3, n4) | (7, 0.9), (9, 1.3)
%} (n3, nd) | (7, 0.9), (9, 1.3)

4.3 Genetic Algorithm for Ticket Ordering

The number of ticket orders is exponential to the number of tickets. It is very
time-consuming to solve every ticket orders using A*. In this article, a multiple-
objective GA (MGA) is employed to find appropriate ticket orders. MOA* is
used to collect the set of Pareto solutions for each individual.

Chromosome Encoding: Each chromosome is expressed as an array with a
length of K which represents a ticket order. Each chromosomes gene represents
the index of ticket, and a chromosome is an order of tickets. Figure 2b is an
example of a chromosome with K = 10.

Pareto Set Based Fitness Function: Selecting an appropriate fitness func-
tion is very crucial to genetic algorithms (GAs). For instance, the maximin [1]
is widely used to achieve optimum performance. However, a set of pareto solu-
tions are generated for each individual in the population of the genetic algorithm
of this paper (GA). Therefore, a pareto set based maximin fitness function is
presented. Given an objective function f with K objectives, f; denotes k-th
objective value of the i-th solution in the specific generation (k € {0,1} in this
paper). The formula of maximin Fitness Function [1] is

fitness; = max;z; jex (mingego 1, xy (fi — f1)) (8)
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E2

n2=(4,0.7) P | 3 ‘ B | 7 ‘ 0 5 31 | 4 \ 6 \ \
Ticket

E3

n4=(5,0.6)

(b)

Fig. 2. Examples for MOA* and chromosome encoding

where X is the set of non-dominated solutions. All fitness values are normalized
to be in the range of [0, 1] and negative label is employed to transform the max-
imum of matching degree to a minimum problem coherent with the minimizing
of flowtime. The min is used to find the best objective of i compared with j and
mazx s is used to find the worst condition compared with different solution j. If a
solution has a maximin fitness value > 0, which means that it is dominated by
others. On the contrary, a maximin fitness value < 0 means the corresponding
solution is non-dominated. In existing algorithms for multi-objective optimiza-
tion, each individual has one corresponding solution. Therefore, the fitness value
of each individual can be calculated using Eq. (8) directly. However, for each
individual (an order of tickets) in this paper, a set of Pareto solution is obtained
by MOA*. Therefore, the fitness of each individual is the average of fitness val-
ues of all Pareto solutions. In a population G, there are multiple individuals
(chromosomes), and a set of Pareto solutions S; is obtained by MOA* for each
individual ¢ € G. The solutions of all individuals compose a large solution set
5% = UjeqS;. For each solution, the fitness value is calculated in the range of
S® based on Eq. (8). Then, the fitness value of the individual i is obtained by
averaging the fitness values of all solutions in 5.

Selection and Crossover Operation: The Uniform crossover technique is
applied in which parents are selected via the roulette wheel selection. For min-
imizing objectives, individuals with lower maximin fitness values have more
chances of being chosen as a parent. Figure3a demonstrates the process of
crossover operation. Initially, two parents named P1 and P2 are selected for
crossover as follows. P1 has the minimum fitness value and the roulette wheel
method is applied to select P2 randomly. Then, P1’s genes are copied to the
offspring with a probability of 0.5, and unassigned positions of the offspring are
set to be —1. Next, tickets not appeared in the current offspring are taken from
P2 in order generating a temp GeneList. Finally, tickets of the temp Genelist
replaced —1 in the offspring chromosome in order obtaining the final complete
offspring.
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Mutation Operation: For every individual, there is a certain probability to
mutate for each gene. The mutation process iterates from the first gene to the
last gene one by one. For each gene, there is a probability to select another gene
randomly and swap it with the current gene. The Fig. 3b demonstrates an exam-
ple of mutation process. Firstly, for the first gene, the random value generated
by a random number generator is larger than the mutation probability which
means the first gene need not to be swapped with others. For the second gene,
the random value is generated again and is smaller than the mutation proba-
bility. Therefore, the second gene need to be swapped with another randomly
selected gene (9 for this step). After genes 2 and 9 are swapped, the current gene
changes to the third gene and the above process iterates until the last gene.

Individual with minimum fitness value Roulette wheel selection

____Chromosol Chromosome Individual m 2« s ]s]o] -]
o[2[7]o[s[s[3]4]1]6] .. [PRL 12 Jo[s[7]o]s]2]3] 4|s|... cobent
anaell  [2[3[«[s[e]2[s]>
Chromosome ‘ i ‘
Inherit the P1's genes with probability of 0.5 [ offspring | -1 [ 2 ‘ a0 [-l 5]a1 l»l o ] 6 . | ; ” cum R‘undmn
) T - B ) Individual || 1 | 9 |3 |4 |5 |6 |7 |82
Tickets not appeared in the offspring are " el i 2 _ T
taken from P2 in order. [ empGeneLin [8[7]o[3]1]4 Curvent
____Chromosome i
Replace -1 with tickets of temp GeneList. [offspring | 8 [2[ 7 [0 [0 s[3]1]4]6] . (b)
(a)

Fig. 3. An illustration of crossover and mutation

5 Performance Evaluation

Since there is no exact algorithms for the considered ticket scheduling problem in
terms of flowtime and matching degree, our approach is compared with existing
multi-objective NMCMO [1] and IHDPSO [13] algorithms for traditional assign-
ment problems. Algorithms are coded using Java and executed on a Windows
system with 15-8400 CPU and 16 GB memory. Algorithms are tested on a ran-
domly generated set of tickets and experts to evaluate their performance. Test
data set is divided into three groups named small (3040 tickets and experts),
medium (50-100 tickets and experts), and large (100-150 tickets and experts).
Parameters of GAMOA*, NMCMO and THDPSO are shown in Table2 which
are set to be the same as much as possible for fair comparison. Meanwhile, in
order to evaluate the impact of the number of generations to compared algo-
rithms, results of different generations are recorded. Algorithms are given the
same computation times. For GAMOA*, results of the 10-th and 20-th gener-
ations are recorded because GAMOA* consumes more time to evaluate each
individual. On the contrary, NMCMO and IHDPSO run more fast and results
of 100-th to 30000-th generations are stored. Then, different generations’ results
of algorithms are compared pairwise.
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Table 2. Parameter settings for GAMOA, NMCMO and THDPSO

Parameters Size

Population 100

Crossover probability 0.95

Mutation probability 0.175

GAMOA™*s number of generations (iteration times) | 10\20

NMCMO’s number of generations 1000\5000\10000\30000
THDPSO’s number of generations 100\1000\5000\ 20000

The maximum spread and the convergence of two sets [1] are popular metrics
for comparing multi-objective algorithms which are defined as follows. Maxi-
mum Spread (MS) is an Euclidean distance between the maximum and min-
imum value of the objective function. It is defined to be

K
MS = Z |f;;nax _ f;"ﬂin| (9)
i=1

where %% and f™™" denote the maximum and minimum values of each objec-
tive, respectively. The higher value of the maximum spread means the vast diver-
sity in the search space, i.e., the maximum spread measures the diversity of a
set of solutions. Coverage of Two Sets (C) compares the domination of two
sets of populations which shows that how better population P’ are dominated
by population P. The formulation of coverage of two sets is defined to be

{2/ € P';3x € P,x dominates z'}|

C(P7P/)2| |P/|

(10)

where z and 2’ are solutions. Larger C(P, P’) means more solutions in P’ are
dominated by solutions in P. For example, when C(P, P’) = 1, all solutions in
P’ are dominated by some other solutions in P.

5.1 Experimental Results

Experimental results in terms of Maximum Spread is shown in Table3 which
denotes that M .S of NMCMO are larger than those of GAMOA*. Meanwhile,
M S increases as the generation size increases for NMCMO while the generation
size has very little impact on M S of GAMOA*. NMCMO is a traditional genetic
algorithm and the quality of solutions is diverse, while our approach uses multi-
objective A* to find local optimal solutions every time. Therefore, the M.S of
NMCMO are larger than those of GAMOA*. For example, solutions with too
large flowtime have been ignored by GAMOA*, but not by NMCMO. Mean-
while, as the generation size increases, NMCMO finds more different solutions
by exploring the search space increasing M S in some degree. IHDPSO obtains
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Table 3. Maximum spread of each instance

Group Tickets-experts | NMCMO(GS) THDPSO(GS) GAMOA*(GS)
1000 | 5000 | 10000 | 30000 | 100 | 1000 | 5000 | 20000 | 10| 20
Small 30-30 11.9 143 |144 |15.0 |4.1 |2.7 |3.1 |38 5.1 /5.1
30-40 13.1 113.1 1129 |15.0 |3.2 4.0 |53 |2.7 5.715.7
40-30 15.9 159 |14.3 153 |0 17.0 |11.9 |75 6.0 6.0
40-40 11.1 | 12.0 | 13.7 |15.6 |0 0 5.5 6.9 6.3 /6.8
Medium | 50-50 11.8 112.2 139 |15.6 |3.5 (4.7 |0 5.7 6.1 6.1
50-100 96| 74 |13.1 140 |21 (2.6 (2.8 |2.7 4.012.0
100-50 22.6 |24.4 |244 254 26.8/30.5 44 (206 |70|7.2
100-100 19.8 |18.6 [19.9 [19.1 |0 35 |0 0 6.1 5.1
Large 100-150 14.7 115.1 |12.5 183 |26 (2.6 |0 4.2 43133
150-100 14.2 1149 1152 175 |0 164 126.6 (14.2 |5.2|5.2

Table 4. The coverage of compared algorithms with different generation sizes

Group | GAMOA* (GS) | NMCMO(GS) IHDPSO(GS)
1000|5000 |10000 |30000 | 100 1000 5000 20000
Small 10 0.99 0/0.97/0/0.96 0/0.97|0|1 0 1 0 1 0 1 0
20 0.99/0/0.97/0/0.960/0.97 /0|1 0 1 0 1 0 1 0
Medium | 10 0.88 0/0.88/0/0.89/0/0.90/0/0.5 [0.22/0.56 /0.2 |[0.5 [0.24]/0.5 0.22
20 0.89/0/0.89/0/0.91/0/0.91/0/0.5 |0.2 |0.63/0.17/0.5 [0.22/0.5 (0.2
Large 10 1 01 01 0/0.97/0/0.25/0.1 |0.38/0.14/0.42/0.1 |0.38/0.1
20 1 01 01 0/0.97/0/0.250.06 | 0.380.13 0.42 | 0.06 | 0.38 | 0.08
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-O- NMCMO

90.0 -©- IHDPSO 1)
87.51 S ©

Matching degree
[~
n
=]

?
8251 ,.'
80.0 { g
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@]
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Flowtime

Fig. 4. Pareto-front comparisons on a large instance

similar M S with GAMOA*, but only gets one solution for many cases leading
to a zero M S.

The Coverage C(GAMOA* NMCMO) and C(NMCMO,GAMOA*)
are shown in Tabled. C(GAMOA*, NMCMO) = 1 and C(NMCMO,
GAMOA*) = 0 for all pairs of different generations which illustrate that
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solutions of NMCMO’s 30000-th generation are even all dominated by solu-
tions of GAMOA™*’s 10-th generation, and solutions of GAMOA* are all non-
dominated by those of NMCMO. In other words, our approach GAMOA* obtains
better solutions at early generations taking advantages of multi-objective A*’s
effective searching ability. On the contrary, the traditional NMCMQO’s conver-
gence speed is very slow and it cannot find better solutions even at the 30000-th
generation. For THDPSO, C(GAMOA*, IHDPSO) is usually much larger than
C(IHDPSO,GAMOA*) which means that more solutions of IHDPSO are dom-
inated by those of GAMOA*. As shown in Fig. 4, solutions of GAMOA* dominate
all NMCMO’s and IHDPSO’s solutions, i.e., solutions of our method GAMOA*
are all on the Pareto front.

6 Conclusion

In this paper, GAMOA* is proposed to address the multi-objective ticket schedul-
ing problem in large data centers which is a hybrid of the genetic algorithm and
multi-objective A star. GAMOA* aims to deal with the multi-objective ticket
scheduling to find a set of Pareto expert assignments regarding the total match-
ing degree and the total flowtime. In GAMOA*, the searching effectiveness of
traditional genetic algorithm is enhanced by a multi-objective A star algorithm
by the aid of transforming ticket scheduling to routing problems. Experimental
results illustrate that most solutions found by our approach dominate solutions of
NMCMO in terms of the matching degree and the flowtime. Combing ticket rout-
ing techniques to enhance our ticket scheduling is a promising future work.

Acknowledgements. This work is supported by the National Natural Science Foun-
dation of China (Grant No. 61972202), the Fundamental Research Funds for the Central
Universities (No. 30919011235).
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Abstract. It is a common way to represent paper properties as a heterogeneous
academic network graph, such as authorships, citations, by which the latent fea-
tures of paper can be learnt. To better integrate both text and structural features,
we propose the joint embedding method for paper recommendation. We adopt a
pre-trained language model to learn the paper semantic features from titles, and
adopt a graph convolution network to extract the structural features from the con-
structed academic network graph. These two embeddings are combined together
through the attention mechanism as a joint one. To clarify the real negative sam-
ples on uncited papers, we introduce some expert rules as the selection strategy
on samples in model training, which can exclude the far-unrelated negative sam-
ples and potential positive samples. User interests are modeled by their historical
publications and references and thus papers are recommended according to the
relatedness between user interests and paper embeddings. We conduct experiments
on the ACM academic paper dataset. The results show that our model outperforms
baseline methods on personalized recommendation. We also analyze the influence
of model structure and parameter setting. The results show that our sample strat-
egy effectively improves the precision of recommendation, which illustrate that
the strategy enhances the quality of training data.

Keywords: Paper recommendation - Multiple features - Rules

1 Introduction

There are a large number of papers published every year, which means it would take a lot
of time for researchers on finding papers of interest. So personalized paper recommen-
dation is of great significance in scientific research and academic development. And it’s
worth studying how to accurately capture user preferences to help them find interested
paper.

Existing works always introduce various attributes of users and items besides rating
matrix to build recommendation models. Since single feature cannot fully reflect user
interests, it’s necessary to joint these different features. In addition, in order to obtain
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the training data for paper recommendation, existing works often use the citation rela-
tionships between papers to construct positive and negative samples. For example, a
user-paper pair with citation relationship is labeled positive, indicating that the user is
interested in this paper, otherwise negative [1, 2]. In fact, when users look for interested
papers, not only the citation relationship is considered, but also the paper classification,
keywords, and so on. Therefore, we believe sampling based on a single perspective is
limited.

To tackle the above challenges, we propose the joint multi-feature and rules paper
embedding model for paper recommendation (JMPR). In order to capture user interests
more comprehensively, we integrate both the semantic and structural features, corre-
sponding to paper titles and academic network graph, respectively. And we introduce
rules as the sample strategy on samples in the training process. The contribution of this
paper resides on two aspects:

(1) We propose the joint embedding method for paper recommendation. We con-
struct the academic network graph based on the academic paper dataset, in which the
entities such as papers, authors, venues are as nodes and the relations between them
are as edges. To mine the potential relationships between entities which are not directly
connected and get the paper entity representations incorporating neighborhood informa-
tion and user interests, we optimize a graph convolution network (GCN) to extract the
structural features from the academic network graph. To get the representations of paper
title incorporating with domain knowledge, we pre-train a language model on domain
dataset to learn the semantic features from titles. Then, to get the joint paper embedding,
we combine the above two representations through attention mechanism. Finally, the
recommendation is based on the relatedness between user interests and paper embed-
dings. We calculate the similarity between user vector and paper vector as the probability
that the user is interested in the paper.

(2) We propose the rule-based sample selection strategy to clarify the real negative
samples on uncited papers, so as to exclude the far-unrelated negative samples and
potential positive samples from being mistakenly selected as negative samples. To jointly
model the correlation between users and papers, we define three rules based on paper
classification, references, and keywords. And according to the rules, we select the positive
and negative samples as training set.

We conduct experiments on the ACM academic dataset, and compare our method
with the baselines. The results show our method outperforms others on the recommenda-
tion task. Then, we analyze the influence of model structure and parameter setting. The
experimental results show that our sample strategy effectively improves the precision of
recommendation, which illustrate that the strategy enhances the quality of training data.

The rest of this paper is organized as follows. In Sect. 2, we will introduce the related
works. In Sect. 3, we will introduce our proposed method in detail. In Sect. 4, we will
analyze the experiments. Finally in Sect. 5, we will make the conclusions.
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2 Related Work

2.1 Recommendations Based on Content and Rating Features

Traditional recommendation methods include content-based and CF-based methods.
Content-based methods usually make recommendations by discovering the relation
between user profiles and paper features. The user profiles are mainly constructed by
the interaction between users and papers. For example, Gautam and Kumar [3] pro-
posed a tag-based method that uses paper tags which users are interested in to represent
user profiles. In addition, there are many ways to represent paper features. For example,
Jeong et al. use BERT [4] to obtain the paper sentence representations [5]. Tao et al.
uses LDA topic model [6] to obtain the paper feature representations. The basic idea of
CF-based methods is that similar users’ favorite items are also similar. Compared with
content-based methods, CF-based methods, such as SVD [7], are more independent of
the content of items, making it applicable to a wider range of scenarios. However, they
rely on the rating matrix, so suffer from data sparsity and cold start problems. Through
Combining the CF-based and content-based methods, the above two problems can be
solved to a certain extent. For example, Sugiyama et al. use content-based method to
model the user preferences, then use CF-based method to discover papers that users are
potentially interested in [8]. The data feature that recommendation models mentioned
above rely on is relatively single, so that it’s difficult to mine potential user preferences.

2.2 Recommendations Based on Structural Features

With the development of graph-based information retrieval and data mining technology,
more and more graph-based recommendation models have been proposed. For example,
the emergence of social network contributed to the research of trust-aware recommen-
dation systems [9], which could help us to infer the user’s preferences indirectly by
summarizing the user’s friends’ preferences. In addition, the Knowledge Graph (KG)
as the side information besides rating matrix is also increasingly used for recommenda-
tion, such as DKN [10], PER [11], RippleNet [12], KGCN [13], KGCN-LS [14], etc.
KG could improve the precision, diversity, and interpretability of the recommendation
system [15]. Among the above-mentioned KG-based methods, KGCN [13] performs
GCN to mine the high-order hidden information on the KG, which proves work well.
And our work in this paper is inspired by this work.

There is a natural network structure between academic papers, since they are not
isolated but connected with each other by citation relations, co-authors and so on. In
fact, many graph-based recommendation models for paper recommendation have been
proposed. For example, Pan et al. [16] proposed a model based on the similarity learning
of citation network and keyword network. Manju et al. [17] proposed a model based
on social network. It is also possible to combine graph-based methods with traditional
methods. For example, Kong et al. [18] proposed a method that combines graph-based
and CF-based methods. They use Word2vec and Struc2vec to construct citation network
with semantic information, then calculate the cosine similarity between user represen-
tation and paper representation. Since graphs are rich in information, it’s necessary to
find an appropriate way to make full use of them.



Joint Embedding Multiple Feature and Rule 55

3 Joint Multi-feature and Rules Paper Embedding Method
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Fig. 1. Academic network graph based on ACM academic dataset.

3.1 Problem Definition

In this paper, the paper recommendation problem is formally defined as: Given a set
of M users U = {uy, up, ..., upr} and a set of N papers V = {vi, va, ..., vy}, we aim
to learn a prediction function y = F(u, v|0) that predicts whether user u has potential
interest in paper v, y denotes the predicted probability that user u is interest in paper v,
and 6 denotes the parameters of function F.

In an academic dataset, each paper usually contains the title, keywords, authors,
references, and some other attributes. As shown in Fig. 1, in order to capture inter-paper
relatedness, we construct an academic network graph G = (E, R), where E denotes the
entity set and R denote the relation set. The types of entity include “Affiliation” “Au-
thor” “Venue” “Paper” “Keyword” “Year” and “Class”. The types of relation include
“Citation” “Belong to” “Publish” “Year of Publication” “Work” “Include” and “Clas-
sification”. Each triple of entity-relation-entity is represented as the form (ey, r, e2),
where ej,ex € E, and r € R. It is a common way to represent these attributes as a
heterogeneous academic network graph, such as authorships, citations [2]. We construct
the academic network graph based on the ACM academic dataset, then we choose it as
the structural feature.

3.2 Overall Framework

Generally, a paper title is the high-level summarization of the paper content, which are
rich in semantic information. And in academic network graph, papers are not isolated
but connected with each other through different relations. The entities involved in a pub-
lication and its relations together constitute an informative network. The above features
reveal different aspects of papers, so we consider both semantic features and struc-
tural features on modeling paper. We propose the joint multi-feature and rules paper
embedding model (JMPR), as shown in Fig. 2, which include three modules, i.e. the
title embedding module, academic network GCN module, and joint recommendation
module.
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Fig. 2. JMPR model framework.

In the title embedding module, we pre-train a language model on domain dataset to
get the semantic representation of paper title. In academic network GCN module, we
optimize a graph convolution network (GCN) to capture the inter-paper relatedness and
extract the high-order hidden information from academic network. And we obtain the
representation of paper entity incorporating neighborhood information and user interests
from this module. In joint recommendation module, we obtain the joint paper embedding
through combining the title representation and paper entity representation mentioned
above with attention mechanism. And we also obtain the user representation which
incorporate the historical interest. Finally, we predict the user’s potential interest in
papers by calculating the vector similarity between user and paper. In addition, to handle
with the sampling problem in the training process, we propose the rule-based sample
selection strategy to clarify the real negative samples on uncited papers, so as to exclude
the far-unrelated negative samples and potential positive samples from being mistakenly
selected as negative samples.

3.3 Rule-Based Sample Selection Strategy

There are two forms in citation relation: cited and uncited, which are usually directly
used as positive and negative samples to train models. We call it naive sample selection
strategy. However, there are cases where users and papers are far-unrelated in uncited
samples, such as a user in computer science and a paper in literary. Since the user and
paper are from totally different domains, the naive sample selection strategy will lead to
under-fitting problems. Any users and papers from the same domain will be predicted
highly correlated by the recommendation model trained this way, which is obviously
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problematic. In addition, there may also be potential positive samples in uncited samples,
because a user may have potential interest in the papers he didn’t cite before.

To address the above problems, we propose the rule-based sample selection strategy
to get user-paper pairs for training the paper recommendation model. Our strategy is
user-centric. We select suitable papers for each user to construct positive samples and
negative samples.

Consider user u, we take the papers that have citation relationship with u as positive
samples about u and label them y = 1. To avoid labeling the potential positive samples
and far-unrelated samples as negative samples, we introduce rules. According to the
rules, we select the suitable ones from uncited papers as negative samples about u,
and label them y = 0. By this way, the quality of training data and precision of the
recommendation model are obviously improved.

Next, we will introduce three rules, and explain the sampling process in detail.

The three rules are the similarity of the research direction, Jaccard similarity of the
references, and Jaccard similarity of the keywords, respectively.

Research Direction. The classification systems of the academic paper research direc-
tion are usually hierarchical structures, such as the ACM Computing Classification Sys-
tem (CCS) in computer science. We define two papers’ research direction similarity as
S1, that is, the hierarchical logarithmic distance of paper v; and v, from the bottom paper
nodes to their public parent node in classification system. Ry and R, denote all nodes
included in the path from the bottom paper node to the root node of paper v and vy,
respectively. /; denotes the level where the current node i is located.

1
St == RiURyRiRy) O (1)

References. We define the two papers’ Jaccard similarity of references as S». Ref | and
Ref , denote the reference sets of paper v; and v,, respectively.

[Ref | N Ref 5|

2
[Ref | U Ref ;|

S2(vi,v2) =
Keywords. We define the two papers’ Jaccard similarity of keywords as S3. K| and K>
denote the keyword set of paper v and v,, respectively.

S3(vi, »2) = 1K1 0 Kol 3
|K1 U K|

We synthesize the above three rules to calculate the correlation score S(vi, v2) of
two papers. In fact, the above rules are always calculated 0 between most paper pairs,
due to the data sparsity problem. In this paper, we believe that the correlation between
different paper pairs is reflected in different aspects, and the highly relevant paper pairs
may only be highly relevant in just one aspect, so we choose the maximum value of the

three rules as the final correlation score of paper v; and vs.

Si,v2) = max(S1(v1, v2), S2(v1, v2), S3(v1, v2)) €]
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Fig. 3. Flow chart for sample selection strategy incorporating rules.

Then, we calculate the correlation score S (i, v) of user u and paper v based on the
correlation score S (v1, v2) of two papers. P, denotes the paper set published by u.

S(u, v) = max{r(pu, v)|pu € Pu} o)

So far, we could label the positive and negative samples about user u according to
S(u, v). The process in detail is shown in Fig. 3. V denotes the set of all papers, C,
denotes the set of papers cited by u. If u has cited paper v, then y = 1, indicating
a positive sample, and P;” = {v|v € C,} denotes the set of positive samples about u.
Negative samples about u are selected from the paper set V — C,, that # has not cited. Since
the number of samples without citation relation is huge and the calculation of S (u, v) is
time-consuming and space-consuming, we only randomly select n papers from V — C,
to calculate S(u, v), n < |V — C,|. We finally select m papers with the smallest S (u, v)
as the final negative sample set P, about u, where m < n.

3.4 Joint Embedding Based Academic Paper Recommendation

3.4.1 Title Embedding Module

Inspired by SBERT [19]’s idea of fine-tuning the model parameters of pre-trained BERT
through Siamese neural network on domain dataset to output sentence embeddings,
we optimize a Siamese neural network on our constructed title dataset to output title
embeddings.

The title dataset is constructed based on the ACM academic paper dataset. We define
z as the true correlation score between t; and ty. If there is a citation relationship between
(11, 1), we choose it as positive sample and label it as z = 1. Then we select negative
samples from uncited ones based on rules. We randomly select ten times the number of
positive samples from the uncited title pairs as candidate set. Then we calculate their
S (v1, v2) based on formula (4). Finally, we choose the samples with the smallest S (vy, v2)
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from the candidate set as the negative samples, and we label them z = 0. The negative
sample set is the same size as the positive one.

Our Siamese neural network includes three layers, which are Bert layer, mean pooling
layer and the fully connected layer in sequence. The difference from SBERT is we add
a fully connected layer to reduce the output vector dimension. We use the mean square
error (MSE) function as the loss function. Z denotes the predicted score.

loss = ||z—2||2= ||z — cos(ty, ©2)|l, (6)

3.4.2 Academic Network GCN Module

Inspired by KGCN [13]’s idea of implementing GCN on knowledge graph, we implement
GCN on academic network graph.

Consider a user-paper pair (, v), u € R? and v € R? are vector representations of
u and v. r denotes the relations between entities on the academic network graph. And
r € R¢ denotes vector representations of r.

A user may be more interested in the papers from the same venue, another may be
more interested in the papers of the same author. r, , represents the relation between
paper v and its neighbor entitye. We use ¢;;  to represent the score between user u and
relation ry .. ¢ describes the importance of relation 7, , to u.

¢ruv,(, =UXTye (7N

We use E, to denote the entity set directly connected to v in the academic network.
In fact, the size of E, may change a lot with different papers in the academic network
graph. For computational convenience, we sample a fixed size of neighbors for each

paper randomly instead of using all of them, which is defined as E; ‘E; =Kisa
constant. q~5§“ , 1s the normalized result of ¢;: .

: ex(9t,,)

P = 8)

oer, ew (o1 )

We compute the linear combination of the entities in E; to characterize the topological
neighborhood structure of paper v. We use VZ"’ to denote the vector representation of

v

paper v’s neighborhood. The score qSﬁ’v , between u and r, . plays an important role as
the personalized filter. e is the vector representation of entity e.

u Tu
VE‘/r B ZeEE{, e © ©)

E/v can also be called as the single-layer receptive field of paper v. Then we aggregate
paper V's initial representation v and v's neighborhood representation v;;, into a single

vector v{ € R? as V's first-order representation.

v =a(W—<v+VZ‘,’) +b) (10)
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So far, we get the representation of entities in the academic network graph after single-
layer GCN on academic network graph, which are also called first-order representation
of entities. They only depend on itself and the neighborhood entities directly connected
to them. We define the initial entity representation as zero-order representation, and
the entity representation after single-layer GCN as first-order representation. In order to
mine the long-distance interest of users, we extend the receptive field to multi hops which
means the entities which are indirectly connected to the given entity are also selected to
be its neighborhood entities. And we generate the neighborhood representation through
implementing multi-layer GCN on the academic network graph. By this way, we get
the high-order representations of entities. We use H to denote the maximum depth of
the neighborhood. For a given user-paper pair («, v), we compute the receptive field M
of v iteratively, then generate the H-order representation v}, € R? of v through H times
aggregation of entity representation and its neighborhood representation.

3.4.3 Joint Recommendation Module

We joint the paper title vector t € R™ generated by title embedding module and paper
entity vector vy, generated by academic network GCN module with attention mechanism.
The dimension of t is bigger than v}, so we add a fully connected layer to reduce the
dimension of t.

{ =a(W-t+by) (11)
We use user vector u to calculate the attention weights « and .

a=u-t (12)

B=u-vg (13)

Then, we calculate the weighted sum of the t and vi; to get the final paper
representation v*.

Vi = a(wz . (at’ + ﬂv;,) + bz) (14)

3y denotes the predicted probability that user u has potential interest in paper v, and
is calculated by the inner product of paper vector v* and user vector u.

y=uxv" (15)

We choose the cross-entropy loss function, and implement the rule-based sample
selection strategy in the training process. P;” and P, are the positive sample set and
negative sample set about user u, respectively, obtained by Sect. 3.3. The last term is the
regularization term.

—1 3 2
ZueU <_ |P;‘ U Pu—| ZveP;uP; ylogy) + AllF|z (16)
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4 Experiments

4.1 Dataset

We use the ACM dataset for experiments. It contains more than 40,000 academic papers
in computer science. Since these papers are domain relevant, they are suitable for verify-
ing the effectiveness of our rule-based sample selection strategy. In addition, the dataset
contains the CCS classification labels which can be used to calculate the research direc-
tion similarity defined in Sect. 3.3. CCS refers to the ACM computing classification sys-
tem, which is a standard classification system with hierarchical structure in computing
science. The basic statistical information of this dataset is shown in Table 1.

Table 1. Statistics of ACM dataset

Statistics Num

User 44953
Paper 31889
Sample 348856
Entity 148376
Relation 7
(e1.7.€2) 491679

4.2 Baselines and Experiment Setup

Baseline models are as follows.

SVD [7]is atraditional CF-based recommendation model, which needs rating matrix.
The basic idea of SVD is to match the original data into a low-dimensional space, and
calculate the predicted score of the unrated items, then recommend the items with high
predicted scores to the user.

KGCN [13] implements GCN on knowledge graph. The basic idea is to aggregate
the entities with their neighborhood in the knowledge graph to capture the inter-item
relatedness and the potential interest of users.

KGCN-LS [14] introduces Label Propagation Algorithm (LPA) on the basis of
KGCN, which is equivalent to introducing a regular term to prevent overfitting problem.

RippleNet [12] takes the items that users are interested in as seeds, and uses these
seeds to spread out to other items on knowledge graph, refer to the idea of water wave
propagation. This process is called preference propagation. RippleNet uses the method
of spreading preferences in knowledge graph to discover the potential interests of users
continuously and automatically, so that it achieves personalized recommendation.

Our model and its variants in this paper are as follows.

JMPR is the joint multi-feature and rules paper embedding model we proposed in
this paper. JMPR includes three modules and implements the rule-based sample selection
strategy.
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ANGCN only uses academic network graph as feature, corresponding to academic
network GCN module. And ANGCN implements naive sample selection strategy.

ANGCN-TE adds titles as features on the basis of ANGCN.

ANGCN-Neg replace ANGCN’s naive sample selection strategy with our proposed
rule-based sample selection strategy.

We use F1 score and AUC to evaluate the model performance on the task of judging
whether users are interested in papers.

The experimental setup of JMPR is as follows. In the academic network GCN mod-
ule, we use different activation functions as ¢ in formula (10) to aggregate the entity
representation and its neighborhood representation. If it is not the last layer, we choose
ReLU, else tanh. In the joint recommendation module, we feed the title embedding t
to activation function ReLU and fanh in order to match the paper entity embedding v*,
then we choose fanh as o in formula (14) to aggregate v* and t.

4.3 Results

Table 2. Performance comparison of different models.

Model AUC Fl1
SVD 50.00 66.54
KGCN 86.61 79.53
KGCN-LS 86.62 79.01
RippleNet 90.46 82.78
JMPR 95.50 87.87
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Fig. 4. Performance comparison of JMPR and its variants under different experimental setting.

Performance Analysis. Firstly, we compare our model with the baselines. As shown
in Table 2, our model JMPR outperforms others. The reasons lie in two aspects: One
is the rule-based sample selection strategy we proposed optimize the quality of training
data and improve the precision of the model. The other is JMPR joints multiple features
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with attention mechanism, so that it could model the user preferences more accurately.
What’s more, GCN works well to mine high-order hidden information in academic
network graph, and pre-trained paper title embedding is meaningful and rich in semantic
information, which all contribute to the improvement of the model performance.

SVD performs worst. SVD only uses the rating matrix to train the recommendation
model (in this article, the rating is 1 when it’s a positive sample, otherwise 0), and doesn’t
introduce textual features or other structural features as additional information.

As an improved model of KGCN, KGCN-LS introduces LPA on the basis of KGCN,
but the performance on ACM academic paper dataset is not significantly improved
compared to KGCN.

RippleNet performs better than other baselines. Since it also uses a multi-layer neigh-
borhood structure to capture the internal associations between neighborhood entities in
the academic network graph just like KGCN and JMPR. It shows the importance of
neighborhood information in academic network graph for recommendation.

Next, we will analyze the impact of model structure and parameter setting on model
performance. The experimental results are shown in Fig. 4.

Model Structure. Title summarizes the main content of the paper, so it is rich in seman-
tic information. Since the vocabulary of papers in different domains is quite different,
the sentence embedding output by model trained in general domain is not suitable for
the professional field. By pre-training the title embedding on the domain dataset, we
can get the proper title representations which are meaningful and incorporated domain
knowledge. In addition, the academic network graph is a heterogeneous graph which is
rich in structural information. By implementing multi-layer GCN on it, we can capture
the inter-paper relatedness and the long-distance interests of users. As shown in Fig. 4,
ANGCN-TE outperforms ANGCN, since ANGCN-TE adds title as semantic feature on
the basis of ANGCN. It indicates that the title embedding module and academic network
GCN module complement each other and could model user preferences in all directions.
What’s more, compared with the naive sample selection strategy, our proposed rule-
based sample selection strategy improved the performance of the model. ANGCN-Neg
and JMPR replace the naive sample selection strategy with the rule-based one based on
ANGCN and ANGCN-TE, respectively. As shown in Fig. 4, ANGCN-Neg outperforms
ANGCN, and JMPR outperforms ANGCN-TE. Because the rule-based strategy avoids
labeling the potential positive samples and far-unrelated samples as negative samples
from uncited samples. By this way, the quality of training data and the precision of the
recommendation model are improved. However, it is worth mentioning that the corre-
lation score S(u, v) between user u and paper v in formula (5) is time-consuming and
space-consuming, which led to a large increase in the workload.

Parameter Setting. Now we analyze the influence of neighborhood entity nodes’ num-
ber K, the convolution depth H, and the embedding dimension d on the performance
of the model, respectively. As shown in Fig. 4, we observe the ANGCN and ANGCN-
Neg are sensitive to the setting of K, H, d. Since ANGCN and ANGCN-Neg only use
academic network graph as feature, and he setting of K, H, d is mainly for academic
network GCN module. And when K takes the value 16, H takes 1 and 2, and d takes
middle value 8, the model performance is better. Because there may be over-fitting or
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under-fitting problem under other parameter setting conditions. Then, when the paper
title feature is integrated with the academic network feature, corresponding to ANGCN-
TE and JMPR, it is observed that the influence of the setting of K, H, d on the model
performance is weakened. It indicates that the title embedding module makes up the
academic network GCN module’s lack of information, so that it improves the robustness
of the recommendation model.

5 Conclusion

In this paper, we propose the joint multi-feature and rules paper embedding model for
paper recommendation. We choose the academic network graph as structural feature
and paper title as semantic feature to jointly model user interests. We pre-train the title
embedding on domain dataset and implement GCN on the academic network graph, then
aggregate them with attention mechanism. In addition, we propose the rule-based sample
selection strategy to do with the sample problem in training process. The experimental
results show that our method outperform the baselines in predicting whether users are
interested in the paper.
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Abstract. The prediction of drug-target interactions binding affinity has received
great attention in the field of drug discovery. The prediction models based on deep
neural networks have shown the favorable performance. However, existing models
mainly depend on large-scale labelled data and are unfit for the innovative drug
discovery study because of local optimum on pre-training. This paper proposes a
new deep learning model to predict the drug-target interaction binding affinity. By
using multi-task learning, unsupervised pre-training tasks of drugs and proteins
are combined with the drug-target prediction task for preventing local optimum on
pre-training. And then the MAML based updating strategy is adopted to deal with
the task gap problem in the traditional fine-tuning process. Experimental results
show that the proposed model is superior to the existing methods on predicting
the affinity between new drugs and new targets.

Keywords: Drug target interaction prediction - Multi-task learning -
Pre-training - Graph embedding

1 Introduction

The discovery of new drugs is time consuming and very costly. But it is very inefficient
by traditional wet laboratory experiments [1]. In the face of rapidly spreading diseases,
such as COVID-19, drug development requires a shorter period of time. Drug target
interaction prediction (DTT) with computer-aided design is an important way to acceler-
ate drug discovery and drug repurposing. It not only has low cost but greatly reduces the
experimental process [2]. Drug target interaction prediction binding affinity (DTA) [3]
is a kind of specific DTI. Different from traditional DTI which neglects the interaction
intensity between drugs and targets, DTA can quantitatively analyze the binding affinity
between drugs and different types of targets, such as proteins, and thus has attracted
widely research interesting in recent years.

With the development of deep learning, data-driven prediction has become an impor-
tant solution for DTA. Because of ten millions of drugs and targets, it is difficult to effec-
tively extract enough feature representations only depending on labelled drug-target data.
In recent year, some work [4] utilized the pre-trained model based on large unlabelled
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data to obtain enhanced structural information of proteins. However, the traditional
fine-tuning process could not consider the labelled data in the pre-training at all. The
prediction model still often falls into overfitting on the limited labelled data and leads
to low precision on predicting the affinity between new drugs and new targets.

Based on the above observations, this study proposes a DTA deep learning model
based on dual updating multi-task learning to predict the drug-protein affinity. Main
contributions are summarized as follows:

(1) In order to preventing local optimum on pre-training, this paper proposes a multi-
task learning framework which combines the pre-training tasks of both drug com-
pounds and proteins with the DTA task for preventing the representation learning
falling into local optimum.

(2) Inorder to deal with the task gap problem in the traditional fine-tuning process, this
paper proposes a dual adaptation mechanism based on MAML [5],which transfers
prior knowledge from pre-training tasks to the downstream prediction task for pre-
venting the fine-tuning process entirely driven by limited labelled data and solving
the overfitting problem of DTA model training.

(3) A group of experiments are performed on the simulated innovative drug discovery
dataset, which is constructed based on the drug database ZINC [6] and the protein
databased PFAM [7]. Experimental results show that the proposed model is superior
to the existing DTI models on the new drug-target affinity prediction.

2 Related Work

For DTA tasks, machine learning (ML) models can be formulated as an encoder-decoder
architecture [4]. The encode model extracts feature representations from the input drug
compound sequences or graphs and protein sequences. The decode model processes the
feature representations to generate a binding affinity prediction. DeepDTA [8] is the first
to introduce deep learning into the DTA task. It generated 1D representation of drug and
protein sequences by using convolutional neural networks (CNN). GraphDTA [9] used
RDK:it, an open source chemical informatics software, to build the molecular graph of
compound strings and learn the characteristic vectors of compounds by using the graph
neural network. Inspired by attentional mechanism, Fan et al., [10] used an improved
Transfomer to embed protein sequences for reinforcing structural information. These
models have achieved good performers on the Davis [11] and Kiba [12] datasets.

However, the drug discovery is a fast changing disciplines. New drug compounds and
proteins emerge in endlessly. The above models divided pre-training and prediction as
serial tasks. The pre-training task was performed in advance on the existing large-scale
compound and protein datasets, and neglected the inconsistency between pre-training
and fine-tuning. Aiming at the affinity prediction between new drugs and new targets,
the robustness of the model is doubted.

3 Materials and Methods

This paper proposes GeneralizedDTA, a new DTA model which is combined with pre-
training of compounds and proteins by using dual updating multi-task learning. In the
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following sections, we will explain the dataset, the model architecture, the task process
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and the adaptation strategy.

3.1
This

Datasets

paper uses Pfam [7] as the protein sequence pre-training dataset. Over 21M protein
sequences are clustered into 16,479 families based on the similarity in protein sequences.
For the drug pre-training, this paper uses the ZINC15 database [6] which has 2 million
unlabelled compounds sampled for compound-level self-supervised pre-training. For
DTTI prediction, this paper uses Davis [11] dataset, which includes 30056 drug target pairs
and is involved with 442 proteins, 68 compounds and their binding affinity indicated by
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Figure 1 gives the model architecture of GeneralizedDTA including three modules: the
compound pre-training module, the protein pre-training module and the DTI pre-diction

Fig. 1. Overview of proposed model

Model Architecture

module.
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Protein Pre-training Module: The protein pre-training module is to encode the protein
sequence to a vector by the transformer model [13]. Inspired by BERT [13], this study
adopts a transformer model with multi-head attention as encoder to receive protein
sequence. Given a protein sequence t = [t1, - - - , t,] where #; € { 21 amino acid types } ,
the transformer model [13] converts it into z = [z, - - - , 2] as follows:

z = Transformer (Q, K, V; t) = Concat (heady, ..., headh)WO |
head; = Attention (QWiQ, KW[K , VWl.V) M
where W9 is the weight of each head, Q, K, V are the parameters of attention, h is the
number of heads, the parameter matrices WO e R *41 WiV € Rrxdz Wl-K € Rérxdz

Wl.Q € RY*% gare the projections. It can be simplified as a parameterized function
Transformer(-) with all parameters 9:

z = Transformer(9;t) 6 ={ Q,K,V, WO} 2)

Compound Pre-training Module: Compound pre-training module is to encode the
compound graph to a vector by the GCNs. This paper uses GCNSs to excavate potential
relationships from the compound graph structure of drug. Given a compound graph
of drug G = (V, €, X, Z) where V is the chemical atom set, £ is chemical bond sets,
X € RIVIXdv and Z € RI€I*de gre the atom and bond feature set. The GCN [14] involves
two key computations “update” and “aggregate” for each atom v at every layer. They
can be represented as one parameterized function W () with parameters .

b, = W(y; A, X, 2)! = UPDATE(h/~!, AGGREGATE([(hi—l, b~ z0) e Nv]))
(3)

where z,,, is the feature vector of bond (u, v), h(v) = X, € & is the input of a GCN and
represents the properties of this atom, A is the adjacency matrix of this compound, and
N, is the neighborhood of atom v.

In order to get a representation of the whole graph, the POOLING function at the
last GCN layer is used to transform the whole chemical compound graph into a vector:

I
hg = POOLING({ h!

Ve v}) hg € R )

where hg is the representation of the whole compound graph G, POOLING is a simple
pooling function like max or mean-pooling [15, 16]. The GCNs model can be simplified
as follows:

hg = GCNs(y; G) (5)

DTA Prediction Module: The DTA prediction module is to associate the compound of
drug with the protein for predicting their affinity. This paper adopts the fully connected
neural network as decoder:

¥y = FC(y; Concat(z, hg)) (6)
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where z is a protein sequence representation, s¢g is a compound graph representation,
FC is a fully-connected neural network with two hidden layer. The input is concate-
nated vectors of z and hg, and the output is the binding affinity scores which represent
interactivity strength between DT pairs.

3.3 Training Procedure

This section will explain the details of the training procedure in the proposed multi-task
framework.

Protein Pre-training: For improving the representation learning ability on proteins,
this study set two pre-training tasks which are Masked Language Modeling (MLM) [17]
and Same Family Prediction (SFP) in a similar manner to Bert.

The MLM task is to screen some amino acids at random and predict the type of amino
acids that has be screened. Given a masked protein sequence ¢, and masked amino acid
set m = {my, my, ..., my}, the transformer produces sequence representations and the
MLM decoder computes log probabilities for 7 over 20 amino acid types:

z = Transformer(0; t) @)

m' = softmax(FC(01; 2)) 3)

where FC(-) is fully connected neural network with parameter 6; and m’ is the probability
distribution of masked amino acid. Then log-likelihood function is used as evaluation
metrics for the MLM task:

N
LM @G, 01;:m) = —Inp(m = |6, 01) 9)

i=1

By the MLM task, the transformer model of protein sequence could learn bidirec-
tional contextual representation.

The SFP task enables the model to determine if two proteins were in the same family.
In order to pre-train transformer with the SFP pre-training task, this paper samples two
protein sequences ¢' and ¢ from the Pfam dataset [7], the probability of which coming
from the same family and different families is the same.

Aiming at the sequence representation z = [z%, cee, z,il , zf, cee ,z,zlz]z € REXT of
protein pair, the fully connected neural network with dropout is used to compute their
similarity score ¢:

¢ =FC(622)

where FC(-) is full connection layer with parameters #» € RIZ*2 and ¢ € R?*! is
the predicted similarity score, i.e., a probability that the pair belongs to a same protein
family. The SFP task trains the model to minimize cross-entropy loss which is designed
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to deal with predicted errors on probabilities. This study employs the log-likelihood
function for measuring SFP loss:

L5 ©6.6,; 1) = —Inp(n = nil6, 62) n; € [same family, not same family] (11)

As the transformer is asked to produce higher similarity scores for proteins from
the same family, the SFP task enables the transformer model to better assimilate global
structural information.

Compound Pre-training: The purpose of the compound graph pre-training task is to
improve the representation learning ability on drug.

This study uses GCNs to encode the compound graph as the vector representa-
tion. The aggregation is a key computation in each layer of GCNs. In compound-level
aggregation, the compound neighborhoods aggregated their information in Eq. (3). For
each compound v € G, GCN gets its representation h, by W(-). Then, given a random
atom bond (u, v), the self-supervised loss function [19] is chosen to encourage similar
embedding of neighboring nodes for the link between u and v as follows.

[atom (W» Sg) — Z(u,v)eg — ln((r (hgh‘,)) - 1I1<U (—hzh‘,/)> (12)

where V' is not really connected to u in the graph, ¥ are the GCNs parameters of
W(-) and o is the sigmoid function. The atom-level aggregation wants real bonds of a
compound graph to get analogous representations, which makes GCNs leverage atom
feature information for generalizing to unseen graphs.

DTA Prediction Training: For the DTA prediction task, both protein vectors and com-
pound vectors are fed into the FC layers to get continuous binding scores. For instance,
given a drug-protein pair (g, t) where g = (v, e, x, z) is a chemical graph of compound
andfr = [t1, - - - , t,] is a protein sequence, the process of predicting their binding affinity
values ¥ is shown as follows.

| = Transformer(0; t) (13)
hg = GCNs(y; 8) (14)
y = FC(y; Concat(l, hg)) (15)

where FC(-) is full connection layers and y € RUZFTKDX1 is the parameters of full
connection layers.

The DTA prediction task trains the model to minimize the loss function. This study
employs the mean squared error (MSE) as the loss function:

2

- 1
Eafﬁnmes(e’ v,y (t,g) = E()A; — y) (16)

where § is the value predicted by the DTA model and y is true binding affinity values.
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3.4 Adaptation Strategy

This study adopts multi-task learning to link the encoder, i.e. the protein pre-training
task and compound pre-training task, and the decoder, i.e. the DTA prediction task,
for prevent overfitting caused by local optimality under a relatively small variety of
supervised samples. In order to make the overall framework more biased against the
main task DTA prediction, this study adopts the updated strategy of MAML [5] as
follows.

For the compound pre-training task and protein pre-training tasks, we adapt the
compound-level aggregation prior parameter ¥, protein-level prior parameter 6 with
some steps for updating, by an compound-level learning rate «, protein-level learning
rate 8 and n for MLM task and SFP task. It is shown as follows.

aom (v: 5;)

r_ 17
V= —a—p (17)
MLM . SFP .
o g g @ 0m) L@, 6w as)
a0 a0

where 61, 6, are task-specific parameters for the MLM task and SFP task respectively.

With the above-mentioned adaptations for protein and compound, the prior {i, 6}
is adapted to {1/, 8’}. Then, the full connection layer parameters ' will be updated
through DTI loss function as follows.

ﬁtlﬁ‘inl’l‘ie‘\‘(w/, 9/’ v (t, g)) (19)

a‘cq;‘ﬁnities(w/’ 0, v (@, g))
Iy

yV'=y—a (20
After that, all the parameters are updated through the overall loss function of the
multi-tasking learning framework. We define the overall loss function as followed:

Eall — )\ammﬁatom + )\vMLM EMLM + )\'SFPESFP + )\vaﬁ‘ini[iesﬁafﬁnities (21)

where Agrom and Apry and Aspp and A gginiries are the weight of the loss function for each
subtask, that is set manually. This study updates all learnable parameters by gradient
descent.

4 Experiments and Results

4.1 Experimental Setup

The discovery of new drugs means that the appearance of new drugs and proteins.
In order to simulate this real scenario, this study constructed a simulated innovative
drug discovery dataset. 20 compounds and 4 proteins were randomly selected from the
Davis training dataset [11] as new drugs and targets. To ensure that at least one drug or
target in the testset is innovative, we select all drug protein pairs which contain one of
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these compounds or proteins were extracted as test data of innovative drug discovery
(innovative test data). Removing these drug-protein pairs, the remaining data in the Davis
training dataset are used to construct the training data. In order to compare fully with
existing models, this study also adopted the Davis test data set as traditional test data
directly. The distribution of data is shown in Table 1.

Table 1. The data distribution in each dataset

Data set Number of protein Number of drugs Number of correlations
All data 442 68 30056
Training data 424 64 22622
Traditional test data | 442 68 5017
Innovative test data 442(20) 68(4) 2417

In the experiment, since the weight of the loss function of each subtask needs to be
set manually, the training process is monitored through the training data. When the value
of loss function is started rising and lasted 200 epochs, the model tends to be over fit,
we terminate experiment.

4.2 Comparative Study

(1) DEEPDTA [8]: This model consists of a deep neural structure and a feedforward
layer. The deep neural structure includes two independent CNN modules to learn
features from Smiles strings and sequences respectively. The feedforward layer
makes a complete connection between the drug and the protein representation for
the DTA prediction.

(2) GraphDTA [9]: The model consists of a CNN module, a GAT module and a
fully connected neural network. The CNN and GAT learn features from protein
sequences and compound graphs, and the fully connected neural network realizes
the DTA prediction. Different from other DAT models, GraphDTA learns the graph
representation of compounds to be more consistent with the description of the drug.

The MSE value and Pearson’s correlation coefficient(R) are used as quantitative
evaluation indexes. 5-fold cross validation is performed for avoiding the overfitting
problem.

4.3 Results

Table 2 gives experimental results. It can be seen that the MSE values of DeepDTA
and GraphDTA on the training dataset are about 8 times that of the traditional test data,
and 20 times that of the innovative test data. This means their models are overfitting.
However, our model achieves the best performance on both the traditional test data and
the innovative test data, indicating that our pre-training and secondary update strategy
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Table 2. Experimental results

Data set Method MSE R
Training data DEEPDTA 0.0602 0.8531
GraphDTA 0.0411 0.9755
Proposed method 0.0599 0.9034
Traditional testing data DEEPDTA 0.3263 0.7408
GraphDTA 0.3073 0.7867
Proposed method 0.2792 0.8439
Innovative test data DEEPDTA 0.8747 0.3747
GraphDTA 0.8150 0.4024
Proposed method 0.6610 0.4802

can well reduce the over-fitting of the model. Hence, the proposed model can achieve

better results on the DTA task for the real scenario of innovative drug discovery.

Figure 2 and Fig. 3 show scatter plots of the predicted and actual affinity value on
the testing dataset and new type testing dataset. Each point is a drug-protein pair. The
brightness value represents the absolute value of the true value minus predicted one, and
the lighter the color, the more accurate the model’s prediction. It can be found from the
figure that the predicted value of the model has a high coincidence with the real value.
Comparing Fig. 2 and Fig. 3, we can find that all spots still cluster on the main diagonal
even if the test data changed from the traditional test data to the innovative test data.
This shows that our model has good prediction ability and generalization ability for the

drug-target pair which never appeared in training dataset.

101
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Fig. 2. Measured binding affinity values vs. prediction values on the traditional test data.
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Fig. 3. Measured binding affinity values vs. prediction values on the innovative test data.

5 Conclusions and Discussion

This paper proposes GeneralizedDTA, a deep learning model for predicting drug-target
binding affinity. Under a dual adaption strengthened multi-task framework, the GCN
model and the transformer model are adopted to learn the representation of compound
graphs and amino acid sequences, and the fully connected neural network is used to
predict the value of affinity. Experimental results show that, our model can better predict
drug-target affinity, especially the affinity of new drug-target pairs, than other existing
models. It effectively improves the value of DTI in practical applications.
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Abstract. Compared with collaborative filtering, knowledge graph
embedding based recommender systems greatly boost the information
retrieval accuracy and solve the limitations of data sparsity and cold start
of traditional collaborative filtering. In order to fully explore the relation-
ship and structure information hidden in knowledge graphs, we propose
the GAT-based Relation Embedding (GRE) model. In our model, we pro-
pose a Triple Set to denote a set of knowledge graph triples whose head
entities are linked by items in interaction records, and a Triple Group
to denote a group of knowledge graph triples extracted from Triple Set
according to different relations. The proposed GRE is a neural model
that aims at enriching user preference representation in recommender
systems by utilizing Graph Attention Network (GAT) to aggregate the
embeddings of adjacent tail entities to head entity over Triple Group and
embedding the representation of relation in the process of polymerization
of Triple Groups in Triple Set. By embedding relation information into
each Triple Group representation and concatenating Triple Group repre-
sentations in Triple Set, this proposed novel relation embedding method
addresses the problem that GAT-based models only consider aggregat-
ing the neighboring entities and ignore the effect of relations in triples.
Through extensive experimental comparisons with the baselines, we show
that GRE has gained state-of-the-art performance in the majority of the
cases on two open-source datasets.

Keywords: Recommender systems + Knowledge graph - Graph
attention networks

1 Introduction

In this age of information explosion, people are bombarded with more choices
than they can effectively handle. Browsing too much irrelevant information will
undoubtedly lead to the loss of consumers who are overwhelmed by information

© Springer Nature Singapore Pte Ltd. 2022
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overload. Recommender Systems (RS) [22], proposed in 1997, aim to improve
the efficiency of information acquisition for users. RS recommends personalized
content to users according to their historical click or browse records. For exam-
ple, content-based recommendation [18] intends to recommend to the user the
goods similar to the other things that the user preferred previously. Collabo-
rative filtering recommendation [14] aims to recommend to the user the items
which other users with similar preference may like [19]. However, these tradi-
tional recommendation approaches are challenged with the limitations of data
sparsity and cold start.

In 2012, Google built Knowledge Graph (KG) to optimize its search engine
[7]. KG is a heterogeneous network consisting of various entities as well as differ-
ent relations. Concretely, a triple (h,r,t) in the KG represents that there exists
a head entity h and a tail entity ¢ that are bridged by a relation r. KG, with
its rich structural and semantic information, gradually becomes the important
side information of various downstream tasks to strengthen the representation
learning capacity of the model. As a widely used source of side information,
open source KG has made significant progress. Many open source KGs, such as
Wikidata [6], DBpedia [2], Freebase [3], and Microsoft Satori [1], provide rich
structural and semantic side information for downstream tasks. The triples in
these open source KGs contain the rich information of entities and relations.
For example, (Matt Damon, occupation, Actor) and (Matt Damon, occupation,
Producer) from Wikidata indicate that Matt Damon is not only a actor but
also a film producer. KGs have been widely utilized in the researches of infor-
mation retrieval, question-and-answer and personalized recommender systems
[11,16,29]. Especially in the area of personalized recommendation, KG provides
additional structural and semantic information for RS [15], and effectively solves
the limitations of interaction sparsity and new user’s cold start [21]. The applica-
tion of KG as side information can be intuitively explained that the information
of attributes, relations and entities can be embedded into the user’s preference
vector by linking items in interaction records to entities [10].

At present, Graph Attention Network (GAT) [23] is widely used in graph rep-
resentation learning. GAT uses attention mechanisms to compute the weighted
sum of the features of neighboring nodes. However, this method discards the
rich information stored in the edge between two nodes, because it only takes two
nodes into consideration and ignores the edge between the nodes.

To overcome the aforementioned limitations, we newly propose the G AT-based
Relation Embedding (GRE), which aims at enriching user preference representa-
tion in recommender systems by utilizing GAT to aggregate the information of
adjacent tail entities to head entity over Triple Group and embedding the repre-
sentation of relation in the process of polymerization of Triple Groups in Triple Set.
By embedding relation information into each Triple Group representation and con-
catenating Triple Group representations in Triple Set, this proposed novel relation
embedding method effectively addresses the problem that GAT-based approaches
only consider aggregating the neighboring entities and ignore the effect of relations
in triples. We conduct experiments to compare the proposed GRE with widely used
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recommendation baselines on two open-source datasets. The results imply that
GRE has gained the best performance overall. Our contributions are as follows:

(1) We propose a novel KG-aware recommendation model, namely GRE. It
aims at enriching the user final preference vector by combining GAT-based
information propagation with relation embedding.

(2) We provide a new relation embedding method to embed relation information
in the process of polymerization of Triple Groups in Triple Set.

(3) We prove the effectiveness of GRE and positive effect of the designed relation
embedding method by comparative experiments with the baselines on two
open-source datasets (i.e. MovieLens-1M and Last.FM) in Click-Through
Rate (CTR) prediction and top-k recommendation tasks.

The remaining contents are conducted as follows. In Sect. 2, we retrospect
relevant researches. Then, we elaborate details of GRE in Sect. 3. Experiments
are conducted for GRE and baselines in Sect. 4. Finally, we provide a conclusion
for this paper in Sect. 5.

2 Related Work

2.1 Graph Attention Networks

Graph Convolutional Network (GCN) [13] is a powerful neural framework for
processing various graphs. It could capture the various dependency patterns
in graphs via message propagation among the nodes [9,20]. Although GCN has
achieved good results in many tasks, it faces limitations when dealing with induc-
tive tasks in which the same graph structure is needed for model training and
testing. With the proposal of GAT, these limitations have been solved, because
GAT only considers the first-order neighborhood nodes when calculating the
aggregation information of nodes. GAT is a network whose main idea is to boost
the node representation via the value of each node’s attention in the adjacent
nodes. Unlike GCN, GAT does not make full use of the graph structure during
training and testing.

Although GAT is very powerful in passing the information of neighboring tail
entities to the head entity, it ignores the relations that store rich information
between head entity and tail entity when GAT is introduced into KG-based RS
[27]. This limits the effectiveness of GATs. For example, given a triple (Tom
Holland, ?, Avengers: Endgame) without the relation starred in, we don’t know
if Tom Holland is an audience or an actor of Avengers: Endgame.

We introduce GAT for knowledge graph aware recommendation and solve the
limitations by embedding relation information in the process of polymerization
of Triple Groups in Triple Set. This method can take into account relations in
triples in the process of calculating user’s preference representation.
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2.2 Knowledge Graph Aware Recommender Systems

As side information, KGs have made great progress in the research field of rec-
ommender system. For example, PER [30] introduces KGs as side information,
and extracts meta-path-related compact vectors to generalize the relationships
among different nodes along heterogeneous paths. KGAT [28] is a popular app-
roach that incorporates representations of the multi-hop neighboring nodes to
the central node based on the discriminative importance coefficients derived
from an attention mechanism. It could effectively utilize the high-order nodes’
information of KG to enrich the representation embeddings of users and items.
KGCN [27] is a widely used approach that could effectively capture the inter-
item correlation by exploring the associated entities or attributes in KG. Con-
cretely, to iteratively utilize the high-order structural and semantic information,
it randomly samples from the neighbors for every entity in the KG as their ego-
centered network, in which the compact vector of a given entity is computed
via aggregating the neighborhood information with bias. DKN [25] integrates
the semantic- and knowledge-level information of news. At the same time, the
attention mechanism is introduced to handle the variety of user’s interests and
integrate user’s historical news records dynamically according to the current can-
didate news. MKR [26] builds cross and compress components, which mutually
exchange implicit features and capture multi-hop interactivities between items in
historical record and entities in KG. It has been demonstrated that the deployed
cross and compress components have strong learning capacity. Besides, MKR is a
more generalized framework than other knowledge graph-aware recommendation
methods. RippleNet [24] draws on the strengths of embedding- and path-based
recommendation methods. It progressively propagates users’ latent preferences
over the set of randomly sampled KG entities and seeks their multi-level interests
along the paths extracted from the knowledge graph.

In conclusion, as side information, KG is used in RS to enrich the user’s
preference representation mainly through entity information propagation along
extracted paths and semantic relation information embedding. In this article,
we propose a new KG-based recommender system that efficiently handles entity
information propagation via GAT and relation information via a new embedding
method over Triple Group and Triple Set.

3 The Proposed Model

As illustrated in Fig. 1, GRE mainly includes the following three components:
(1) Triple Set and Triple Group Extraction. In this part, we define Triple
Set and Triple Group to reorganize triples linked by items in interaction records.
(2) GAT-based Entity Aggregation and Relation Embedding. This part
mainly describes the details of our GAT-based entity aggregation and relation
embedding method. We use GAT for each Triple Group to propagate tail enti-
ties” information to the head entity to obtain the representation of the Triple
Group, and then embed the relation information into each representation of the
Triple Group by the product of the Triple Group representation vector and the
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Fig. 1. The overall framework of GRE. Given an interaction record, we link items in
record to knowledge graph to generate the Triple Set and the Triple Group. The user’s
preferences are calculated via GAT-based Entity Aggregation and Relation Embedding.
Finally, GRE outputs the probability of CTR.

relation representation. The representation of an item in interaction records is
obtained by reducing the dimension of concatenation of these different Triple
Group representations in the Triple Set. Finally, we compute a user’s preference
vector by averaging all of his interaction item representations. The user’s prefer-
ence representation not only contains information from the tail entities, but also
relation information. This is a novel relation embedding method for GAT-based
knowledge graph aware model. (3) Click-Through-Rate prediction. Given
a new item, we predict a user’s final CTR using the inner product of his/her
preference vector and item embedding vector. The details of GRE are provided
in the following subsections.
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3.1 Problem Formulation

In the scenario of knowledge graph based recommender system, we use the fol-
lowing symbols to illustrate the problem. We let U = {u1,u2,us,- - , vy} and
V = {v1,v2,v3, -+ ,vjy|} represent user and item set, respectively. The user-
item binary interaction matrix is denoted by Y = {yy,|u € U,v € V'}, where y,,
is defined as

[ 1,if user u interacted with item v; (1)
Yur =1 0 , otherwise.

Yuv = 1 stands for that user u has clicked, watched or bought item v. Therefore,
for individual user u € U, we could represent his/her historical interaction record
as I ={vy, , v, -+, v}, vi €V in terms of y,,, = 1.

KG as supplementary information is defined as G. KG is a heterogeneous
network consisting of various entities and different relations. Concretely, a triple
(h,r,t) in KG represents that there exists a head entity h and a tail entity ¢
that are bridged by a relation r. In KG, a head entity can point to different tail
entities through the same relation.

Given an interaction record I = {vy,--- , v, -+ , v} for a user v and knowl-
edge graph G, the goal of our work is to train a neural recommendation model
to obtain the probability 7,, that user u would interact with a new item v.

3.2 Triple Set and Triple Group Extraction

In this part, we reorganize triples in a knowledge graph G by linking all items
in a user’s interaction history I to the head entities of knowledge graph G to
extract the Triple Sets corresponding to each item, and then divide each Triple
Set into several Triple Groups according to different relations.

Definition 1. Triple Set (T'S): A set of KG triples whose head entities are linked
by items from interaction record I = {vi,--- ,v,--- o1}

TSi = {(hi,r,t)|(hi,r,t) € G and h; = v; 61}7 1=1,2,--- ,|I| (2)

From the above definition, triples in T'S; share the same head entity h;. We
assume all triples in T'S; have different relations R = {ry,--- ,7rj,-- ,7|g[}.

Definition 2. Triple Group (TG): A group of KG triples extracted from TS
according to different relations R.

TGZ = {(hi,’l“]',t”(hi,?“j,t) eTS; and ;€ R}, j=12--- 7|f3| (3)
In other words, T'S; can be formulated as

TS; = {TG}, TG2,--. , TG}, (4)

K2

As a result, triples in TG? own the identical head entity h; as well as relation
r;, but disparate tail entities.
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3.3 GAT-Based Entity Aggregation and Relation Embedding

We suppose that TG{ = {(hi,rj,t1),- -, (hiy7j,tk), -+, (hiy7j,tN)} is a triple
group that consist of triples, where k and N stands for the k-th triple and the
number of triples in triple group T'G?}, respectively. As shown in Fig. 1, we use
GAT to aggregate the information of tail entities to the head entity h; along the
same relation 7; over TG}. The embedding vectors of the tail entities in TG is
defined as

T={ty, - ,tp, - ,tys1}, tr € R (5)

where t;, € R? is the d-dimensional embedding vector of tail entity 5. h € R4
and r € R™?" denote the embedding vector of head entity and the embedding
matrix of relation in T'GJ, respectively, according to the embedding method
(One-hot, TransR [17], TransE [8], etc.). In order to take into account head
entity embedding in the process of tail entity propagation, we let tx1 denote
h.

For a Triple Group TG{, we obtain similarity coefficient ej between head
entity and its neighboring tail entities by

ek :a([WtkHWh]), k=1,2,--- ,N+1, (6)

where W € R? %4 gtands for the shared learnable parameter matrix for feature
augmenting. [-||-] stands for the vector concatenation. We adopt a single-layer
feedforward neural network denoted as a(-) to map a high-dimension feature
vector to a similarity coefficient e.

Attention mechanism coefficient ap between tail entity vector t; and head
entity vector h is obtained by normalizing the LeakyReLU (e;) via softmazx()
function. The attention mechanism coefficient ay, is defined as

~exp(LeakyReLU (ey))
Z,ivjll exp(LeakyReLU (ey)) 7

ax =1,2,-- ,N+1. (7)

Finally, enriched head entity representation vector h’ can be calculated as

N+1
h/ = Z akWtk. (8)
k=1

The above calculations do not take into account the relation embedding infor-
mation. To strength the robustness and expressiveness of the proposed GRE.
We embed the relation representation vector via

h” =rh’. (9)

Based on the above discussion, vector h” can be regarded as T Gf represen-
tation TG{. According to Eq.4, each TS has several TGs, T'S; = {TG}, TG?,

e ,TGLR‘ }. We can obtain the representation T'S; of T'S; by concatenating TGJi.
in 715Z

1 R .
TS; = [TGY||---[|ITGM) = w"{||---w*], i = 1,2, 1. (10)



84 J. Wang et al.
We use linear transformation to reduce the dimension of TS; because of the
sparsity of high-dimension T'S;.

TSreduced — T8, . W/, i =1,2,---,|I], (11)

where matrix W’ € RUEIXd)xd i5 5 shared coefficient matrix. Finally, according
to Eq.2 and Eq. 11, we compute the user final preference vector u by

1]

Z r]:\S;'educed7 (12)
=1

1

u=—
1|

where |I| denotes the number of items in his/her interaction record.

3.4 Click-Through-Rate Prediction

Given a newly encountered item v, we can compute the probability 7, that user
u would interact with this item v through

i/\uv = U(uTV), (13)

where () stands for sigmoid function, u € R? (see Eq. 12) and v € R? denotes
the user’s final preference vector and the item embedding vector, respectively.

CTR prediction is a binary classification task, we opt for the cross-entropy
loss as the optimization objective of GRE.

1 M

L= 7> ~lwilog(@) + (1 - y:) log(1 — §:))). (14)
i=1

where M represents the batch size. We optimize GRE through Adam [12] opti-
mizer, where M is fixed at 1024 in our experiments.

4 Experiments

We first expatiate the datasets and baselines. Then, evaluation metrics and
hyper-parameter settings are described in detail. Finally, we analyse the exper-
iment results to evaluate the recommendation performance of GRE.

4.1 Datasets

We choose two open-source datasets to conduct experiments. The details of two
datasets are shown as Table 1.

MovieLens-1M [5] is a famous open-source dataset for evaluating the per-
formance of recommender system. It is a movie rating dataset provided by many
users. This dataset include movie ratings, movie metadata (style and released
year, etc.) and descriptive data for users.
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Table 1. The details of datasets

Statistics User number | Item number | Interaction number
MovieLens-1M | 6036 2445 753730
Last.FM 1872 3846 42310

Last.FM [4] is also a popular recommendation dataset extracted from online
music provider. It contains the listening records of many users and the metadata
about listeners and musics.

Following [24], we use knowledge graph Microsoft Satori [1] as side informa-
tion to extract triples used in our experiment corresponding to interaction items
of MovieLens-1M and Last.FM, respectively.

4.2 Baselines

The following well-known and competitive approaches are chosen to compare
with our proposed GRE:

— MKR [26] builds cross and compress components, which mutually exchange
implicit features and capture multi-hop interactivities between items in his-
torical record and entities in KG.

— KGCN [27] is a widely used approach that could effectively capture the
inter-item correlation by exploring the associated entities or attributes in
KG. Concretely, to iteratively utilize the high-order structural and seman-
tic information, it randomly samples from the neighbors for every entity as
their ego-centered network, in which the compact vector of a given entity is
computed via aggregating the neighborhood information with bias.

— RippleNet [24] draws on the strengths of embedding- and path-based rec-
ommendation methods. It progressively propagates users’ latent preferences
over the set of randomly sampled KG entities and seeks their hierarchical
interests along the paths extracted from the knowledge graph.

— GRE-NR. We add a GRE’s variant named GRE-NR (GRE-NR means no
relation embedding in GRE.) so as to evaluate the proposed relation embed-
ding method.

For a fair comparison, the experiment settings of above methods refer to the
default or recommended in the published papers.

4.3 Experiment Setup

In this part, we evaluate GRE over test datasets in the following two scenarios:
(1) For CTR prediction task, we adopt AUC, ACC and F1 metrics to verify
the recommendation performance of our proposed GRE. (2) For top-k recom-
mendation task, we opt for Precision@K , Recall@K and F1@K metrics to
demonstrate GRE’s ability of selecting & highest click probability items for each
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Table 2. Hyper-parameters for MovieLens-1M and Last.FM

MovieLens-1M | |[I| =8, |R| =4, N=8, d=8, d =8, a =0.02
Last.FM II|=6, |[R|=4, N=8, d=8, d' =4, a =0.01

user. The hyper-parameter settings of GRE are shown in Table 2 in this exper-
iment. || and |R| stands for the number of T'S and T'G for user’s interaction
record, respectively. N means the number of triples in TG. Parameters d and d’
are dimensions of initialized embedding representations for items and relations.
We let o denote the learning rate to determine the convergence. We program
GRE based on Tensorflow and run it on the NVIDIA RTX 3090 GPU.

4.4 Experiment Results

We feed the test datasets to the trained GRE model to obtain the test results.
Table 3, Table 4, and Table 5 present the experiment results. Based on the obser-
vations, we state the validity of GRE and usefulness of proposed relation embed-
ding method by answering the following two questions:

— Q1: How does GRE perform compared with the selected baselines?
— Q2: Does the proposed relation embedding method play a positive role in
GRE compared with GRE-NR?

Table 3. Results of CTR prediction task.

Model MovieLens-1M Last.FM

AUC |ACC F1 AUC |ACC |F1
MKR 0.9095 |0.8325 |0.8351 |0.7932 | 0.7544 | 0.7256
KGCN 0.9007 |0.8230 |0.8260 |0.7988 |0.7246 |0.7055
RippleNet | 0.9202 |0.8402 |0.8427 | 0.8014 |0.7363 |0.7314
GRE-NR |0.9166 |0.8399 |0.8422 |0.8011 |0.7313 |0.7337
GRE 0.9206 | 0.8439 | 0.8454 | 0.8048 | 0.7383 | 0.7352

(1) Comparison with the Baselines (Q1)

For CTR Prediction. According to Table3, GRE has achieved outstanding
performance in the majority of the cases in CTR prediction task. Specifically,
compared with the benchmarks, GRE’s performance has been improved by 0.04%
to 1.99%, 0.37% to 2.09%, and 0.27% to 1.94% on AUC, ACC, and F1 for
MovieLens-1M, respectively. Similarly, GRE has improved the performance by
0.34% to 1.16%, 0.15% to 2.97% on AUC and F1 for Last.FM. Despite MKR
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Table 4. Results of top-k recommendation task on MovieLens-1M.

Model Precision@K

K=1 |[K=2 K=5 |[K=10 |[K=20 K=50 |K=100
MKR 0.1400 |0.1350 |0.1280 |0.1210 [0.0965 |0.0650 |0.0493
KGCN 0.0900 |0.0950 |0.1180 |0.1070 [0.0930 |0.0652 |0.0518
RippleNet | 0.1200 |0.1400 [0.1120 |0.1080 |0.0890 |0.0710 |0.0530
GRE-NR |0.2000 |0.1350 |[0.1320 |0.1230 |0.1085 |0.0738 |0.0542
GRE 0.2100/0.1400/0.1380|0.1270|0.1155|0.0770|0.0550
Model Recall@K
K=1 [K=2 |[K=5 |[K=10 |[K=20 |K=50 |[K=100
MKR 0.0102 |0.0220 |0.0512 |0.1118 |0.1779 |0.3074 |0.4678
KGCN 0.0079 |0.0162 |0.0586 |0.1116 [0.1783 |0.2904 |0.4476
RippleNet | 0.0121 |0.0290|0.0673 |0.1305|0.1921 |0.3411 |0.4981
GRE-NR |0.0237 |0.0210 |[0.0621 |0.1177 |0.2103 |0.3636 |0.5144
GRE 0.0256 | 0.0254 |0.06840.1229 |0.2247|0.3650|0.5144
Model F1@K
K=1 |[K=2 K=5 |[K=10 |[K=20 |[K=50 |[K=100
MKR 0.0190 |0.0379 |0.0732 |0.1162 |0.1251 |0.1073 |0.0892
KGCN 0.0146 |0.0277 |0.0783 |0.1093 |0.1222 |0.1065 |0.0929
RippleNet | 0.0220 |0.0481 |[0.0841 |0.1182 |0.1216 |0.1175 |0.0958
GRE-NR |0.0423 |0.0492|0.0845 |0.1203 |0.1431 |0.1228 |0.0981
GRE 0.0456 | 0.0430 1 0.0915/0.1249|0.1526 |0.1272|0.0994

Table 5. Results of top-k recommendation task on Last.FM

Model Precision@K

K=1 |[K=2 K=5 |[K=10 |[K=20 |[K=50 |[K=100
MKR 0.0300 |0.0380 |0.0360 |0.0280|0.0170 [0.0114 |0.0081
KGCN 0.0310 |0.0350 |0.0280 |0.0260 [0.0215 |0.0134|0.0095
RippleNet |0.0200 |0.0300 |0.0260 |0.0220 |[0.0170 |0.0116 |0.0082
GRE-NR |0.0400 |0.0250 |0.0220 [0.0190 |0.0145 |0.0104 |0.0071
GRE 0.0420/0.04000.0410|0.0270 |0.0250|0.0130 |0.0113
Model Recall@K
K=1 |[K=2 K=5 |[K=10 |[K=20 K=50 K=100
MKR 0.0125 |0.0512 |0.0873 |0.1410 |0.1643 |0.2597 |0.3436
KGCN 0.0165 |0.0339 |0.0606 |0.1059 [0.1616 |0.2657 |0.3655
RippleNet | 0.0125 |0.0325 |0.0540 |0.0798 |0.1277 |0.2278 |0.3192
GRE-NR |0.0125 |0.0158 |0.0317 |0.0808 |0.1192 |0.2482 |0.3208
GRE 0.0205|0.0358|0.0942|0.1558 | 0.1848 | 0.2728 | 0.3861
Model F1@K
K=1 |[K=2 K=5 |[K=10 |[K=20 |K=50 |K=100
MKR 0.0176 |0.0330 |0.0410 |0.0467 |0.0308 |0.0218 |0.0158
KGCN 0.0215 |0.0345 |0.0383 |0.0418 |0.0380 |0.0255 |0.0185
RippleNet |0.0154 |0.0312 |0.0351 |0.0345 |0.0300 |0.0221 |0.0160
GRE-NR |0.0190 |0.0294 |0.0330 |0.0308 |0.0259 |0.0200 |0.0139
GRE 0.0267|0.0394 | 0.0495|0.0484 |0.0401 | 0.0278|0.0192
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has achieved best performance on ACC for Last.FM, it is worse than GRE on
other metrics (AUC, F1) over two datasets.

For Top-k Recommendation. As illustrated in Table 4 and Table 5, the results
imply that GRE has also achieved superior performance in the majority of
the cases in top-k recommendation task. For example, GRE outperforms the
baselines on Precision@K for MovieLens-1M when k is greater than 1. For
Last.FM, GRE outperforms the baselines on Recall@K and F1@K when k is
greater than 1. In a word, experiment results indicates that GRE outperforms
the benchmark methods in most cases of k over two open-source datasets.

From the above observations, we show that GRE has obtained state-of-the-
art performance in the majority of cases in both two scenarios, compared with
other all baselines.

(2) Comparison with GRE-NR (Q2)

For CTR Prediction. The results observed from Table 3 indicate that GRE is
more superior than GRE-NR on all metrics for CTR prediction over two datasets.
Specifically, the performance of GRE has been improved by 0.4%, 0.4%, and
0.32% on AUC, ACC, and F1 for MovieLens-1M, respectively. For Last.FM,
GRE increases the score of AUC, ACC, and F1 by 0.37%, 0.7%, and 0.15%.

For Top-k Recommendation. As illustrated in Table 4 and Table 5, the results
indicate that the proposed GRE has achieved better performance on all met-
rics for top-k recommendation over two datasets when k is not smaller than 2.
We intuitively explain this observation with the reason that embedding relation
information in GRE has an implicit positive effect on improving robustness and
expressive ability of our model. That’s why lager k comes better performance of
GRE than GRE-NR.

From the above observations, the proposed relation embedding method con-
tributes to GRE because of the embedded relation representation.

(3) Summary

Based on the above comparisons, we conclude that GRE has achieved out-
standing performance in the majority cases of two benchmark datasets in two
typical recommendation tasks. Additionally, we have proved the positive effect
of the proposed novel relation embedding method for GRE through comparative
experiments.

5 Conclusion

In this work, we propose GRE, a neural model that aims at enriching user’s
preference representation in recommender systems by utilizing GAT to perform
aggregating the embeddings of adjacent entities to head entity linked by user’s
historical interaction records and embedding the representation of relation in the
process of polymerization of Triple Groups in Triple Set. This model solves the
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problem that GAT-based methods only consider aggregating neighboring entities
and ignore the embedding of relation information in triples by combining GAT-
based information propagation with relation embedding. We show the superiority
of GRE and positive effect of our proposed relation embedding method for GRE
by experiments. Compared with the baselines, the experiment results indicate
that the proposed GRE has gained better performance.
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Abstract. How to identify the enemy’s hidden military power based on limited
information is a great challenge in a military confrontation. A military confronta-
tion environment can be naturally modeled as a complex system. Fuzzy cognitive
map inherits the main characteristics of fuzzy logic and neural network. Thus, it
is widely used to model complex systems and get a weighted directed network
from existing data. In terms of great succuss of fuzzy cognitive map for modeling
and analyzing complex systems, a hidden node localization strategy is proposed.
This algorithm can measure the anomalies between fuzzy cognitive maps obtained
from different data segments. The experimental results showed the our approach
could effectively identify the enemy’s hidden military power from the observed
data. In several case studies, the influence of various parameters on the accuracy of
positioning is analyzed through experiments. The framework for detecting hidden
nodes is expected to be successfully applied in many fields.

Keywords: Fuzzy cognitive maps - Military game theory - Hidden source
location - Time series

1 Introduction

The great magic of natural science is that it can predict the existence of things that
experiments or observations cannot directly inform. We can formulate hidden sources
prediction problem as follows. Consider a system whose topology is entirely unknown
but whose nodes contain two parts: the first part of the nodes is accessible and the
other part is inaccessible from the outside world. We can observe the accessible nodes
whose states are available. Since the unreachable nodes are shielded from the outside, we
cannot know their information. The question is, can we infer the existence and location
of hidden nodes according to those accessible nodes? Solutions to this problem have
potential applications in the field of military confrontation [19]. For example, it is a vital
task in military confrontation to discover and destroy the enemy’s important command
sites or core killing weapons. However, these important nodes may be hidden where
direct information about them cannot be obtained. We can understand that these nodes
are likely to contact and operate through other members, and these members can often
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be detected or located by certain means. Therefore, this paper will focus more on how
to identify the enemy’s hidden military forces based on limited information.

There are many works in detecting hidden sources. Su et al. [1] proposed a compres-
sive sensing-based method to detect hidden agents in evolutionary game (EG) models.
However, this approach needs a large amount of prior knowledge of the EG model. To
cope with a noisy environment, then, she developed a robust method [2] to locate hidden
nodes. Moreover, the method to locate hidden nodes in geospatial networks was also pro-
posed [3]. Shen et al. [4] proposed a method according to compressed sensing to locate
hidden sources in propagation networks. These are also some works to locate sources
with incomplete information [5, 6]. However, to achieve the high accuracy of the hidden
source location, there are at least two problems to be solved. First, since hidden nodes
are not directly observable, most of the time they act as some kind of “black box”. Thus,
how can we model this system to have insight into its internal mechanism, for example,
in the form of networked structure? The above approaches are based on the assumption
that there is prior knowledge of complex systems. For example, Ref. [1] assumes that
each agent’s strategy and the payoff are available. However, in real life, there are some
difficulties in accessing the agents’ strategies. Second, suppose that there is an effective
tool to comprehend the system, namely, we can know the basic structure based on the
network model. How can we locate the hidden nodes which are incomparable?

In this paper, we employ fuzzy cognitive maps (FCMs) [7, 9, 18, 20] to solve the first
question. FCMs are a graph model that visualizes expert knowledge as weighted directed
graphs. FCMs can act as a practical understanding tool for modeling and understanding
complex systems. FCMs have been applied in predicting time series [8] due to their
advantages in terms of abstraction, adaptability, flexibility, and fuzzy reasoning. Based
on this fact, we employ this tool to model complex systems.

We then propose the following strategy to cope with the second question. The basic
idea of detecting hidden nodes relies on missing information from the hidden node when
trying to model complex systems. Since we do not have any information about the hidden
source, the learned edge patterns of the neighboring nodes in FCMs will be inaccurate
and anomalous. We may detect the neighborhood of the hidden nodes by discovering
any abnormal link pattern in different data segments. The identified anomalies can then
be employed to locate all nearest neighbors of the hidden source, which in turn imply
the existence and position of the hidden source in complex systems.

The performances of our proposal have been validated in three real-life cases. The
experimental results demonstrate that our proposal can locate hidden nodes with high
accuracy. We also analyze the effect of various parameters on the performance of the
proposed methods for locating hidden nodes.

2 Background

2.1 Fuzzy Cognitive Maps

Generally, an FCM is termed as a signed fuzzy graph with N concepts. The concepts
represent real-world ideas, and weighted edges stand for the relations between concepts.
The state values of these concepts are denoted as a vector

C=[C,C,C5,...,CN] (D
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where C; is in the range of [0, 1], i =1, 2, 3, ..., N. We can establish the relationships
among concepts by experts’ knowledge or historical data. This paper employs a weight
matrix W with the size of N dimension to define these relationships

wir wi2 - WIN
w21 w22 - W2N

WN1 WN2 * -+ WNN

where w;; € [—1, 1], and represents how much concept i affects concept j. Figure 1 shows
a simple example FCM with four concepts.

@m_@ 0 060 0 0
-0.15 045 W< 0 0 -045 0
0 0 0 4020
+0.2 -0.15 0 0 -0.90
-0.9

(a) (b)
Fig. 1. A simple example of FCM.

The density of FCM with N nodes is defined as the ratio of the number of node
connections and N x N. The state value at the ¢ 4 1 iteration is influenced by the state
values of connected concepts at the th iteration and the weight matrix. To obtain the
next iteration, we can employ the evolving Eq. (3),

N
G+ =y Y wiG® 3)
j=1

where ¥ is a transfer function that compresses the activation degree to the range of [0,
1] and C;(¢) is the state value of concept i at the rth iteration. C is passed repeatedly
through the FCM weight matrix W in order to evolve the complex system. We show an
example of time series D with N nodes as follows,

Ci() C(1) -+ Cy(1)
Ci(2) Q@2 --- Cv(©2)

= “4)

CiM) (M) --- Cn(M)

Various transfer functions can be employed in this paper. Based on the comparison
study in [20], we find that the sigmoid function exceeds the others in general. Thus, this
paper employs the sigmoid function,

1
V) = —fr (&)
e
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where g € [0, 20] served as a parameter for characterizing how steep the function around
Zero.

2.2 EG Model

Evolutionary games [10, 16] model a common type of link in many complex, networked,
social, and natural systems. In an EG, at any time, one agent has to choose one of the
strategies (S): cooperation (C) or defection (D). 2 x 2 payoff matrices express the payoffs
of the two agents in a game in agreement with the four possibilities. For example, in the
prisoner’s-dilemma game (PDG) [11], the payoff matrices are

PppG = (Y{Z Ifu) (6)

where the agents obtain rewards Pu(R) if both select to defect (cooperate) and the defec-
tor’s and cooperator’s payoff is Te (the temptation to defect) and S (sucker’s payoff) if
both choose different strategies. According to [12], R=1,Te =1.2 and Pu =S = 0.

We can characterize the links among agents in the network by an N x N adjacency
matrix X with degree < k >. x;; = 1 if agents i and j are linked, and x;; = 0 otherwise.
In tth round, all agents play the game with their neighbors and gain payoffs. For agent
i, its payoff is

N
Yi() =) xuS] ()PSi(2) (7)
=1
where S; represents the strategies of agent i at the time, the sum is over the neighbor-
connection set I'; of agent i, and T stands for “transpose”.

We describe the numerical simulation of EG as follows. Firstly, we set a fraction of
agents to select the defection strategy and the remaining agents to select the cooperation
strategy. We update nodal states in parallel. For agent i of degree (k), at round ¢, its
payoff is calculated using Eq. (7). The strategy of agent i is updated using Eq. (8) in
order to maximize its payoff. We term a Monte Carlo round ¢ as the case where all the
states at t + 1 were updated based on their states at ¢. After a round of the game, we
use the Fermi rule [11] to update the strategy of agent i on the basis of its own and its
neighbors’ payoffs. We try to maximize the payoff of agent 7 in the next round. Fermi
rule can be expressed as:

1
T+ exp[(Y — 1)/e]

where « characterizes the stochastic uncertainties designed to allow unreasonable
selection. In this paper, x = 0.1.

W(S; < Sj) = (8)

3 Locating Hidden Agents in FCMs

3.1 Overall Design Process

The basic idea of our proposal is graphically illustrated in Fig. 2, which describes the
procedure of detecting the existence and locations of hidden sources in one complex
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system. First, the time series of accessible nodes are obtained by simulating complex
systems. The available data are normalized to the range [—1, 1]. Second, the time series
is divided into different data segments, and each data segment is used to learn one FCM
structure. Then, a strategy is employed to measure anomalies among these learned FCMs.
Finally, we decide whether hidden nodes exist. The details of locating hidden nodes are
summarized in the following subsections.

3.2 Learning FCMs from Time Series

This section establishes the following optimization objectives:
e 2
min 77 1OWi = Yillz + AlWilly €))

where A is a non-negative regularization parameter, M =S x (T — 1), Y;, ®, and W; is
shown as follows.

vH(Ci2)
v H(Ci3))
i = . (10)
v (CiM))
Ci(1) Gy - Cy()
Ci(2) CGQ2) - Oy Q)
= . . . . (11D
Cl(M -1 CQ(M —1)--- CN(M -1
Wi =[wiiwi WNi]T (12)

With the increase of A, the number of nonzero components in W; decreases. The
penalty of the form AllW;ll; can be transformed into a condition where [IW;ll; <z, in
which ¢ > 0 is a tuning parameter. IW;ll; in the lasso can ensure the sparsity of the
solutions. Meanwhile, the least square term IlY; — ®W,ll,> makes the solution more
robust against noise than L1-norm-based optimization algorithms.

Measure Detect the

B s Leamn HOMs anomaly among existence and
oo P | Eom St W e amea W cations of
FCMs hidden nodes

Fig. 2. Graphical illustration of our framework for LHN.

The problem of learning FCMs is decomposed into the task of learning local connec-
tions of nodes individually. Due to the sparseness of FCMs, we convert the problem of
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recovering local structures from time series into sparse signal reconstruction problems
solved by the LASSO [13, 20]. We describe an example of learning FCMs with three
nodes. First, for node i, a sub-network is constructed from the FCM. This sub-network
contains node i and its neighbors. Therefore, we divide the FCMs learning problem into
three sub-problems where each one is to construct one sub-network. Each sub-problem
can be modeled as a signal reconstruction problem that involves both the differences
between the original and predicted data and the sparse structure of FCM. The LASSO
then optimizes each sub-problem. For example, we adopt the LASSO to learn the sub-
network from nodes 1, 2, and 3 to node 3. We then obtain the link from node 2 to
node 3 with w3 = 0.28. Finally, after learning all sub-networks, we compose the local
connections into the whole FCM.

- o0 00
Original

Time series @® ® @ @

© 00O

(X X X )

o000 0000 oooooooooooo:
:....OOOO........ :
|OOOO........OOOO....|
:oooo; i i i :
| Data Data Data Data Data [
! segment | segment 2 scgmcm3§ scgmcnt4§ segment 5 |

Fig. 3. Graphical illustration of assigning data segments for the original time series.

Let g(X) =1lY; — ®W;lh,and letn; i =1, 2,..., 2V be the N-tuples of the form
(£1, £1,..., £1). The condition IW;ll; <t is then equivalent to mTW,- < t for all i. For
a given X;, let E = {i: niTWi =t} and S = {i mTWi < t}. S is the slack set where
those constraints for which equality does not hold. The set E is the equality set where
those exactly met constraints. Denote by Gg the matrix whose rows are n; for i € E. Let
1 be a vector of ones of length equal to the number of rows of Gg. The algorithm below
starts with E = {ip}, where n;o = sign (W;*) with X;* being the overall least squares
estimated. The LASSO optimizes the least-squares problem subject to 1;,0” W; < t and
then checks whether IIW;ll; < r. If the condition is met, the algorithm stops; if not, we
add the violated constraint to the set £, and the process runs until llW;ll; < t. The details
of the lasso are described in [13]. We choose the best value of A by conducting cross-
validation. We repeat the above process N times for different nodes. We summarize the
process of FCM learning in Algorithm 1.

3.3 Model EG Using FCM

To provide necessary basic information for the abnormal measurement stage, this section
divides Y into data, as shown in Fig. 3. The first step is to decompose the available data
into M + 1 data segments based on the strategy in Fig. 3. Then, the FCM model is
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established for each data segment. After obtaining the FCMs, the outliers are calculated
according to the formula described in Sect. 2.4. For example, we achieve FCM-1 for
data segment 1. Then, {FCM-1, ..., FCM-k, ..., FCM-M + 1} are adopted to calculate
the anomalies 0 among them. Then, we can obtain the anomalies for each agent. We get
o1 = 0.4 for agent 1, 0o = 0.5 for agent 2, and 03 = o3 = 0 for agents 3 and 4. The
anomalies for agents 1 and 2 are much greater than for agents 3 and 4. Thus, we can
consider that the hidden agent links to agents 1 and 2 and does not link to agents 3 and
4. Finally, we locate the position of the hidden agent 5 and its neighbors, agents 1 and 2.
Moreover, if 01 = 02 = 03 = 04 = 0, we can ensure that none of agents connect hidden
agent.

Algorithm 1 FCM Learning
Input:
D: the observed data;
Output:
W: the weight matrix;
i«—1, process D to obtain @;
while (i < N) do
For agent i, Yie—w ' (Ci?)), =2, 3, ..., M,
Start with £={io} where mio=sign (Xi*);
Find X* to minimize g(X;) subject to || Xil|1 < 1;
while (||Xi|1 > 7) do
Add i to the set E where ni=sign (X;*);
Find X7* to minimize g(X:) subject to ||Xi||1 < t1;
end
Wi— Xi*, where Wi is the weight vector from the pool of all agents to agent i;
i—i+1;

end

3.4 Measuring Anomaly

In this paper, we consider the case of one hidden agent. Owing to the lack of available
data from the hidden agent, the right FCM could not be achieved for this agent. However,
time series from other agents are available. The motivation for measuring anomaly is
that if an agent does not connect with a hidden agent, the same FCM for such an agent
can be obtained with different time series from itself and all its direct neighbors. If the
results of inferring an agent’s links vary significantly for different data segments, the
agent is deemed to be connected with the hidden agent. The measurement of the anomaly
can be accomplished by using different data segments. The following equation of the
predicted results concerning different FCMs obtained from data segments can be used
as a quantitative measure for the anomaly.

o= Y | Y (W) (13)
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where W;%) represents the weight vector from all agents to agent i inferred from the
kth data segments, (W;) = (1/(M + 1)) ZM+] W(k) is the mean value of W;® and M
+ 1 is the number of data segments. Then, we prove the effectiveness of the proposed
strategy, which is shown in Assumption 1 and Theorem 1.

Assumption 1. Given enough time series D, the algorithm CS-FCM can fully learn the
weighted matrix of FCM.

Theorem 1. For any neighbor agent of hidden agents, the value of o is usually much
larger than those of agents that are not in the immediate neighborhood of hidden agents.
Proof. Case 1: The hidden agent does not link to agent i.

The weight vector W;%) needs to be learned from data segment k. According to
Assumption 1, if each data segment is enough, each weight vector from different data
segments is the same (W(l) . Wi(k) =--. Wl.(MH)). Namely, o; = 0.

Case 2: The hidden agent llnks to agent i. We assume that wy; # 0, where wg;
represents the weight from hidden agent to agent i inferred from the kth data segments.
If we want to fully learn the weight matrix W;(1) from data segment 1, the following
equation needs to be solved by CS-FCM.

¥ 1(Ci(2) ci()y -+ Cn(D) Cr (1) wii
5 = o x| | ae
YN (Ci(M)) Ci(M —1) - Cy(M — 1) Cy(M — 1) ::Z

where Cy(?) is the activation degree of the hidden agent. However, in the real situation,
Cy(?) is unknown, and Eq. (6) is used to optimize WD Thus, it is difficult to obtain
the exact W;1) due to C(t)wp; # 0. This case can be extended to other data segments.
With different data segments, W, = ... w® = ... w™*V i difficult to fulfill, which
leads to o; > 0. For any neighbor agent of hidden agents, the value of ¢ is usually much
larger than those of agents that are not in the immediate neighborhood of hidden agents.
The value of ¢ can thus be used to reliably identify the neighboring agents of hidden
agents. Thus, Theorem 1 has been proved.

4 Experiment

4.1 Performance Measures

To locate a hidden agent, an important way is to detect its neighbors. In this paper, we
use SS_Mean to measure the quality of the location of hidden agents. We calculate the
measure SS_Mean as follows,

2 x Specificity x Sensitivity

SS_Mean = — . (15)
Specificity + Sensitivity

TP
Specificity = ——— (16)
TP + FN
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TN
Sensitivity = ———— (17)
y TN + FP

where TP, FN, TN, and FP are defined in Table 1. SS_Mean € [0, 1], and the greater the
value is, the better the algorithm’s performance is.

Table 1. The definition of TP, FP, FN, and TN.

Input FCM
0 1
Candidate FCM 0 TP FP
1 FN TN

4.2 Case 1: Brazilian Amazon Example

The first case is about deforestation in the Brazilian Amazon [14]. The map mentions
the 12 most concepts, and the influence graph is shown in Fig. 4(a). In the following,
we discuss an example for locating a hidden agent. We first assume that concept C1 is
a hidden agent due to its neighbors, and its information is unknown from the outside.
However, the dynamic states of agents C2—C12 are known. The length of the time series
of accessible agents is set to M = 12. The method in [14] is used to generate time series
with various scales and properties. First, we randomly generate the initial state value of
each agent from range [0, 1]. Then, based on Eq. (2), we obtain the response sequences.
Based on the proposed strategy for locating hidden agents, we first divide the original
time series into M + 1 data segments, as shown in Sect. 2.3. For data segment i, we
predict the neighbors of all agents and construct one FCM. The predicted links of direct
neighbors of hidden sources display anomalies. To evaluate the anomalies, we calculate
the structural variance o of each agent from different data segments using Eq. (13), which
is demonstrated in Fig. 4(b).

In Fig. 4(b), we can observe that only the values of ¢ of agents C2, C6, C7, C8, and
C10 are greater than other agents. According to Theorem 1, agents C2, C6, C7, C8, and
C10 are found to link to hidden agent C1. From Fig. 5(a), agent C1 connects agents C2,
C6, C7, C8, and C10. Thus, we can claim that we find the existence of hidden agent C1
and locate its neighbors, agents C2, C6, C7, C8, and C10. Then, we also assume that
agent C2 is hidden and other agents are accessible. The results of the anomalies of the
accessible agent are shown in Fig. 4(c). The two neighboring agents of agent C2 display
much more significant values ¢ than those from the other agents, which provides the
evidence that they might be the neighborhood of the hidden agent.
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Fig. 4. Detecting a hidden agent. (a) The original FCM for dataset about deforestation in the
Brazilian Amazon. (b) Structural variances of each agent. The time series of other agents except
the source is assumed to be available. C1 is treated as a hidden agent. (c) C2 is treated as a hidden
agent.

4.3 Case 2: Supervisory Control Systems

The second case is an FCM for supervisory control systems [15]. The concepts of an
FCM are defined as features and states of this system, including the height of the liquid
in each tank or the temperature. In the case, we employ eight concepts to form a model.
The relationships among them are shown in Fig. 6(a). More details of supervisory control
systems can be found in [15]. We first assume that agent C1 is a hidden agent, and we
do not know any information about agent C1. However, the information about agents
C2-C8 is known. The length of the time series of accessible agents is set to M = 8.

In Fig. 5(b), we find that only the values of o of agents C2 and C3 are greater than
zero, and that of other agents is equal to zero. Based on Theorem 1, agents C2 and C3 are
found to link to hidden agent C1. From Fig. 5(a), agent C1 connects agents C2 and C3,
which experimentally proves that the proposed strategy can exactly locate the position
of hidden agent C1. Thus, we can claim that we ensure the existence of hidden agent C1
and locate its neighbors, agents C2 and C3. To enhance the persuasion of this case, we
also assume that agent C4 is hidden and other agents are accessible. The results of the
anomalies of an accessible agent are shown in Fig. 5(c). The two neighboring agents of
agent C4 show much larger values than the other agents, which provides evidence that
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these two agents are the hidden agent’s immediate neighborhood. This result also finds
the existence of concept C4.
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Fig. 5. Detecting a hidden agent from time series. (a) The original FCM for modeling intelligent
supervisory control systems. (b) Structural variances of each agent. The time series of other agents
except the source is assumed to be available. Agent C1 is treated as a hidden agent. (c) Agent C4
is treated as a hidden agent.

4.4 Case 3: Mobile Payment System Project

Finally, we study the case of the mobile payment system (MPS) project [17]. To increase
the chances of the MPS project being perceived as successful by all the parties, FCMs
are employed to identify the critical factors influencing that success at the outset of the
project. The relationships among them are shown in Fig. 7(a) for this system. We first
assume that agent C1 is a hidden agent, and we do not know any information about agent
C1. Howeyver, the information about agents C2—C24 is known. The length for time series
of accessible agents is set to M = 24.

In Fig. 6(b), we find that only the values of o of agents C6 are greater than other
agents. According to Theorem 1, agents C6 are found to link to hidden agent C1. From
Fig. 6(a), agent C1 connects to agent C6. Thus, we can claim that we ensure the existence
of hidden agent C1 and locate its neighbor, agent C6. Then, we also assume that agent C3
is hidden and other agents are accessible. The results of the anomalies of the accessible
agent are shown in Fig. 6(c). The five neighboring agents of agent C3 display much
more significant values ¢ than those of the other agents, which provides evidence that
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Fig. 6. Detecting a hidden agent from time series. (a) The original FCM for the MPS project. (b)

Structural variances of each agent. The time series of other agents except the source is assumed
to be available. C1 is treated as a hidden agent. (c) C3 is treated as a hidden agent.

these five agents are the immediate neighborhood of the hidden agent. We also find that
06 is slightly greater than O, but the hidden agent does not connect to concept 15. This
phenomenon appears due to the following factor: in many cases, it is difficult to make
sure that Assumption 1 is right due to the ability of an optimization algorithm. Thus,
we choose the agents whose value o is far greater than the others. However, in terms
of CS-FCM, the rationality of Assumption | can be ensured by employing enough time
series in many cases.

4.5 Effect of Ny; on LHN

Figure 7 shows the relationships among SS_Mean, f, and relative data length Ny, for
FCMs with different densities. Here, N is set to 20 and 40, and we set the density to 20%
and 40%. We increase Ny from 0.1 to 1.0 in steps of 0.1. To obtain the high confidence
of locating hidden agents and decrease the computation cost, the value of N, can be set
to 0.5 in this paper. The result of each point is obtained from ten dynamic realizations
and ten configurations of the hidden node. Note that f can be achieved to maximize the
value of SS_Mean. As seen from Fig. 7(a), as Ny is increased, the value of SS_Mean
increases accordingly. Moreover, the SS_Mean of dense FCMs is worse than those of
sparse FCMs. In Fig. 7(b), we discuss the effect of Ny, on the best cut-off value of ¢ in
terms of SS_Mean. We find that the curves show descending trend along with increasing
Ny At the same time, the value of f for FCMs with density = 20% is smaller than that
for FCMs with density = 40%. This phenomenon appears due to the following factor:
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If an agent does not neighbor any hidden agent, it will render valid FCM for such an
agent, thereby resulting in a low anomaly. However, this is an ideal state which needs
high-quality FCM. With increasing Ny, the learned FCMs can better model a certain
complex system. Thus, poor FCMs lead to high anomalies, and good FCMs result in
low anomalies (Fig. 8).

—e— density=20% |
density=40%

S8 Mean

(b)
Fig. 7. The effect of the relative length of data on (a) SS_Mean and (b) the cut-off value of ¢ for

FCMs size N = 40 and densities of 20% and 40%.

—o— density=20%
density=40%

(@ )

Fig. 8. The effect of g on the tradeoff of o for FCMs size N = 40 and densities of 20% and 40%.
(@) Nyy = 0.8 and (b) Ny = 1.6.

5 Conclusions
The main contributions of this paper are as follows:

1) Aiming at the invisibility of complex evolutionary game systems, the FCM is used
to model the complex military confrontation environment and generate a weighted
directed network by inheriting the advantages of fuzzy logic and neural network.

2) According to the abnormal connection patterns of different data segments in the
FCMs, we can identify all the nearest neighbor agents of the hidden game object so
as to verify its existence and locate its location in the complex system. Experimental
results proved the prososed algorithm could locate the hidden game object accurately.
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3) Through several real case studies, the effects of various parameters on positioning
accuracy are obtained, and the reasons are analyzed in detail.

Based on the known data of limited accessible agents, this paper effectively infers the
existence and location of hidden agents by measuring the anomalies between the gen-
erated FCMs and reveals the internal law of hidden sources in complex systems. This
strategy and method provide an important reference and application value for estimating
enemy command sites and key killing weapons in the field of military confrontation.
However, FCM has several limitations at the same time, and a large number of assump-
tions need to be satisfied to perfectly simulate complex systems. We intend to improve
the FCM theory and apply it to more realistic scenes in the next work.
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Abstract. In the course of software maintenance and development, bugs are
inevitable. At present, Bug tracking system uses bug reports to match bug with
fixers. However, the previous bug triage model relies too much about the quality
of the text of the bug report, introduces a lot of redundant information in natural
language, and ignores the fixer community factor where the meta-field of the bug
report, which makes the model performance worse. Aiming at the above problems,
we propose a multi-head self-attention deep bug triage (MSDBT), which consid-
ers the text content of the bug report and generates a sequence of fixers with the
same meta-field. The features of the input text and the fixer sequence are extracted
by Bi-directional Long Short-Term Memory network. The multi-head self-
attention mechanism is used to perform parallel attention calculation among the
internal input elements. The model weakens the redundant information in the bug
report, and further quantifies the influence of fixers with similar activities on bug
triage through fixer sequence. We conducted texts on four open source software
projects. We can get the MSDBT has clear strength over the previous model in
recall index.

Keywords: Bug tracking system - Bug report - Bug triage - Deep learning -
Fixer community - Multi-head self-attention

1 Introduction

Bugs are software errors that disrupt the normal operation of the program and make
the system function invalid. With the increase in scale and complexity, inevitably, the
majority of errors occur through the software development and maintenance process.
Therefore, large open source software manages bugs through bug tracking systems (such
as Bugzilla and JIRA), which not only realizes the recording, management and status
update of bug reports, but also coordinates the work between fixers and records the
resolution of bugs the way.

At present, most of the bug reports are processed manually. System managers check
the bug reports one by one, and assign appropriate fixers manually according to historical

© Springer Nature Singapore Pte Ltd. 2022
Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1492, pp. 107-119, 2022.
https://doi.org/10.1007/978-981-19-4549-6_9


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-4549-6_9&domain=pdf
https://doi.org/10.1007/978-981-19-4549-6_9

108 X. Yuet al.

experience. This is a labor-intensive assignment for large open source software projects.
For example, platform receives approximately 100 new bug reports per day in Eclipse,
and at least1800 fixers with different expertise. Faced with such the majority of bugs
and fixers, it will consume a lot of time and human resources to assign suitable fixers
manually. According to statistics, bugs in Eclipse take an average of 40.3 days from
submission to allocation.

To make reasonable application for the human resources of the bug tracking system
and enhance the software repair’s efficiency, the literature [1] first an automatic error
triage technique is proposed which automatically assigns bugs to a group of fixers with
the most professional skills by learning historical data. Furthermore, the researchers
proposed a series of automatic bug triage methods related to machine learning, informa-
tion retrieval and deep learning. The machine learning method [2—4] regards the fixer
as a category, and assigns the appropriate fixer label to the bug report by training the
classifier. The information search method [5-7] takes the bug report as the query and
the fixer as the return result, and ranks the fixers according to similarity between newly
submitted bug reports and fixers deep learning method [8—10] uses the excellent feature
learning ability of the neural network to characterize the data, thereby performing bug
triage task.

In view of the current bug triage research, we found that there are still the following
shortcomings. First, the previous models rely too much on the text quality of the bug
report, and the quality directly affects the result of the bug triage. The bug report is a
natural language description filled in by the reporter and records the key information
of bug. The fixer needs to reproduce the bug based on the report in a short time and
synchronize the reporter’s ideas. However, as the user of the software project, the reporter
does not have the professional bug recording ability. The redundant description in the
bug report is inevitable, which will mislead the software fixer process. Figure 1 shows
part of the summary of the bug report ID 485038. According to statistics, the report
has 83 lines and 5307 characters. This description increases the workload of bug fixer.
Secondly, the bug tracking system, as an open platform, contains multiple different fixer
communities that composed of fixers with similar professional skills and development
activities. However, the meta-fields (such as products, components, etc.) in the bug
report as an important classification label for screening fixer communities are mostly
ignored by previous models, and the influence of community factors on bug triage is not
considered, resulting in a waste of resources. Figure 2 shows the repair history of fixers,
joakim.erdfelt and jesse.mcconnell. We found that two fixers often participate in the bug
of the product Jetty. They belong to a common fixer community.

Appears above the problems, the essay offers a deep bug triage method MSDBT
based on the multi-head self-attention mechanism, which not only considers the text
content of the bug report, generates a sequence of fixers with the same meta-field based
on the product and component. The Bi-directional Long Short-Term Memory network
is accustomed to excerpt the high-level features in the input text and the fixer series. The
multi-head self-attention mechanism is used to perform parallel attention calculations
between the internal input elements. MSDBT weakens the redundant information in
the bug report, and further quantifies the influence of community factors on bug triage
through the sequence of fixers.
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EPP Error Reports 2015-12-31 04:53:25 EST Description

The following incident was reported via the automated error reporting:

h_1. 2. 0.v20150923-0945

fingerprint:
exception class:
exception message:
number of children: 0

I1legalStateException
found at null

at org. eclipse. oomp! L itBash. utDi h. java:133)

at org.ecli 36)

at org.ecli ava: 74)

itStatusAction. java:27)

at org. eclipse. oomph. gi
at

org. eclipse. oomph. gitbash. repository. AbstractRepositoryAction. run(AbstractRepositoryAction. java:33)
Fig. 1. Part of the summary of the bug report ID 485038
Sidguss S Sisdkie Chesseda 1 Product  Assignee Status Resolution  Changed o
RESO FIXE Joakim.erdfelt RESO FIXE 2009-07-17
RESO  FIXE joskim.erdfelt  RESO  FIXE 2009-07-17
RESO  FIXE joakim.erdfelt  RESO  FIXE 2009-07-23
RESO  FIXE kimerdfelt  RES
RESO  FIXE foakim.erdfelt RESO  FIXE 2010-05-12
RESO FIXE joakim erdfelt RESO FIXE 2010-05-24
RESO"  FIXE joakim.erdfell  RESO  FIXE 2010-05-25
Lo joakim.erdfel  RESO  FIXE 2010-06-07
Linl Lt joakim.erdfelt  RESO  FIXE 2010-10-14
RESO  FIXE g joakim. erdfeit RESO  FIXE 2011-06-29
RESO  FIXE 2009-07-10
E joakim.erdfelt RESO FIXE 2011-08-22
RESO  FIXE 2009-08-06
joakim.erdfelt RESO FIXE 2011-08-30
RESO  FIXE 2000-08
3 Joakim erdfelt RESO FIXE 2011-09-09
RESO  FIXE 2000-08-31
L i Joakim.erdfelt RESO  FIXE 2011-09-15
RESO FIXE 2010 Joakim._erdfelt RESO FIXE 2011-09-19
RESO  FIXE joakim.erdfet  RESO  FIXE 2011-10-20
RESO  FIXE
RESO FIXE joakim . erdfelt RESO FIXE 2011-10-26
RESO  FIXE joakim.erdfelt RESO  FIXE 2011-10-27
jesse.mcconnell  RESO  FIXE joakim, erdfelt RESO  FIXE 2011-11-03
jesse.mcconnell  RESO  FIXE joakim.erdfelt RESO  FIXE 2011-11-03

Fig. 2. The repair history of jesse.mcconnell and joakim.erdfelt

2 Related Work

For automatic bug triage from the perspective of machine learning, [1] treats fixers
as labels for the first time, converts the text of bug reports into feature vectors, and
predicts suitable fixers for new bug through the trained classification model. [2] extracted
keywords from the heading and summary of the bug report, and use the bag-of-words
model to train classifiers such as naive Bayes, support vector machines, and decision trees
to assign fixers. [3] suggested a Bugzie method based on fuzzy sets. The membership
degree of the fixer to the set is expressed by term relevance, and they are used to measure
whether the fixer is suitable for new bug reports. [4] offered a semi-supervised bug
triage method, which enhanced the naive Bayes classifier’s ability to classify assigned
and unassigned bugs through an expectation maximization algorithm. [5] extracted six
features from bug reports and source files, including word meaning similarity, semantic
similarity, class name similarity, collaborative filtering score, bug fixer progress and bug
fixer efficiency to train weighted classification model.
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In the method of information retrieval, the bug report gets used as a query, fixer is
returned result, and a sorted list of the fixer’s professional capabilities is returned by
calculating the similarity between the bug report and fixers. [6] offered a bug triage
method based on the learning to rank model. Combine the content information of the
bug report and the location information of the source code to identify the appropriate
fixer to handle the specific bug report. [7] suggested an IRRF method based on concept
positioning, through the combination of information retrieval and relevance feedback
mechanisms, to calculate the similarity between the bug report and the source file on the
space vector model. In term of the theme of the bug report, [8] updated the part of every
topic below the current meta-field by the fixer, and obtained a better topic distribution
in a supervised manner.

Image classification and natural language have achieved remarkable success by deep
learning, researchers have started to try to ask deep learning models to bug triage tasks to
achieve the mapping from bug reports to fixers. [9] applied convolutional neural network
to bug triage for the first time, converted text content into high-level features, and trained
a predictive model to return the probability of each fixer being assigned. [10] offered a
bug triage model with an attention mechanism by applying Recurrent Neural Network
and combining bidirectional long- and short-term memory units to explore the sequence
relationships existing in the text content. [11] used the text content of the bug report
and the activity sequence of the fixer to find suitable fixers through the pooled recurrent
neural network.

In addition to the above methods, increasingly researchers have begun to focus on
the effect of the relationship network in the bug tracking system. [12] analyzed the social
factors of network, such as out-of-degree, in-degree, PageRank, intermediate degree, and
intimacy, to rank fixers for professional skills. [13] applied a first-order Markov chain to
represent the transfer information of bugs, and combined construct a fixer redistribution
graph model using the text content of bug reports. According to the job of Jeong, [14]
incorporated a multi-feature ranking function into the redistribution graph and used a
local weighted search algorithm to reduce the path. [15] offered a method of integrating
heterogeneous networks into bug triage, searching for similar bug reports through the K-
nearest neighbor algorithm, introducing a scoring mechanism and considering network
link relationships to rank candidates.

3 MSDBT Model

To realize the automatic assignment of bugs, MSDBT model is divided into training
phase and prediction phase. As this training stage, from the perspective of text content
and meta-fields of historical bug reports, considering the impact of text context and fixer
community on bug triage, construct a training set and input deep learning to generate
feature vectors, and continuously optimize model through real fixer tags. In the prediction
stage, a new bug report that has not been assigned is input. The model predicts the
probability of each fixer participating in the bug report based on the fixer’s historical
activities to generate professional fixer list. The flowchart of the MSDBT model is
displayed in the Fig. 3.

The framework of MSDBT consists of an input layer, a feature extraction layer, a
multi-head self-attention layer, and an output layer. The model not only weakens the
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redundant information in the bug report, but also uses community factors to quantify
the impact of fixers with similar development activities on bug triage. The input layer
realizes the text preprocessing and feature embedding; the feature extraction layer real-
izes the feature calculation of the text content and the fixer community; the multi-head
self-attention layer synthesizes the internal features to calculate the contribution of the
features to the results, and the output layer calculates the probability of assigning fixers
to the bug report.

Training phase ‘ Historical bug reports ‘

Text content Fixer community

Training set

Deep learning

Prediction phase

New bug report }—»‘ MSDBT }—»‘ Fixer list

Fig. 3. The flowchart of the MSDBT model

3.1 Input Layer

Text Preprocessing. The text content of the bug report is composed of summary,
description, and comments. The randomness of natural language makes the input have
no fixed format and informal grammatical expression, which makes the characterization
ability of the input information weak. Therefore, in order to obtain standardized input,
Model uses natural language processing technology to analyze the text content, and the
main processing is as follows:

e Word segmentation: divide the text content into a structure with words as units to
generate a standardized term sequence stream.

e Stop word removal: Delete punctuation marks, special characters, numbers, and some
common words, such as am, is, do, in, on, etc. Such data has no practical meaning for
the classification results.

e Root restoration: Convert input words in reserved tense or singular and plural forms
into stem or root form, for example, changes and changed into change.

e Abbreviation replacement: replace abbreviations of professional terms in the bug
tracking system, such as replacing API with Application Programming Interface

Feature Embedding. Since the computer cannot directly recognize the sequence or text
information, the input sequence is mapped into a low-dimensional numerical vector by
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feature embedding. Aiming at the text content of the bug report and the fixer community,
we use Word2Vec and one-hot encoding to transform it into a real number vector.

For the text content, we apply Word2Vec to generate a k-dimensional word vector,
and the semantic similarity of terms is characterized by the similarity of the vector. Its
expression is:

E =lel,e2,e3,e4,...... ,el] (D)

Among them, the maximum length of the text sequence is set to [, ¢; is the feature
representation of the i-th term in the text, and the text content of every bug report generates
a word vector matrix E of size / x k.

For the fixer community, we generate a fixer sequence that retains community factors
based on the products and components in the meta-field, and encode the N fixers in the
system with a valid code through one hot encoding. For example, Ed Merks, Dirk Fauth
and Nathan Ridge participate in the fixer community of the product JDT. Assuming Ed
Merks, Dirk Fauth, Nathan Ridge and Lars Vogel are the fixers of the entire system. Its
expression is:

F =1[1,0,0,0],[0,1,0,0]10,0, 1, 0]] 2)

3.2 Feature Extraction Layer

For the word vector matrix and community code submitted by the input layer, the feature
extraction layer connects two to generate input matrix X, and uses Bi-LSTM to mine
the features in the front and back directions, and more comprehensive feature extraction
of the input content. The Bi-LSTM is a two-layer neural network composed of LSTM
units, which determines the preservation degree of the cell state and the memory degree
of the current input through the forget gate, input gate and output gate.

First step of LSTM is to determine the degree of discarding of the previous cell state
C;_; through the forget gate. Calculate the Sigmoid function of the hidden state 4;_;
and the current input x,. Among them, W represents the weight matrix corresponding
to the forget gate, and by represents the constant vector.

fr = oWy - [h—1, %] + by) 3)

Second step determines the update degree of the information in the cell state. First, the
Sigmoid function of the previous hidden state /;_; and the current input x; is calculated
through the input gate to determine which information needs to be updated. Secondly,
use the tanh function to generate the candidate vector Ct. Among them, W; represents
the weight matrix corresponding to the input gate, and b; represents the constant vector.
W . represents the weight matrix corresponding to the candidate vector, and b, represents
the constant vector.

i =0 W [h—1,x]+b) €]

C, = tanh(W¢ - [hy—1, x/] + bc) o)
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Next, calculate the discarding and updating of information based on the output of
the foregoing two measures to determine the current cell state C;.

Ct:ft*ct—l‘f‘it*ét (6)

Finally, the output information is determined above on the cell state. First, the Sig-
moid function of the previous hidden state #;_; and the current input x; is calculated
through the output gate to determine which information needs to be output. Second, use
the tanh function to normalize the cell state C; and multiply it with the value of the
output gate to determine the output A, of the current cell. Among them, W, represents
the weight matrix corresponding to the input gate, and b, represents the constant vector.

0r =0 (Wo - [hi—1, %] + bo) (N

hy = o; * tanh(Cy) (8)

The Bi-LSTM contains two hidden layers, which flow in two different directions,
respectively. The formula of the recurrent neural network layer in the two directions is
expressed as:

- — —
hy = LSTM (xi, hy—1) )
“— <«
hy = LSTM (xi, hy—1) (10)

N

h; represents the forward feature generated by combining the current input x; and the
—>

result output s, by the LSTM unit at the previous time in forward, /, represents the

<~
reverse feature generated by combining the current input x; and the output result ;;_;
of the LSTM unit at the previous time in reverse, splicing and to generate feature s;.

— <«
se=1[he, bt ] (11

Finally, the input matrix X is synthesized to obtain the output sequence S of the
feature extraction layer.

S =1[51,52,53,54,...... , 8¢ ] (12)

3.3 Multi-head Self-attention Layer

Considering the redundant information contained in the text and the influence of the
fixer community on the bug triage, we apply the multi-head self-attention mechanism to
strengthen the key features of the output S of the feature extraction layer. The attention
value at different s; represents the contribution to the classification results, so as to
further optimize the final output of the model. As shown in Fig. 4, multi-head uses
multiple parallel queries to extract multiple groups of different subspaces from feature
to obtain the relevant information, and self-attention feedbacks the internal dependence
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between the data, and captures the key information of the sequence from many aspects.
The calculation method is as follows.

Firstly, feature extraction layer’s output S is transformed linearly to generate query
vector matrix Q, key vector matrix K and value vector matrix V. Among them, Wo, Wk
and Wy are weight matrices.

0 = WQS
K = WKS (13)
V = Wvs

We project Q, K and V into £ different subspaces. W1, Wi and Wy are the i-th
weight matrices of Q, K and V respectively.

(01,02, ..., 0, =[0QWp1,0Wga, ..., QW]
[KlaKza"'aKh] = [KWK]aKWKZa"-aKWKh] (14)
Vi, Vo, ..., Vil = [VWyq, VWya, ..., VW]

Feature fusion

[

[
Self-attention L_u

Subspaces V'

Subspaces O Subspaces K

The output S of the feature extraction

Fig. 4. Mechanism

The inner product of Q; and K; is calculated by scaling the point product attention,
then normalized by softmax function, and multiplied by V; to get the single head attention
value head;, which is calculated in / subspace in parallel. Among them, d is the scaling
factor, which changes the inner product of Q and K into the standard normal distribution,
making the result more stable.

head; = soft max(Q"’ K"T)v- (15)
1 \/3 13
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Finally, the attention values of all subspaces are fused. Among them, Wy is weight
matrix.

A(Q, K, V) = Concat(heady, ..., headp)Ws (16)

3.4 Output Layer

The output layer applies softmax classifier to calculate the probability of each fixer.
Where W is the transformation matrix and b, is the constant vector.

$ = soft max(WzA + byg) 17

Finally, the loss function is set to minimize the cross entropy to train the prediction
model. Where, y; represents the real probability distribution, y; represents the probability
of each fixer predicted by the model, and moreover # is the total number of fixers.

i=n

C == yilogG (18)
i=1

4 Experimental

4.1 Data Set

The data set applied is a collection of bug reports from open source projects in the bug
tracking system. According to the life cycle of the bug, the newly fixed bug is unstable,
and it is prone to restart and fix again. Therefore, the historical bug with a relatively
stable state is selected for analysis [3]. The submissions of bug reports are restricted
to not less than 4 years before screening to obtain the maximum number of valid bug
reports. Consistent with literature [3, 5], we collect reports that have been confirmed to
be fixed. To decrease noise, remove fixers with less than 10 engagements and invalid
fixers. The data statistics is in Table 1.

Table 1. Data information

Projects Date Fixers Bug reports Products Components
Mozilla 2014.12.20-2016.1.5 679 14297 159 475
Eclipse 2014.12.20-2016.1.5 551 10514 57 404
Netbeans | 2014.12.20-2016.1.5 234 11047 40 346
GCC 2014.12.20-2016.1.5 145 2287 2 40
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4.2 Metrics
We use Recall@K in Eq. (19) as the metric.

IG; N Hjl

19
] (1%

1 m
Recall@eK=—
eca - jZI:

K = 3,5,10, denotes size of the recommended results, m means the number of bug
reports, G and H; are the predicted and true fixers, respectively.

4.3 Comparative Models

SVM [2] applies support vector machines to finish bug report text classification.

MTM [8] makes an update of percentage of topics below the current meta-domain
based on the topics reported in the bug, in order to get a better distribution of topics
through monitoring.

DT [11] shows that the error report text is combined with the activity sequence of
fixers by a recursive neural network to assign fixers.

To simulate the application of the model in actual situations, as shown in Fig. 5,
we use ten-fold incremental experiments for verification, and divide the data set into 11
windows of the same size in chronological order to obtain 10 stacks of training and test
data sets. For the first stack of data, the data in the first window used for the training
set, another data in the second window as the test set. For the second stack of data, the
data of first window and second window are merged as training set, then the data in the
third window is used as the test set, and so on. For the 10th stack of data, the data of ten
windows are merged as the training set, and then the data in the 11-th window is used
as the test set. Finally, the model takes the average of ten tests as the final result.

For the parameter setting of the model in the essay, the length of the text content is set
to 300, and the text content is adjusted by padding or truncation, and the vector dimen-
sion generated by Word2vec is installed to 256. The amount of hidden layer neurons
in the BI-LSTM neural network is 300. The multi-head attention mechanism indepen-
dently generates 12 linear subspaces, and each output dimension is 128 dimensions. The
optimization method uses the gradient descent method. Moreover the learning rate is
0.01. The batch size is 64 and the number of iterations is 20.

Split | Fold 1 | Fold 2 Fold3 | ———————- Fold 10 Fold 11
| | | |
Run2 | Training | Testing | : : :
| | |
| |
Run3 | Training | Testing | |
| |
l [ [
l | |
l | |
Runl0 | Training | Testing |

Fig. 5. Ten-fold incremental experiments
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4.4 Experimental Result

To compare the achievement of bug triage between the MSDBT model and comparative
models, as shown in Fig. 6, we calculate Recall@K on four large-scale open source
software tasks, Eclipse, Mozilla, Netbeans, GCC. The average values of Recall@3,
Recall@5, and Recall@10 on the four data sets of MSDBT are 0.5424, 0.6375, and
0.745, which are 11.21%, 8.97%, and 9.17% higher than SVM. Compared with MTM,
it increased by 8.23%, 7.64%, and 8.41% respectively. Compared with DT, it increased
by 4.97%, 3.76%, and 4.67% respectively.

To simulate the application of the model under actual conditions, MSBDT is verified
in Recall@3, Recall@5, and Recall@10 in ten-fold increment. As shown in Fig. 7, in
the chronological experiment, the recall rate did not increase significantly. Through
the observation and understanding of the bug tracking system, we found that with the
continuous increase of data, the fixers, products, and components in the system are also
increasing, resulting in changes in the complexity of the data. Therefore, the recall rate
of MSBDT is relatively stable.

- SVM - SVM - SVM

068 - MTM ors - MM ass - MM
- T - o7 - OT
- MSDBT - MSDBT - MSDBT

055 065

Recall@3
o
2
Recall@s
°
2
k3
Recall@10

0.45 0.55

040 050

045

030 040

Eclipse Mozilla Netbeans 6eC Eclipse Mozilla Netbeans (<9 » Eclipse Mozilla Netbeans GCC

Fig. 6. Experimental results of MSBDT and comparative models
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Fig. 7. MSBDT’s ten-fold incremental experiments on different data set
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5 Conclusion

Aiming at the problem of fixer recommendation, we propose a bug triage model MSDBT
based on the multi-head self-attention mechanism. From the perspective of text descrip-
tion and meta-fields, train a neural network classification model. The model uses a
Bi-LSTM to extract the features of the text context and fixer sequence, and uses a multi-
headed self-attention mechanism to further compute parallel attention between internal
elements. While weakening the redundant information in the text content, it increases
the influence of the fixer community under the same product and the same component.
Model is verified on the data sets of 4 large open source projects. We can know the
MSDBT has clear profits over the classic bug triage method. In the long term, we will
consider the impact of different data types (such as network, graph, source code, etc.),
dynamic changes of the system, and cross-domain analysis between different data sets
to help the achievement.
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Abstract. Taxi pick-up area recommendation based on GPS data can effectively
improve efficiency and reduce fuel consumption. Most of the methods use the
long-term GPS data, which makes recommendation accuracy low. Therefore, we
propose a novel approach of integrating spatio-temporal contexts into the extreme
Deep Factorization Machine (xDeepFM) for taxi pick-up area recommendation.
In the training process, the urban area is divided into several grids of equal size, we
extract pick-up points from the original GPS data. The pick-up points and points-
of-interest (POIs) are mapped into the corresponding grids, we distil the spatio-
temporal features from these grids to construct spatio-temporal contexts matrix.
Then, the spatio-temporal contexts matrix is input into xDeepFM for training,
and we get the taxi pick-up area recommendation model. xDeepFM not only can
make feature interactions occur at the vector-wise in both implicit and explicit
ways, but also learn both low-order and high-order feature interactions. xDeepFM
can effectively enhance recommendation accuracy. Finally, the recommendation
model is embedded in the system for testing. Evaluate on the public dataset of
DiDi, we compare different recommendation methods. The experimental results
show that our approach can effectively cope with the data sparseness problem,
obtain excellent performance, and is superior to some state-of-the-art methods.
The RMSE is only 0.8%, MAE is about 7%, and the explained variance score is
over 98%.

Keywords: Trajectory mining - Location-based services (LBS) - Taxi pick-up
area recommendation - Spatio-temporal contexts - Extreme Deep Factorization
Machine (xDeepFM)

1 Introduction

Taxi is the GPS recorder of urban residents’ mobility. The hidden patterns in these
data are of great value for human travel, intelligent transportation, and urban planning,
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which promote many Location-Based Services (LBS). For example, the taxi pick-up
area recommendation [1] can effectively improve driver’s profit and reduce fuel con-
sumption, etc. Compared with traditional recommendation systems, taxi pick-up area
recommendation now is facing some new challenges.

Firstly, the challenge of GPS data update speed. Taxi produces a large amount of
GPS data every day, if using long-term GPS data, such as, several years GPS data which
will occupy a large amount of storage resources and generate a long computation time.
In addition, the rapid urbanization makes the roads update quickly, and using long-
term GPS data in the taxi pick-up area recommendation system will introduce more
noise. For example, the original roads have been abolished or changed, and the city
adds several roads. These noises may greatly reduce the recommendation accuracy.
However, the using of recent short-term GPS data, such as, one month GPS data which
faces the problem of data sparseness [2]. To cope with this problem, matrix factorization
techniques [3] are widely used. But the matrix factorization technique lacks the effective
use of contexts information. Therefore, researchers started to focus on models such as
Factorization Machine (FM) [4].

Secondly, the regularity implied in GPS data needs to be further explored, for exam-
ple, it contains many spatio-temporal contexts [6]. During the Taxi cruising process, the
driver’s choice of the pick-up area changes with the spatio-temporal information. For
example, there is a large amount of travel demand in residential areas in the morning
time; while there are often many passengers in recreational areas after 11 pm. Therefore,
it is an important problem to integrate spatio-temporal contexts into taxi pick-up area
recommendation.

To address the above challenges, we propose a novel approach of integrating
spatio-temporal contexts into xDeepFM [5] for taxi pick-up area recommendation. Our
contribution mainly lies in:

e We deeply mine the spatio-temporal contexts. We extract the pick-up points from
the original GPS data, map the pick-up points and POIs into the corresponding grid.
Then we extract the spatio-temporal features from these grids to construct the spatio-
temporal contexts matrix, which not only can compensate the data sparseness, but
also can improve the accuracy of recommendation.

e Spatio-temporal contexts are integrated into the xDeepFM model in the way of feature
engineering. xDeepFM not only can make feature interactions occur at the vector-wise
in both implicit and explicit ways, but also learn both low-order and high-order feature
interactions. xDeepFM can effectively enhance the accuracy of recommendation.

e Evaluate on the public dataset of DiDi. The experimental results show that our app-
roach can effectively cope with the data sparseness problem, and is superior to some
state-of-the-art methods. The RMSE is only 0.8 %, MAE is about 7%, and the explained
variance score is over 98%.

2 Related Work

Taxi pick-up recommendation service can effectively improve the efficiency of Taxi
driver. The main research directions focus on pick-up point recommendation, pick-up
area recommendation and pick-up route recommendation.
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Pick-Up Point Recommendation. Chen [7] et al. extracted the pick-up points from
GPS data, calculated the economic benefits of each pick-up point, and then clustered the
pick-up points by using the DBSCAN method to get the highest value pick-up points
and recommended it to drivers. Song et al. [8] proposed a Markov-based pick-up point
recommendation model, by calculating the travel time and distance parameters to provide
the driver with a sequence of pick-up points with time and distance constraints. Agrawal
et al. [9] proposed a Hotspot Recommendation Approach (HRA) that used a clustering
approach on a large-scale Taxi dataset to identify hotspot. Wang et al. [10] predicted
passenger demand points by using a large amount of GPS trajectory data. Phanhong
et al. [11] used K-means to simulate Taxi stations and recommend the best stations to
driver by estimating the time driver spend waiting for passengers at each station.

Pick-Up Area Recommendation. Yuan et al. [12] calculated the Moran ‘I index to
measure the spatial correlation between high-order areas and high-income areas to pro-
vide high-income areas for Taxi. Huang et al. [13] proposed the DBSCAN + algorithm
and then sliced and cyclically clustered many pick-up points. Liao et al. [1] proposed
a latent factor model combined with geographic information GeoLFM, the model inte-
grated driver-related geographic information into the decomposition of the matrix, which
compensated for the problem of data sparseness.

Pick-Up Route Recommendation. Li et al. [14] proposed an efficient driving route
suggestion (DRS) algorithm based on inter-regional probability, which maximized the
profit of Taxi drivers in a specified destination area. Hsieh et al. [15] proposed a multi-
criteria route recommendation framework that considers real-time spatio-temporal fore-
casts and traffic network information to improve Taxi drivers’ profits. Li et al. [16]
proposed to evaluate the potential profit of driving routes by a profit objective function,
then provided high profitability routes for Taxi drivers based on the current location
of the Taxi. Lai et al. [17] proposed the concept of Coulomb’s law for urban traffic,
simulated the relationship between Taxi and passenger in the city and proposed a route
recommendation scheme. Wang et al. [18] proposed a ranking-based extreme learning
machine (ELM) model to evaluate the passenger-seeking potential of each road. Liu
et al. [19] selected more location attributes from the historical pick-up points to obtain
the spatial-temporal features, and the information entropy of the spatial-temporal fea-
tures was integrated into the evaluation model, then the model was applied to obtain
the next pick-up point and further recommend a series of sequential points which were
constructed into a Taxi driver’s cruising route.

The above-mentioned taxi pick-up recommendation methods have good recommen-
dation results with large-scale GPS data, but does not consider solutions for short-
term GPS data. Our work considers previous work. Mining the spatio-temporal features
from GPS data and geographic information to construct the spatio-temporal contexts
matrix. The constructed spatio-temporal contexts matrix is input to xDeepFM for train-
ing. The trained xDeepFM can generate driver-time slot-grid (DTSG) access probability
matrix. According to the DTSG and the drivers’ current spatio-temporal information, the
grids with the top-N access probability will be recommended to the driver. Integrating
spatio-temporal contexts into xDeepFM which effectively improves the performance of
recommendation, and reduces the impact of data sparseness.
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3 The Framework of Taxi Pick-Up Area Recommendation

3.1 Related Definition

Definition 1. Pick-Up Point. In this paper, The GPS data we use includes Taxi ID, GPS
time, GPS longitude, GPS latitude and GPS status. The GPS status represents whether
the Taxi has passenger. “0” represents that the taxi is no-load driving, “1” represents that
the taxi is load driving. When GPS status changes from “0” to “1”, it means that the taxi
is carrying passenger. We record the current GPS point as the pick-up point.

Definition 2. POIs. POIs are the abbreviation of “Points of Interest”. For example,
companies, hospitals, schools, restaurants, etc. in a city can be called POlIs.

Definition 3. Grid. In order to enhance the calculation efficiency. We divide the urban
area into several grids of equal size. Then, we generate the grid set Gridset =
{G1, G2, G2...Gn}.

Definition 4. Grid Attributes. The pick-up points and POIs are mapped into the corre-
sponding grids. Then we count the pick-up points and POIs in each grid and we can get
some important grid attributes. In this paper, we choose the geometric center location of
the grid, the number of historical pick-up points, the average driving time, the average
driving distance, the number of POIs, the ratio of each type POIs as grid attributes.

Definition 5. Driver-Time Slot-Grid (DTSG) Access Probability Matrix. We
divide the day into 24 time slots. DTSG can be used to predict the driver’s access
probability to each grid in each time slot, for example, the access probability of driver
1 to grid 1 in the 6-7 time slot is 0.6.

3.2 Recommendation Framework

Figure 1 shows the framework of our approach, which is divided into three main parts.
The data we use are Taxi GPS data and POI data.

The first part is to construct the spatio-temporal contexts matrix. Firstly, we extract
the pick-up points from the original GPS data and the urban area is divided into several
grids of equal size. Then we map the pick-up points and POlIs into the corresponding
grids according to their latitude and longitude. Finally, we distil the spatio-temporal fea-
tures from these grids to construct spatio-temporal contexts matrix. The spatio-temporal
contexts matrix consists of feature vector X and target Y. The feature vector X consists
of driver feature D, grid feature G, time slot feature 7', and grid attribute feature A. Target
Y is obtained by normalizing the number of carrying passenger in the corresponding
grid in the corresponding slot.

The second part is to integrate spatio-temporal contexts into xDeepFM. The con-
structed spatio-temporal contexts matrix is input to xDeepFM for training. xDeepFM
can learn the low-order and high-order interactions between driver feature D, grid feature
G, time slot feature 7, and grid attribute feature A. The trained xDeepFM can generate
driver-time slot-grid (DTSG) access probability matrix. DTSG can be used to predict
the driver’s access probability to each grid in each time slot.
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Fig. 1. Framework

The third part is to recommend grids to driver by using DTSG. According to the
DTSG and the drivers’ current spatio-temporal information, the grids with the top-N
access probability will be recommended to the driver. The recommended grids not only
have high access probability but also are close to the driver.

4 Methodology Overview
4.1 XDeepFM

The xDeepFM model was proposed by Lian et al. [5] in 2018. As shown in Fig. 2.
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Fig. 2. The structure of xDeepFM
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xDeepFM consists of a linear structure, a deep neural network (DNN), and a com-
pressed interaction network (CIN). These three parts use the same input feature vector.
The formula of xDeepFM is as follows:

9 = U(ylinear ~+ Yein +ydnn) (D

where y is the prediction result, Vjinear, Yein, and ygn, are the output of the linear structure,
CIN, and DNN. o is the activation function.

md X

Fig. 3. The structure of CIN

The CIN in xDeepFM is designed to learn higher-order feature interactions explicitly
and to make feature interactions occur at the vector-wise. The structure of CIN is shown
in Fig. 3.

The input of CIN comes from the embedding layer. Assume that there are m fields
and the embedding vector dimension of each field is D, so the input can be represented
as a matrix X0 € R™P. Let X* € RP*P denote the output of the kth layer. Hy denotes
the number of vectors in the kth layer, the dimension of the vector is always D. The
formula of each vector in the kth layer is as follows:

Xf, = ZZH:]“ ;"zl Wg*h(xi’jj oxj?*) eR™P, wherel <h<H, (2
where WX/ e RHk—1*" denotes the weight matrix of the hth vector in the kth layer. o
denotes the Hadamard, for example, (al, a2, a3) o (b1, b2, b3) = (albl, a2b2, a3b3).

As mentioned above, xDeepFM combines DNN and CIN. Two modules can make
xDeepFM learn high-level feature interactions in both explicit and implicit ways, and
can make feature interactions occur at the vector-wise.

4.2 Construction of Spatio-Temporal Contexts Matrix

The driver’s pick-up behavior in different grid areas reflects the driver’s preference for
different grids. The demand of pick-up in different grids also varies in different time
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slots. The objective geographical information of the grid area and some historical pick-up
information reflect the degree of hotspot of the grid area.

Therefore, when we construct the spatio-temporal contexts matrix, we select the
following four features.

(1) Driver feature D: Drivers have preferences for different grids. Preferences may
also be similar between drivers with similar grid pick-up experiences. The driver
feature D is the driver-ID in this paper. Driver-ID is obtained by GPS data.

(2) Grid feature G: The grid is the recommended pick-up area for the drivers in this
paper. The grid feature D is the grid-ID. The grid-ID is obtained when dividing the
urban area.

(3) Time slot feature 7': The time slot where the driver happens to pick up passengers
in the grid region. We divide the day into 24 time slots.

(4) Grid attribute feature A: The attributes of the grid have a crucial impact on the
accuracy of the recommendation. The attributes of the grid in this paper are: the
geometric center location of the grid, the number of historical pick-up points, the
average driving time, the average driving distance, the number of POlIs, the ratio of
each type POIs. Grid attributes are obtained as follows:

The Geometric Center Location of the Grid: After dividing the urban area into sev-
eral grids of equal size, we can get the center latitude and longitude of each grid. Using
Oj4 and Oy, to represent.

The Number of Historical Pick-Up Points: After mapping the pick-up points into the
Corresponding grid, we can count the number of historical pick-up points for each grid.
It can reflect the historical pick-up demand for each grid. Using His to represent.

The Average Driving Time: It refers to the average of the driving time after carrying
passengers in the grid. If this value is higher, it means that the driver can earn more profit
after carrying passenger in the grid. The calculation formula is as follows:

1 NUM (
- NUM &=
where T; is the average driving time of the grid Gi, NUM is the number of orders in the
grid Gi, and Time; is the driving time of the jth order in the grid Gi.

Timej) 3)

i

The Average Driving Distance: It refers to the average of the driving distance after
carrying passengers in the grid. If this value is higher, it means that the driver can earn
more profit after carrying passenger in the grid. The calculation formula is as follows:

1 UM (dist. ) 4
= NUM 2eiet istance; (
where D; is the average driving distance of the grid Gi, NUM is the number of orders in
the grid Gi, and distance; is the driving distance of the jth order in the grid Gi.

i

The Number of POIs: After mapping POIs into the Corresponding grid, we can count
the number of POIs for each grid. The number of POIs in the grid can reflect the degree
of hotspot for each grid. Using POIs to represent.
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The Ratio of Each Type POIs: It refers to the ratio of each type POIs in the grid. For
example, some grids have a high ratio of scenery POIs, some grids have a high ratio of
residential POIs. The calculation formula is as follows:

j=n
/ ‘ Z;: 1 POliype;,

where type;; is the ratio of the jth type POIs in the grid Gi, |[POI fy[?e_;(;)' represents the
number of the jth type POIs in the grid Gi, n represents the number of POIs type.

From the above, the feature vector X in this paper consists of four parts: driver
feature D, grid feature G, time slot feature 7', grid attribute feature A. Among them, time
slot feature T and grid attribute feature A contain spatio-temporal contexts information,
which is used to capture the driver’s preference for the grid more accurately.

Target Y is obtained by normalizing the number of carrying passenger in the
corresponding grid in the corresponding slot.

In this paper, we choose the normalization method as Min-Max scaling. The
calculation formula is as follows:

typejiiy = |POliypey, ®)

Xnorm = M (6)
Xmax — Ximin
where X is the original data, X,,;, is the minimum value, X4, is the maximum value,
and Xy, 1s the normalized value.

As shown in Fig. 4. Each row represents a feature vector X” and its corresponding
target ¥ ). The first 4 columns represent the driver-ID. The next 6 columns represent the
grid-ID. Then the next 4 columns represent the time slot. The last 6 columns represent
the grid attribute. The rightmost column represents the number of carrying passenger
in the corresponding grid in the corresponding slot. As seen in the Fig. 4, the driver-
ID, grid-ID, and time slot are all one-hot encoded. The grid attribute and target Y are
normalized.
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Fig. 4. Spatio-temporal contexts matrix
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4.3 Pick-Up Area Recommendation

Taxi pick-up area recommendation is a location-based service, which necessarily has an
important connection with the current location of the driver. In order to make driver obtain
greater benefits, we make a restriction when recommending grids to driver. Get a circle
with the driver’s current position as the center and a radius of R (R as a hyperparameter).
The grids inside the circle are used as candidate grids.

The constructed spatio-temporal contexts matrix is input into the xDeepFM for train-
ing, the trained xDeepFM generates driver-time slot-grid (DTSG) access probability
matrix. Combine the driver’s current time slot and DTSG to match the access probabil-
ity of the candidate grids. Then, the candidate grids with the top-N access probability
will be recommended to the driver. The recommended grids not only have high access
probability but also are close to the driver. The recommendation process is as follows:

Recommendation Process:

1. The urban area is divided into several grids with side length of 100 m, we get the
grid set Gridset. And we obtain the grid-ID of each grid, which is the grid feature G.

2. According to the driver unique identification in the Taxi GPS data, we obtain the
driver-ID of each driver, which is the driver feature D.

3. Extracting the pick-up points from the GPS data. According to the latitude and
longitude of the pick-up points and POlIs, they are mapped into the corresponding
grids. Counting the pick-up points and POIs in each grid to get the grid attribute
feature A.

4. We divide the day into 24 time slots to obtain the time slot feature 7. The extracted
features are used to construct the spatio-temporal contexts matrix. The constructed
spatio-temporal contexts matrix is input into the xDeepFM for training, the trained
xDeepFM generates driver-time slot-grid (DTSG) access probability matrix.

5. Get a circle with the driver’s current position as the center and a radius of R (R as a
hyperparameter). The grids inside the circle are used as candidate grids.

6. Combine the driver’s current time slot and DTSG to match the access probability of
the candidate grids. Then, the candidate grids with the top-N access probability will
be recommended to the driver.

5 Experiments

5.1 Data Set

The GPS data are derived from Didi GAIA open dataset. The data is the GPS data of a
total of 13605 Taxi in Chengdu in August 2014. There are some abnormal data in the
GPS data set, so some pre-processing is needed. For example, abnormal data elimination,
trajectory compression, stopping point detection, and trajectory smoothing.

After preprocessing the GPS data, we choose Chengdu ([103.96, 30.59] - [104.17,
30.72]) as our research area. We divide the urban area into several grids with side length
of 100 m, and we can get 33110 grids.
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The POIs data set in this paper is used to construct the grid attribute feature, which is
crawled from the Amap, including a total of 343,851 POI data points. Each piece of POI
data includes POI name, POI type, POI address, POI latitude and longitude information.
The POI data set contains 13 types of POI: transportation and accommodation, accom-
modation services, sports, companies, medical care, commercial housing, government,
life services, science and education, culture, shopping, financial services, scenery, and
catering. The number distribution of POI types is shown in Fig. 5, the top three are
shopping, life services, and catering.
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Fig. 5. Number distribution of POIs type

The GPS data are divided into two parts: weekdays (Monday to Friday) and weekends
(Saturday and Sunday). Then the raw data is processed into a spatio-temporal contexts
matrix. The division ratio between the training data and the testing data is 9:1.

Before training the xDeepFM model, we set some training parameters. We set the
optimizer as Adam, the loss function as Mean square error, epochs = 10, batch size =
1024.

5.2 Performance Comparison with Other Recommendation Methods

Evaluation Metrics: The evaluation metrics in this paper use the mean absolute error
(MAE) and root mean square error (RMSE), which are commonly used in recommen-
dation systems. MAE is the average of the absolute error between the actual value and
the predicted value. RMSE is the square root of the ratio of the square of the deviation
between the predicted value and the true value to the number of observations n. The
smaller the MAE and RMSE, the better the performance of the recommendation. The
calculation formulas for MAE and RMSE are as follows:

1 N
MAE = - Zznzl [vai — ai (7
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[— o,
RMSE = \/ — iy O = Ja) ®

where yg; is the actual access probability of driver d on the grid i, and y ; is the predicted
access probability value. m is the number of test set.
We select the following methods for comparison with our method.

1. User-based collaborative filtering (UCF): In the user-based collaborative filtering,
the similarity between drivers is calculated. The similarity is related to the grids that
they have accessed. Grids recommendation are given to target driver based on the
similarity between drivers.

2. Fusing geographic information into latent factor model for pick-up area rec-
ommendation (GeoLFM): Liao et al. [1] proposed a latent factor model combined
with geographic information, the model integrates driver-related geographic infor-
mation into the decomposition of matrix, which compensates for the problem of data
sparseness.

3. Deep Factorization Machine (DeepFM): DeepFM was proposed by Guo et al. [20]
in 2017. DeepFM integrates the structure of FM and deep neural network (DNN).
DeepFM learns the low-order feature interactions by FM, and learns the high-order
feature interactions by DNN. In this paper, the constructed spatio-temporal contexts
matrix is input to DeepFM for training. It is used to compare with our method.

As shown in Fig. 6, we name our approach of integrating spatio-temporal contexts
into xDeepFM for taxi pick-up area recommendation as STC_xDeepFM. The perfor-
mance of STC_xDeepFM is the best. After analysis, we conclude that UCF has poor
performance due to the low utilization of sparse data. GeoLFM has certain sparsity resis-
tance, but it does not integrate spatio-temporal context well and does not consider the
impact of feature interaction on recommendations, so its performance is not satisfactory.

We input spatio-temporal contexts matrix into DeepFM and xDeepFM respectively,
as shown in Fig. 6, our approach using xDeepFM has better performance than DeepFM.
After analysis, we believe that xDeepFM can better capture the higher-order interactions
between driver feature D, grid feature G, time slot feature 7, and grid attribute feature A,
thus xDeepFM predict the driver’s access probability to grid more accurately. However,
xDeepFM takes the longest time to train.

5.3 Performance Evaluation of Spatio-Temporal Contexts

To verify the effect of spatio-temporal context on recommendation accuracy, we select
time slot feature 7" and grid attribute feature A in combination with driver feature D and
grid feature G to construct different input matrices. We choose weekdays data for the
experiment.
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Fig. 6. Comparison among different recommendation methods

For this experiment, explained variance score is added as the rating index. This score
is used to measure the ability of our model to interpret data set fluctuations. If the score
is 1.0, it shows that our model is perfect and Var is variance. The formula is as follows:

Var{y — y
explaine_variance(y,y) = 1 — M ®
Var{y}
The performance of the feature combination is shown in Table 1.
Table 1. Performance of feature combination
D, G, Y} D, G, T, ¥} D, G, 4, ¥} D, G, T, 4, 1}
RMSE 7.2227% 7.1844% 7.1165% 7.0065%
MAE 1.0740% 1.0680% 0.9272% 0.8001%
explained_variance 97.9520% 97.9760% 97.9934% 98.0393%

As shown in Table 1. Adding time slot feature 7 to both {D, G, Y} and {D, G, A,
Y} which can improve the performance of xDeepFM. Adding grid attribute feature A
to both {D, G, Y} and {D, G, T, Y} which can also improve the performance of the
xDeepFM. Meanwhile, xDeepFM performs best after the combination of {D, G, T, A,
Y}. Therefore, it can be concluded that the time slot feature 7" and the grid attribute
feature A can effectively improve the recommended performance.

The time slot feature T and grid attribute feature A represent the spatio-temporal
contexts, so it can also be concluded that integrating the spatio-temporal [21] contexts
into xDeepFM which can effectively improve the performance of the pick-up area rec-
ommendation. The RMSE is only 0.8%, MAE is about 7%, and explained variance score
is over 98%.
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6 Conclusion

In this paper, we propose a novel approach of integrating spatio-temporal contexts into
xDeepFM for taxi pick-up area recommendation which can accurately recommend pick-
up area to driver. First, we extract pick-up points from the original GPS data. Then, the
pick-up points and POIs are mapped into the corresponding grids, we distil the spatio-
temporal features from these grids to construct spatio-temporal contexts matrix. The
spatio-temporal contexts matrix is input into xDeepFM to achieve end-to-end high-order
and low-order feature learning, and the feature interactions occur at the vector-wise.
Thus, our method can effectively enhance the accuracy of recommendation. Finally,
we evaluate the performance of different recommendation methods and spatio-temporal
contexts on areal dataset. The experimental results show that our approach can effectively
improve the performance of recommendation.

In future work, we intend to mine more useful information from GPS data or try other
advanced models to improve the performance of taxi pick-up area recommendation.
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Abstract. Centralized training and decentralized execution have
become a basic setting for multi-agent reinforcement learning. As the
number of agents increases, the performance of the actors that only use
their own local observations with centralized critics is prone to bottle-
necks in complex scenarios. Recent research has shown that agents learn
when to communicate to share information efficiently, that agents com-
municate with each other in a right time during the execution phase to
complete the cooperation task. Therefore, in this paper, we proposed
a model that learn when to communicate under the centralized critic
supporting, so that the agent is able to adaptive control communication
under the centralized critic learned by global environmental informa-
tion. Experiments in a cooperation scenario demonstrate the advantages
of model. With our proposed cooperation model, agents are able to block
communication at an appropriate time under the centralized critic set-
ting and cooperation with each other at the task.

Keywords: Centralized critic -+ Communication - Multi-agent -
Reinforcement learning - Cooperation

1 Introduction

Multi-agent systems (MAS) has been paid much attention in the past few
decades, because a single agent with autonomy, perception, communication and
computation is cannot cope with complex tasks in the dynamic and unpre-
dictable nature of world [1]. Cooperation is fundamental characteristic of multi-
agent systems where agents should achieve a global task to maximum the utility
of overall systems [2]. For example, multiple unmanned aerial vehicles (UAVS)
has been designed to cooperation with each other to accomplish in military tasks
or natural disaster rescue tasks. The complexity of multi-agent cooperative tasks
makes it difficult for agents’ strategies to be designed with expert knowledge to
adapt to dynamic environments. Due to the limitation of “pre-designed” meth-
ods, agents rely on self-learning by “learning-based” methods to find a better
strategy to gradually improve the performance of the agent or the whole multi-
agent system.
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Reinforcement Learning (RL) is an area of machine learning, mapping the
environmental state to the action policy. However, Traditional reinforcement
learning approach for MAS is difficult to handle high-dimensional continuous
environment. Accompanied the developing of deep learning, the deep neural
network (DNNs) is utilized as the function approximation of RL to develop an
area of deep reinforcement learning (DRL). Recent years have witnessed success-
fully application of DRL in many sequential decision-making problems, such as
game learning [3], multi-robot systems [4,5], and autonomous driving [6]. While
DRL is effective handle high-dimensional data and learn how to interact with in
a dynamic environment (i.e., taking actions). DRL provide a paradigm for learn-
ing of MAS, emerging area of multi-agent deep reinforcement learning (MDRL).
Learning in multi-agent setting is fundamental more difficult than the single
agent due to the non-stationary in MAS, where the learning of each agent need
to considering the policy changing of other agents. MADDPG [7] is an extension
of actor-critic method, which adopt the framework of centralized training with
decentralized execution. The centralized critic allow to use extra information of
all agents to keep the stationary of environment in the training phase, while
the local actor only is allowed to use local information at execution phase. In
other words, their is no communication in running process of MAS. However, in
mostly MAS, the behavior of a single agent that only obtaining the local infor-
mation is highly dependent on that of other members of the team. Therefore,
communication between agents to share information effectively is an important
way for the team to achieve common goals. Recently, there is an emerging sub-
area in MDRL: learning communication where agents can learn communication
protocols to share information efficiently in cooperative tasks [8].

The DNNs structure of DRL is capable of solving the communication prob-
lem in MAS, and overcome the deficiency of communication protocols designed
by expert knowledge. Recent studies [9,10] have shown that agents learn com-
munication protocols based on DRL, which automatically learn communication
protocols that are hard for human to design in advance. More importantly, the
“learning-based” method effectively share information, which guides the agent
decision-making more reasonably in a complex and dynamic environment. Gener-
ally, learning communication has at least three meanings. To be specify, firstly,
restricted by the communication bandwidth, agents learn to extract valuable
information from partially observable environments, which can be transported
using a few packets at a timestep. Secondly, agents learn to determine whether to
communicate with others at a specific timestep to avoid wasting the communi-
cation bandwidth. Finally, agents learn targeted communication. An individual
agent can actively select other agents to send a message.

In this paper, we focus on when to communicate under the centralized critic
supporting. Some studies enable agents to learn when to communicate. IC3Net
[11] use gating mechanism to learn when to communicating. But this method uses
REINFORCE [12] to train the actor, which only augments the extra information
between agents’ actors, not using the critic to estimate the wiser or foolish for
actor’s policy. In addition, it cannot generalize to a more complex environment
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with the continuous space environment. The centralized critic that adds extra
information from all agents has become the basic setting of much multi-agent
deep reinforcement learning, which keep the stationary of environment to a cer-
tain degree. However, the centralized critic with the local actor is difficult to scale
to a large-scale multi-agent environment. To solve the issues mentioned above,
we put forward the model that controlled communicating among actors with
the centralized critic, called COCC, which explores learning when to communi-
cate with the support of a centralized critic. It is noteworthy that the running
processing of COCC is in a distributed manner. Experimental results show that
the performance of our model better than the baselines in cooperation scenarios
with continuous space. It is demonstrated that our method enables agents to
learn effective communication under the centralized critic supporting.
Concretely, our contributions are as follow:

e we explore when to communicate under the centralized critic setting, which
has good results in the continuous space environment.

e The process of the system run in a distributed manner. Each agent makes a
decision and receives information independently.

2 Related Works

In real-world applications, agents that work together need to achieve a global
task, but they only have partial observability of the environment. From the
perspective of communication, the recent cooperation of MDRL works can be
divided into two categories: learning cooperation with explicit communication
and learning cooperation without explicit communication. Learning cooperation
with explicit communication refers to agents learn communication protocols to
solve cooperation tasks. The communication protocols of the agent can determine
when to communicate, what kind of message to send, and who to send them to
[13]. Learning cooperation without explicit communication refers to agents learn
to cooperate using extract information such as actions and observations in the
training phase, but only use the local observation in the execution phase.

In the works of learning cooperation with explicit communication, ATOC
[14] first proposed an attentional communication model that designs an atten-
tion unit that enables agents to learn when to communicate. In addition, each
agent according to their local state judge whether to connect with other agents. If
communication, the agent, called initiator, select other agents to share informa-
tion. Finally, it can output important information from received information by
the LSTM unit for cooperating decision-making. However, the method is hand-
tuned to choose neighbors to integrate information, which is manual. ICSNET
using the gating mechanism enables agents to learn when to communicate. Each
agent is trained with its individual reward, which can be applied to cooperation
scenarios and competition scenarios. However, it uses REINFORCE to train its
setup, only using other information for the actor without critic.

In the works of learning cooperation without explicit communication, MAD-
DPG that extends DDPG [15] explore deep reinforcement learning methods for
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multi-agent domains, which applied it to multi-agent systems, and achieves good
results. The framework is centralized training with decentralized execution. The
centralized critic obtains extra information from all agents to ease training, keep-
ing the environmental stationery. The actor only uses local observation in the
test time without extra information from others. After training is completed,
only the local actors are used at test time. However, When the number of agents
gradually increases, only centralized critics and local actors will lose their effec-
tiveness. MAAC [16] is an improvement of MADDPG, where also uses the cen-
tralized critic, but embedding attention mechanism which gauge the relevance
between agents to selects relevant information for each agent. The main app-
roach is to learn a centralized critic with an attention mechanism. However, its
main disadvantage is the same as MADDPG, only exiting centralized critic is
able to obtain other agents’ information, lacking information exchange for actors
who only use their own local information.

Centralized critic makes the agent perceive global environment in the training
phase to keep the stationary of MAS, which not enough for large scale multi-
agent systems. In the execution phase, like humans, communication is a nec-
essary skill to share important information between agents, which is the basis
for multi-agent systems cooperation. However, the fully-communicate not only
consumes bandwidth but also generates redundant information. Therefore, it is
a worthwhile exploration that the agent to learn when to communicate to partial
communication with the support of centralized critic as the number of agents
and the complexity of the environment increase.

3 Methods

COCC is an extension of the actor-critic model, which utilizes centralized train-
ing with decentralized execution. It means that critic is a centralized way, which
is able to get the information of all agents in the environment in the training
phase, and actors send messages to exchange information at a time step by
learning when to communicate. COCC consists of independent critic for each
agent, and a shared actor including environmental encoder, controlled module,
information integration module, and policy network. We describe our framework
from two parts: critic and actor as shown in Fig. 1.

Centralized Critic

MADDPG proposes the centralized critic that uses extra information for all
agents during training, which can include additional state information if avail-
able. Here, we use the local observation and policy of the agent to represent
additional state information. The critic takes the local observation (o1 ...on)
and the action policy of agent (a;...an) as inputs to estimate the joint the
action-value Q! (01...0n,a1...an) of agent ¢ at every timestep. Each agent
has its own estimator Q. Since each Q' is learned separately. Agents can have
a diverse reward structure, such as global reward and local reward. We treat
the shared actor network as a whole network as p, parameterized by 6. The



138 Q. Sun et al.

Actor

|
|
I
t-1 t-1 !
Agent 1 hits, sy o&ion oftt :
tion of -
Ob% Environmental \ransy Controlled N ™ Information !
—
Encoder Module ‘ Ingratlon Agent 1 !
4 Qd C |

Centralized
Critic 1,...,N
+ +

obseryation oft!

Agent N

Agent N

I

I

| observation of p

i N/ Environmental YranS
— & ——

d Encoder

|

1

Information
Integration
Module

Fig. 1. An overview of COCC. Each agent has independent Critic and a shared Actor
that includes four modules. For agent 4, the local observation of is preprocessed by the
environmental encoder to transform it to the TranSt. The controlled module judges
the TranS! whether to send to other agents in this time step. All received information
for agent ¢ is integrated by the information integration module. The policy network
depend on integrated information to make a decision.

centralized critic is learned by temporal difference [17]. The gradient of the
expected return J (0) = E[R;] for agent 7 can be formulated as:

Vo (0) = E [Vglog g (af | 0})

QY (of,... 0l af,...,a})

(1)

Decentralized Actor

In structure of COCC, all agents share a whole actor network. They will run
independently in the execution process, forming a distributed manner. The whole
actor consists of four parts, including environmental encoder, controlled module,
information integration module, and policy network.

Environmental Encoder. The agent initially perceives the original local obser-
vation information from the environment. Due to the different dimensions and
sizes of the local observation information in different environments, it is neces-
sary to use the environmental encoder to preprocess the original local observation
information and compress it to a fixed dimension and length. This not only trans-
mit a compress information by meeting limited bandwidth but also facilitates
the generalization of the model to different scenarios. Firstly, the environmental
encoder preprocesses the local observation of from the environment. The encoder
function e(.) is parameterized by a fully connected layer, which can transform
the local observation of to a fixed dimension. Therefore, the dimension of o! can
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Fig.2. The Controlled Module and Information Integration Module. In the sending
process, the gating mechanism cohesion history experience h:fl and current infor-
mation to output signal of communicative action comm_action! where judge TranS}
whether to send to other agents. In the receiving process, received messages are inte-
grated by mean-pooling. LSTM unit abstracts the hidden state h! from the integrated
message, which supports policy network decision-making.

be controlled so as to facilitate leveraged to the next module. The transformed
o! can be formulated as:

(2)
Controlled Module. Hard attention is proposed in the caption generators task
[18], where the model focuses attention on a special region of the image. If the
region is selected, the value of the region is set to 1, otherwise, it is 0. This
mechanism is suitable for focusing important information in MAS. In COCC,
the controlled module is instantiated as gating function fy(.) with a fully con-
nected neural network and seen as hard attention. The gating function f,(.) is
also regarded as a binary classifier, inferring communicating action 1 or 0. If
the output is 1, it means that the gating function opens the door and allows
information to flow. If the output is 0, it means that the door is closed to block
the flow of information. This method control the communication well, allow-
ing the agent to learn when to communicate, so as to release the circulation of
important information and block the circulation of non-important information.
The controlled module takes TranS! and the saved hidden state h!™' from the
information aggregation module at time ¢ — 1 as input to output the actions
binary communication actions, which determines whether the message of the
agent needs to communicate with others. The f,(.) combining historical expe-
rience h. ! and the local observation state TranS? of this time judge whether
the information at this moment is worth sending as shown in Fig. 2.

%

TranS; = e (o})

3)

Information Integration Module. This module is composed of mean-pooling
and LSTM unit [19]. LSTM unit retain part of the previous state and selec-
tively output information. Therefore, we can extract more useful information
by using LSTM. Figure2 shows that when the agent acts as the sender, the

comm_action = f, (TranS;, hlfl)
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controlled module determines that the information can flow, and then it will be
sent to other agents. When an agent as receiver, it receives information sent from
other agents. How to aggregate the received information is one of the foundations
of correct decision-making. In this session, the agent first uses mean-pooling to
arithmetic average the received information to obtain the integrated communica-
tion vector ct. Then, LSMT takes the TranS?, ¢!, the hidden state of previous
hf_l, and cell state of previous sﬁ_l as input to output hidden state h! that
guides collaboration.

" 1

¢ = =1 2 Trans; © comm.actiont; W
J#i
ht st = LSTM (TrcmS’;f,cﬁ, hﬁilvsﬁil) (5)

Policy Network. The policy network based on the hidden state h! predicts the
action that acts on the environment.

al=m (hf) (6)

4 Experiments

We use the multi-agent particle environment [7] to validate the effectiveness of
COCC, which consists of N agents and L landmarks exiting in a two-dimensional
world with continuous space and discrete time. Experiments are performed on
the cooperative navigation scenario that needs agents to collaborate with each
other to finish the task. The training setup is an extensive DDPG. DDPG is
a variant of Actor-Critic method where the policy and critic are approximated
with deep neural networks. It has experience replay mechanism, which random
sample minibatch data that are stored in the experience buffer during training.
DDPG makes use of the online network and target network where the target
network is updated by the soft updating way.

4.1 Setup

Hyperparameters. In the experiments, we use the Adam optimizer with the
learning rate of 0.001. The discount factor of reward v is 0.95. For the soft
targeted network, we use 7 is 0.001 updated. The critic network is parameterized
by a two-layer MLP with 128 units per layer. The hidden layer of components
of Actor is 128 units. We initialize all of parameters by the method of random
normal. The capacity of the replay buffer is set 10%, and every time we take of
a minibatch of 1024. We run a thousand episodes to accumulate experience to
the replay buffer before training.
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Fig. 3. Learning curves of MADDPG and COCC

Cooperative Navigation. There are IV agents and L landmarks in the coop-
erative navigation environment. The goal of the team is to reach the position of
landmarks through collaboration. If the number of agents is equal to the number
of landmarks, N agents will occupy N landmarks respectively, that is, there is
no overlap of multiple agents on the same landmark. Agents observe the relative
positions of other agents and landmarks. In our experimental settings, we use a
shared global reward or individual rewards as feedback to encourage multi-agent
cooperation. N = L = 3 is designated with a shared global reward. N = L =6 is
designated with individual rewards, because individual reward converge better
and scales better than global rewards [11]. The shared global reward Ttextglobal
is the sum of the minimum distance of any landmark to each agent. The individ-
ual reward 77 ;i ua 1S the sum of the minimum distance between agents and its
nearest landmark and 7.o1155i0n- Further, agents are penalized for rcolnision = —1
when a collision occurs. The common goal of the cooperation is that agents cover
all landmarks without collision. Finally, the shared global reward and individual
reward can be formulated as:

N
Tglobal = Z —dfl + Onum * Tcollision (7)
=1
N
riinidivual = _dé + Z _d? + 5num * Tcollision (8)

=1

where dj' denotes the distance between the landmark [ and the nearest agent,
d! is the minimum distance between agent i and its nearest landmark, and §; is
the total number of collisions between agents in a unit time step.
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Table 1. Results of MADDPG and COCC on cooperative navigation

N=3,L=3 N=6,L=6

Methods | Avg. distance | Collisions | Avg. steps | Avg. distance | Collisions | Avg. steps
MADDPG | 1.767 0.209 19.7 3.345 1.366 -

CcocCcC 0.124 0.23% 17.1 0.329 2.64% 28.6

4.2 Results and Analysis

Baseline. We use MADDPG as a baseline to evaluate the effectiveness of explicit
communication. MADDPG uses independent critics and actors for all agents,
only critics receive additional information from all agents in the training time.
Actors only take local observation of themselves as input to output action policies
in the execution time. In other words, the agent uses the trained model without
communication at execution time.

The Efficiency of Explicit Communication. There is no communication
between agents during the execution of MADDPG. The COCC keeps information
sharing among agents at a certain time step when performing tasks. Therefore,
compared with MADDPG, we can analyze the effectiveness of explicit communi-
cation to assist agents in completing cooperation tasks. Figure 3 shows learning
curves of 60000 episodes in terms of mean rewards of episodes. Here, centralized
critics of the two methods uses the same neural network structure and number of
neural network units. It is obvious that our proposed method can faster converge
to the better average reward value. COCC converge to a better policy using only
60,000 episodes, but MADDPG needs more episodes to reach convergence. In
this experiment, we trained MADDPG for more than 150,000 episodes to make
it convergence. We also found that the fluctuation of COCC training is smaller
than that of MADDPG in the repetitive experiment. Our method is more sta-
ble in the training time. It is worth noting that MADDPG converges faster in
the early stage of training, because MADDPG has a relatively simple structure
compared to COCC so updating and iterating better model parameters faster.
COCC requires more episodes to learn due to the complexity of the Actor struc-
ture, which accelerate the speed of learning and develop towards a better policy
network after learning the initial knowledge.

We find out from here the agent has the ability to communicate during exe-
cution, which is able to learn a better strategy with fewer episodes. Table1
shows that we explore two cases including N, L = 3 with shared global reward,
and N, L = 6 with individual rewards. When the number of agents is few, such
as N = 3, ag