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Preface

Welcome to ChineseCSCW 2021, the 16th CCF Conference on Computer Supported
Cooperative Work and Social Computing.

ChineseCSCW 2021 was organized by the China Computer Federation (CCF) and
co-hosted by the CCF Technical Committee on Cooperative Computing (CCF TCCC)
and the Hunan University of Science and Technology, in Xiangtan, Hunan, China,
during November 26–28, 2021. The theme of the conference was “Human-Centered
Collaborative Intelligence”, which reflects the emerging trend of the combination of
artificial intelligence, human-system collaboration, and AI-empowered applications.

ChineseCSCW (initially named CCSCW) is a highly reputable conference series
on computer supported cooperative work (CSCW) and social computing in China
with a long history. It aims at connecting Chinese and overseas CSCW researchers,
practitioners, and educators, with a particular focus on innovative models, theories,
techniques, algorithms, and methods, as well as domain-specific applications and
systems, covering both technical and social aspects in CSCW and social computing.
The conference was initially held biennially since 1998, and has been held annually
since 2014.

This year, the conference received 242 submissions, and after a rigorous double-
blind peer review process, only 65 were eventually accepted as full papers to be orally
presented, resulting in an acceptance rate of 27%. The program also included 22 short
papers, which were presented as posters. In addition, the conference featured six keynote
speeches, six high-level technical seminars, the 2nd Hengdian Cup ChineseCSCW Big
Data Challenge, an award ceremony for senior TCCC members, and a forum titled
“Mobile Computing and Social Computing” jointly hosted by CCF Changsha and CCF
YOCSEF Changsha. We are grateful to the distinguished keynote speakers, Tianruo
Yang from Hainan University, Bin Hu from the Beijing Institute of Technology, Jiade
Luo from Tsinghua University, Jing Liu from the Guangzhou Institute of Technology,
Xidian University, Peng Lv from Central South University, and Tao Jia from Southwest
University.

We hope that you enjoyed ChineseCSCW 2021.

November 2021 Yong Tang
Jianxun Liu
Yuqing Sun

Dongning Liu
Buqing Cao
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Abstract. Feature learning is one of the important research trends
among researchers in machine learning and other fields, which can select
compact representations as feature information from high-dimensional
data as well as multi-label data. Discriminative feature learning strength-
ens discrimination between sample features. Therefore, the feature infor-
mation of samples can be better discriminated against in algorithms. In
this paper, we propose a new unsupervised discriminative feature learn-
ing model called UD-LLE (Unsupervised Discriminative Locally Linear
Embedding) by the improvement on standard Locally Linear Embed-
ding, which not only maintains the manifold structure of mapping from
high-dimensional space to low-dimensional space but also increases the
discriminative of features. Specifically, we propose the restructure cost
function as an objective function by adding constraint conditions about
discrimination to standard function, which is solved by using stochastic
gradient descent and momentum gradient descent algorithms combined
with standard LLE.

Keywords: Locally Linear Embedding · Feature learning · Manifold
learning · Unsupervised learning · Discriminative learning

1 Introduction

With the development of information science and storage technology, most of the
relevant data used by researchers have the characteristics of high-dimensional,
multi-feature or multi-label. When analyzing and processing high-dimensional
data directly, the insufficient number of samples is easy to lead to sparse sample
distribution, which reduces the efficiency and accuracy of algorithm and model
analysis. The purpose of feature learning [1–3] is to express the feature informa-
tion in the original data with more lightweight and fewer indicators, to reduce
the possibility of suffering the disaster of dimensionality.

Dimension reduction technique is one of the main methods to realize fea-
ture learning by transforming high-dimensional data into low-dimensional space
c© Springer Nature Singapore Pte Ltd. 2022
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served as the feature information [4]. According to the data space structure it
can be simply divided into linear dimensionality reduction [5,6] and nonlinear
dimensionality reduction [7–9]. In the feature learning algorithm of nonlinear
data space, it is an important way to use manifolds dimensionality reduction
based on the principle of manifold learning [10]. Manifolds can be divided into
topological manifolds and differential manifolds. In this paper, topological mani-
folds are discussed. Compared with the linear dimensionality reduction, the man-
ifold learning algorithm can retain the original high-dimensional spatial structure
information better when learning the feature of nonlinear. According to whether
there is supervision information it can be divided into supervised learning [11],
semi-supervised learning [12], unsupervised learning [2] and self-supervised learn-
ing [13].

Locally Linear Embedding (LLE) is a widely used manifold learning method
that is an unsupervised dimension reduction learning algorithm proposed by
Roweis [8,9] in the early stage. It is used to calculate the corresponding man-
ifolds in the low dimensional space based on neighborhood linear relationship
preserving [8]. LLE plays an important role in feature learning in image [14–17],
facial expression recognition [18], multi-view learning [19,20], machinery fault
diagnosis and signal [21,22].

Researchers have done a lot of optimization based on the standard LLE.
Donoho [23] proposed LLE based on Hessian matrix to extend the application
range of LLE algorithm to differential manifold. He et al. [24] expanded LLE on
quantum devices and proposes QLLE. Zhang et al. [25] proposed MLLE algo-
rithm which is more stable. Ziegelmeier et al. [26] established a sparser matrix to
improve the speed of matrix decomposition. Wang [27] made a further improve-
ment based on RLLE [28] that considers noise information. Wen et al. [29] pro-
posed the VK-HLLE algorithm to choose the parameter k adaptively. Zhang
et al. [30] proposed an algorithm to obtain more discriminative feature selec-
tion by adding supervision information. To improve the poor performance of the
standard LLE algorithm in the learning of complex manifolds, Hettiarachchi et
al. [31], Liu et al. [32] make a secondary adjustment to the weight matrix.

The purpose of this paper is to improve LLE by considering discriminant
information [33] while having feature learning. The model we proposed in this
paper named UD-LLE (Unsupervised Discriminative Locally Linear Embedding)
can make feature information obtained after feature learning can realize the
discriminant optimization of features on the premise of maintaining the original
data structure.

The rest chapters of this paper are arranged as follows: Sect. 2 of this paper
shows the related work; Sect. 3 gives a brief description of the model; Sect. 4
shows the results of comparative experiments and analysis of related experimen-
tal results; Sect. 5 makes a summary of the whole article.

2 Related Work

The standard LLE algorithm uses Euclidean distance to measure the similarity
between the data points of the sample, and the k-nearest neighbor algorithm is
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used to select the adjacent points used in the reconstruction. Suppose that the
sample set as X = {x1, x2, ..., xN}, xi ∈ R

L, corresponding to the low dimensional
embedding projection existing in the high-dimensional data of the sample to be
solved which is regard as feature space is marked as Y = {y1, y2, ..., yN}, yi ∈ R

d;
G = {V,W} is denoted as weighted undirected graph (where V is vertex set and W
is data reconstruction weight matrix). The reconstruction error of LLE is defined
as Eq. 1:

ε(W ) =
N∑

i=1

||xi −
N∑

j=1

xjwij ||2 (1)

where wij is the weight of the sample data xj in the model when reconstructing
the sample data xi. If the sample xj does not belong to the reconstruction neigh-
bor point of the data sample xi, then the wij = 0; add constraints

∑N
j=1 wij = 1

to realize data standardization. According to the embedding cost function of
the standard LLE algorithm as Eq. 2, using Lagrange multiplier combined with
matrix decomposition to get the low dimensional space mapping after dimension
reduction.

arg minY Φ(Y ) =
∑N

i=1 ||yi − ∑N
j=1 yjwij ||2

s.t.
∑N

j=1 wij = 1, 1
N

∑N
i=1 yT

i yi = I
(2)

There are still two main parameters to be determined as a part of the input
parameters: the number of preserved features d, and the number k in the neigh-
borhood of sample data points. Among them, the manifold structure obtained
by the LLE algorithm is sensitive to k which makes it necessary to go through
complex parameter adjustment comparison when you have to obtain more appro-
priate manifold results.

Most of the existing improvements based on the LLE algorithm are the sec-
ondary reconstruction of the weight matrix by combining label information so
that the high-dimensional space structure can be better preserved which is likely
to lead to the loss of discriminant information or require some supervision infor-
mation. A new unsupervised discriminant locally linear embedding feature learn-
ing model called UD-LLE is proposed in this paper which can enhance the simi-
larity between the similar sample to make the data sets retained the discriminant
information more complete when reducing the number of features and to make
the features learned more conducive to the further data analysis.

3 UD-LLE Model

To realize the discrimination feature learning, UD-LLE adds constraints to the
original foundation. The discrimination information between data sets points is
increased with the quantitative comparison of similarity within the data set when
the reconstruction error becomes lower. And the gradient descent algorithm is
used to solve it.



6 C. Wang et al.

3.1 Construction of UD-LLE

Suppose that the sample set X can be divided into K class clusters, and each
class cluster is marked as Ck. Discriminant information is used to guide feature
learning. And the new cost function of the model can be obtained as Eq. 3:

minY L(Y ) = α
2

∑N
i=1 ||yi − ∑

j∈Q(i) yjwij ||2 + β
2

∑
k

∑
yi∈Ck

||yi − ck||2
= α

2 L1 + β
2L2

s.t.
∑N

i=1 yi = 0, 1
N

∑N
i=1 yT

i yi = I
0 ≤ α ≤ 1, 0 ≤ β ≤ 1, α + β = 1
1 ≤ i ≤ N, 1 ≤ j ≤ N, 1 ≤ k ≤ K

(3)

where ck represents the center of Ck, Q(i) represents the set of reconstructed
data points belonging to the nearest data point of ith data sample point in the
data set. L1 is the objective function of LLE which means preserve the local
linear relationship; L2 is the constraint condition to strengthen the discriminant
information based on the similarity of the class and cluster of the data set. α, β
are used to weigh the proportion of spatial structure of original spatial informa-
tion and discriminative feature retention in the process of feature extraction.

Gradient descent with momentum can be used to solve the target Eq. 3 and
to accelerate the convergence rate of the model which is shown as Eq. 4:

m(t−1) = ρm(t−2) + ∂L(y
(t−1)
i )

∂yi

y
(t)
i = y

(t−1)
i − λm(t−1)

(4)

where m(t−1) represents the momentum when the (t−1)th update, y
(t)
i represents

yi after tth update, ρ represents the discount factor which is used to adjust the
influence of the historical gradient on the current gradient, λ is the learning rate
which represents the step size of each descent gradient.

There are three kinds of variables in the model to be decided: yi, ck, wij . Since
the second term is fixed, only the optimal solution of the first term needs to be
calculated during initialization. Firstly, the initial value of the low dimensional
feature space during gradient descent is required to be solved. The weight matrix
is derived from the original high-dimensional data space using the least square
method, and Eq. 5 can be obtained as follows:

ε(W ) =
∑N

i=1 ||xi − ∑N
j=1 xjwij ||2

=
∑N

i=1 Wi,Q(xi1T
k − xj∈Q(i))T (xi1T

k − xj∈Q(i))WT
i,Q

(5)

where 1k represents a full 1-column vector of k × 1, Wi,Q represents the recon-
struction weight of neighbor of yi, WP,i represents the weight of yi to reconstruct
yk which contains yi as its neighbor, Wi, represents the ith row vector of the
weight matrix, W,i represents the ith column vector of the weight matrix.

Mark Si = (xi1T
k − xj∈Q(i))T (xi1T

k − xj∈Q(i)), and then the Lagrange multi-
plier method is used to solve Eq. 5 and get Eq. 6 as following:

WT
i,Q =

S−1
i 1k

1T
k S−1

i 1k

(6)
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The expression of L1 is transformed into a constrained optimization problem,
and make further optimization transformation to get Eq. 7:

L1(Y ) =
∑N

i=1(yi − Y WT
i, )T (yi − Y WT

i, )
= tr(Y (I − W )T (I − W )Y T )

(7)

Mark M = (I − W )T (I − W ), and the dimensionality reduction mapping
which minimizes the initial reconstruction error is equivalent to the vector space
formed by the corresponding eigenvectors of the minimum eigenvalues M . Since
the smallest eigenvalue is close to 0, the corresponding eigenvectors of the eigen-
values in [1, d + 1] are selected in the order from small to large as the initial
low dimensional feature space mapping. Then, the overall objective formula is
optimized by gradient descent. The objective function is composed of adding
up L1 and L2. When solving the gradient of L1, we get the expansion result as
shown in Eq. 8 in where the nearest neighbor reconstruction data points in the
data set include the set of data points of the ith data sample point is represents
as P (i):

L1 = ||yi − ∑
j∈Q(i) wijyj ||2 +

∑
k �=i ||yk − ∑

j∈Q(k),j �=i wkjyj − wkiyi||2 (8)

The partial derivative of Eq. 8 is solved as Eq. 9:

∂L1
∂yi

= 2(yi − ∑
j∈Q(i) wijyi +

∑
k∈P (i) wki(

∑
j∈Q(k) wkjyj − yk)) (9)

There are two summations in L2, and it is solved as Eq. 10:

∂L2

∂yi
= 2(yi − ck) (10)

In conclusion, we can get the partial derivation of L about yi as Eq. 11:

∂L
∂yi

= α(yi − ∑
j∈Q(i) wijyi +

∑
k∈P (i) wki(

∑
j∈Q(k) wkjyj − yk)) + β(yi − ck)

(11)
By substituting Eq. 11 into Eq. 4, the update formula of parameter yi can be

obtained and it is rewritten into matrix format as shown in Eq. 12:

∂L(y
(t−1)
i )

∂yi
= α(yi − Y WT

i, + (Y WT − Y )W,i)) + β(yi − ck)
= yi − α(Y WT

i, − Y WT W,i + Y W,i) − βck
(12)

3.2 Algorithm Based on UD-LLE Model

The above chapters introduce the objective function of UD-LLE model in detail,
complete the reasoning of the model, and obtain the update formula of low
dimensional feature space. The algorithm flow of UD-LLE model is given below.
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Algorithm 1. UD-LLE Algorithm
Input: Data set X = {x1, x2, ..., xN}, xi ∈ R

L, the number of reconstructing neighbor-
hood of a data sample k, number of data class clusters K, number of features to be
retained after feature learning d, adjustment factor α, β, maximum number of itera-
tions T , iterative step λ, learning rate ρ
Output: Feature space Y = {y1, y2, ..., yN}, yi ∈ R

d

1: Using KNN algorithm to obtain k adjacent data sample points of each data sample
point

2: W ← Reconstruction of weight matrix
3: M←(I − W )T (I − W )
4: Y0←The [1, d + 1] matrix eigenvectors of M
5: ck←Using clustering algorithm to get clustering center
6: for t in 1, 2, ..., T do
7: yi ← Using Eq.12
8: ck←Using clustering algorithm to get clustering center
9: L ← Using Eq.3

10: if L is minimum then
11: return Y
12: return Y

4 Experimental Results

To verify the effect of the UD-LLE model, one evaluation index called clustering
accuracy is used with three different clustering algorithms on the selected data
sets for comparative experiments.

4.1 Evaluation Measures

To quantitatively describe the effect of feature learning and facilitate the compar-
ison of experimental results, we use the clustering effect to measure the amount
of discrimination information retained.

(1) Accuracy (ACC)
The calculation formula of clustering accuracy is as Eq. 13:

Acc =
∑N

i=1 match(map(li), ti)
N

(13)

where N means the number of the data set, li is the label of ith sample
when having clustering, and ti is the real label, map(li) is the mapping
function to match two labels which can get the real label of label li. When
x = y, match(x, y) = 1, or match(x, y) = 0.

(2) Friedman test and Iman − Davenport
The definition of Friedman statistics is shown as Eq. 14:

χ2
F =

12n

a(a + 1)

[
∑

i

R2
i − a(a + 1)2

4

]
(14)
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Iman and Davenport put forward a more comprehensive index to evaluate
the performance of the algorithm. The definition is as Eq. 15:

FF =
(n − 1)χ2

F

n(a − 1) − χ2
F

(15)

where n means the number of data sets, a means the number of the algo-
rithms, Ri means the average rank of the algorithm, the FF distribution
with degrees of freedom(a − 1) and (a − 1)(n − 1) is obeyed.

4.2 Experimental Settings

In this paper, the experiment is carried out on 8 real datasets, which are from
the image datasets with high reliability in Microsoft Research Asia multimedia
(MSRA). Table 1 lists the detailed information of the experimental data sets.
Meanwhile, the comparison experiment is carried out in two parts: different fea-
ture spaces and parameter adjustment. K-means [34], DP [35,36] and AP [37]
are used to cluster the data set after feature learning. Accuracy is used as exter-
nal evaluation index to compare the clustering effect. The parameter adjustment
experiment verifies the effectiveness of the model by comparing the average accu-
racy through the β in the [0, 1] interval.

The number of features solved by feature learning is not only the key param-
eter but also has the most significant effect on the results in this experiment. To
compare the fairness, this paper compares the performance of each algorithm by
reducing the same original data space to the same number of features. At the
same time, each algorithm is run ten times under each dataset, and the average
value is taken as the final result. The parameters of the UD-LLE model in this
comparative experiment are set as follows: the adjustment factors α and β are
set to 0.6 and 0.4, the learning rate is set to 0.002, and the discount factor of
momentum gradient decline is set to 0.5, The maximum number of iterations
is set to 2000. For the UD-LLE model and standard LLE model, the number
of features selected and retained is set to one percent of the original number of

Table 1. Detail information of the data sets.

Idx Data sets Samples Features Classes

D01 Ambulances 930 892 3

D02 Anonovo 732 892 3

D03 Balloon 830 892 3

D04 Boot1 845 892 3

D05 Butterflytattoo 738 892 3

D06 CANE 1080 856 9

D07 Ufo11 881 899 3

D08 Vista 799 899 3
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features in the dataset, and the number of nearest neighbors k is set to one-tenth
of the original data items in the dataset.

4.3 Comparison Results

Model Comparison. Tables 2 and 3 show the clustering results of K-means,
DP and AP clustering algorithms in the original data space, the data space after
feature learning using standard LLE algorithm, and the data space after feature
learning using UD-LLE feature learning model. The data results ranking first in
statistics are shown in bold.

Accuracy. From Table 2, the accuracy of the clustering obtained by using the
feature information used in K-means and DP clustering using UD-LLE model is
the highest among the nine combination algorithms. Meanwhile, the combination
of UD-LLE and DP algorithm has obtained the highest average accuracy rate
of 56.69% in 8 data sets. Compared with the original data space and standard
LLE feature learning algorithm, the accuracy of the three clustering algorithms
is improved by 9.93% and 10.24% on average.

Table 2. UD-LLE and LLE use different clustering algorithms to compare the clus-
tering accuracy of each data set.

Idx Raw Data LLE UD-LLE

Km AP DP Km AP DP Km AP DP

D01 0.4713 0.0548 0.5667 0.5612 0.0473 0.5204 0.6398 0.1075 0.6398

D02 0.4817 0.0792 0.4822 0.4577 0.0751 0.4303 0.4918 0.1708 0.4918

D03 0.4398 0.0687 0.4289 0.4570 0.0675 0.5169 0.5542 0.1566 0.5542

D04 0.4734 0.0746 0.4059 0.4697 0.0592 0.4604 0.4911 0.1621 0.4911

D05 0.5440 0.1125 0.5556 0.6598 0.0935 0.4566 0.6355 0.4404 0.6355

D06 0.5297 0.2213 0.3370 0.7093 0.2139 0.2444 0.7278 0.6019 0.7278

D07 0.4115 0.4257 0.3825 0.4217 0.0511 0.3587 0.4427 0.1669 0.4427

D08 0.4690 0.0914 0.4881 0.5064 0.0763 0.6083 0.5519 0.1039 0.5519

ave-Acc 0.4776 0.1410 0.4559 0.5304 0.0855 0.4495 0.5669 0.2388 0.5669

It can be seen from Table 3 that the statistical test index Friedman is used for
hypothesis test and comprehensive evaluation of UD-LLE model. It can be seen
from Table 3 that the UD-LLE model is the best one with a sequence value of
1.0000. By substituting Eq. (14), the Friedman statistic can get an approximate
value as:

χ2
F = 8 ×

[
2.56252 + 2.43752 + 1.00002 − 3 × 42

4

]
≈ 12.0625 (16)
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By substituting Eq. (15), the Iman Davenport statistic is obtained as:

χ2
F =

7 × 12.0625
7 × 3 − 12.0625

≈ 9.4475 (17)

It is known that the calculated ρ value of F (2, 14) distribution is 0.0025, so the
feature performance of UD-LLE model is better than other comparative models.

Table 3. UD-LLE and LLE use different clustering algorithms to compare the clus-
tering average rank and average accuracy of each data set.

Idx ave-Rank ave-Acc

Raw Data LLE UD-LLE Raw Data LLE UD-LLE

D01 5.6667 (2.0) 6.0000 (3.0) 3.3333 (1.0) 0.3643 0.3763 0.4623

D02 5.0000 (2.0) 6.6667 (3.0) 3.3333 (1.0) 0.3477 0.3210 0.3848

D03 6.3333 (3.0) 5.3333 (2.0) 3.3333 (1.0) 0.3125 0.3471 0.4217

D04 6.0000 (3.0) 5.6667 (2.0) 3.3333 (1.0) 0.3180 0.3298 0.3814

D05 5.6667 (3.0) 5.3333 (2.0) 4.6667 (1.0) 0.4040 0.4033 0.5705

D06 6.3333 (2.5) 6.3333 (2.5) 2.3333 (1.0) 0.3627 0.3892 0.6858

D07 4.6667 (2.0) 6.6667 (3.0) 3.6667 (1.0) 0.4066 0.2772 0.3508

D08 6.3333 (3.0) 4.6667 (2.0) 4.0000 (1.0) 0.3495 0.3970 0.4026

Ave 2.5625 2.4375 1.0000 0.3581 0.3551 0.4575

MNIST Visualization. As shown in Fig. 1 UD-LLE can make the feature between
different clusters further than LLE, which can highly improve the discrimination
of points on the boundary of class clusters. The two most discriminant features
are visualized in the figure to show the discriminant improvement of features
and prove the validity of the model.

Fig. 1. The results of MNIST dataset in LLE model and UD-LLE model. Set k = 30,
d = 5, α =0.6, ρ = 0.002, λ = 0.5, T = 1000. We choose 3 kinds of numbers in MNIST
dataset with 100 data per number. a) and c) display the real tag corresponding to the
feature, b) and d) point out the matching results between clustering results and real
labels.
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Parameter Adjustment. Figure 2 shows the average accuracy of the three
clustering algorithms obtained by adjusting parameters on 8 experimental data
sets. Through the analysis and comparison of the line chart in Fig. 2, we can get
the following conclusions:

– The effect of the UD-LLE model is influenced by trade-off factors. When
β = 0 means only the discriminant information is considered, the clustering
accuracy is approximately equal to that of the standard LLE algorithm. When
β = 1 compared with the standard LLE algorithm, the UD-LLE model can
better retain the high-dimensional spatial structure of the data, to increase
the discriminant information between the data and achieve a better clustering
effect.

– UD-LLE model in the sample data set about the adjustment factor of the
broken line fully proved that the UD-LLE model added based on clustering
algorithm discriminant constraint bar can effectively improve the discrim-
inability of learning features compared with the standard LLE algorithm and
the original data space.

Fig. 2. Comparing the adjustment results of parameter β in UD-LLE model, the
abscissa represents β, and the ordinate is the average accuracy in the three clustering
algorithms

5 Conclusion

In this paper, a discriminant feature learning model based on locally linear
embedding called UD-LLE is proposed by adding discriminant constraints in the
process of feature learning to realize discriminant feature learning. The experi-
ment shows that the model can carry out effective discriminant feature learning,
which increases the accuracy of subsequent machine learning or data analysis.
This model optimizes and improves the basic algorithm, and proposes a dis-
criminant learning framework based on unsupervised information, which can be
applied to other basic or improved algorithms.
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Abstract. Based on the principle of locality, the current Cache hit rate has reached
a high level. At the same time, its replacement algorithm has also encountered a
bottleneck. The current algorithms show poor results on large-scale datasets. In
this paper, machine learning technology is applied to the hit strategy of Cache. The
calculation task is converted into a DAG graph, and then the DAG graph is repre-
sented by an adjacency matrix, and the multiple linear regression model is input
to predict the number of the Cache block to be called. The final experiment shows
that this method can greatly improve the accuracy of Cache block scheduling, and
ultimately improve the efficiency of system operation.

Keywords: Cache · Replacement strategy · Machine learning

1 Introduction

With the development of computer hardware and software, some technologies have also
ushered in major developments, such as big data technology [1] and deep learning tech-
nology [2].At the same time, there has been a seriousmismatch between the development
of large-scale software and the computing power of current computers. And the industry
often uses multiple devices and computing cores to solve this problem, especially in the
cloud computing industry [3]. However, this kind of solution is destined to encounter
its bottleneck, and how to improve the computing speed from the computer itself is also
very important.

In recent years, more and more researches have focused on Cache hit strategy opti-
mization. Due to the working mechanism of the Cache, the data in the Cache needs
to be replaced. The most important problem to be solved is: how to allocate the lim-
ited space to the corresponding data in the memory, and minimize the scheduling. The
current algorithms show unsatisfactory results when the calculation scale is large. In
addition, due to the complexity of the system, the datasets accessed by different types
of programs have different characteristics, but current algorithms do not provide such
high-intensity locality. For any program executed on the CPU, the data that the algorithm
needs to access is regarded as the same type by the Cache, so that the Cache will not

© Springer Nature Singapore Pte Ltd. 2022
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treat different data differently. With the continuous development of various applications
and dedicated hardware today, a single cache structure cannot meet the needs of data
diversity. Therefore, solving this problem is the key to improving the current Cache hit
rate bottleneck.

In response to this contradiction, more and more researchers have begun to pay
attention to this problem. Qureshi et al. [4] proposed an LRU insertion strategy. When
Cache searches for cache blocks, new cache blocks are inserted into the LRU side
first, which makes LIP performance more stable and makes applications with relatively
strong locality have an ideal hit rate. Guo F et al. [5] first proposed an analysis model for
predicting the performance of a cache replacement strategy. The model takes a simple
cycle sequence analysis of each application as an input, and uses the statistical properties
of the application under different replacement strategies as an output, and the model uses
Markov process to calculate the probability of cache miss. Ramo et al. [6] proposed a
method that allows the block-based cache design interface to be exposed to middleware
designers by designing a simple cache line-aware optimization interface.

The above methods have improved efficiency compared with traditional scheduling
algorithms, but they also have the problem of large computational overhead and less
improvement in Cache hit rate, and they do not perform well on large-scale datasets, so
they still cannot meet the current Cache hit rate. Claim. Therefore, this article applies
deep learning technology to the hit strategy of Cache, by converting the calculation task
into a DAG graph, and then inputting the DAG graph and other system features into the
multiple linear regression model to predict the block number that will be called out of
the Cache, and then import the corresponding Memory block.

2 Prearrangement Knowledge

2.1 Multiple Linear Regression Algorithm

Linear regression algorithm is often used to analyze the correlation between indepen-
dent variables and dependent variables. When there are multiple independent variables,
this method is also called multiple linear regression [7]. The steps of multiple linear
regression generally include modeling, solving unknown parameters, credibility testing,
and prediction. Its model can be defined as:

f (x) = w0 + w1x1 + w2x2 + ... + wnxn (1)

among them, x is a multivariate vector of independent variables, f (x) is a dependent
variable, and wi represents the weight of each variable.

The existing datasetsD contains data featureX and data labelY to train the regression
model. Suppose the datasets has m data and j features. Assuming that the constant term
is removed, the model requires a total of j weights.

X =

⎡
⎢⎢⎢⎣

x(1)
1 x(1)

2 ... x(1)
j

x(2)
1 x(2)

2 ... x(2)
j

... ... ... ...

x(m)
1 x(m)

2 ... x(m)
j

⎤
⎥⎥⎥⎦ (2)
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W =

⎡
⎢⎢⎣

w1

w2

...

wm

⎤
⎥⎥⎦ (3)

Y =

⎡
⎢⎢⎣

y(1)

y(2)

...

y(m)

⎤
⎥⎥⎦ (4)

The purpose of training is to find a series of parameters to make XW fit Y as much as
possible, that is, make the Euclidean distance between XW and Y as small as possible. In
order to achieve this goal, a reference indicator needs to be added to the model, namely
the loss function:

J (w) = 1

m
(XW − Y )T (XW − Y ) = 1

m

m∑
i=1

(f (x(i)) − y(i))2 (5)

Then the purpose of linear regression is transformed into minimizing J (w) through
iteration.

2.2 DAG Task Graph

From the perspective of the program running on the computer system, the program can be
divided into code blocks with different functions. In these code blocks, if task A depends
on task B, then the two tasks are connected by a directed edge Up, that is, A → B, then
the relationship of the entire task constitutes a directed graph, which is also called a task
graph [8].

Task graphs can be used to convert computational tasks into graphs for analysis
and research, so that discrete mathematics methods can be used to optimize the entire
computational path. Because directed acyclic graphs are simple and easy to divide.
Therefore, acyclic graphs are usually used in the research of task graphs.

3 Method

3.1 Problem Definition

Definition C is the collection of all Cache blocks in the system, T is the task graph
information of the job to be calculated, S is the information of a series of computer
systems, F is the the processed feature vector by using T and S. Define the Cache
block call prediction function y = CFun(F), where y represents the vector information
of the Cache block to be called out, and F is the feature vector information during
this scheduling. Define a function r = CMRate(n,Y ) that calculates the cache miss
rate when accessing the Cache n times in the future, where Y represents a tuple of all
scheduling schemes. The goal of the prediction function y = CFun(F) is to make r
reach the minimum value when the main memory is accessed n times in the future.
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3.2 Feature Processing

The Cache scheduling situation in the computer is recorded by special hardware. Each
Cache block number corresponds to a field, and the fields include the main memory
block number, the Cache block number, the dirty bit, and the DAG subtask node number
corresponding to the Cache block. Assuming that the number of Cache blocks in the
computer is c, these features can be expressed as a matrix of c × 4. Expand this matrix
by column vector to the column vector of 4c × 1, and denote this vector as F1. The
DAG graph is a plane directed graph, which cannot be represented by one-dimensional
data. Therefore, the method adopted in this paper is to express the DAG graph with an
adjacency matrix, and then process it. The adjacency matrix is shown in formula (6):

D =

⎡
⎢⎢⎢⎣

a11 a21 · · · an1
a12 a22 · · · an2
...

...
. . .

...

a1n a2n · · · ann

⎤
⎥⎥⎥⎦ (6)

Assuming that the subtasks divided by the DAG graph correspond to n nodes respec-
tively, then aji represents the relationship coefficient between the ith node and the jth
node. For the value of the relationship coefficient in the matrix, including the following
Possible values:

When aji = 0, it means that the ith node has no relationship with the jth node.

When aji = 1, it means that the task of the ith node depends on the task of the jth node.

When aji = 2, it means that the task of the ith node depends on the task of the jth node.

When aji = 3, it means that the tasks of the ith node and the jth node has relationship
with each other.

3.3 Model Training

Due to the particularity of the problem, it is difficult to find an optimal solution to
the problem, but a better solution can be obtained through algorithms. Because this
paper uses linear regression algorithm to solve the problem, and linear regression is a
supervised algorithm, it is necessary to provide labels for the input of each datasets.
In this regard, the strategy we adopt is to assist in providing an approximate solution
of the label through other algorithms, thereby assisting the network to converge, and
finally through the additional loss function to make themodel obtain better performance.
Therefore, when training the model, the y label of this schedule is selected by obtaining
the solution of the conventional algorithm. Assuming that the set of algorithm functions
is Func = {F1(x),F2(x), ...,Ft(x)}, then the final label is y = Max(count(Func(x))).
Among them, the function Max is used to obtain the maximum value, and the function
count is used to count the number of times each function in Func takes the value of the
input value x.

In the unsupervised algorithm, setting the correct reward and punishmentmechanism
can significantly improve the performance of the network. Therefore, this article uses
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this idea to improve the performance of the network, adding a reward and punishment
loss function to the traditional loss function, which adjusts the parameters by analyzing
the scheduling effect produced by the future algorithm. In order to evaluate the effect of
the algorithm at a certain stage, it is necessary to count the number of cache misses in a
period of time. Therefore, this article counts the number of Cache Misses in this stage
during each s time period when the main memory address is accessed. In order for the
algorithm to consider the timing characteristics, it is necessary to count the number of
cache misses in different stages. The loss function is shown in formula (7):

J (η) =
n∑

i=1

Cmi

η − i + 1
(7)

among them, η is the number of stages to be considered in the current stage of the
algorithm, i indicates the number of stages, and Cmi indicates the number of cache
misses in the i stage. The selected stage includes the η stage from the current stage to
the previous stage, and the η stage is the current stage. η should be a reasonable value,
when η is too large, the convergence time of the algorithm will be prolonged, when η

is too small, the algorithm will produce thrashing and it is not easy to converge. The
summation of Cmi adopts the strategy of linear decay with time, so that the algorithm
can consider the timing feature.

Table 1 shows the notations and explanations in this study.

Table 1. Notations and explanations

Notation Explanation

C Set of all Cache blocks

T Task graph information

S Extra information of a series of computer systems

F Processed feature vector

CFun() Cache block call prediction function

y Vector information of the Cache block to be clean

CMRate() Cache miss rate compute function

r Cache miss rate

Y Tuple of all scheduling schemes

D Adjacency matrix of DAG graph

c The number of Cache blocks

F1 Flattened matrix of Cache information

a
j
i Value of the node of in row i, column j

Max() The function of getting the max value in the array

count() The function of counting the number of element in the array

(continued)
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Table 1. (continued)

Notation Explanation

η The number of stages to be considered

i The identifier of the stage

Cmi The number of cache misses in the i stage

3.4 Component Design

For all current Cache scheduling structures, it is impossible to implement a scheduling
strategy based on multiple features. Therefore, this research needs to add new com-
ponents to the cache structure to implement the above mechanism. Through analysis,
the functions that the new components need to achieve include feature acquisition, data
block division, frequency statistics of data block access, event detection, data collection
and combination, and data block information recording.

Cache Line Index

Distributor

Block 1

Block 2

Block 3

Block 4

Calculator

Data Collector

Memory

TriggerCache Set Controller

InfTag Dir

InfTag Dir

InfTag Dir

InfTag Dir

Fig. 1. Hardware structure

As shown in Fig. 1, the components added by the computer implementing
the algorithm in this paper mainly include Trigger, Data Collector, Calculator, and
Distributor.

Trigger: The trigger is responsible for monitoring the status of the Cache Set Controller.
When a request arrives in the cache group, the Cache Set Controller needs to search for
the cache block in the current cache group according to the physical address. If the
corresponding row is not found according to the address, it sends a Cache Miss signal,
otherwise it sends a Cache Hit signal. When the cache group is full, a Cache Full signal
is sent, and a scheduling signal is sent to the Calculator. In addition, Trigger is also
responsible for storing information from the Cache Set Controller and calculator in the
cache.
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Data Collector: The data collector is responsible for collecting information from caches
and other information sources.And the information is processed and sent to the calculator
in the form of a binary stream in the logical form of a vector.

Calculator: Mainly responsible for implementing the scheduling algorithm. It contains
data input lines, data output lines, signal lines and calculation circuits. The input line
is used to read the features required for calculation from the data collector. The output
line is used to send the calculated scheduling result to the scheduler. The signal line is
used to communicate with the trigger. The calculation circuit is implemented based on
logical expressions, and its purpose is to implement scheduling algorithms.

Distributor: Whenever a message from the calculator is received, the scheduler will
schedule it. The main functions it realizes include receiving and processing the schedul-
ing signal sent from the calculator, the replacement of the Cache line and the main
memory block. At the same time, it is also responsible for modifying the information bit
(Inf) and dirty bit (Dir) of the Cache line, and writing the content of the block containing
the dirty bit back to the main memory.

4 Experimental Analysis

In the current research field, the research on Cache is based on the form of system
simulation to judge and improve the method. Using the form of system simulation to
evaluate the algorithm mainly has the following advantages. (1) Simple deployment. By
means of simulation, researchers can quickly conduct experiments and evaluate the pro-
posed methods. The use of hardware for experiments requires a long preparation period.
(2) Convenient for experiment. The effectiveness and deficiencies of the algorithm can
be quickly verified by means of simulation. And can quickly iteratively improve the
algorithm. (3) Powerful functions. The simulation software integrates a variety of exper-
imental conditions, which can test the performance of the algorithm and explore the
robustness of the algorithm in different environments.

Therefore, this article conducted a simulation experiment on the GEM5 platform
[9], and the specific configuration of the machine is shown in Table 2.

Table 2. System configuration

Parameter Configuration

Operating system Ubuntu 16.04 LTS

GEM5 System simulation software

CPU Single-core X86

TLB Instruction TLB 16-Entry Data TLB: 16-Entry

Memory 1 GB
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4.1 Evaluation Index

This study uses Cache Hit Rate to evaluate the efficiency of the method. The calculation
method of the cache hit rate is shown in formula (9).

HR = Nhit

N
× 100% (9)

among them, HR represents the cache hit rate, Nhit represents the total number of Cache
hits, and N represents the number of times the CPU accesses the main memory.

4.2 Experimental Results

In the experiment, we divide the memory into main memory blocks of equal size, and
then perform random access to the main memory. For datasets of different sizes, we
record the frequency of datasets reading and writing to the main memory.

Table 3. Statistics of the number of read and write of the datasets

Type Size of dataset

2 KB 4 KB 8 KB 16 KB 32 KB 64 KB 128 KB 256 KB 512 KB 1024 KB

Read 16390 34035 67832 140343 269438 534938 1003842 2130290 4530304 9034249

Write 10034 24983 48340 94334 173293 363942 633948 1302399 2693039 5132902

It can be seen from Table 3 that as the datasets increases, the number of times the
program reads and writes to the main memory also increases. And the increase shows
a linear law. Due to the different mechanisms of the read and write strategy, this article
will test and calculate read hits and write hits separately.

Fig. 2. The performance of the algorithm under different size datasets
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It can be seen from Fig. 2 that as the datasets increases, the read hit rate and write
hit rate of the model are gradually decreasing. This is because as the scale of the pro-
gram involved in the calculation is gradually increasing, the scale of the variable is also
increasing. This has caused the Cache to greatly increase the difficulty in recognizing
the memory that needs to be transferred in or out.

In addition, in order to prove the superiority of the model in this paper on large-scale
computing tasks, we used the algorithm in this paper and other algorithms to conduct
comparative experiments on large-scale datasets of the same size. The algorithms for
comparison include the LRU algorithm, the algorithm of Qureshi et al. [4], and the
algorithm of Guo F et al. [5]. The size of the experimental datasets is 1024 KB.

Fig. 3. Comparison of three algorithms

It can be seen from Fig. 3 that there are obvious differences in the read and write hit
rate of the Cache between the algorithms. Among them, the algorithm effect of the LRU
algorithm is extremely poor. This is because when the datasets is too large, because the
total size of the Cache is less than the size of the data block required for the program to
run, the LRU algorithm will call out the cache that has not been accessed for the longest
time. This makes it possible for many memory blocks that have just been called out to be
accessed again in the next time, which in turn makes the algorithm “Thrashing” [10]. At
the same time, compared to the other two algorithms, our algorithm has a higher read hit
rate or write hit rate. This is because the model in this article calculates DAG task graph
features and other spatio-temporal features to make the algorithm effective to determine
whether a Cache block will be accessed again in the next period of time, the model in
this article also shows excellent results on larger datasets.
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5 Summary

The current Cache replacement algorithm does not perform different types of processing
for different types of datasets, whichmakes the system efficient. This paper usesmachine
learning technology for the hit strategy of Cache, converts the computing task into aDAG
graph, and then inputs the DAG graph and other system features into the multiple linear
regression model to predict the block number that will be called out of the Cache, which
greatly improves the system Cache hit rate on large-scale datasets. In the future work,
we should focus on the hardware structure design based on this type of algorithm and
reduce the computational overhead of the algorithm, so that these algorithms can be put
into practical application.
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Abstract. There are more than 2800 higher education institutions in
China, all of which have a wealth of basic attributes and introduc-
tory information. However, by investigating common university and col-
lege information service platforms, we find a problem that users can-
not quickly access key information. Inspired by user profile and cor-
porate portraits, we propose a university portrait system incorporating
academic social networks. We first collect two types of data, then uti-
lize text mining techniques integrated with statistics-based methods and
topic-based methods to extract features and generate tags of universi-
ties. Additionally, we incorporate data related to the universities on the
academic social network SCHOLAT.COM including scholars, academic
news, courses and academic organizations to enrich our university por-
traits.

Keywords: University portraits · Text mining · Information
extraction · Academic social network · SCHOLAT

1 Introduction

The information explosion has led to difficulties in obtaining accurate and effec-
tive information and various solutions have been proposed for this problem, such
as recommendation system, knowledge graph, data portrait, with data portrait
technology being a successful example. User profile, also called user portrait, is
a model to generate tag-based profile with users’ classic information(name, age,
etc.) or social attributes [10]. Furthermore, user portrait can be used in person-
alized recommendation, for the reason that it can reflect users’ characteristic
and interest [6]. Corporate portrait utilizes the technology similar to user profile
and big data techniques to generate tags for corporations to describe their char-
acteristics and reputation, which is helpful for the business management [4,25].
With the massive application of big data technology, user profile and enterprise
portrait are widely researched and applied.

Wu et al. [23] proposed a probabilistic approach to fuse the underlying social
theories for jointly users temporal behaviours in social networking services. Gu
et al. [5] proposed a psychological modeling method based on computational
linguistic features to analyse Big Five personality traits of Sina Weibo users
c© Springer Nature Singapore Pte Ltd. 2022
Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1492, pp. 25–36, 2022.
https://doi.org/10.1007/978-981-19-4549-6_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-4549-6_3&domain=pdf
https://www.SCHOLAT.COM
https://doi.org/10.1007/978-981-19-4549-6_3


26 Y. Lai et al.

and their relationship with social behaviour. Pan et al. [13] proposed a social
tag expansion model to complete a user profile through exploiting the relations
between tags to expand them and include a sufficient set of tags to alleviate
the tag sparsity problem. TF-IDF is a classic and useful weighting scheme in
tag-based user profile [10]. Tu et al. [22] integrated TF-IDF with TextRank to
mine and analyze users’ personal interests from Sina Weibo.

Information of higher education institutions contains a wealth of data, which
are valuable for administrators, teachers, students and other related researchers.
However, the information of higher education institutions in the Internet is often
too cumbersome for users to access the knowledge that they really want to know.
There is a wealth of information about universities on their official websites, ency-
clopaedic sites or other websites that publish information about them, including
profiles, histories, faculties and so on. However, they are often similar and it is
difficult to access key information in a short time. To the best of our knowledge,
there are few studies on processing university information data and constructing
university portraits. Therefore, it is necessary to integrate the data of univer-
sities and extract the appropriate tags based on their attributes and text of
introduction so that the data can be used effectively.

In this paper, we propose a university portrait system incorporated with data
on academic social network SCHOLAT [17]. We collect data on more than 2,800
universities in China in three categories, which are university basic information,
university introduction and related data from SCHOLAT. With the data, we ana-
lyze and mine important information of universities such as attributes, features,
projects and so on. In particular, we extract tags from the textual data of univer-
sities that are able to describe them effectively, concisely and painly. Moreover,
we incorporate university-related data from SCHOLAT, including academics,
academic news, courses and academic organizations to enrich the university por-
trait.

The reminder of this paper is organized as follows. The related research
about profiling is reviewed in Sect. 2. Section 3 presents the design of university
portrait system. Section 4 describes the methods of system implementation and
the evaluation of the system is presented in Sect. 5. Finally, Sect. 6 draws the
conclusion.

2 Preliminary

2.1 Text Mining Technique

In recent years, researchers have proposed several models on user profile or user
analysis. However, we find few research on analyzing data of higher education
institutions or university profile. Therefore, to construct university portraits,
we employ the techniques of user profile which extract important information
from textual data by utilizing keyword extraction methods such as TF-IDF,
Word2Vec, LDA topic model, textRank and so on (see e.g. [11,12]).

This paper mainly uses TF-IDF as data processing model to extract tags
of universities. TF-IDF is the abbreviation for term frequency(TF) and inverse
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document frequency(IDF). It is an important weighting techniques for informa-
tion retrieval and data mining, which is statistical method used to evaluate the
degree of importance for a word/term in a file from a corpus or file set.

Suppose there are N documents D1,D2, ......,DN and w is a keyword. The
function TFw,Di

is the frequency of the keyword w in the document Di :

TFw,Di
=

count(w)
|Di| (1)

where count(w) is t he times of w appearing in Di and |Di| is the number of
all words in Di. The function IDFw is the logarithm of the ratio of N to the
number of documents containing w:

IDFw = log
N

|{i : w ∈ Di}| (2)

Clearly, IDFw is larger if w is more prevalent; it is smaller otherwise. If the
keyword w does not appear in any documents, the denominator in the formula
(2) is 0, thus the following formula is usually used.

IDFw = log
N

1 + |{i : w ∈ Di}| (3)

Then the function TF -IDFwiDi
is defined as:

TF -IDFw,Di
= TFw,Di

· IDFw (4)

From the definition of TF-IDF, it can be seen that:

• The higher the frequency of a word in a document and its freshness (i.e., low
prevalence), the higher its value of TF-IDF.

• TF-IDF takes into account both frequency and freshness, filtering some com-
mon words and keeping important words that provide more information.

2.2 Scraping Techniques

Selenium, Requests and Beautiful Soup are common python libraries that can
be used for data crawling. Selenium is a tool for web browser automation which
provides extensions to emulate user interaction with browsers [19]. Selenium
tests run directly in the browser, as if a real user were operating them so it can
help address anti-crawling mechanism of some websites [8]. Using Requests can
simulate browser Requests, and Beautiful Soup can parse the content of web
pages.

2.3 SCHOLAT Data

SCHOLAT is an academic social network system specifically served for scholars,
including teachers, researchers and students [1]. Millions of real data are avail-
able here. According to statistics, SCHOLAT currently has over 150,000 users,
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most of whom are scholars from universities. Lin et al. [7] proposed a scholar
portrait system utilizing academic social network data in SCHOLAT to mine
scholars’ important information. There are over 200,000 university-related data
in SCHOLAT, including but not limited to user, academic news, course, and
academic organization. Thanks to the data from SCHOLAT, we can analyze a
university more comprehensively, allowing for a more comprehensive and unique
university portrait.

3 System Design

As mentioned above, we draw on the techniques of user profile to a great extent.
The data needed to build user profile includes static data such as basic user
information and dynamic data such as user behaviour data. Since university
information data has no behaviour data, we mainly collect basic information
data and introduction text data of them. We overview our university portrait
system in Fig. 1. The system mainly consists of two components, namely data
collection and tags generation. Before generating tags for university, there is a
necessary step, data preprocessing.

Data Collection and Cleaning
Textual

Information

Basic
Attributes

Word Segment Stop Word
Removal

Keyword
Set

Sorted Tags

TF-IDF

University
Tags

Top-K Topic Set

Data Processing

University
Information Websites

SCHOLAT Data

University
Relevant Data

Text DataData
Cleaning Data

Repository

Portrait Construction and Updating

University Relevant Data
in SCHOLAT

Data Updating

Portrait
Construction

Tags Cloud

Basic Attributes University Tags

Data Visualization

Fig. 1. Overview of university portrait.
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3.1 Data Collection and Data Cleaning

University data play an important role in the university portrait because it
depends on large amounts of university information data to generate tags of uni-
versities and construct university portrait. In order to obtain accurate, author-
itative and sufficient data, we select four university information platforms in
China, including China Higher Education Student Information and Career Cen-
ter (CHSI) [21], Education Online of China (EOL) [2] and Baidu Encyclopedia
[3]. The data types, source and their description are roughly shown in Table 1.

Table 1. Data types of university information.

Field Source Description

univCode CHSI The code assigned by Chinese Ministry of Education

univName CHSI/Baidu Encyclopedia The name of university in Chinese

univNameEn Baidu Encyclopedia The name of university in English

univUrl CHSI/Baidu Encyclopedia The official website of university

univAdmin CHSI The administrative department of the University

univType CHSI Discipline categories of university

univDegree CHSI/ Baidu Encyclopedia Education degree level of university

univAddress Baidu Encyclopedia Province and detailed address of university

univAttributes CHSI/Baidu Encyclopedia Attributes and features of university

univIntro CHSI/EOL The long text of university introduction

univSummary Baidu Encyclopedia The shorter, concise, summarized university introduction

After collecting the data and storing them in the database, we find that
dirty data exist in both structured and unstructured text data. In particular,
data of university attributes are synonymous, which will affect the effectiveness
of tag generation. Therefore, we make a script to remove meaningless symbols
from fields in database table and normalize words with the same meaning in
university attributes into one word.

3.2 University Tags Extraction

With the preprocessed data, we use Jieba for word segmentation and stop words
removal, which are essential procedure of keywords extraction technique [20].
There are many Chinese proper nouns in the text in Chinese that describe the
attributes of the university. If we use default word segmentation method, it does
not work well because the above-mentioned proper nouns cannot be identified. Liu
et al. [9] built a Topical PageRank onword graph to measure word importance with
respect to different topics and further calculate the ranking scores of words and
extract the top ranked ones as keyphrases. Wu et al. [24] proposed a Keyphrase
Identification Program (KIP), which extracts document keyphrases by using prior
positive samples of human identified domain keyphrases to assign weights to the
candidate keyphrases. Inspired by the above two methods, we count the term fre-
quencies of all attribute words occurring and calculate their weights as indicators
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to describe their importance. We selected top-K words according to the ranking of
the weights and construct a special dictionary of attribute words in Chinese uni-
versities. With this special dictionary, we are able to identify most of the university
attribute words as keywords [15]. On the other hand, we make a set of words for
university types as the topic set, because different types of university have their
specific attribute words. We integrate both special dictionary and university type
set when using TF-IDF for tags extraction [16].

4 Implementation

4.1 Data Collection

We collect university information data from the sources by using crawler libraries
of python including Selenium, Requests and Beautiful Soup. When some sites
allow us to crawl data, it will be more convenient to use Requests combined with
Beautiful Soup.

By employing crawler tools above, we are able to access several types of data
of university information and store into our MYSQL database. By the time this
article was completed, we collect information of more than 2800 colleges and
universities in China.

For collecting relevant data in SCHOLAT, we connect to the database and
query the data we need by using JDBC in Java with the support of SCHOLAT.
Currently, we mainly collect data on users, academic news, courses and academic
organizations of universities on SCHOLAT, to enrich the university portrait
through the statistics and presentation of the data. In addition, the data related
to colleges and universities on SCHOLAT are constantly updating, since users
on SCHOLAT are constantly generating new data. So our university portraits
are updated as a result. We leave data analysis for our future work.

After collecting university information data above, we start the procedure of
university tags extraction. First of all, we have to preprocess the data. Dirty data
exist in the data we collected. Specificially, there are three problems as follows:

1. There are extra, meaningless symbols or numbers in several fields.
2. There are synonyms for separate university names, resulting in data mis-

matching up.
3. Some keywords in the university attributes field are synonymous, i.e. more

than one keyword has the same meaning. For example, the phrase Institu-
tions of Higher Learning Innovation Ability Enhancement is also call Project
2011 in Chinese while Pilot Project for Training Top-notch Students in Basic
Subjects also known as Everest Project. There are many more such cases.

To address the first problem, we make a simple script in Python to remove
the dirty data from the fields of the database table. For the second problem,
we look for the mismatched data and correct the university names artificially.
As for the third problem, we find out all the synonyms of attribute words and
choose the shorter one to replace all of others, as we want the final generated
keywords to be as concise as possible.



A University Portrait System Incorporating Academic Social Network 31

4.2 University Tagging

For the basic information of university such as name, type and address, we do
not need to do secondary preprocessing because they are concise enough. What
we have to focus on is the long text data of university, that is, summary and
introduction mentioned in Table 1. According to Sect. 3.2, we define a special
dictionary including most of the proper attribute words of universities by means
of TF. We make a word set of university types matching to the university name,
to be the topic set which can also guide the Chinese word segmentation. With
loading our predefined special dictionary, we can avoid the problem of incorrectly
separating the attribute words of university. At the same time, we perform stop
word removal in the text with loading stop words dictionary to remove words
that are meaningless for keyword extraction such as auxiliaries. At this point,
we get the corpus of university introduction Corpusintro, set of attribute words
Setattri and set of topics Settopic.

We then use the corpus above (Corpusintro, Setattri, Settopic) for keyword
extraction. In this paper, we combine statistics-based methods and topic-based
methods [14] and our approach is shown in Algorithm 1. First, we calculate the
TF-IDF value of each term in Corpusintro and select those with a weight value
greater than 0.2 for sorting. If the number of terms is small, we will utilize topic-
based methods since good keywords should be relevant to the topics of the given
text. We use the set of keywords Setattri and a set of topics Settopic to allocate
keywords for different universities with different types by matching their topics
to the attribute words. Finally, we merge the keywords obtained by the above
two methods into the final set of keywords as the tags of universities.

Algorithm 1. University tagging with hybrid methods
Require:

Input: Corpusintro, Setattr, Settopic;
Ensure:

Output The set of keywords for university tagging, Tagsuniv;
1: univCode = getFirstUnivCode(Corpusintro); /*get the first university code*/
2: for item in Corpusintro do
3: initTags = calculateTFIDF(item); /*calculate each item of Corpusintro*/
4: if initTags is not null then
5: /*select the items whose weight value is greater than 0.2*/
6: sortedTags = sortByWeight(initTags)
7: end if
8: if number of sortedTags <= k then
9: allocatedTags = allocateTagsByTopic(univCode, Settopic, Setattr)

10: end if
11: Tagsuniversity = mergeTags(sortedTags, allocatedTags)
12: univCode = getNextUnivCode(Corpusintro);
13: end for
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4.3 Portrait Construction and Updating

With basic attributes, generated tags and relevant data in SCHOLAT of univer-
sities, we select tags that can describe universities accurately and delineate the
dimensions to construct the university portrait. Finally, we visualize the data in
the system. In particular, we use tag cloud techniques to present keywords of
university information.

In general, the information of universities do not change easily. We will
update the name, address, level of education degree etc. in the university por-
trait based on the information published by the Chinese Ministry of Education
to ensure that the information is accurate and authoritative. In addition, the
keywords for university information will be updated by the introduction of uni-
versities.

5 Evaluation

5.1 Evaluation of University Portrait

Our university portrait includes not only basic attributes such as name, uni-
versity code, type, but also tags that are able to describe the university more
effectively and briefly. In addition, we integrate relevant data of the university
from SCHOLAT to make the university portrait more informative and diverse.
We visualize the information of the system. Taking Peking University as an
example, we show the basic attributes module and tag cloud visualization mod-
ule in Fig. 2.

We represent our final tags of university generated by our university portrait
system in tag cloud. The tag cloud words we selected mainly include univer-
sity name, attributes, features, development programs or projects which are
extracted from introduction text data of the university. With basic attributes
mentioned above and these tags, we can carry out further application or research
on university recommendation in the future.

Due to the limitation of space in this paper, we do not show other modules
of the system that are integrated with SCHOLAT data. We count the number of
users, academic news (especially related to recruitment), the number of courses
and the number of academic organizations created related to the university in
SCHOLAT. We then display the top-K scholars, courses, recruitment-related
news, courses and academic organizations of the university according to the
number of hits. We leave the problem that analyzing the university-related data
in SCHOLAT as future work.

5.2 Comparison

Here, we would like to compare the common university and college information
service platforms in China with our university portrait system. We mainly focus
on characteristics and insufficiencies of each platform. The university and college
information service platforms includes official homepage of the university, CHSI,
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Fig. 2. The basic attributes module and tag cloud visualization module of university
portrait system. On the left is the basic attributes module, including the university’s
name, location, official website, university code, abbreviation, founding date, institu-
tion type, competent authority and detailed address. On the right is the University
Tags module, which mainly shows the tags of the university, which can accurately and
effectively describe the university.

Table 2. Comparison of common university information service platforms in China
and our college portrait

Platform Characteristics Insufficiencies

Official homepage of
university

Most official and authoritative Difficult to get key information
because most of them are long text

CHSI The information is also
authoritative. Satisfaction survey
data available

Some of the text information is not
consistent with the official homepage

EOL Learning index, life index,
employment index and
comprehensive score available. Rate
of employment statistics available.

The evaluation indicators of the
index are not open and transparent

University entries in
Baidu Encyclopedia

Abundant information concentrated
in one single page

Difficult to get key information in
short time

Shanghai Ranking Focusing on institution rankings,
student quality rankings, and
discipline rankings

Some of the evaluation indicators are
debatable

Our university
portrait

Extracting basic and key
information. Combining SCHOLAT
data to describe the university

Lack of analysis of SCHOLAT data
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EOL, university entries in Baidu Encyclopedia and Shanghai Ranking [18]. Our
comparison is shown in Table 2.

The information service platform of various colleges and universities has
detailed information of colleges and universities, including but not limited to the
introduction, statistical data, admission prospectus, discipline description and
so on. Another type of platforms evaluate and rank the performance of univer-
sities and describe the university by rankings. As mentioned in Table 2, most of
them are difficult to get the key information in a glance. However, our university
portrait system extracts important information from the long text introduction
of universities, ensuring the accuracy of the information while allowing users to
access key information in a short time.

5.3 Discussion

Regarding university tag extraction, we have mainly used the TD-IDF based
method for keyword extraction and achieved desired results. Next we will use
deep learning methods for keyword extraction and combine the experimental
results with the most appropriate method. With regard to the system visual-
isation module, we will conduct some quantitative evaluations, such as user’s
comments and feedback. In addition, teachers or students of the university can
upload real data about the university, which can be used to enrich the university
portrait.

6 Conclusion

In this paper, we propose a university portrait system incorporating academic
social network SCHOLAT. The implementation mainly consists of two proce-
dures, which are data collecting and university tagging. We collect university
information data from multiples source and preprocess them by word segmen-
tation and stop words removal techniques. Then we perform university tagging
combining statistics-based methods and topic-based methods. Finally, we visu-
alize our data and display the university-related data of SCHOLAT. Although
text mining and information extraction techniques are used, university profiling
is still a new domain-specific research topic. There is potential for improvement
in the keyword extraction method used in this paper.

In summary, this paper has two contribution. Firstly, we proposed univer-
sity portrait, which no one had proposed before. Secondly, we incorporated the
university-related data on SCHOLAT to construct the university portrait, which
are real and useful. We would like to perform keyword extraction directly on the
original long text to obtain more useful information.

However, the university portrait still has some shortcomings that need to
be improve in our future work. Although we obtain the expected results by
using the current TF-IDF based method in keyword extraction, this is based
on the extensive data pre-processing work we have done. We would like to per-
form keyword extraction directly on the original long text to obtain more useful
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information. In addition, the content of the extracted tags represent the existing
information. In the future we will focus on some deep learning models that can
cope with the challenges that can generate new tags about the university based
on existing data. In addition, we will carry out further research on university
recommendation system with our university portrait.
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Abstract. Software or hardware problems in large data centers are usu-
ally packaged to be tickets which are assigned to different experts to solve.
It is very crucial to design multi-objective ticket scheduling algorithms
to maximize the total matching degree and minimize the total flowtime.
However, most of existing methods for assignment problems only con-
sider single objective, while some methods optimizing multi-objectives
are not for the same objectives of this paper. Meanwhile, exploring effec-
tiveness of existing meta-heuristics for multi-objective optimization could
be improved further. In this paper, a multi-objective heuristic algorithm
called (GAMOA*) is proposed for ticket scheduling which is the combi-
nation of a genetic algorithm (GA) and a multi-objective A* (MOA*). In
GAMOA*, ticket scheduling orders are evaluated and improved by GA,
while MOA* is applied to find a Pareto set of solutions given an order
of tickets effectively and efficiently. Experimental results illustrate that
our approach obtains better results than state-of-art algorithms.

Keywords: Genetic algorithm · Ticket scheduling · Multi-objective A
star · Cloud Computing · Routing problem

1 Introduction

End-users and application developers using Cloud Computing facilities may meet
software or hardware problems inevitably. User problems are usually recorded to
be tickets (contain problem descriptions) and sent to back-end experts to solve.
From the perspective of Cloud Computing providers, solving these problems
efficiently and effectively is beneficial to improving user experiences. Experts
have diverse technique background and problem solving experience, then have
different matching degrees for a specific ticket which determine the quality of
solving the tickets. Meanwhile, experts also have different estimated processing
times for the same ticket which have great impact on the response time to
users. Therefore, it is crucial to develop ticket scheduling algorithms in terms of
matching degrees and processing times.

The multi-objective scheduling of tickets to experts is an NP-hard problem.
In this paper, the total matching degree and total flowtime of overall tickets
c© Springer Nature Singapore Pte Ltd. 2022
Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1492, pp. 37–51, 2022.
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are optimized simultaneously where the flowtime of a ticket is the finish time
minus the arrival time of it. This ticket scheduling problem can be modeled to be
a multi-objective assignment problem which is a well known NP-hard problem
[1]. Most of existing works for assignment problems address the optimization of
a single objective function [2,3]. The multi-objective optimization can not be
solved by these methods directly [4]. Meanwhile, there are only a few existing
algorithms for solving multi-objective assignment problems using genetic algo-
rithms, simulated annealing and particle swarm optimization algorithms [1,5,6].
However, the exploring ability of these multi-objective meta-heuristic algorithms
can be enhanced by some exact algorithms like A star algorithm.

In this article, a hybrid of genetic algorithm and multi-objective A* (called
GAMOA*) is proposed for the ticket scheduling problem by taking advantages of
genetic algorithms and A* simultaneously. The genetic algorithm first sorts out
all tickets randomly to produce different ticket scheduling orders called genetic
chromosomes. Afterward, scheduling ordered tickets to experts is transformed
into a routing problem which can be solved by multi-objective A* effectively.
Next, solutions found by the multi-objective A* (MOA*) is used to calculate the
fitness of each chromosome, based on which better chromosomes are generated
by crossover and mutations. Finally, new chromosomes are evaluated by MOA*
again and the above process iterates until the stopping criteria are met. The
main contributions include (1) a novel multi-objective heuristic algorithm called
(GAMOA*) is proposed which is the hybrid of genetic algorithm and multi-
objective A*. (2) a Pareto-set based fitness calculation method is developed for
the individual with multiple solutions and a transforming method is proposed
to transform the ticket scheduling problem into a routing problem which is the
basis of using multi-objective A* as a local search method.

The rest of the article is organized as follows: Sect. 2 is related work. Section 3
demonstrates the problem formulation. The proposed heuristic is described in
Sect. 4. Experimental setup and results are presented in Sect. 5. Finally, Sect. 6
concludes the paper.

2 Related Work

Ticket routing and ticket scheduling are two important problems about ticket
solving. Ticket routing focus on finding the right order of candidate experts to
assign each ticket. Tickets are transferred to next expert on the path when they
can not be solved by the current experts. On the contrary, ticket scheduling
is in charge of finding an appropriate assignment considering both the total
matching degree (between tickets and experts) and the total flowtime. Ticket
routing techniques could be used to enhance ticket scheduling.

2.1 Ticket Routing

When a client’s request reaches the help desk, the operator has to view it, cat-
egorize it, and forward it to the responsible expert to investigate and fix the
requested problem. The procedure is termed ticket routing. The ticket scheduling
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to the experts has a resemblance with the ticket routing. Ticket content-mining
[7] and historical sequence [8,9] based methods have been developed for the ticket
routing. Shao et al. [8] developed a route recommender system based on different
orders of Markov models established from historical processing sequence data. In
content-based methods [7], tickets are usually classified to be different categories
by analysing text descriptions based on diverse machine learning techniques.
Content-based methods are usually only better on the tickets with rich text
descriptions. However, for general tickets with not too much descriptions, it has
been proved that content-based methods are usually outperformed by sequence
based methods [9]. There are also some hybrid methods based on Markov model
and content-mining [9]. However, most of existing methods about ticket solving
primarily focus on ticket routing ignoring the optimization of workload distri-
bution among experts.

2.2 Ticket Scheduling

Many methods have been developed for different kinds of assignment problems
and most of them are designed for single objective. Discrete particle swarm opti-
mization (DPSO) based methods are extensively used in multi-objective opti-
mization of assignment problems such as task scheduling in Grid [10], load bal-
ancing in heterogeneous computing systems [11,12] and task scheduling in a
distributed computing system [13,14] in terms of makespan, flowtime, reliabil-
ity and cost objectives, etc. Genetic algorithms are also widely used to solve
multi-objective optimization of assignment problems. Subhashini et al. [15,16]
developed a hybrid method of Elitist Non-dominated Sorting Genetic Algo-
rithm (NSGA-II) and the Non-dominated Sorting Particle Swarm Optimization
Algorithm (NSPSO) to schedule tasks in a heterogeneous environment for min-
imizing the makespan and flowtime. Khodadadi et al. [17] proposed an Genetic
Algorithm with Variable Neighborhood Search (GA-VNS) for independent task
scheduling in a grid environment to reduce the total cost and makespan. Many
other nature-inspired meta-heuristics are also applied for assignment problems
such as Simulated Annealing (SA) [18], Ant Colony Optimization (ACO) [18],
and Cuckoo and Gravitational Search (CGSA) [19]. However, there is no algo-
rithm designed for the ticket scheduling of this paper.

In a word, existing algorithms are usually designed for single objectives or
not for the multi-objective ticket scheduling. Meanwhile, existing meta-heuristics
could be improved by more efficient and effective local search methods because
the convergency speed of traditional meta-heuristic algorithms are very slow for
large scale ticket scheduling problems.

3 Problem Description

E = {ei, i = 1, ..., N} is the set of back-end experts in the Cloud Computing
Data Centers. It is assumed that tickets are scheduled to experts periodically.
For example, tickets are collected to be a batch and scheduled to experts every
six hours. It is assumed that all experts have finished the processing of the
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previous batch and are idle currently. T = {tj , j = 1, ...,K} is the set tickets in
the current batch. pij and mij denotes the processing time and matching degree
of ticket ti on expert ej respectively. Multiple tickets can be assigned to the same
expert. However, an expert cannot start a new ticket before finishing previous
tickets. Let di,j be the index of ticket i on expert j. If ticket i is not assigned
on expert j, di,j = 0. For example, when tickets t1, t2 and t3 are assigned on
expert e1 one by one, d1,1 = 1, d2,1 = 2 and d3,1 = 3. The flowtime fi,j of a
ticket ti on expert ej is its own processing time plus the waiting time (used to
process previous tickets). The objective of this article is to minimize the total
flowtime and maximize the total matching degree. The mathematical model of
this multi-objective tickets schedule is as follow.

max
K∑

i=1

N∑

j=1

mi,j · (di,j > 0) (1)

min
K∑

i=1

N∑

j=1

fi,j ∗ (di,j > 0) (2)

N∑

j=1

(di,j > 0) = 1, i = 1, ...,K (3)

fk =
K∑

i=1

N∑

j=1

pi,j(di,j > 0) ∗ (di,j ≤ dk,j), k = 1, ...,K (4)

Equation (1) and (2) maximize the total matching degree and minimize the
total flowtime. Equation (3) represents that one ticket is assigned to only one
expert. Equation (4) illustrates that the flowtime of ticket tk is the processing
time of tk plus processing times of tickets before tk on the same expert.

4 Proposed GAMOA*

In this paper, a genetic algorithm-based multiple-objective A star algorithm
(GAMOA*) is presented for the multi-objective ticket scheduling problem.
Genetic algorithms (GA) have been widely used to solve multiple-objective
scheduling problems and obtain good performance. The main reason is that
GA has the ability to exploring the search space efficiently. However, the tradi-
tional GA lacks the ability to explore local optimal areas deeply. Therefore, some
local search methods have been reported to aid GA. Nonetheless, an exhausted
local search is very time-consuming. A star is an effective and efficient method
for route searching. In this article, the ticket scheduling is transformed into a
routing problem and solved by a multi-objective A star (MOA*) as an effective
local search method of GA. Figure 1a explains the flow chart of the proposed
GAMOA*. First, ticket orders are generated via a genetic algorithm. Second,
the fittest orders are selected via the fitness function. Then ticket assignment
on experts with the given ticket orders is transformed into a routing problem.
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Next, the routing problem is solved by the MOA* to find assignments of tickets
on experts in detail. Finally, a set of Pareto solutions is obtained for each order
of tickets. The fitness of this ticket order is evaluated based on these solutions
in terms of the total flowtime and matching degree. The above process iterates
until the stopping criteria are met.

4.1 Transforming Ticket Scheduling to Routing

Traditional routing problems are usually modeled via a directed graph with
weight on edges. The goal of routing algorithms is to find the route from source
to sink nodes with the optimal objectives. However, the goal of ticket scheduling
is to find an assignment of tickets to experts. Tickets can be assigned to experts
in any order. The A-star algorithm cannot be used to solve the original ticket
scheduling, which is very different from the routing problem. However, when the
ticket scheduling order is given, the ticket scheduling can be transformed into
a routing problem as follows: For example, in the left part of Fig. 1b, tickets
are ordered to be {T3, T1, T2, T4} which means that they are scheduled from
the top to bottom. On each row, nodes on the right of the ticket are candidate
experts for that ticket. The same expert might appear on multiple rows, which
means that multiple tickets can be assigned to the same expert. The calculating
of a ticket’s flowtime should consider already assigned tickets before this ticket.
Experts of different levels are connected by up-down links, and a source and sink
nodes are added to construct a directed graph. A route from the source node to
the sink node on the graph means a schedule of tickets to experts. For each level,
different selected nodes on the route mean assigning the corresponding tickets
to different experts. For this routing problem, the A* algorithm can be used to
solve it effectively. However, different orders of tickets have a significant impact
on the A* for the above routing problem.

Fig. 1. An illustration of architecture of the proposed GAMOA* and transforming of
assignment problems into routing problem
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4.2 Multi-objective A* for Scheduling Ordered Tickets

Based on the proposed estimation function, the existing multi-objective A*
(MOA*) [20] is applied to solve the above-mentioned routing problem. MOA*
applies a best-first search technique which uses �Fn = �gn + �hn as an evaluation
method to select the next open node for expansion where g(n) keeps the val-
ues (in tuples of multiple objectives) of the routes from the source node to the
current node in the search graph and h(n) estimates the path values (in tuples
too) from the current node to the final destination node. The calculating meth-
ods of h(n) determine the computation time of MOA* because f(n) is used to
cut searching branches. In this paper, an appropriate g(n) function is found to
reduce the time while maintaining search effectiveness.

Let (tw1 , tw2 , tw3 , ...twk
..., twK

) be the ordered tickets and n is the node at
the level of ticket twk in the routing graph. Sp = (n, �gn, F (n, �gn)) is a partial
solution from s to node n in the graph of the routing problem, where F (n, �gn) is
the function to calculate �Fn based on Sp. For each Sp, �gn and the path to obtain
Sp is stored in Gop(n) in the form of {( �gn, P s

�gn
)} where P s

�gn
is the set of paths

obtaining �gn, like {(n1, n4, ..., ni), (n2, n5, ..., ni)}. P s
�gn

will be updated when a
new path with the same �gn was extended. For one successor node m, P s

�gm
will

be updated by adding paths (P s
�gn

[w], n), w = 1, ..., |P s
�gn

|. In the partial solution
Sp, the flowtime of ticket ti on expert ej is

fi,j =
K∑

l=1

pl,j(dl,j > 0) ∗ (dl,j ≤ di,j) (5)

where dl,j is determined by P s
�gn

. For each node n, there might be multiple par-
tial solutions, i.e., Gop(n) may have more than one elements with different �gn.
Meanwhile, multiple paths might have the same �gn making P s

�gn
have multiple

paths. The calculation of g(n) is the sum up of total flowtime and matching
degree from source node to current node along the path of the current node as
follows.

�gn = (
twk∑

i=tw1

fi,P s
�gn
[0][i],

twk∑

i=tw1

mi,P s
�gn
[0][i]) (6)

where P s
�gn

[0] means get the first path from P s
�gn

and P s
�gn

[0][i] returns the index
of selected expert for ticket ti. Let CEi be the set of candidate experts’ index
of ti. �h(n) is the sum-up of minimum flowtime and maximum matching degree
of remaining unassigned tickets based on the partial solution. Flow times and
matching degrees are calculated separately, which means that unassigned tickets
are not necessarily scheduled to the same expert when calculating the minimum
flowtime and matching degree. During the calculating of flowtime, execution
times of tickets scheduled in the partial solution and tickets before the current
ticket should be considered. Let P sf

�gn
and P sm

�gn
record partial paths to estimate
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flowtime and matching degree based on �gn, respectively.

�hn = (
twK∑

i=twk+1

min
j∈CEi

{fi,j},

twK∑

i=twk+1

max
j∈CEi

{mi,j}) (7)

where fi,j is determined by P sf
�gn

.

Algorithm 1. Multi-objective A* (MOA).
Input: Ticket order To;
1: Initialize the source node (s), destination node (e), reached goal node set GOALN ,

non-dominated cost set COSTS, the sets of non-dominated cost vectors of paths
reaching n that have or have not been explored Gcl(n) and Gop(n), further
expanded path set OPEN and add S to set OPEN = (s, �gs, F (s, �gs));

2: while OPEN is not empty do
3: Select non dominated (n, �gn, F (s, �gn)) with smallest flowtime in OPEN
4: Move �gn from Gop(n) and add �gn to Gcl(n) if �gn not dominated by Gcl(n);
5: if n is final node then
6: Include n in GOALN and �gn in COSTS;
7: Filtering F (x) in OPEN ;
8: continue;
9: else

10: Get all successors nodes m and calculate �gm = �gn + �c(n, m);
11: if m is new then
12: Calculate Fm filtering estimates dominated by COSTS;
13: if Fm is not empty then
14: Put (m, �gm, F (m, �gm)) in OPEN
15: P s

�gm
← (P s

�gn
[w], n), w = 1, ..., |P s

�gn
|. And add ( �gm,P s

�gm
) to Gop(m)

16: continue;
17: end if
18: else
19: if �gm ∈ Gop(m)

⋃
Gcl(m) then

20: P s
�gm

← (P s
�gn

[w], n), w = 1, ..., |P s
�gn

|. And add ( �gm,P s
�gm

) to Gop(m)
21: continue;
22: else
23: Calculate Fm filtering estimates dominated by COSTS;
24: if Fm is not empty then
25: Put (m, �gm, F (m, �gm)) in OPEN
26: P s

�gm
← (P s

�gn
[w], n), w = 1, ..., |P s

�gn
|. And add ( �gm,P s

�gm
) to Gop(m)

27: continue;
28: end if
29: end if
30: end if
31: end if
32: end while
33: return Non dominated results R;
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In the multi-objective A* algorithm, the OPEN set record the reachable
path. If the OPEN set is not empty, the partial solution Sp = (n, �gn, F (n, �gn))
with the minimum flowtime is taken from OPEN , and corresponding ( �gn, P s

�gn
)

is removed from the unexplored set Gop and added to the explored set Gcl

in the form of {( �gn, P s
�gn

)}. If the fetched node n is the destination node, it is
added to the goal node-set GOALN and the �gn value is added to the COSTS
set. If it is not the destination node, then the reachable node is obtained. The
extension node will be filtered if it is dominated by Gop and Gcl, and finally add
the remaining extension nodes to OPEN . The formal description of multiple-
objective A* (MOA*) algorithm is shown in Algorithm 1.

An Example of MOA*: The process of MOA* for scheduling ordered tickets
in Fig. 2a is as follows. Triples of partial solutions and values of GOALN and
COSTS are shown in Table 1.

– Iteration-1: Gop(S) = (0, 0), and Gcl(S) = ∅. From the S node to the des-
tination node, the flowtime and matching degree of T1, and T2 need to be
calculated for calculating h(S). For ticket T1, the earliest finish time is 4 on
E2, and the maximum matching degree is 0.7 on E2. With T1 executed on
E2, the earliest finish time of T2 is 3 on E1, and the maximum matching
degree of T2 is 0.6 on E3. Therefore h(S) = (7, 1.3). The only path in OPEN
is selected, and its two extensions to nodes n1 and n2 are added to OPEN ,
as shown in Fig. 2a.

– Iteration-2: When calculating h(n1), T1 is executed on E1. If T2 is exe-
cuted on E1, the finish time of T2 is 8 including 5 min of waiting and
3 min of execution. The finish time of T2 is executed on E3 is 5. There-
fore, the earliest finish time is 5 on E3. The maximum matching degree
is 0.6 on E3. With T1 executed on E2, the earliest finish time of T2 is 3
on E1, and the maximum matching degree of T2 is 0.6 on E3. The value
of h(n1) and h(n2) are (5,0.6) and (3,0.6) respectively. Update OPEN =
{(n1, (5, 0.6), (10, 1.2)), (n2, (4, 0.7), (7, 1.3))} and insert ((5, 0.6), (S)) into
Gop(n1) and ((4, 0.7), (S)) into Gop(n2). The non-dominated n2 with lowest
flowtime is selected.

– Iteration-3, update OPEN = {(n1, (5, 0.6), (10, 1.2)), (n3, (7, 0.9), (7, 0.9)),
(n4, (9, 1.3), (9, 1.3))}. The reason why h(n3) = h(n4) = (0, 0) is that the
flowtime and matching degree from n3 and n4 to the destination node are
both zero. Insert ((7, 0.9), (S, n2)) into Gop(n3) and ((9, 1.3), (S, n2)) into
Gop(n4). And ((4, 0.7), (S)) will be moved to Gcl(n2) from Gop(n2). n3 is non-
dominated with smallest flowtime in OPEN and selected for the extension
towards node “e”. The node “e” represents a dummy node, and n3 is added
to the GOALN array. The cost vector of n3 is included in the COSTS array.
The n3 is closed and ((7, 0.9), (S, n2)) will be moved to Gcl(n3) from Gop(n3).

– Iteration-4, update OPEN = {(n1, (5, 0.6), (10, 1.2)), (n4, (9, 1.3), (9,
1.3))}. n4 is non-dominated with smallest flowtime in OPEN and selected
for the extension towards node “e”. Update GOALN = {n3, n4} and
COSTS = {(7, 0.9), (9, 1.3)}.
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– Iteration-5, update OPEN = {(n1, (5, 0.6), (10, 1.2))}. The node is selected
for an extension to proceeds towards the goal nodes E1 and E3. The node E1
is closed and inserted into the Gcl(n1).

– Iteration-6, the estimate (n3, (13, 0.8), (13, 0.8)), (n4, (10, 1.2), (10, 1.2)) will
be filtered by COSTS causing neither n3 nor n4 is added to OPEN . Update
OPEN = ∅. All the alternate solutions are filtered. The GOALN and
COSTS arrays are solution node n3(7, 0.9), n4(9, 1.3).

Table 1. An example of MOA* OPEN (<<< = selected node).

Iteration OPEN GOALN COSTS

1 (s, (0, 0), (7, 1.3)) Ø Ø

2 (n1, (5, 0.6), (10, 1.2)), (n2, (4, 0.7),
(7, 1.3)) <<< S

Ø Ø

3 (n1, (5, 0.6), (10, 1.2)), (n3, (7, 0.9),
(7, 0.9)), <<< n2 (n4, (9, 1.3), (9, 1.3))

(n3) (7, 0.9)

4 (n1, (5, 0.6), (10, 1.2)), (n4, (9, 1.3),
(9, 1.3)) <<< n2

(n3, n4) (7, 0.9), (9, 1.3)

5 (n1, (5, 0.6), (10, 1.2)) <<< S (n3, n4) (7, 0.9), (9, 1.3)

6 Ø (n3, n4) (7, 0.9), (9, 1.3)

4.3 Genetic Algorithm for Ticket Ordering

The number of ticket orders is exponential to the number of tickets. It is very
time-consuming to solve every ticket orders using A*. In this article, a multiple-
objective GA (MGA) is employed to find appropriate ticket orders. MOA* is
used to collect the set of Pareto solutions for each individual.

Chromosome Encoding: Each chromosome is expressed as an array with a
length of K which represents a ticket order. Each chromosomes gene represents
the index of ticket, and a chromosome is an order of tickets. Figure 2b is an
example of a chromosome with K = 10.

Pareto Set Based Fitness Function: Selecting an appropriate fitness func-
tion is very crucial to genetic algorithms (GAs). For instance, the maximin [1]
is widely used to achieve optimum performance. However, a set of pareto solu-
tions are generated for each individual in the population of the genetic algorithm
of this paper (GA). Therefore, a pareto set based maximin fitness function is
presented. Given an objective function f with K objectives, f i

k denotes k-th
objective value of the i-th solution in the specific generation (k ∈ {0, 1} in this
paper). The formula of maximin Fitness Function [1] is

fitnessi = maxj �=i,j∈X(mink∈{0,1,...K}(f i
k − f j

k)) (8)
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Fig. 2. Examples for MOA* and chromosome encoding

where X is the set of non-dominated solutions. All fitness values are normalized
to be in the range of [0, 1] and negative label is employed to transform the max-
imum of matching degree to a minimum problem coherent with the minimizing
of flowtime. The min is used to find the best objective of i compared with j and
maxf is used to find the worst condition compared with different solution j. If a
solution has a maximin fitness value > 0, which means that it is dominated by
others. On the contrary, a maximin fitness value < 0 means the corresponding
solution is non-dominated. In existing algorithms for multi-objective optimiza-
tion, each individual has one corresponding solution. Therefore, the fitness value
of each individual can be calculated using Eq. (8) directly. However, for each
individual (an order of tickets) in this paper, a set of Pareto solution is obtained
by MOA*. Therefore, the fitness of each individual is the average of fitness val-
ues of all Pareto solutions. In a population G, there are multiple individuals
(chromosomes), and a set of Pareto solutions Si is obtained by MOA* for each
individual i ∈ G. The solutions of all individuals compose a large solution set
Sa = ∪i∈GSi. For each solution, the fitness value is calculated in the range of
Sa based on Eq. (8). Then, the fitness value of the individual i is obtained by
averaging the fitness values of all solutions in Si.

Selection and Crossover Operation: The Uniform crossover technique is
applied in which parents are selected via the roulette wheel selection. For min-
imizing objectives, individuals with lower maximin fitness values have more
chances of being chosen as a parent. Figure 3a demonstrates the process of
crossover operation. Initially, two parents named P1 and P2 are selected for
crossover as follows. P1 has the minimum fitness value and the roulette wheel
method is applied to select P2 randomly. Then, P1’s genes are copied to the
offspring with a probability of 0.5, and unassigned positions of the offspring are
set to be −1. Next, tickets not appeared in the current offspring are taken from
P2 in order generating a temp GeneList. Finally, tickets of the temp Genelist
replaced −1 in the offspring chromosome in order obtaining the final complete
offspring.
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Mutation Operation: For every individual, there is a certain probability to
mutate for each gene. The mutation process iterates from the first gene to the
last gene one by one. For each gene, there is a probability to select another gene
randomly and swap it with the current gene. The Fig. 3b demonstrates an exam-
ple of mutation process. Firstly, for the first gene, the random value generated
by a random number generator is larger than the mutation probability which
means the first gene need not to be swapped with others. For the second gene,
the random value is generated again and is smaller than the mutation proba-
bility. Therefore, the second gene need to be swapped with another randomly
selected gene (9 for this step). After genes 2 and 9 are swapped, the current gene
changes to the third gene and the above process iterates until the last gene.

Fig. 3. An illustration of crossover and mutation

5 Performance Evaluation

Since there is no exact algorithms for the considered ticket scheduling problem in
terms of flowtime and matching degree, our approach is compared with existing
multi-objective NMCMO [1] and IHDPSO [13] algorithms for traditional assign-
ment problems. Algorithms are coded using Java and executed on a Windows
system with i5-8400 CPU and 16 GB memory. Algorithms are tested on a ran-
domly generated set of tickets and experts to evaluate their performance. Test
data set is divided into three groups named small (30–40 tickets and experts),
medium (50–100 tickets and experts), and large (100–150 tickets and experts).
Parameters of GAMOA*, NMCMO and IHDPSO are shown in Table 2 which
are set to be the same as much as possible for fair comparison. Meanwhile, in
order to evaluate the impact of the number of generations to compared algo-
rithms, results of different generations are recorded. Algorithms are given the
same computation times. For GAMOA*, results of the 10-th and 20-th gener-
ations are recorded because GAMOA* consumes more time to evaluate each
individual. On the contrary, NMCMO and IHDPSO run more fast and results
of 100-th to 30000-th generations are stored. Then, different generations’ results
of algorithms are compared pairwise.



48 T. A. Arain et al.

Table 2. Parameter settings for GAMOA, NMCMO and IHDPSO

Parameters Size

Population 100

Crossover probability 0.95

Mutation probability 0.175

GAMOA*’s number of generations (iteration times) 10\20

NMCMO’s number of generations 1000\5000\10000\30000

IHDPSO’s number of generations 100\1000\5000\20000

The maximum spread and the convergence of two sets [1] are popular metrics
for comparing multi-objective algorithms which are defined as follows. Maxi-
mum Spread (MS) is an Euclidean distance between the maximum and min-
imum value of the objective function. It is defined to be

MS =

√√√√
K∑

i=1

|fmax
i − fmin

i | (9)

where fmax
i and fmin

i denote the maximum and minimum values of each objec-
tive, respectively. The higher value of the maximum spread means the vast diver-
sity in the search space, i.e., the maximum spread measures the diversity of a
set of solutions. Coverage of Two Sets (C) compares the domination of two
sets of populations which shows that how better population P ′ are dominated
by population P . The formulation of coverage of two sets is defined to be

C(P, P ′) =
|{x′ ∈ P ′;∃x ∈ P, x dominates x′}|

|P ′| (10)

where x and x′ are solutions. Larger C(P, P ′) means more solutions in P ′ are
dominated by solutions in P . For example, when C(P, P ′) = 1, all solutions in
P ′ are dominated by some other solutions in P .

5.1 Experimental Results

Experimental results in terms of Maximum Spread is shown in Table 3 which
denotes that MS of NMCMO are larger than those of GAMOA*. Meanwhile,
MS increases as the generation size increases for NMCMO while the generation
size has very little impact on MS of GAMOA*. NMCMO is a traditional genetic
algorithm and the quality of solutions is diverse, while our approach uses multi-
objective A* to find local optimal solutions every time. Therefore, the MS of
NMCMO are larger than those of GAMOA*. For example, solutions with too
large flowtime have been ignored by GAMOA*, but not by NMCMO. Mean-
while, as the generation size increases, NMCMO finds more different solutions
by exploring the search space increasing MS in some degree. IHDPSO obtains
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Table 3. Maximum spread of each instance

Group Tickets-experts NMCMO(GS) IHDPSO(GS) GAMOA*(GS)

1000 5000 10000 30000 100 1000 5000 20000 10 20

Small 30-30 11.9 14.3 14.4 15.0 4.1 2.7 3.1 3.8 5.1 5.1

30-40 13.1 13.1 12.9 15.0 3.2 4.0 5.3 2.7 5.7 5.7

40-30 15.9 15.9 14.3 15.3 0 17.0 11.9 7.5 6.0 6.0

40-40 11.1 12.0 13.7 15.6 0 0 5.5 6.9 6.3 6.8

Medium 50-50 11.8 12.2 13.9 15.6 3.5 4.7 0 5.7 6.1 6.1

50-100 9.6 7.4 13.1 14.0 2.1 2.6 2.8 2.7 4.0 2.0

100-50 22.6 24.4 24.4 25.4 26.8 30.5 4.4 20.6 7.0 7.2

100-100 19.8 18.6 19.9 19.1 0 3.5 0 0 6.1 5.1

Large 100-150 14.7 15.1 12.5 18.3 2.6 2.6 0 4.2 4.3 3.3

150-100 14.2 14.9 15.2 17.5 0 16.4 26.6 14.2 5.2 5.2

Table 4. The coverage of compared algorithms with different generation sizes

Group GAMOA* (GS) NMCMO(GS) IHDPSO(GS)

1000 5000 10000 30000 100 1000 5000 20000

Small 10 0.99 0 0.97 0 0.96 0 0.97 0 1 0 1 0 1 0 1 0

20 0.99 0 0.97 0 0.96 0 0.97 0 1 0 1 0 1 0 1 0

Medium 10 0.88 0 0.88 0 0.89 0 0.90 0 0.5 0.22 0.56 0.2 0.5 0.24 0.5 0.22

20 0.89 0 0.89 0 0.91 0 0.91 0 0.5 0.2 0.63 0.17 0.5 0.22 0.5 0.2

Large 10 1 0 1 0 1 0 0.97 0 0.25 0.1 0.38 0.14 0.42 0.1 0.38 0.1

20 1 0 1 0 1 0 0.97 0 0.25 0.06 0.38 0.13 0.42 0.06 0.38 0.08

Fig. 4. Pareto-front comparisons on a large instance

similar MS with GAMOA*, but only gets one solution for many cases leading
to a zero MS.

The Coverage C(GAMOA∗, NMCMO) and C(NMCMO,GAMOA∗)
are shown in Table 4. C(GAMOA∗, NMCMO) = 1 and C(NMCMO,
GAMOA∗) = 0 for all pairs of different generations which illustrate that
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solutions of NMCMO’s 30000-th generation are even all dominated by solu-
tions of GAMOA*’s 10-th generation, and solutions of GAMOA* are all non-
dominated by those of NMCMO. In other words, our approach GAMOA* obtains
better solutions at early generations taking advantages of multi-objective A*’s
effective searching ability. On the contrary, the traditional NMCMO’s conver-
gence speed is very slow and it cannot find better solutions even at the 30000-th
generation. For IHDPSO, C(GAMOA∗, IHDPSO) is usually much larger than
C(IHDPSO,GAMOA∗) which means that more solutions of IHDPSO are dom-
inated by those of GAMOA*. As shown in Fig. 4, solutions of GAMOA* dominate
all NMCMO’s and IHDPSO’s solutions, i.e., solutions of our method GAMOA*
are all on the Pareto front.

6 Conclusion

In this paper, GAMOA* is proposed to address the multi-objective ticket schedul-
ing problem in large data centers which is a hybrid of the genetic algorithm and
multi-objective A star. GAMOA* aims to deal with the multi-objective ticket
scheduling to find a set of Pareto expert assignments regarding the total match-
ing degree and the total flowtime. In GAMOA*, the searching effectiveness of
traditional genetic algorithm is enhanced by a multi-objective A star algorithm
by the aid of transforming ticket scheduling to routing problems. Experimental
results illustrate that most solutions found by our approach dominate solutions of
NMCMO in terms of the matching degree and the flowtime. Combing ticket rout-
ing techniques to enhance our ticket scheduling is a promising future work.
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dation of China (Grant No. 61972202), the Fundamental Research Funds for the Central
Universities (No. 30919011235).
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Abstract. It is a common way to represent paper properties as a heterogeneous
academic network graph, such as authorships, citations, by which the latent fea-
tures of paper can be learnt. To better integrate both text and structural features,
we propose the joint embedding method for paper recommendation. We adopt a
pre-trained language model to learn the paper semantic features from titles, and
adopt a graph convolution network to extract the structural features from the con-
structed academic network graph. These two embeddings are combined together
through the attention mechanism as a joint one. To clarify the real negative sam-
ples on uncited papers, we introduce some expert rules as the selection strategy
on samples in model training, which can exclude the far-unrelated negative sam-
ples and potential positive samples. User interests are modeled by their historical
publications and references and thus papers are recommended according to the
relatedness between user interests and paper embeddings.We conduct experiments
on the ACM academic paper dataset. The results show that our model outperforms
baseline methods on personalized recommendation.We also analyze the influence
of model structure and parameter setting. The results show that our sample strat-
egy effectively improves the precision of recommendation, which illustrate that
the strategy enhances the quality of training data.

Keywords: Paper recommendation · Multiple features · Rules

1 Introduction

There are a large number of papers published every year, which means it would take a lot
of time for researchers on finding papers of interest. So personalized paper recommen-
dation is of great significance in scientific research and academic development. And it’s
worth studying how to accurately capture user preferences to help them find interested
paper.

Existing works always introduce various attributes of users and items besides rating
matrix to build recommendation models. Since single feature cannot fully reflect user
interests, it’s necessary to joint these different features. In addition, in order to obtain
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the training data for paper recommendation, existing works often use the citation rela-
tionships between papers to construct positive and negative samples. For example, a
user-paper pair with citation relationship is labeled positive, indicating that the user is
interested in this paper, otherwise negative [1, 2]. In fact, when users look for interested
papers, not only the citation relationship is considered, but also the paper classification,
keywords, and so on. Therefore, we believe sampling based on a single perspective is
limited.

To tackle the above challenges, we propose the joint multi-feature and rules paper
embedding model for paper recommendation (JMPR). In order to capture user interests
more comprehensively, we integrate both the semantic and structural features, corre-
sponding to paper titles and academic network graph, respectively. And we introduce
rules as the sample strategy on samples in the training process. The contribution of this
paper resides on two aspects:

(1) We propose the joint embedding method for paper recommendation. We con-
struct the academic network graph based on the academic paper dataset, in which the
entities such as papers, authors, venues are as nodes and the relations between them
are as edges. To mine the potential relationships between entities which are not directly
connected and get the paper entity representations incorporating neighborhood informa-
tion and user interests, we optimize a graph convolution network (GCN) to extract the
structural features from the academic network graph. To get the representations of paper
title incorporating with domain knowledge, we pre-train a language model on domain
dataset to learn the semantic features from titles. Then, to get the joint paper embedding,
we combine the above two representations through attention mechanism. Finally, the
recommendation is based on the relatedness between user interests and paper embed-
dings.We calculate the similarity between user vector and paper vector as the probability
that the user is interested in the paper.

(2) We propose the rule-based sample selection strategy to clarify the real negative
samples on uncited papers, so as to exclude the far-unrelated negative samples and
potential positive samples frombeingmistakenly selected as negative samples. To jointly
model the correlation between users and papers, we define three rules based on paper
classification, references, andkeywords.Andaccording to the rules,we select the positive
and negative samples as training set.

We conduct experiments on the ACM academic dataset, and compare our method
with the baselines. The results show our method outperforms others on the recommenda-
tion task. Then, we analyze the influence of model structure and parameter setting. The
experimental results show that our sample strategy effectively improves the precision of
recommendation, which illustrate that the strategy enhances the quality of training data.

The rest of this paper is organized as follows. In Sect. 2, we will introduce the related
works. In Sect. 3, we will introduce our proposed method in detail. In Sect. 4, we will
analyze the experiments. Finally in Sect. 5, we will make the conclusions.
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2 Related Work

2.1 Recommendations Based on Content and Rating Features

Traditional recommendation methods include content-based and CF-based methods.
Content-based methods usually make recommendations by discovering the relation
between user profiles and paper features. The user profiles are mainly constructed by
the interaction between users and papers. For example, Gautam and Kumar [3] pro-
posed a tag-based method that uses paper tags which users are interested in to represent
user profiles. In addition, there are many ways to represent paper features. For example,
Jeong et al. use BERT [4] to obtain the paper sentence representations [5]. Tao et al.
uses LDA topic model [6] to obtain the paper feature representations. The basic idea of
CF-based methods is that similar users’ favorite items are also similar. Compared with
content-based methods, CF-based methods, such as SVD [7], are more independent of
the content of items, making it applicable to a wider range of scenarios. However, they
rely on the rating matrix, so suffer from data sparsity and cold start problems. Through
Combining the CF-based and content-based methods, the above two problems can be
solved to a certain extent. For example, Sugiyama et al. use content-based method to
model the user preferences, then use CF-based method to discover papers that users are
potentially interested in [8]. The data feature that recommendation models mentioned
above rely on is relatively single, so that it’s difficult to mine potential user preferences.

2.2 Recommendations Based on Structural Features

With the development of graph-based information retrieval and data mining technology,
more and more graph-based recommendation models have been proposed. For example,
the emergence of social network contributed to the research of trust-aware recommen-
dation systems [9], which could help us to infer the user’s preferences indirectly by
summarizing the user’s friends’ preferences. In addition, the Knowledge Graph (KG)
as the side information besides rating matrix is also increasingly used for recommenda-
tion, such as DKN [10], PER [11], RippleNet [12], KGCN [13], KGCN-LS [14], etc.
KG could improve the precision, diversity, and interpretability of the recommendation
system [15]. Among the above-mentioned KG-based methods, KGCN [13] performs
GCN to mine the high-order hidden information on the KG, which proves work well.
And our work in this paper is inspired by this work.

There is a natural network structure between academic papers, since they are not
isolated but connected with each other by citation relations, co-authors and so on. In
fact, many graph-based recommendation models for paper recommendation have been
proposed. For example, Pan et al. [16] proposed a model based on the similarity learning
of citation network and keyword network. Manju et al. [17] proposed a model based
on social network. It is also possible to combine graph-based methods with traditional
methods. For example, Kong et al. [18] proposed a method that combines graph-based
and CF-based methods. They useWord2vec and Struc2vec to construct citation network
with semantic information, then calculate the cosine similarity between user represen-
tation and paper representation. Since graphs are rich in information, it’s necessary to
find an appropriate way to make full use of them.
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3 Joint Multi-feature and Rules Paper Embedding Method

Fig. 1. Academic network graph based on ACM academic dataset.

3.1 Problem Definition

In this paper, the paper recommendation problem is formally defined as: Given a set
of M users U = {u1, u2, ..., uM } and a set of N papers V = {v1, v2, ..., vN }, we aim
to learn a prediction function ŷ = F(u, v|θ) that predicts whether user u has potential
interest in paper v, y

∧

denotes the predicted probability that user u is interest in paper v,
and θ denotes the parameters of function F.

In an academic dataset, each paper usually contains the title, keywords, authors,
references, and some other attributes. As shown in Fig. 1, in order to capture inter-paper
relatedness, we construct an academic network graph G = (E,R), where E denotes the
entity set and R denote the relation set. The types of entity include “Affiliation” “Au-
thor” “Venue” “Paper” “Keyword” “Year” and “Class”. The types of relation include
“Citation” “Belong to” “Publish” “Year of Publication” “Work” “Include” and “Clas-
sification”. Each triple of entity-relation-entity is represented as the form (e1, r, e2),
where e1, e2 ∈ E, and r ∈ R. It is a common way to represent these attributes as a
heterogeneous academic network graph, such as authorships, citations [2]. We construct
the academic network graph based on the ACM academic dataset, then we choose it as
the structural feature.

3.2 Overall Framework

Generally, a paper title is the high-level summarization of the paper content, which are
rich in semantic information. And in academic network graph, papers are not isolated
but connected with each other through different relations. The entities involved in a pub-
lication and its relations together constitute an informative network. The above features
reveal different aspects of papers, so we consider both semantic features and struc-
tural features on modeling paper. We propose the joint multi-feature and rules paper
embedding model (JMPR), as shown in Fig. 2, which include three modules, i.e. the
title embedding module, academic network GCN module, and joint recommendation
module.
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Fig. 2. JMPR model framework.

In the title embedding module, we pre-train a language model on domain dataset to
get the semantic representation of paper title. In academic network GCN module, we
optimize a graph convolution network (GCN) to capture the inter-paper relatedness and
extract the high-order hidden information from academic network. And we obtain the
representation of paper entity incorporating neighborhood information and user interests
from thismodule. In joint recommendationmodule, we obtain the joint paper embedding
through combining the title representation and paper entity representation mentioned
above with attention mechanism. And we also obtain the user representation which
incorporate the historical interest. Finally, we predict the user’s potential interest in
papers by calculating the vector similarity between user and paper. In addition, to handle
with the sampling problem in the training process, we propose the rule-based sample
selection strategy to clarify the real negative samples on uncited papers, so as to exclude
the far-unrelated negative samples and potential positive samples from being mistakenly
selected as negative samples.

3.3 Rule-Based Sample Selection Strategy

There are two forms in citation relation: cited and uncited, which are usually directly
used as positive and negative samples to train models. We call it naive sample selection
strategy. However, there are cases where users and papers are far-unrelated in uncited
samples, such as a user in computer science and a paper in literary. Since the user and
paper are from totally different domains, the naive sample selection strategy will lead to
under-fitting problems. Any users and papers from the same domain will be predicted
highly correlated by the recommendation model trained this way, which is obviously
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problematic. In addition, theremay also be potential positive samples in uncited samples,
because a user may have potential interest in the papers he didn’t cite before.

To address the above problems, we propose the rule-based sample selection strategy
to get user-paper pairs for training the paper recommendation model. Our strategy is
user-centric. We select suitable papers for each user to construct positive samples and
negative samples.

Consider user u, we take the papers that have citation relationship with u as positive
samples about u and label them y = 1. To avoid labeling the potential positive samples
and far-unrelated samples as negative samples, we introduce rules. According to the
rules, we select the suitable ones from uncited papers as negative samples about u,
and label them y = 0. By this way, the quality of training data and precision of the
recommendation model are obviously improved.

Next, we will introduce three rules, and explain the sampling process in detail.
The three rules are the similarity of the research direction, Jaccard similarity of the

references, and Jaccard similarity of the keywords, respectively.

Research Direction. The classification systems of the academic paper research direc-
tion are usually hierarchical structures, such as the ACMComputing Classification Sys-
tem (CCS) in computer science. We define two papers’ research direction similarity as
S1, that is, the hierarchical logarithmic distance of paper v1 and v2 from the bottom paper
nodes to their public parent node in classification system. R1 and R2 denote all nodes
included in the path from the bottom paper node to the root node of paper v1 and v2,
respectively. li denotes the level where the current node i is located.

S1(v1, v2) = −
∑

i∈(R1∪R2−R1∩R2)
1

2li
(1)

References. We define the two papers’ Jaccard similarity of references as S2. Ref 1 and
Ref 2 denote the reference sets of paper v1 and v2, respectively.

S2(v1, v2) = |Ref 1 ∩ Ref 2|
|Ref 1 ∪ Ref 2|

(2)

Keywords. We define the two papers’ Jaccard similarity of keywords as S3. K1 and K2
denote the keyword set of paper v1 and v2, respectively.

S3(v1, v2) = |K1 ∩ K2|
|K1 ∪ K2| (3)

We synthesize the above three rules to calculate the correlation score S(v1, v2) of
two papers. In fact, the above rules are always calculated 0 between most paper pairs,
due to the data sparsity problem. In this paper, we believe that the correlation between
different paper pairs is reflected in different aspects, and the highly relevant paper pairs
may only be highly relevant in just one aspect, so we choose the maximum value of the
three rules as the final correlation score of paper v1 and v2.

S(v1, v2) = max(S1(v1, v2), S2(v1, v2), S3(v1, v2)) (4)
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Fig. 3. Flow chart for sample selection strategy incorporating rules.

Then, we calculate the correlation score S(u, v) of user u and paper v based on the
correlation score S(v1, v2) of two papers. Pu denotes the paper set published by u.

S(u, v) = max{r(pu, v)|pu ∈ Pu} (5)

So far, we could label the positive and negative samples about user u according to
S(u, v). The process in detail is shown in Fig. 3. V denotes the set of all papers, Cu

denotes the set of papers cited by u. If u has cited paper v, then y = 1, indicating
a positive sample, and P+

u = {v|v ∈ Cu} denotes the set of positive samples about u.
Negative samples about u are selected from the paper setV−Cu that u has not cited. Since
the number of samples without citation relation is huge and the calculation of S(u, v) is
time-consuming and space-consuming, we only randomly select n papers from V − Cu

to calculate S(u, v), n � |V − Cu|. We finally select m papers with the smallest S(u, v)
as the final negative sample set P−

u about u, where m < n.

3.4 Joint Embedding Based Academic Paper Recommendation

3.4.1 Title Embedding Module

Inspired by SBERT [19]’s idea of fine-tuning the model parameters of pre-trained BERT
through Siamese neural network on domain dataset to output sentence embeddings,
we optimize a Siamese neural network on our constructed title dataset to output title
embeddings.

The title dataset is constructed based on the ACM academic paper dataset. We define
z as the true correlation score between t1 and t2. If there is a citation relationship between
(t1, t2), we choose it as positive sample and label it as z = 1. Then we select negative
samples from uncited ones based on rules. We randomly select ten times the number of
positive samples from the uncited title pairs as candidate set. Then we calculate their
S(v1, v2) based on formula (4). Finally,we choose the sampleswith the smallest S(v1, v2)
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from the candidate set as the negative samples, and we label them z = 0. The negative
sample set is the same size as the positive one.

Our Siamese neural network includes three layers,which areBert layer,meanpooling
layer and the fully connected layer in sequence. The difference from SBERT is we add
a fully connected layer to reduce the output vector dimension. We use the mean square
error (MSE) function as the loss function. z

∧

denotes the predicted score.

loss = ∣
∣
∣
∣z − z

∧∣
∣
∣
∣
2 = ||z − cos(t1, t2)||2 (6)

3.4.2 Academic Network GCN Module

Inspired byKGCN[13]’s idea of implementingGCNonknowledge graph,we implement
GCN on academic network graph.

Consider a user-paper pair (u, v), u ∈ Rd and v ∈ Rd are vector representations of
u and v. r denotes the relations between entities on the academic network graph. And
r ∈ Rd denotes vector representations of r.

A user may be more interested in the papers from the same venue, another may be
more interested in the papers of the same author. rv,e represents the relation between
paper v and its neighbor entitye. We use φu

rv,e to represent the score between user u and
relation rv,e. φu

rv,e describes the importance of relation rv,e to u.

φu
rv,e = u × rv,e (7)

We use Ev to denote the entity set directly connected to v in the academic network.
In fact, the size of Ev may change a lot with different papers in the academic network
graph. For computational convenience, we sample a fixed size of neighbors for each

paper randomly instead of using all of them, which is defined as E
′
v.

∣
∣
∣E

′
v

∣
∣
∣ = K is a

constant. φ̃u
rv,e is the normalized result of φu

rv,e .

φ̃u
rv,e =

exp
(
φu
rv,e

)

∑
e′∈E′

v
exp

(
φu
rv,e′

) (8)

Wecompute the linear combination of the entities inE
′
v to characterize the topological

neighborhood structure of paper v. We use vu
E′
v
to denote the vector representation of

paper v’s neighborhood. The score φ̃u
rv,e between u and rv,e plays an important role as

the personalized filter. e is the vector representation of entity e.

vuE′
v
=

∑

e∈E′
v
φ̃u
rv,ee (9)

E
′
v can also be called as the single-layer receptive field of paper v. Then we aggregate

paper v′s initial representation v and v′s neighborhood representation vu
E′
v
into a single

vector vu1 ∈ Rd as v′s first-order representation.

vu1 = σ
(
W ·

(
v + vu

E′
v

)
+ b

)
(10)
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So far,weget the representationof entities in the academicnetworkgraph after single-
layer GCN on academic network graph, which are also called first-order representation
of entities. They only depend on itself and the neighborhood entities directly connected
to them. We define the initial entity representation as zero-order representation, and
the entity representation after single-layer GCN as first-order representation. In order to
mine the long-distance interest of users, we extend the receptive field tomulti hopswhich
means the entities which are indirectly connected to the given entity are also selected to
be its neighborhood entities. And we generate the neighborhood representation through
implementing multi-layer GCN on the academic network graph. By this way, we get
the high-order representations of entities. We use H to denote the maximum depth of
the neighborhood. For a given user-paper pair (u, v), we compute the receptive fieldM
of v iteratively, then generate the H-order representation vuH∈ Rd of v through H times
aggregation of entity representation and its neighborhood representation.

3.4.3 Joint Recommendation Module

We joint the paper title vector t ∈ Rm generated by title embedding module and paper
entity vector vuH generated by academic networkGCNmodulewith attentionmechanism.
The dimension of t is bigger than vuH , so we add a fully connected layer to reduce the
dimension of t.

t
′ = σ(W1 · t + b1) (11)

We use user vector u to calculate the attention weights α and β.

α = u · t′ (12)

β = u · vuH (13)

Then, we calculate the weighted sum of the t
′
and vuH to get the final paper

representation vu.

vu = σ
(
W2 ·

(
αt

′ + βvuH
)

+ b2
)

(14)

y
∧

denotes the predicted probability that user u has potential interest in paper v, and
is calculated by the inner product of paper vector vu and user vector u.

ŷ = u × vu (15)

We choose the cross-entropy loss function, and implement the rule-based sample
selection strategy in the training process. P+

u and P−
u are the positive sample set and

negative sample set about user u, respectively, obtained by Sect. 3.3. The last term is the
regularization term.

∑

u∈U

(

− 1
∣
∣P+

u ∪ P−
u

∣
∣

∑

v∈P+
u ∪P−

u
ylogŷ

)

+ λ‖F‖22 (16)
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4 Experiments

4.1 Dataset

We use the ACM dataset for experiments. It contains more than 40,000 academic papers
in computer science. Since these papers are domain relevant, they are suitable for verify-
ing the effectiveness of our rule-based sample selection strategy. In addition, the dataset
contains the CCS classification labels which can be used to calculate the research direc-
tion similarity defined in Sect. 3.3. CCS refers to the ACM computing classification sys-
tem, which is a standard classification system with hierarchical structure in computing
science. The basic statistical information of this dataset is shown in Table 1.

Table 1. Statistics of ACM dataset

Statistics Num

User 44953

Paper 31889

Sample 348856

Entity 148376

Relation 7

(e1, r, e2) 491679

4.2 Baselines and Experiment Setup

Baseline models are as follows.
SVD [7] is a traditionalCF-based recommendationmodel,which needs ratingmatrix.

The basic idea of SVD is to match the original data into a low-dimensional space, and
calculate the predicted score of the unrated items, then recommend the items with high
predicted scores to the user.

KGCN [13] implements GCN on knowledge graph. The basic idea is to aggregate
the entities with their neighborhood in the knowledge graph to capture the inter-item
relatedness and the potential interest of users.

KGCN-LS [14] introduces Label Propagation Algorithm (LPA) on the basis of
KGCN, which is equivalent to introducing a regular term to prevent overfitting problem.

RippleNet [12] takes the items that users are interested in as seeds, and uses these
seeds to spread out to other items on knowledge graph, refer to the idea of water wave
propagation. This process is called preference propagation. RippleNet uses the method
of spreading preferences in knowledge graph to discover the potential interests of users
continuously and automatically, so that it achieves personalized recommendation.

Our model and its variants in this paper are as follows.
JMPR is the joint multi-feature and rules paper embedding model we proposed in

this paper. JMPR includes threemodules and implements the rule-based sample selection
strategy.
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ANGCN only uses academic network graph as feature, corresponding to academic
network GCN module. And ANGCN implements naive sample selection strategy.

ANGCN-TE adds titles as features on the basis of ANGCN.
ANGCN-Neg replace ANGCN’s naive sample selection strategy with our proposed

rule-based sample selection strategy.
We use F1 score and AUC to evaluate the model performance on the task of judging

whether users are interested in papers.
The experimental setup of JMPR is as follows. In the academic network GCN mod-

ule, we use different activation functions as σ in formula (10) to aggregate the entity
representation and its neighborhood representation. If it is not the last layer, we choose
ReLU , else tanh. In the joint recommendation module, we feed the title embedding t
to activation function ReLU and tanh in order to match the paper entity embedding vu,
then we choose tanh as σ in formula (14) to aggregate vu and t.

4.3 Results

Table 2. Performance comparison of different models.

Model AUC F1

SVD 50.00 66.54

KGCN 86.61 79.53

KGCN-LS 86.62 79.01

RippleNet 90.46 82.78

JMPR 95.50 87.87

(a)K (H=2, d=32)               (b)H (K=4, d=32)              (c)d(K=4, H=2) 

Fig. 4. Performance comparison of JMPR and its variants under different experimental setting.

Performance Analysis. Firstly, we compare our model with the baselines. As shown
in Table 2, our model JMPR outperforms others. The reasons lie in two aspects: One
is the rule-based sample selection strategy we proposed optimize the quality of training
data and improve the precision of the model. The other is JMPR joints multiple features
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with attention mechanism, so that it could model the user preferences more accurately.
What’s more, GCN works well to mine high-order hidden information in academic
network graph, and pre-trained paper title embedding is meaningful and rich in semantic
information, which all contribute to the improvement of the model performance.

SVD performs worst. SVD only uses the rating matrix to train the recommendation
model (in this article, the rating is 1 when it’s a positive sample, otherwise 0), and doesn’t
introduce textual features or other structural features as additional information.

As an improved model of KGCN, KGCN-LS introduces LPA on the basis of KGCN,
but the performance on ACM academic paper dataset is not significantly improved
compared to KGCN.

RippleNet performs better than other baselines. Since it also uses amulti-layer neigh-
borhood structure to capture the internal associations between neighborhood entities in
the academic network graph just like KGCN and JMPR. It shows the importance of
neighborhood information in academic network graph for recommendation.

Next, we will analyze the impact of model structure and parameter setting on model
performance. The experimental results are shown in Fig. 4.

Model Structure. Title summarizes themain content of the paper, so it is rich in seman-
tic information. Since the vocabulary of papers in different domains is quite different,
the sentence embedding output by model trained in general domain is not suitable for
the professional field. By pre-training the title embedding on the domain dataset, we
can get the proper title representations which are meaningful and incorporated domain
knowledge. In addition, the academic network graph is a heterogeneous graph which is
rich in structural information. By implementing multi-layer GCN on it, we can capture
the inter-paper relatedness and the long-distance interests of users. As shown in Fig. 4,
ANGCN-TE outperforms ANGCN, since ANGCN-TE adds title as semantic feature on
the basis of ANGCN. It indicates that the title embedding module and academic network
GCNmodule complement each other and could model user preferences in all directions.
What’s more, compared with the naive sample selection strategy, our proposed rule-
based sample selection strategy improved the performance of the model. ANGCN-Neg
and JMPR replace the naïve sample selection strategy with the rule-based one based on
ANGCN and ANGCN-TE, respectively. As shown in Fig. 4, ANGCN-Neg outperforms
ANGCN, and JMPR outperforms ANGCN-TE. Because the rule-based strategy avoids
labeling the potential positive samples and far-unrelated samples as negative samples
from uncited samples. By this way, the quality of training data and the precision of the
recommendation model are improved. However, it is worth mentioning that the corre-
lation score S(u, v) between user u and paper v in formula (5) is time-consuming and
space-consuming, which led to a large increase in the workload.

Parameter Setting. Nowwe analyze the influence of neighborhood entity nodes’ num-
ber K , the convolution depth H , and the embedding dimension d on the performance
of the model, respectively. As shown in Fig. 4, we observe the ANGCN and ANGCN-
Neg are sensitive to the setting of K, H, d. Since ANGCN and ANGCN-Neg only use
academic network graph as feature, and he setting of K, H, d is mainly for academic
network GCN module. And when K takes the value 16, H takes 1 and 2, and d takes
middle value 8, the model performance is better. Because there may be over-fitting or
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under-fitting problem under other parameter setting conditions. Then, when the paper
title feature is integrated with the academic network feature, corresponding to ANGCN-
TE and JMPR, it is observed that the influence of the setting of K,H , d on the model
performance is weakened. It indicates that the title embedding module makes up the
academic network GCNmodule’s lack of information, so that it improves the robustness
of the recommendation model.

5 Conclusion

In this paper, we propose the joint multi-feature and rules paper embedding model for
paper recommendation. We choose the academic network graph as structural feature
and paper title as semantic feature to jointly model user interests. We pre-train the title
embedding on domain dataset and implement GCN on the academic network graph, then
aggregate themwith attentionmechanism. In addition, we propose the rule-based sample
selection strategy to do with the sample problem in training process. The experimental
results show that our method outperform the baselines in predicting whether users are
interested in the paper.
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Abstract. The prediction of drug-target interactions binding affinity has received
great attention in the field of drug discovery. The prediction models based on deep
neural networks have shown the favorable performance. However, existingmodels
mainly depend on large-scale labelled data and are unfit for the innovative drug
discovery study because of local optimum on pre-training. This paper proposes a
new deep learning model to predict the drug-target interaction binding affinity. By
using multi-task learning, unsupervised pre-training tasks of drugs and proteins
are combined with the drug-target prediction task for preventing local optimum on
pre-training. And then the MAML based updating strategy is adopted to deal with
the task gap problem in the traditional fine-tuning process. Experimental results
show that the proposed model is superior to the existing methods on predicting
the affinity between new drugs and new targets.

Keywords: Drug target interaction prediction · Multi-task learning ·
Pre-training · Graph embedding

1 Introduction

The discovery of new drugs is time consuming and very costly. But it is very inefficient
by traditional wet laboratory experiments [1]. In the face of rapidly spreading diseases,
such as COVID-19, drug development requires a shorter period of time. Drug target
interaction prediction (DTI) with computer-aided design is an important way to acceler-
ate drug discovery and drug repurposing. It not only has low cost but greatly reduces the
experimental process [2]. Drug target interaction prediction binding affinity (DTA) [3]
is a kind of specific DTI. Different from traditional DTI which neglects the interaction
intensity between drugs and targets, DTA can quantitatively analyze the binding affinity
between drugs and different types of targets, such as proteins, and thus has attracted
widely research interesting in recent years.

With the development of deep learning, data-driven prediction has become an impor-
tant solution for DTA. Because of ten millions of drugs and targets, it is difficult to effec-
tively extract enough feature representations only depending on labelled drug-target data.
In recent year, some work [4] utilized the pre-trained model based on large unlabelled
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data to obtain enhanced structural information of proteins. However, the traditional
fine-tuning process could not consider the labelled data in the pre-training at all. The
prediction model still often falls into overfitting on the limited labelled data and leads
to low precision on predicting the affinity between new drugs and new targets.

Based on the above observations, this study proposes a DTA deep learning model
based on dual updating multi-task learning to predict the drug-protein affinity. Main
contributions are summarized as follows:

(1) In order to preventing local optimum on pre-training, this paper proposes a multi-
task learning framework which combines the pre-training tasks of both drug com-
pounds and proteins with the DTA task for preventing the representation learning
falling into local optimum.

(2) In order to deal with the task gap problem in the traditional fine-tuning process, this
paper proposes a dual adaptation mechanism based on MAML [5],which transfers
prior knowledge from pre-training tasks to the downstream prediction task for pre-
venting the fine-tuning process entirely driven by limited labelled data and solving
the overfitting problem of DTA model training.

(3) A group of experiments are performed on the simulated innovative drug discovery
dataset, which is constructed based on the drug database ZINC [6] and the protein
databased PFAM [7]. Experimental results show that the proposedmodel is superior
to the existing DTI models on the new drug-target affinity prediction.

2 Related Work

For DTA tasks, machine learning (ML) models can be formulated as an encoder-decoder
architecture [4]. The encode model extracts feature representations from the input drug
compound sequences or graphs and protein sequences. The decode model processes the
feature representations to generate a binding affinity prediction. DeepDTA [8] is the first
to introduce deep learning into the DTA task. It generated 1D representation of drug and
protein sequences by using convolutional neural networks (CNN). GraphDTA [9] used
RDKit, an open source chemical informatics software, to build the molecular graph of
compound strings and learn the characteristic vectors of compounds by using the graph
neural network. Inspired by attentional mechanism, Fan et al., [10] used an improved
Transfomer to embed protein sequences for reinforcing structural information. These
models have achieved good performers on the Davis [11] and Kiba [12] datasets.

However, the drug discovery is a fast changing disciplines. New drug compounds and
proteins emerge in endlessly. The above models divided pre-training and prediction as
serial tasks. The pre-training task was performed in advance on the existing large-scale
compound and protein datasets, and neglected the inconsistency between pre-training
and fine-tuning. Aiming at the affinity prediction between new drugs and new targets,
the robustness of the model is doubted.

3 Materials and Methods

This paper proposes GeneralizedDTA, a new DTA model which is combined with pre-
training of compounds and proteins by using dual updating multi-task learning. In the
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following sections, we will explain the dataset, the model architecture, the task process
and the adaptation strategy.

3.1 Datasets

This paper uses Pfam [7] as the protein sequence pre-training dataset. Over 21M protein
sequences are clustered into 16,479 families based on the similarity in protein sequences.
For the drug pre-training, this paper uses the ZINC15 database [6] which has 2 million
unlabelled compounds sampled for compound-level self-supervised pre-training. For
DTI prediction, this paper usesDavis [11] dataset, which includes 30056 drug target pairs
and is involved with 442 proteins, 68 compounds and their binding affinity indicated by
the KD value.

Fig. 1. Overview of proposed model

3.2 Model Architecture

Figure 1 gives the model architecture of GeneralizedDTA including three modules: the
compound pre-training module, the protein pre-training module and the DTI pre-diction
module.
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Protein Pre-training Module: The protein pre-trainingmodule is to encode the protein
sequence to a vector by the transformer model [13]. Inspired by BERT [13], this study
adopts a transformer model with multi-head attention as encoder to receive protein
sequence. Given a protein sequence t = [t1, · · · , tn]where ti ∈ { 21 amino acid types } ,
the transformer model [13] converts it into z = [z1, · · · , zn] as follows:

z = Transformer (Q,K,V ; t) = Concat (head1, . . . , headh)WO

headi = Attention
(
QWQ

i ,KWK
i ,VWV

i

) (1)

where WO is the weight of each head, Q,K,V are the parameters of attention, h is the
number of heads, the parameter matrices WO ∈ Rd1×d1,WV

i ∈ Rd1×d2 ,WK
i ∈ Rd1×d2 ,

WQ
i ∈ Rd1×d2 are the projections. It can be simplified as a parameterized function

Transformer(·) with all parameters θ :

z = Transformer(θ; t) θ = { Q,K,V ,WO} (2)

Compound Pre-training Module: Compound pre-training module is to encode the
compound graph to a vector by the GCNs. This paper uses GCNs to excavate potential
relationships from the compound graph structure of drug. Given a compound graph
of drug G = (V, E,X ,Z) where V is the chemical atom set, E is chemical bond sets,
X ∈ R

|V |×dv and Z ∈ R
|E |×de are the atom and bond feature set. TheGCN [14] involves

two key computations “update” and “aggregate” for each atom v at every layer. They
can be represented as one parameterized function �(·) with parameters ψ .

hlv = �(ψ;A,X ,Z)l = UPDATE
(
hl−1
v , AGGREGATE

({(
hl−1
v , hl−1

u , zuv
)

: u ∈ Nv

}))

(3)

where zuv is the feature vector of bond (u, v), h0v = xv ∈ X is the input of a GCN and
represents the properties of this atom, A is the adjacency matrix of this compound, and
Nv is the neighborhood of atom v.

In order to get a representation of the whole graph, the POOLING function at the
last GCN layer is used to transform the whole chemical compound graph into a vector:

hG = POOLING
({

hlv
∣∣∣v ∈ V

})
hG ∈ R

|x|×1 (4)

where hG is the representation of the whole compound graph G, POOLING is a simple
pooling function like max or mean-pooling [15, 16]. The GCNs model can be simplified
as follows:

hG = GCNs(ψ;G) (5)

DTA Prediction Module: The DTA prediction module is to associate the compound of
drug with the protein for predicting their affinity. This paper adopts the fully connected
neural network as decoder:

ŷ = FC(γ ;Concat(z, hG)) (6)
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where z is a protein sequence representation, hG is a compound graph representation,
FC is a fully-connected neural network with two hidden layer. The input is concate-
nated vectors of z and hG , and the output is the binding affinity scores which represent
interactivity strength between DT pairs.

3.3 Training Procedure

This section will explain the details of the training procedure in the proposed multi-task
framework.

Protein Pre-training: For improving the representation learning ability on proteins,
this study set two pre-training tasks which are Masked Language Modeling (MLM) [17]
and Same Family Prediction (SFP) in a similar manner to Bert.

TheMLM task is to screen some amino acids at random and predict the type of amino
acids that has be screened. Given a masked protein sequence t, and masked amino acid
set m = {m1,m1, . . . ,mN }, the transformer produces sequence representations and the
MLM decoder computes log probabilities for t̃ over 20 amino acid types:

z = Transformer(θ; t) (7)

m′ = softmax(FC(θ1; z)) (8)

whereFC(·) is fully connected neural networkwith parameter θ1 andm′ is the probability
distribution of masked amino acid. Then log-likelihood function is used as evaluation
metrics for the MLM task:

LMLM(θ, θ1;m) =
N∑
i=1

− ln p
(
m = m̂i|θ, θ1

)
(9)

By the MLM task, the transformer model of protein sequence could learn bidirec-
tional contextual representation.

The SFP task enables the model to determine if two proteins were in the same family.
In order to pre-train transformer with the SFP pre-training task, this paper samples two
protein sequences t1 and t2 from the Pfam dataset [7], the probability of which coming
from the same family and different families is the same.

Aiming at the sequence representation z = [z11, · · · , z1n1 , z
2
1, · · · , z2n2 ]z ∈ R

|z|×1 of
protein pair, the fully connected neural network with dropout is used to compute their
similarity score ĉ:

ĉ = FC(θ2; z)

where FC(·) is full connection layer with parameters θ2 ∈ R
|z|×2 and ĉ ∈ R

2×1 is
the predicted similarity score, i.e., a probability that the pair belongs to a same protein
family. The SFP task trains the model to minimize cross-entropy loss which is designed



Predicting Drug-Target Interactions Binding Affinity 71

to deal with predicted errors on probabilities. This study employs the log-likelihood
function for measuring SFP loss:

LSFP(θ, θ2; t) = − ln p(n = ni|θ, θ2) ni ∈ [same family, not same family] (11)

As the transformer is asked to produce higher similarity scores for proteins from
the same family, the SFP task enables the transformer model to better assimilate global
structural information.

Compound Pre-training: The purpose of the compound graph pre-training task is to
improve the representation learning ability on drug.

This study uses GCNs to encode the compound graph as the vector representa-
tion. The aggregation is a key computation in each layer of GCNs. In compound-level
aggregation, the compound neighborhoods aggregated their information in Eq. (3). For
each compound v ∈ G, GCN gets its representation hv by �(·). Then, given a random
atom bond (u, v), the self-supervised loss function [19] is chosen to encourage similar
embedding of neighboring nodes for the link between u and v as follows.

Latom (
ψ;SG

) =
∑

(u,v)∈G − ln
(
σ
(
hTuhv

))
− ln

(
σ
(
−hTuhv′

))
(12)

where v′ is not really connected to u in the graph, ψ are the GCNs parameters of
�(·) and σ is the sigmoid function. The atom-level aggregation wants real bonds of a
compound graph to get analogous representations, which makes GCNs leverage atom
feature information for generalizing to unseen graphs.

DTA Prediction Training: For the DTA prediction task, both protein vectors and com-
pound vectors are fed into the FC layers to get continuous binding scores. For instance,
given a drug-protein pair (g, t) where g = (v, e, x, z) is a chemical graph of compound
and t = [t1, · · · , tn] is a protein sequence, the process of predicting their binding affinity
values ŷ is shown as follows.

l = Transformer(θ; t) (13)

hG = GCNs(ψ; g) (14)

ŷ = FC(γ ;Concat(l, hG)) (15)

where FC(·) is full connection layers and γ ∈ R
(|z|+|x|)×1 is the parameters of full

connection layers.
The DTA prediction task trains the model to minimize the loss function. This study

employs the mean squared error (MSE) as the loss function:

Laffinities(θ, ψ, γ ; (t, g)) = 1

2

(
ŷ − y

)2 (16)

where y
∧

is the value predicted by the DTA model and y is true binding affinity values.
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3.4 Adaptation Strategy

This study adopts multi-task learning to link the encoder, i.e. the protein pre-training
task and compound pre-training task, and the decoder, i.e. the DTA prediction task,
for prevent overfitting caused by local optimality under a relatively small variety of
supervised samples. In order to make the overall framework more biased against the
main task DTA prediction, this study adopts the updated strategy of MAML [5] as
follows.

For the compound pre-training task and protein pre-training tasks, we adapt the
compound-level aggregation prior parameter ψ , protein-level prior parameter θ with
some steps for updating, by an compound-level learning rate α, protein-level learning
rate β and η for MLM task and SFP task. It is shown as follows.

ψ ′ = ψ − α
∂Latom

(
ψ;SG

)

∂ψ
(17)

θ ′ = θ − β
∂LMLM (θ, θ1;m)

∂θ
− η

∂LSFP(θ, θ2; n)
∂θ

(18)

where θ1, θ2 are task-specific parameters for the MLM task and SFP task respectively.
With the above-mentioned adaptations for protein and compound, the prior {ψ, θ}

is adapted to {ψ ′, θ ′}. Then, the full connection layer parameters γ ′ will be updated
through DTI loss function as follows.

Laffinities(ψ ′, θ ′, γ ; (t, g)
)

(19)

γ ′ = γ − α
∂Laffinities

(
ψ ′, θ ′, γ ; (t, g)

)

∂γ
(20)

After that, all the parameters are updated through the overall loss function of the
multi-tasking learning framework. We define the overall loss function as followed:

Lall = λatomLatom + λMLMLMLM + λSFPLSFP + λaffinitiesLaffinities (21)

where λatom and λMLM and λSFP and λaffinities are the weight of the loss function for each
subtask, that is set manually. This study updates all learnable parameters by gradient
descent.

4 Experiments and Results

4.1 Experimental Setup

The discovery of new drugs means that the appearance of new drugs and proteins.
In order to simulate this real scenario, this study constructed a simulated innovative
drug discovery dataset. 20 compounds and 4 proteins were randomly selected from the
Davis training dataset [11] as new drugs and targets. To ensure that at least one drug or
target in the testset is innovative, we select all drug protein pairs which contain one of
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these compounds or proteins were extracted as test data of innovative drug discovery
(innovative test data). Removing these drug-protein pairs, the remaining data in theDavis
training dataset are used to construct the training data. In order to compare fully with
existing models, this study also adopted the Davis test data set as traditional test data
directly. The distribution of data is shown in Table 1.

Table 1. The data distribution in each dataset

Data set Number of protein Number of drugs Number of correlations

All data 442 68 30056

Training data 424 64 22622

Traditional test data 442 68 5017

Innovative test data 442(20) 68(4) 2417

In the experiment, since the weight of the loss function of each subtask needs to be
set manually, the training process is monitored through the training data. When the value
of loss function is started rising and lasted 200 epochs, the model tends to be over fit,
we terminate experiment.

4.2 Comparative Study

(1) DEEPDTA [8]: This model consists of a deep neural structure and a feedforward
layer. The deep neural structure includes two independent CNN modules to learn
features from Smiles strings and sequences respectively. The feedforward layer
makes a complete connection between the drug and the protein representation for
the DTA prediction.

(2) GraphDTA [9]: The model consists of a CNN module, a GAT module and a
fully connected neural network. The CNN and GAT learn features from protein
sequences and compound graphs, and the fully connected neural network realizes
the DTA prediction. Different from other DATmodels, GraphDTA learns the graph
representation of compounds to be more consistent with the description of the drug.

TheMSE value and Pearson’s correlation coefficient(R) are used as quantitative
evaluation indexes. 5-fold cross validation is performed for avoiding the overfitting
problem.

4.3 Results

Table 2 gives experimental results. It can be seen that the MSE values of DeepDTA
and GraphDTA on the training dataset are about 8 times that of the traditional test data,
and 20 times that of the innovative test data. This means their models are overfitting.
However, our model achieves the best performance on both the traditional test data and
the innovative test data, indicating that our pre-training and secondary update strategy
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Table 2. Experimental results

Data set Method MSE R

Training data DEEPDTA 0.0602 0.8531

GraphDTA 0.0411 0.9755

Proposed method 0.0599 0.9034

Traditional testing data DEEPDTA 0.3263 0.7408

GraphDTA 0.3073 0.7867

Proposed method 0.2792 0.8439

Innovative test data DEEPDTA 0.8747 0.3747

GraphDTA 0.8150 0.4024

Proposed method 0.6610 0.4802

can well reduce the over-fitting of the model. Hence, the proposed model can achieve
better results on the DTA task for the real scenario of innovative drug discovery.

Figure 2 and Fig. 3 show scatter plots of the predicted and actual affinity value on
the testing dataset and new type testing dataset. Each point is a drug-protein pair. The
brightness value represents the absolute value of the true value minus predicted one, and
the lighter the color, the more accurate the model’s prediction. It can be found from the
figure that the predicted value of the model has a high coincidence with the real value.
Comparing Fig. 2 and Fig. 3, we can find that all spots still cluster on the main diagonal
even if the test data changed from the traditional test data to the innovative test data.
This shows that our model has good prediction ability and generalization ability for the
drug-target pair which never appeared in training dataset.

Fig. 2. Measured binding affinity values vs. prediction values on the traditional test data.
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Fig. 3. Measured binding affinity values vs. prediction values on the innovative test data.

5 Conclusions and Discussion

This paper proposes GeneralizedDTA, a deep learning model for predicting drug-target
binding affinity. Under a dual adaption strengthened multi-task framework, the GCN
model and the transformer model are adopted to learn the representation of compound
graphs and amino acid sequences, and the fully connected neural network is used to
predict the value of affinity. Experimental results show that, our model can better predict
drug-target affinity, especially the affinity of new drug-target pairs, than other existing
models. It effectively improves the value of DTI in practical applications.

Acknowledgements. The work is supported by National Key Research and Development
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Abstract. Compared with collaborative filtering, knowledge graph
embedding based recommender systems greatly boost the information
retrieval accuracy and solve the limitations of data sparsity and cold start
of traditional collaborative filtering. In order to fully explore the relation-
ship and structure information hidden in knowledge graphs, we propose
the GAT-based RelationEmbedding (GRE) model. In our model, we pro-
pose a Triple Set to denote a set of knowledge graph triples whose head
entities are linked by items in interaction records, and a Triple Group
to denote a group of knowledge graph triples extracted from Triple Set
according to different relations. The proposed GRE is a neural model
that aims at enriching user preference representation in recommender
systems by utilizing Graph Attention Network (GAT) to aggregate the
embeddings of adjacent tail entities to head entity over Triple Group and
embedding the representation of relation in the process of polymerization
of Triple Groups in Triple Set. By embedding relation information into
each Triple Group representation and concatenating Triple Group repre-
sentations in Triple Set, this proposed novel relation embedding method
addresses the problem that GAT-based models only consider aggregat-
ing the neighboring entities and ignore the effect of relations in triples.
Through extensive experimental comparisons with the baselines, we show
that GRE has gained state-of-the-art performance in the majority of the
cases on two open-source datasets.

Keywords: Recommender systems · Knowledge graph · Graph
attention networks

1 Introduction

In this age of information explosion, people are bombarded with more choices
than they can effectively handle. Browsing too much irrelevant information will
undoubtedly lead to the loss of consumers who are overwhelmed by information
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overload. Recommender Systems (RS) [22], proposed in 1997, aim to improve
the efficiency of information acquisition for users. RS recommends personalized
content to users according to their historical click or browse records. For exam-
ple, content-based recommendation [18] intends to recommend to the user the
goods similar to the other things that the user preferred previously. Collabo-
rative filtering recommendation [14] aims to recommend to the user the items
which other users with similar preference may like [19]. However, these tradi-
tional recommendation approaches are challenged with the limitations of data
sparsity and cold start.

In 2012, Google built Knowledge Graph (KG) to optimize its search engine
[7]. KG is a heterogeneous network consisting of various entities as well as differ-
ent relations. Concretely, a triple (h, r, t) in the KG represents that there exists
a head entity h and a tail entity t that are bridged by a relation r. KG, with
its rich structural and semantic information, gradually becomes the important
side information of various downstream tasks to strengthen the representation
learning capacity of the model. As a widely used source of side information,
open source KG has made significant progress. Many open source KGs, such as
Wikidata [6], DBpedia [2], Freebase [3], and Microsoft Satori [1], provide rich
structural and semantic side information for downstream tasks. The triples in
these open source KGs contain the rich information of entities and relations.
For example, (Matt Damon, occupation, Actor) and (Matt Damon, occupation,
Producer) from Wikidata indicate that Matt Damon is not only a actor but
also a film producer. KGs have been widely utilized in the researches of infor-
mation retrieval, question-and-answer and personalized recommender systems
[11,16,29]. Especially in the area of personalized recommendation, KG provides
additional structural and semantic information for RS [15], and effectively solves
the limitations of interaction sparsity and new user’s cold start [21]. The applica-
tion of KG as side information can be intuitively explained that the information
of attributes, relations and entities can be embedded into the user’s preference
vector by linking items in interaction records to entities [10].

At present, Graph Attention Network (GAT) [23] is widely used in graph rep-
resentation learning. GAT uses attention mechanisms to compute the weighted
sum of the features of neighboring nodes. However, this method discards the
rich information stored in the edge between two nodes, because it only takes two
nodes into consideration and ignores the edge between the nodes.

To overcome the aforementioned limitations, we newly propose theGAT-based
Relation Embedding (GRE), which aims at enriching user preference representa-
tion in recommender systems by utilizing GAT to aggregate the information of
adjacent tail entities to head entity over Triple Group and embedding the repre-
sentation of relation in the process of polymerization ofTripleGroups in Triple Set.
By embedding relation information into eachTripleGroup representation and con-
catenating Triple Group representations in Triple Set, this proposed novel relation
embedding method effectively addresses the problem that GAT-based approaches
only consider aggregating the neighboring entities and ignore the effect of relations
in triples. We conduct experiments to compare the proposed GRE with widely used
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recommendation baselines on two open-source datasets. The results imply that
GRE has gained the best performance overall. Our contributions are as follows:

(1) We propose a novel KG-aware recommendation model, namely GRE. It
aims at enriching the user final preference vector by combining GAT-based
information propagation with relation embedding.

(2) We provide a new relation embedding method to embed relation information
in the process of polymerization of Triple Groups in Triple Set.

(3) We prove the effectiveness of GRE and positive effect of the designed relation
embedding method by comparative experiments with the baselines on two
open-source datasets (i.e. MovieLens-1M and Last.FM) in Click-Through
Rate (CTR) prediction and top-k recommendation tasks.

The remaining contents are conducted as follows. In Sect. 2, we retrospect
relevant researches. Then, we elaborate details of GRE in Sect. 3. Experiments
are conducted for GRE and baselines in Sect. 4. Finally, we provide a conclusion
for this paper in Sect. 5.

2 Related Work

2.1 Graph Attention Networks

Graph Convolutional Network (GCN) [13] is a powerful neural framework for
processing various graphs. It could capture the various dependency patterns
in graphs via message propagation among the nodes [9,20]. Although GCN has
achieved good results in many tasks, it faces limitations when dealing with induc-
tive tasks in which the same graph structure is needed for model training and
testing. With the proposal of GAT, these limitations have been solved, because
GAT only considers the first-order neighborhood nodes when calculating the
aggregation information of nodes. GAT is a network whose main idea is to boost
the node representation via the value of each node’s attention in the adjacent
nodes. Unlike GCN, GAT does not make full use of the graph structure during
training and testing.

Although GAT is very powerful in passing the information of neighboring tail
entities to the head entity, it ignores the relations that store rich information
between head entity and tail entity when GAT is introduced into KG-based RS
[27]. This limits the effectiveness of GATs. For example, given a triple (Tom
Holland, ?, Avengers: Endgame) without the relation starred in, we don’t know
if Tom Holland is an audience or an actor of Avengers: Endgame.

We introduce GAT for knowledge graph aware recommendation and solve the
limitations by embedding relation information in the process of polymerization
of Triple Groups in Triple Set. This method can take into account relations in
triples in the process of calculating user’s preference representation.
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2.2 Knowledge Graph Aware Recommender Systems

As side information, KGs have made great progress in the research field of rec-
ommender system. For example, PER [30] introduces KGs as side information,
and extracts meta-path-related compact vectors to generalize the relationships
among different nodes along heterogeneous paths. KGAT [28] is a popular app-
roach that incorporates representations of the multi-hop neighboring nodes to
the central node based on the discriminative importance coefficients derived
from an attention mechanism. It could effectively utilize the high-order nodes’
information of KG to enrich the representation embeddings of users and items.
KGCN [27] is a widely used approach that could effectively capture the inter-
item correlation by exploring the associated entities or attributes in KG. Con-
cretely, to iteratively utilize the high-order structural and semantic information,
it randomly samples from the neighbors for every entity in the KG as their ego-
centered network, in which the compact vector of a given entity is computed
via aggregating the neighborhood information with bias. DKN [25] integrates
the semantic- and knowledge-level information of news. At the same time, the
attention mechanism is introduced to handle the variety of user’s interests and
integrate user’s historical news records dynamically according to the current can-
didate news. MKR [26] builds cross and compress components, which mutually
exchange implicit features and capture multi-hop interactivities between items in
historical record and entities in KG. It has been demonstrated that the deployed
cross and compress components have strong learning capacity. Besides, MKR is a
more generalized framework than other knowledge graph-aware recommendation
methods. RippleNet [24] draws on the strengths of embedding- and path-based
recommendation methods. It progressively propagates users’ latent preferences
over the set of randomly sampled KG entities and seeks their multi-level interests
along the paths extracted from the knowledge graph.

In conclusion, as side information, KG is used in RS to enrich the user’s
preference representation mainly through entity information propagation along
extracted paths and semantic relation information embedding. In this article,
we propose a new KG-based recommender system that efficiently handles entity
information propagation via GAT and relation information via a new embedding
method over Triple Group and Triple Set.

3 The Proposed Model

As illustrated in Fig. 1, GRE mainly includes the following three components:
(1) Triple Set and Triple Group Extraction. In this part, we define Triple
Set and Triple Group to reorganize triples linked by items in interaction records.
(2) GAT-based Entity Aggregation and Relation Embedding. This part
mainly describes the details of our GAT-based entity aggregation and relation
embedding method. We use GAT for each Triple Group to propagate tail enti-
ties’ information to the head entity to obtain the representation of the Triple
Group, and then embed the relation information into each representation of the
Triple Group by the product of the Triple Group representation vector and the
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Fig. 1. The overall framework of GRE. Given an interaction record, we link items in
record to knowledge graph to generate the Triple Set and the Triple Group. The user’s
preferences are calculated via GAT-based Entity Aggregation and Relation Embedding.
Finally, GRE outputs the probability of CTR.

relation representation. The representation of an item in interaction records is
obtained by reducing the dimension of concatenation of these different Triple
Group representations in the Triple Set. Finally, we compute a user’s preference
vector by averaging all of his interaction item representations. The user’s prefer-
ence representation not only contains information from the tail entities, but also
relation information. This is a novel relation embedding method for GAT-based
knowledge graph aware model. (3) Click-Through-Rate prediction. Given
a new item, we predict a user’s final CTR using the inner product of his/her
preference vector and item embedding vector. The details of GRE are provided
in the following subsections.
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3.1 Problem Formulation

In the scenario of knowledge graph based recommender system, we use the fol-
lowing symbols to illustrate the problem. We let U = {u1, u2, u3, · · · , u|U |} and
V = {v1, v2, v3, · · · , v|V |} represent user and item set, respectively. The user-
item binary interaction matrix is denoted by Y = {yuv|u ∈ U, v ∈ V }, where yuv
is defined as

yuv =
{

1 , if user u interacted with item v;
0 , otherwise.

(1)

yuv = 1 stands for that user u has clicked, watched or bought item v. Therefore,
for individual user u ∈ U , we could represent his/her historical interaction record
as I = {v1, · · · , vi, · · · , v|I|}, vi ∈ V in terms of yuvi

= 1.
KG as supplementary information is defined as G. KG is a heterogeneous

network consisting of various entities and different relations. Concretely, a triple
(h, r, t) in KG represents that there exists a head entity h and a tail entity t
that are bridged by a relation r. In KG, a head entity can point to different tail
entities through the same relation.

Given an interaction record I = {v1, · · · , vi, · · · , v|I|} for a user u and knowl-
edge graph G, the goal of our work is to train a neural recommendation model
to obtain the probability ŷuv that user u would interact with a new item v.

3.2 Triple Set and Triple Group Extraction

In this part, we reorganize triples in a knowledge graph G by linking all items
in a user’s interaction history I to the head entities of knowledge graph G to
extract the Triple Sets corresponding to each item, and then divide each Triple
Set into several Triple Groups according to different relations.

Definition 1. Triple Set (TS): A set of KG triples whose head entities are linked
by items from interaction record I = {v1, · · · , vi, · · · , v|I|}.

TSi = {(hi, r, t)|(hi, r, t) ∈ G and hi = vi ∈ I}, i = 1, 2, · · · , |I|. (2)

From the above definition, triples in TSi share the same head entity hi. We
assume all triples in TSi have different relations R = {r1, · · · , rj , · · · , r|R|}.

Definition 2. Triple Group (TG): A group of KG triples extracted from TS
according to different relations R.

TGj
i = {(hi, rj , t)|(hi, rj , t) ∈ TSi and rj ∈ R}, j = 1, 2, · · · , |R|. (3)

In other words, TSi can be formulated as

TSi = {TG1
i , TG2

i , · · · , TG
|R|
i }. (4)

As a result, triples in TGj
i own the identical head entity hi as well as relation

rj , but disparate tail entities.
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3.3 GAT-Based Entity Aggregation and Relation Embedding

We suppose that TGj
i = {(hi, rj , t1), · · · , (hi, rj , tk), · · · , (hi, rj , tN )} is a triple

group that consist of triples, where k and N stands for the k-th triple and the
number of triples in triple group TGj

i , respectively. As shown in Fig. 1, we use
GAT to aggregate the information of tail entities to the head entity hi along the
same relation rj over TGj

i . The embedding vectors of the tail entities in TGj
i is

defined as
T = {t1, · · · , tk, · · · , tN+1}, tk ∈ R

d, (5)

where tk ∈ R
d is the d-dimensional embedding vector of tail entity tk. h ∈ R

d

and r ∈ R
d×d′

denote the embedding vector of head entity and the embedding
matrix of relation in TGj

i , respectively, according to the embedding method
(One-hot, TransR [17], TransE [8], etc.). In order to take into account head
entity embedding in the process of tail entity propagation, we let tN+1 denote
h.

For a Triple Group TGj
i , we obtain similarity coefficient ek between head

entity and its neighboring tail entities by

ek = a([Wtk||Wh]), k = 1, 2, · · · , N + 1, (6)

where W ∈ R
d′×d stands for the shared learnable parameter matrix for feature

augmenting. [·||·] stands for the vector concatenation. We adopt a single-layer
feedforward neural network denoted as a(·) to map a high-dimension feature
vector to a similarity coefficient ek.

Attention mechanism coefficient ak between tail entity vector tk and head
entity vector h is obtained by normalizing the LeakyReLU(ek) via softmax()
function. The attention mechanism coefficient ak is defined as

ak =
exp(LeakyReLU(ek))∑N+1

k=1 exp(LeakyReLU(ek))
, k = 1, 2, · · · , N + 1. (7)

Finally, enriched head entity representation vector h′ can be calculated as

h′ =
N+1∑
k=1

akWtk. (8)

The above calculations do not take into account the relation embedding infor-
mation. To strength the robustness and expressiveness of the proposed GRE.
We embed the relation representation vector via

h′′ = rh′. (9)

Based on the above discussion, vector h′′ can be regarded as TGj
i represen-

tation TGj
i. According to Eq. 4, each TS has several TGs, TSi = {TG1

i , TG2
i ,

· · · , TG
|R|
i }. We can obtain the representation TSi of TSi by concatenating TGj

i

in TSi.

TSi = [TG1
i || · · · ||TG|R|

i ] = [h′′1
i || · · · ||h′′|R|

i ], i = 1, 2, · · · , |I|. (10)
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We use linear transformation to reduce the dimension of TSi because of the
sparsity of high-dimension TSi.

TSreduced
i = TSi · W′, i = 1, 2, · · · , |I|, (11)

where matrix W′ ∈ R
(|R|×d)×d is a shared coefficient matrix. Finally, according

to Eq. 2 and Eq. 11, we compute the user final preference vector u by

u =
1
|I|

|I|∑
i=1

TSreduced
i , (12)

where |I| denotes the number of items in his/her interaction record.

3.4 Click-Through-Rate Prediction

Given a newly encountered item v, we can compute the probability ŷuv that user
u would interact with this item v through

ŷuv = σ(uTv), (13)

where σ(·) stands for sigmoid function, u ∈ R
d (see Eq. 12) and v ∈ R

d denotes
the user’s final preference vector and the item embedding vector, respectively.

CTR prediction is a binary classification task, we opt for the cross-entropy
loss as the optimization objective of GRE.

L =
1
M

M∑
i=1

−[yi log(ŷi) + (1 − yi) log(1 − ŷi))], (14)

where M represents the batch size. We optimize GRE through Adam [12] opti-
mizer, where M is fixed at 1024 in our experiments.

4 Experiments

We first expatiate the datasets and baselines. Then, evaluation metrics and
hyper-parameter settings are described in detail. Finally, we analyse the exper-
iment results to evaluate the recommendation performance of GRE.

4.1 Datasets

We choose two open-source datasets to conduct experiments. The details of two
datasets are shown as Table 1.

MovieLens-1M [5] is a famous open-source dataset for evaluating the per-
formance of recommender system. It is a movie rating dataset provided by many
users. This dataset include movie ratings, movie metadata (style and released
year, etc.) and descriptive data for users.
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Table 1. The details of datasets

Statistics User number Item number Interaction number

MovieLens-1M 6036 2445 753730

Last.FM 1872 3846 42310

Last.FM [4] is also a popular recommendation dataset extracted from online
music provider. It contains the listening records of many users and the metadata
about listeners and musics.

Following [24], we use knowledge graph Microsoft Satori [1] as side informa-
tion to extract triples used in our experiment corresponding to interaction items
of MovieLens-1M and Last.FM, respectively.

4.2 Baselines

The following well-known and competitive approaches are chosen to compare
with our proposed GRE:

– MKR [26] builds cross and compress components, which mutually exchange
implicit features and capture multi-hop interactivities between items in his-
torical record and entities in KG.

– KGCN [27] is a widely used approach that could effectively capture the
inter-item correlation by exploring the associated entities or attributes in
KG. Concretely, to iteratively utilize the high-order structural and seman-
tic information, it randomly samples from the neighbors for every entity as
their ego-centered network, in which the compact vector of a given entity is
computed via aggregating the neighborhood information with bias.

– RippleNet [24] draws on the strengths of embedding- and path-based rec-
ommendation methods. It progressively propagates users’ latent preferences
over the set of randomly sampled KG entities and seeks their hierarchical
interests along the paths extracted from the knowledge graph.

– GRE-NR. We add a GRE’s variant named GRE-NR (GRE-NR means no
relation embedding in GRE.) so as to evaluate the proposed relation embed-
ding method.

For a fair comparison, the experiment settings of above methods refer to the
default or recommended in the published papers.

4.3 Experiment Setup

In this part, we evaluate GRE over test datasets in the following two scenarios:
(1) For CTR prediction task, we adopt AUC , ACC and F1 metrics to verify
the recommendation performance of our proposed GRE. (2) For top-k recom-
mendation task, we opt for Precision@K , Recall@K and F1@K metrics to
demonstrate GRE’s ability of selecting k highest click probability items for each
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Table 2. Hyper-parameters for MovieLens-1M and Last.FM

MovieLens-1M |I| = 8, |R| = 4, N = 8, d = 8, d′ = 8, α = 0.02

Last.FM |I| = 6, |R| = 4, N = 8, d = 8, d′ = 4, α = 0.01

user. The hyper-parameter settings of GRE are shown in Table 2 in this exper-
iment. |I| and |R| stands for the number of TS and TG for user’s interaction
record, respectively. N means the number of triples in TG. Parameters d and d′

are dimensions of initialized embedding representations for items and relations.
We let α denote the learning rate to determine the convergence. We program
GRE based on Tensorflow and run it on the NVIDIA RTX 3090 GPU.

4.4 Experiment Results

We feed the test datasets to the trained GRE model to obtain the test results.
Table 3, Table 4, and Table 5 present the experiment results. Based on the obser-
vations, we state the validity of GRE and usefulness of proposed relation embed-
ding method by answering the following two questions:

– Q1: How does GRE perform compared with the selected baselines?
– Q2: Does the proposed relation embedding method play a positive role in

GRE compared with GRE-NR?

Table 3. Results of CTR prediction task.

Model MovieLens-1M Last.FM

AUC ACC F1 AUC ACC F1

MKR 0.9095 0.8325 0.8351 0.7932 0.7544 0.7256

KGCN 0.9007 0.8230 0.8260 0.7988 0.7246 0.7055

RippleNet 0.9202 0.8402 0.8427 0.8014 0.7363 0.7314

GRE-NR 0.9166 0.8399 0.8422 0.8011 0.7313 0.7337

GRE 0.9206 0.8439 0.8454 0.8048 0.7383 0.7352

(1) Comparison with the Baselines (Q1)

For CTR Prediction. According to Table 3, GRE has achieved outstanding
performance in the majority of the cases in CTR prediction task. Specifically,
compared with the benchmarks, GRE’s performance has been improved by 0.04%
to 1.99%, 0.37% to 2.09%, and 0.27% to 1.94% on AUC , ACC , and F1 for
MovieLens-1M, respectively. Similarly, GRE has improved the performance by
0.34% to 1.16%, 0.15% to 2.97% on AUC and F1 for Last.FM. Despite MKR
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Table 4. Results of top-k recommendation task on MovieLens-1M.

Model Precision@K

K=1 K=2 K=5 K=10 K=20 K=50 K=100

MKR 0.1400 0.1350 0.1280 0.1210 0.0965 0.0650 0.0493

KGCN 0.0900 0.0950 0.1180 0.1070 0.0930 0.0652 0.0518

RippleNet 0.1200 0.1400 0.1120 0.1080 0.0890 0.0710 0.0530

GRE-NR 0.2000 0.1350 0.1320 0.1230 0.1085 0.0738 0.0542

GRE 0.2100 0.1400 0.1380 0.1270 0.1155 0.0770 0.0550

Model Recall@K

K=1 K=2 K=5 K=10 K=20 K=50 K=100

MKR 0.0102 0.0220 0.0512 0.1118 0.1779 0.3074 0.4678

KGCN 0.0079 0.0162 0.0586 0.1116 0.1783 0.2904 0.4476

RippleNet 0.0121 0.0290 0.0673 0.1305 0.1921 0.3411 0.4981

GRE-NR 0.0237 0.0210 0.0621 0.1177 0.2103 0.3636 0.5144

GRE 0.0256 0.0254 0.0684 0.1229 0.2247 0.3650 0.5144

Model F1@K

K=1 K=2 K=5 K=10 K=20 K=50 K=100

MKR 0.0190 0.0379 0.0732 0.1162 0.1251 0.1073 0.0892

KGCN 0.0146 0.0277 0.0783 0.1093 0.1222 0.1065 0.0929

RippleNet 0.0220 0.0481 0.0841 0.1182 0.1216 0.1175 0.0958

GRE-NR 0.0423 0.0492 0.0845 0.1203 0.1431 0.1228 0.0981

GRE 0.0456 0.0430 0.0915 0.1249 0.1526 0.1272 0.0994

Table 5. Results of top-k recommendation task on Last.FM

Model Precision@K

K=1 K=2 K=5 K=10 K=20 K=50 K=100

MKR 0.0300 0.0380 0.0360 0.0280 0.0170 0.0114 0.0081

KGCN 0.0310 0.0350 0.0280 0.0260 0.0215 0.0134 0.0095

RippleNet 0.0200 0.0300 0.0260 0.0220 0.0170 0.0116 0.0082

GRE-NR 0.0400 0.0250 0.0220 0.0190 0.0145 0.0104 0.0071

GRE 0.0420 0.0400 0.0410 0.0270 0.0250 0.0130 0.0113

Model Recall@K

K=1 K=2 K=5 K=10 K=20 K=50 K=100

MKR 0.0125 0.0512 0.0873 0.1410 0.1643 0.2597 0.3436

KGCN 0.0165 0.0339 0.0606 0.1059 0.1616 0.2657 0.3655

RippleNet 0.0125 0.0325 0.0540 0.0798 0.1277 0.2278 0.3192

GRE-NR 0.0125 0.0158 0.0317 0.0808 0.1192 0.2482 0.3208

GRE 0.0205 0.0358 0.0942 0.1558 0.1848 0.2728 0.3861

Model F1@K

K=1 K=2 K=5 K=10 K=20 K=50 K=100

MKR 0.0176 0.0330 0.0410 0.0467 0.0308 0.0218 0.0158

KGCN 0.0215 0.0345 0.0383 0.0418 0.0380 0.0255 0.0185

RippleNet 0.0154 0.0312 0.0351 0.0345 0.0300 0.0221 0.0160

GRE-NR 0.0190 0.0294 0.0330 0.0308 0.0259 0.0200 0.0139

GRE 0.0267 0.0394 0.0495 0.0484 0.0401 0.0278 0.0192
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has achieved best performance on ACC for Last.FM, it is worse than GRE on
other metrics (AUC , F1 ) over two datasets.

For Top-k Recommendation. As illustrated in Table 4 and Table 5, the results
imply that GRE has also achieved superior performance in the majority of
the cases in top-k recommendation task. For example, GRE outperforms the
baselines on Precision@K for MovieLens-1M when k is greater than 1. For
Last.FM, GRE outperforms the baselines on Recall@K and F1@K when k is
greater than 1. In a word, experiment results indicates that GRE outperforms
the benchmark methods in most cases of k over two open-source datasets.

From the above observations, we show that GRE has obtained state-of-the-
art performance in the majority of cases in both two scenarios, compared with
other all baselines.

(2) Comparison with GRE-NR (Q2)

For CTR Prediction. The results observed from Table 3 indicate that GRE is
more superior than GRE-NR on all metrics for CTR prediction over two datasets.
Specifically, the performance of GRE has been improved by 0.4%, 0.4%, and
0.32% on AUC , ACC , and F1 for MovieLens-1M, respectively. For Last.FM,
GRE increases the score of AUC , ACC , and F1 by 0.37%, 0.7%, and 0.15%.

For Top-k Recommendation. As illustrated in Table 4 and Table 5, the results
indicate that the proposed GRE has achieved better performance on all met-
rics for top-k recommendation over two datasets when k is not smaller than 2.
We intuitively explain this observation with the reason that embedding relation
information in GRE has an implicit positive effect on improving robustness and
expressive ability of our model. That’s why lager k comes better performance of
GRE than GRE-NR.

From the above observations, the proposed relation embedding method con-
tributes to GRE because of the embedded relation representation.

(3) Summary

Based on the above comparisons, we conclude that GRE has achieved out-
standing performance in the majority cases of two benchmark datasets in two
typical recommendation tasks. Additionally, we have proved the positive effect
of the proposed novel relation embedding method for GRE through comparative
experiments.

5 Conclusion

In this work, we propose GRE, a neural model that aims at enriching user’s
preference representation in recommender systems by utilizing GAT to perform
aggregating the embeddings of adjacent entities to head entity linked by user’s
historical interaction records and embedding the representation of relation in the
process of polymerization of Triple Groups in Triple Set. This model solves the
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problem that GAT-based methods only consider aggregating neighboring entities
and ignore the embedding of relation information in triples by combining GAT-
based information propagation with relation embedding. We show the superiority
of GRE and positive effect of our proposed relation embedding method for GRE
by experiments. Compared with the baselines, the experiment results indicate
that the proposed GRE has gained better performance.
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8. Bordes, A., Usunier, N., Garćıa-Durán, A., Weston, J., Yakhnenko, O.: Trans-
lating embeddings for modeling multi-relational data. In: Burges, C.J.C., Bot-
tou, L., Ghahramani, Z., Weinberger, K.Q. (eds.) Advances in Neural Information
Processing Systems 26: 27th Annual Conference on Neural Information Process-
ing Systems 2013, Lake Tahoe, Nevada, United States, 5–8 December 2013, pp.
2787–2795 (2013). http://papers.nips.cc/paper/5071-translating-embeddings-for-
modeling-multi-relational-data

9. Defferrard, M., Bresson, X., Vandergheynst, P.: Convolutional neural networks
on graphs with fast localized spectral filtering. In: Lee, D.D., Sugiyama, M.,
von Luxburg, U., Guyon, I., Garnett, R. (eds.) Advances in Neural Infor-
mation Processing Systems 29: Annual Conference on Neural Information
Processing Systems 2016, Barcelona, Spain, 5–10 December 2016, pp. 3837–
3845 (2016). http://papers.nips.cc/paper/6081-convolutional-neural-networks-on-
graphs-with-fast-localized-spectral-filtering

10. Heitmann, B., Hayes, C.: Using linked data to build open, collaborative recom-
mender systems. In: Linked Data Meets Artificial Intelligence, Papers from the
2010 AAAI Spring Symposium, Technical Report SS-10-07, Stanford, California,
USA, 22–24 March 2010. AAAI (2010). http://www.aaai.org/ocs/index.php/SSS/
SSS10/paper/view/1067

11. Jin, X., et al.: Explicit state tracking with semi-supervision for neural dialogue
generation, pp. 1403–1412 (2018). https://doi.org/10.1145/3269206.3271683

12. Kingma, D.P., Ba, J.: Adam: a method for stochastic optimization. In: Bengio, Y.,
LeCun, Y. (eds.) 3rd International Conference on Learning Representations, ICLR
2015, Conference Track Proceedings, San Diego, CA, USA, 7–9 May 2015 (2015).
http://arxiv.org/abs/1412.6980

https://searchengineland.com/library/bing/bing-satori
https://wiki.dbpedia.org/
http://www.freebase.be/
https://grouplens.org/datasets/hetrec-2011/
https://grouplens.org/datasets/movielens/1m/
https://www.wikipedia.org/
https://doi.org/10.1007/978-3-642-41338-4_17
https://doi.org/10.1007/978-3-642-41338-4_17
http://papers.nips.cc/paper/5071-translating-embeddings-for-modeling-multi-relational-data
http://papers.nips.cc/paper/5071-translating-embeddings-for-modeling-multi-relational-data
http://papers.nips.cc/paper/6081-convolutional-neural-networks-on-graphs-with-fast-localized-spectral-filtering
http://papers.nips.cc/paper/6081-convolutional-neural-networks-on-graphs-with-fast-localized-spectral-filtering
http://www.aaai.org/ocs/index.php/SSS/SSS10/paper/view/1067
http://www.aaai.org/ocs/index.php/SSS/SSS10/paper/view/1067
https://doi.org/10.1145/3269206.3271683
http://arxiv.org/abs/1412.6980


90 J. Wang et al.

13. Kipf, T.N., Welling, M.: Semi-supervised classification with graph convolutional
networks. In: 5th International Conference on Learning Representations, ICLR
2017, Conference Track Proceedings, Toulon, France, 24–26 April 2017. OpenRe-
view.net (2017). https://openreview.net/forum?id=SJU4ayYgl

14. Koren, Y., Bell, R.M., Volinsky, C.: Matrix factorization techniques for recom-
mender systems. IEEE Comput. 42(8), 30–37 (2009)
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Abstract. How to identify the enemy’s hidden military power based on limited
information is a great challenge in a military confrontation. A military confronta-
tion environment can be naturally modeled as a complex system. Fuzzy cognitive
map inherits the main characteristics of fuzzy logic and neural network. Thus, it
is widely used to model complex systems and get a weighted directed network
from existing data. In terms of great succuss of fuzzy cognitive map for modeling
and analyzing complex systems, a hidden node localization strategy is proposed.
This algorithm canmeasure the anomalies between fuzzy cognitive maps obtained
from different data segments. The experimental results showed the our approach
could effectively identify the enemy’s hidden military power from the observed
data. In several case studies, the influence of various parameters on the accuracy of
positioning is analyzed through experiments. The framework for detecting hidden
nodes is expected to be successfully applied in many fields.

Keywords: Fuzzy cognitive maps · Military game theory · Hidden source
location · Time series

1 Introduction

The great magic of natural science is that it can predict the existence of things that
experiments or observations cannot directly inform. We can formulate hidden sources
prediction problem as follows. Consider a system whose topology is entirely unknown
but whose nodes contain two parts: the first part of the nodes is accessible and the
other part is inaccessible from the outside world. We can observe the accessible nodes
whose states are available. Since the unreachable nodes are shielded from the outside, we
cannot know their information. The question is, can we infer the existence and location
of hidden nodes according to those accessible nodes? Solutions to this problem have
potential applications in the field of military confrontation [19]. For example, it is a vital
task in military confrontation to discover and destroy the enemy’s important command
sites or core killing weapons. However, these important nodes may be hidden where
direct information about them cannot be obtained. We can understand that these nodes
are likely to contact and operate through other members, and these members can often
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be detected or located by certain means. Therefore, this paper will focus more on how
to identify the enemy’s hidden military forces based on limited information.

There are many works in detecting hidden sources. Su et al. [1] proposed a compres-
sive sensing-based method to detect hidden agents in evolutionary game (EG) models.
However, this approach needs a large amount of prior knowledge of the EG model. To
cope with a noisy environment, then, she developed a robust method [2] to locate hidden
nodes.Moreover, themethod to locate hidden nodes in geospatial networks was also pro-
posed [3]. Shen et al. [4] proposed a method according to compressed sensing to locate
hidden sources in propagation networks. These are also some works to locate sources
with incomplete information [5, 6]. However, to achieve the high accuracy of the hidden
source location, there are at least two problems to be solved. First, since hidden nodes
are not directly observable, most of the time they act as some kind of “black box”. Thus,
how can we model this system to have insight into its internal mechanism, for example,
in the form of networked structure? The above approaches are based on the assumption
that there is prior knowledge of complex systems. For example, Ref. [1] assumes that
each agent’s strategy and the payoff are available. However, in real life, there are some
difficulties in accessing the agents’ strategies. Second, suppose that there is an effective
tool to comprehend the system, namely, we can know the basic structure based on the
network model. How can we locate the hidden nodes which are incomparable?

In this paper, we employ fuzzy cognitive maps (FCMs) [7, 9, 18, 20] to solve the first
question. FCMs are a graphmodel that visualizes expert knowledge as weighted directed
graphs. FCMs can act as a practical understanding tool for modeling and understanding
complex systems. FCMs have been applied in predicting time series [8] due to their
advantages in terms of abstraction, adaptability, flexibility, and fuzzy reasoning. Based
on this fact, we employ this tool to model complex systems.

We then propose the following strategy to cope with the second question. The basic
idea of detecting hidden nodes relies on missing information from the hidden node when
trying tomodel complex systems. Sincewe do not have any information about the hidden
source, the learned edge patterns of the neighboring nodes in FCMs will be inaccurate
and anomalous. We may detect the neighborhood of the hidden nodes by discovering
any abnormal link pattern in different data segments. The identified anomalies can then
be employed to locate all nearest neighbors of the hidden source, which in turn imply
the existence and position of the hidden source in complex systems.

The performances of our proposal have been validated in three real-life cases. The
experimental results demonstrate that our proposal can locate hidden nodes with high
accuracy. We also analyze the effect of various parameters on the performance of the
proposed methods for locating hidden nodes.

2 Background

2.1 Fuzzy Cognitive Maps

Generally, an FCM is termed as a signed fuzzy graph with N concepts. The concepts
represent real-world ideas, and weighted edges stand for the relations between concepts.
The state values of these concepts are denoted as a vector

C = [C1,C2,C3, . . . ,CN ] (1)
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where Ci is in the range of [0, 1], i = 1, 2, 3, …, N. We can establish the relationships
among concepts by experts’ knowledge or historical data. This paper employs a weight
matrixW with the size of N dimension to define these relationships

W =

⎡
⎢⎢⎢⎣

w11 w12 · · · w1N

w21 w22 · · · w2N
...

...
. . .

...

wN1 wN2 · · · wNN

⎤
⎥⎥⎥⎦ (2)

wherewij ∈ [−1, 1], and represents howmuch concept i affects concept j. Figure 1 shows
a simple example FCM with four concepts.

Fig. 1. A simple example of FCM.

The density of FCM with N nodes is defined as the ratio of the number of node
connections and N × N. The state value at the t + 1 iteration is influenced by the state
values of connected concepts at the tth iteration and the weight matrix. To obtain the
next iteration, we can employ the evolving Eq. (3),

Ci(t + 1) = ψ

⎛
⎝

N∑
j=1

wjiCj(t)

⎞
⎠ (3)

where ψ is a transfer function that compresses the activation degree to the range of [0,
1] and Ci(t) is the state value of concept i at the tth iteration. C is passed repeatedly
through the FCM weight matrixW in order to evolve the complex system. We show an
example of time series D with N nodes as follows,

D =

⎡
⎢⎢⎢⎣

C1(1) C2(1) · · · CN (1)
C1(2) C2(2) · · · CN (2)

...
...

. . .
...

C1(M ) C2(M ) · · · CN (M )

⎤
⎥⎥⎥⎦ (4)

Various transfer functions can be employed in this paper. Based on the comparison
study in [20], we find that the sigmoid function exceeds the others in general. Thus, this
paper employs the sigmoid function,

ψ(x) = 1

1 + e−gx
(5)
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where g ∈ [0, 20] served as a parameter for characterizing how steep the function around
zero.

2.2 EG Model

Evolutionary games [10, 16] model a common type of link in many complex, networked,
social, and natural systems. In an EG, at any time, one agent has to choose one of the
strategies (S): cooperation (C) or defection (D). 2× 2 payoffmatrices express the payoffs
of the two agents in a game in agreement with the four possibilities. For example, in the
prisoner’s-dilemma game (PDG) [11], the payoff matrices are

PPDG =
(
R S
Te Pu

)
(6)

where the agents obtain rewards Pu(R) if both select to defect (cooperate) and the defec-
tor’s and cooperator’s payoff is Te (the temptation to defect) and S (sucker’s payoff) if
both choose different strategies. According to [12], R = 1, Te = 1.2 and Pu = S = 0.

We can characterize the links among agents in the network by an N × N adjacency
matrix X with degree < k >. xij = 1 if agents i and j are linked, and xij = 0 otherwise.
In tth round, all agents play the game with their neighbors and gain payoffs. For agent
i, its payoff is

Yi(t) =
N∑
l=1

xilS
T
i (t)PSl(t) (7)

where Si represents the strategies of agent i at the time, the sum is over the neighbor-
connection set �i of agent i, and T stands for “transpose”.

We describe the numerical simulation of EG as follows. Firstly, we set a fraction of
agents to select the defection strategy and the remaining agents to select the cooperation
strategy. We update nodal states in parallel. For agent i of degree 〈k〉, at round t, its
payoff is calculated using Eq. (7). The strategy of agent i is updated using Eq. (8) in
order to maximize its payoff. We term a Monte Carlo round t as the case where all the
states at t + 1 were updated based on their states at t. After a round of the game, we
use the Fermi rule [11] to update the strategy of agent i on the basis of its own and its
neighbors’ payoffs. We try to maximize the payoff of agent i in the next round. Fermi
rule can be expressed as:

W
(
Si ← Sj

) = 1

1 + exp
[(
Yi − Yj

)
/κ

] (8)

where κ characterizes the stochastic uncertainties designed to allow unreasonable
selection. In this paper, κ = 0.1.

3 Locating Hidden Agents in FCMs

3.1 Overall Design Process

The basic idea of our proposal is graphically illustrated in Fig. 2, which describes the
procedure of detecting the existence and locations of hidden sources in one complex
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system. First, the time series of accessible nodes are obtained by simulating complex
systems. The available data are normalized to the range [−1, 1]. Second, the time series
is divided into different data segments, and each data segment is used to learn one FCM
structure. Then, a strategy is employed tomeasure anomalies among these learnedFCMs.
Finally, we decide whether hidden nodes exist. The details of locating hidden nodes are
summarized in the following subsections.

3.2 Learning FCMs from Time Series

This section establishes the following optimization objectives:

min
Wi

(
1

M
‖�Wi − Yi‖22 + λ‖Wi‖1

)
(9)

where λ is a non-negative regularization parameter,M = S × (T − 1), Yi, �, andWi is
shown as follows.

Yi =

⎡
⎢⎢⎢⎣

ψ−1(Ci(2))
ψ−1(Ci(3))

...

ψ−1(Ci(M ))

⎤
⎥⎥⎥⎦ (10)

� =

⎡
⎢⎢⎢⎣

C1(1) C2(1) · · · CN (1)
C1(2) C2(2) · · · CN (2)

...
...

. . .
...

C1(M − 1) C2(M − 1) · · · CN (M − 1)

⎤
⎥⎥⎥⎦ (11)

Wi = [
w1i w2i · · · wNi

]T
(12)

With the increase of λ, the number of nonzero components in Wi decreases. The
penalty of the form λ||Wi ||1 can be transformed into a condition where ||Wi ||1 ≤ t, in
which t ≥ 0 is a tuning parameter. ||Wi ||1 in the lasso can ensure the sparsity of the
solutions. Meanwhile, the least square term ||Yi − �Wi ||22 makes the solution more
robust against noise than L1-norm-based optimization algorithms.

Fig. 2. Graphical illustration of our framework for LHN.

The problem of learning FCMs is decomposed into the task of learning local connec-
tions of nodes individually. Due to the sparseness of FCMs, we convert the problem of
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recovering local structures from time series into sparse signal reconstruction problems
solved by the LASSO [13, 20]. We describe an example of learning FCMs with three
nodes. First, for node i, a sub-network is constructed from the FCM. This sub-network
contains node i and its neighbors. Therefore, we divide the FCMs learning problem into
three sub-problems where each one is to construct one sub-network. Each sub-problem
can be modeled as a signal reconstruction problem that involves both the differences
between the original and predicted data and the sparse structure of FCM. The LASSO
then optimizes each sub-problem. For example, we adopt the LASSO to learn the sub-
network from nodes 1, 2, and 3 to node 3. We then obtain the link from node 2 to
node 3 with w23 = 0.28. Finally, after learning all sub-networks, we compose the local
connections into the whole FCM.

Fig. 3. Graphical illustration of assigning data segments for the original time series.

Let g(X) = ||Yi − �Wi ||2, and let ηi, i = 1, 2,…, 2N be the N-tuples of the form
(±1, ±1,…, ±1). The condition ||Wi ||1 ≤ t is then equivalent to ηi

TWi ≤ t for all i. For
a given Xi, let E = {i: ηi

TWi = t} and S = {i: ηi
TWi < t}. S is the slack set where

those constraints for which equality does not hold. The set E is the equality set where
those exactly met constraints. Denote by GE the matrix whose rows are ηi for i ∈ E. Let
1 be a vector of ones of length equal to the number of rows of GE . The algorithm below
starts with E = {i0}, where ηi0 = sign (Wi*) with Xi* being the overall least squares
estimated. The LASSO optimizes the least-squares problem subject to ηi0

TWi ≤ t and
then checks whether ||Wi ||1 ≤ t. If the condition is met, the algorithm stops; if not, we
add the violated constraint to the set E, and the process runs until ||Wi ||1 ≤ t. The details
of the lasso are described in [13]. We choose the best value of λ by conducting cross-
validation. We repeat the above process N times for different nodes. We summarize the
process of FCM learning in Algorithm 1.

3.3 Model EG Using FCM

To provide necessary basic information for the abnormalmeasurement stage, this section
divides Y into data, as shown in Fig. 3. The first step is to decompose the available data
into M + 1 data segments based on the strategy in Fig. 3. Then, the FCM model is
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established for each data segment. After obtaining the FCMs, the outliers are calculated
according to the formula described in Sect. 2.4. For example, we achieve FCM-1 for
data segment 1. Then, {FCM-1, …, FCM-k, …, FCM-M + 1} are adopted to calculate
the anomalies σ among them. Then, we can obtain the anomalies for each agent. We get
σ1 = 0.4 for agent 1, σ2 = 0.5 for agent 2, and σ3 = σ3 = 0 for agents 3 and 4. The
anomalies for agents 1 and 2 are much greater than for agents 3 and 4. Thus, we can
consider that the hidden agent links to agents 1 and 2 and does not link to agents 3 and
4. Finally, we locate the position of the hidden agent 5 and its neighbors, agents 1 and 2.
Moreover, if σ1 = σ2 = σ3 = σ4 = 0, we can ensure that none of agents connect hidden
agent.

3.4 Measuring Anomaly

In this paper, we consider the case of one hidden agent. Owing to the lack of available
data from the hidden agent, the right FCM could not be achieved for this agent. However,
time series from other agents are available. The motivation for measuring anomaly is
that if an agent does not connect with a hidden agent, the same FCM for such an agent
can be obtained with different time series from itself and all its direct neighbors. If the
results of inferring an agent’s links vary significantly for different data segments, the
agent is deemed to be connected with the hidden agent. Themeasurement of the anomaly
can be accomplished by using different data segments. The following equation of the
predicted results concerning different FCMs obtained from data segments can be used
as a quantitative measure for the anomaly.

σi = 1

N

N∑
i=1

√√√√ 1

M + 1

M+1∑
k=1

(
W (k)

i − 〈Wi〉
)2

(13)
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where Wi
(k) represents the weight vector from all agents to agent i inferred from the

kth data segments, 〈Wi〉 = (1/(M + 1))
∑M+1

k=1 W (k)
i is the mean value of Wi

(k) and M
+ 1 is the number of data segments. Then, we prove the effectiveness of the proposed
strategy, which is shown in Assumption 1 and Theorem 1.

Assumption 1. Given enough time series D, the algorithm CS-FCM can fully learn the
weighted matrix of FCM.

Theorem 1. For any neighbor agent of hidden agents, the value of σ is usually much
larger than those of agents that are not in the immediate neighborhood of hidden agents.
Proof . Case 1: The hidden agent does not link to agent i.

The weight vector Wi
(k) needs to be learned from data segment k. According to

Assumption 1, if each data segment is enough, each weight vector from different data
segments is the same (W (1)

i = · · ·W (k)
i = · · ·W (M+1)

i ). Namely, σ i = 0.
Case 2: The hidden agent links to agent i. We assume that wHi 	= 0, where wHi

represents the weight from hidden agent to agent i inferred from the kth data segments.
If we want to fully learn the weight matrix Wi

(1) from data segment 1, the following
equation needs to be solved by CS-FCM.

⎡
⎢⎣

ψ−1(Ci(2))
...

ψ−1(Ci(M ))

⎤
⎥⎦ =

⎡
⎢⎣

C1(1) · · · CN (1)
...

. . .
...

C1(M − 1) · · · CN (M − 1)

CH (1)
...

CH (M − 1)

⎤
⎥⎦ ×

⎡
⎢⎢⎢⎣

w1i
...

wNi

wHi

⎤
⎥⎥⎥⎦ (14)

where CH (t) is the activation degree of the hidden agent. However, in the real situation,
CH (t) is unknown, and Eq. (6) is used to optimize Wi

(1). Thus, it is difficult to obtain
the exactWi

(1) due to CH (t)wHi 	= 0. This case can be extended to other data segments.
With different data segments,W (1)

i = · · ·W (k)
i = · · ·W (M+1)

i is difficult to fulfill, which
leads to σ i > 0. For any neighbor agent of hidden agents, the value of σ is usually much
larger than those of agents that are not in the immediate neighborhood of hidden agents.
The value of σ can thus be used to reliably identify the neighboring agents of hidden
agents. Thus, Theorem 1 has been proved.

4 Experiment

4.1 Performance Measures

To locate a hidden agent, an important way is to detect its neighbors. In this paper, we
use SS_Mean to measure the quality of the location of hidden agents. We calculate the
measure SS_Mean as follows,

SS_Mean = 2 × Specificity × Sensitivity

Specificity + Sensitivity
(15)

Specificity = TP

TP + FN
(16)
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Sensitivity = TN

TN + FP
(17)

where TP, FN, TN, and FP are defined in Table 1. SS_Mean ∈ [0, 1], and the greater the
value is, the better the algorithm’s performance is.

Table 1. The definition of TP, FP, FN, and TN.

Input FCM

0 1

Candidate FCM 0 TP FP

1 FN TN

4.2 Case 1: Brazilian Amazon Example

The first case is about deforestation in the Brazilian Amazon [14]. The map mentions
the 12 most concepts, and the influence graph is shown in Fig. 4(a). In the following,
we discuss an example for locating a hidden agent. We first assume that concept C1 is
a hidden agent due to its neighbors, and its information is unknown from the outside.
However, the dynamic states of agents C2–C12 are known. The length of the time series
of accessible agents is set toM = 12. The method in [14] is used to generate time series
with various scales and properties. First, we randomly generate the initial state value of
each agent from range [0, 1]. Then, based on Eq. (2), we obtain the response sequences.
Based on the proposed strategy for locating hidden agents, we first divide the original
time series into M + 1 data segments, as shown in Sect. 2.3. For data segment i, we
predict the neighbors of all agents and construct one FCM. The predicted links of direct
neighbors of hidden sources display anomalies. To evaluate the anomalies, we calculate
the structural variance σ of each agent from different data segments using Eq. (13), which
is demonstrated in Fig. 4(b).

In Fig. 4(b), we can observe that only the values of σ of agents C2, C6, C7, C8, and
C10 are greater than other agents. According to Theorem 1, agents C2, C6, C7, C8, and
C10 are found to link to hidden agent C1. From Fig. 5(a), agent C1 connects agents C2,
C6, C7, C8, and C10. Thus, we can claim that we find the existence of hidden agent C1
and locate its neighbors, agents C2, C6, C7, C8, and C10. Then, we also assume that
agent C2 is hidden and other agents are accessible. The results of the anomalies of the
accessible agent are shown in Fig. 4(c). The two neighboring agents of agent C2 display
much more significant values σ than those from the other agents, which provides the
evidence that they might be the neighborhood of the hidden agent.
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Fig. 4. Detecting a hidden agent. (a) The original FCM for dataset about deforestation in the
Brazilian Amazon. (b) Structural variances of each agent. The time series of other agents except
the source is assumed to be available. C1 is treated as a hidden agent. (c) C2 is treated as a hidden
agent.

4.3 Case 2: Supervisory Control Systems

The second case is an FCM for supervisory control systems [15]. The concepts of an
FCM are defined as features and states of this system, including the height of the liquid
in each tank or the temperature. In the case, we employ eight concepts to form a model.
The relationships among them are shown in Fig. 6(a).More details of supervisory control
systems can be found in [15]. We first assume that agent C1 is a hidden agent, and we
do not know any information about agent C1. However, the information about agents
C2-C8 is known. The length of the time series of accessible agents is set to M = 8.

In Fig. 5(b), we find that only the values of σ of agents C2 and C3 are greater than
zero, and that of other agents is equal to zero. Based on Theorem 1, agents C2 and C3 are
found to link to hidden agent C1. From Fig. 5(a), agent C1 connects agents C2 and C3,
which experimentally proves that the proposed strategy can exactly locate the position
of hidden agent C1. Thus, we can claim that we ensure the existence of hidden agent C1
and locate its neighbors, agents C2 and C3. To enhance the persuasion of this case, we
also assume that agent C4 is hidden and other agents are accessible. The results of the
anomalies of an accessible agent are shown in Fig. 5(c). The two neighboring agents of
agent C4 show much larger values than the other agents, which provides evidence that
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these two agents are the hidden agent’s immediate neighborhood. This result also finds
the existence of concept C4.

Fig. 5. Detecting a hidden agent from time series. (a) The original FCM for modeling intelligent
supervisory control systems. (b) Structural variances of each agent. The time series of other agents
except the source is assumed to be available. Agent C1 is treated as a hidden agent. (c) Agent C4
is treated as a hidden agent.

4.4 Case 3: Mobile Payment System Project

Finally, we study the case of the mobile payment system (MPS) project [17]. To increase
the chances of the MPS project being perceived as successful by all the parties, FCMs
are employed to identify the critical factors influencing that success at the outset of the
project. The relationships among them are shown in Fig. 7(a) for this system. We first
assume that agent C1 is a hidden agent, and we do not know any information about agent
C1. However, the information about agents C2–C24 is known. The length for time series
of accessible agents is set to M = 24.

In Fig. 6(b), we find that only the values of σ of agents C6 are greater than other
agents. According to Theorem 1, agents C6 are found to link to hidden agent C1. From
Fig. 6(a), agent C1 connects to agent C6. Thus, we can claim that we ensure the existence
of hidden agent C1 and locate its neighbor, agent C6. Then, we also assume that agent C3
is hidden and other agents are accessible. The results of the anomalies of the accessible
agent are shown in Fig. 6(c). The five neighboring agents of agent C3 display much
more significant values σ than those of the other agents, which provides evidence that
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Fig. 6. Detecting a hidden agent from time series. (a) The original FCM for the MPS project. (b)
Structural variances of each agent. The time series of other agents except the source is assumed
to be available. C1 is treated as a hidden agent. (c) C3 is treated as a hidden agent.

these five agents are the immediate neighborhood of the hidden agent. We also find that
σ6 is slightly greater than 0, but the hidden agent does not connect to concept 15. This
phenomenon appears due to the following factor: in many cases, it is difficult to make
sure that Assumption 1 is right due to the ability of an optimization algorithm. Thus,
we choose the agents whose value σ is far greater than the others. However, in terms
of CS-FCM, the rationality of Assumption 1 can be ensured by employing enough time
series in many cases.

4.5 Effect of NM on LHN

Figure 7 shows the relationships among SS_Mean, f , and relative data length NM for
FCMs with different densities. Here, N is set to 20 and 40, and we set the density to 20%
and 40%. We increase NM from 0.1 to 1.0 in steps of 0.1. To obtain the high confidence
of locating hidden agents and decrease the computation cost, the value of Ng can be set
to 0.5 in this paper. The result of each point is obtained from ten dynamic realizations
and ten configurations of the hidden node. Note that f can be achieved to maximize the
value of SS_Mean. As seen from Fig. 7(a), as NM is increased, the value of SS_Mean
increases accordingly. Moreover, the SS_Mean of dense FCMs is worse than those of
sparse FCMs. In Fig. 7(b), we discuss the effect of NM on the best cut-off value of σ in
terms of SS_Mean. We find that the curves show descending trend along with increasing
NM . At the same time, the value of f for FCMs with density = 20% is smaller than that
for FCMs with density = 40%. This phenomenon appears due to the following factor:
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If an agent does not neighbor any hidden agent, it will render valid FCM for such an
agent, thereby resulting in a low anomaly. However, this is an ideal state which needs
high-quality FCM. With increasing NM , the learned FCMs can better model a certain
complex system. Thus, poor FCMs lead to high anomalies, and good FCMs result in
low anomalies (Fig. 8).

Fig. 7. The effect of the relative length of data on (a) SS_Mean and (b) the cut-off value of σ for
FCMs size N = 40 and densities of 20% and 40%.

Fig. 8. The effect of g on the tradeoff of σ for FCMs size N = 40 and densities of 20% and 40%.
(a) NM = 0.8 and (b) NM = 1.6.

5 Conclusions

The main contributions of this paper are as follows:

1) Aiming at the invisibility of complex evolutionary game systems, the FCM is used
to model the complex military confrontation environment and generate a weighted
directed network by inheriting the advantages of fuzzy logic and neural network.

2) According to the abnormal connection patterns of different data segments in the
FCMs, we can identify all the nearest neighbor agents of the hidden game object so
as to verify its existence and locate its location in the complex system. Experimental
results proved the prososed algorithmcould locate the hidden gameobject accurately.
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3) Through several real case studies, the effects of various parameters on positioning
accuracy are obtained, and the reasons are analyzed in detail.

Based on the known data of limited accessible agents, this paper effectively infers the
existence and location of hidden agents by measuring the anomalies between the gen-
erated FCMs and reveals the internal law of hidden sources in complex systems. This
strategy and method provide an important reference and application value for estimating
enemy command sites and key killing weapons in the field of military confrontation.
However, FCM has several limitations at the same time, and a large number of assump-
tions need to be satisfied to perfectly simulate complex systems. We intend to improve
the FCM theory and apply it to more realistic scenes in the next work.
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Abstract. In the course of software maintenance and development, bugs are
inevitable. At present, Bug tracking system uses bug reports to match bug with
fixers. However, the previous bug triage model relies too much about the quality
of the text of the bug report, introduces a lot of redundant information in natural
language, and ignores the fixer community factor where the meta-field of the bug
report, whichmakes themodel performanceworse. Aiming at the above problems,
we propose a multi-head self-attention deep bug triage (MSDBT), which consid-
ers the text content of the bug report and generates a sequence of fixers with the
same meta-field. The features of the input text and the fixer sequence are extracted
by Bi-directional Long Short-Term Memory network. The multi-head self-
attention mechanism is used to perform parallel attention calculation among the
internal input elements. The model weakens the redundant information in the bug
report, and further quantifies the influence of fixers with similar activities on bug
triage through fixer sequence. We conducted texts on four open source software
projects. We can get the MSDBT has clear strength over the previous model in
recall index.

Keywords: Bug tracking system · Bug report · Bug triage · Deep learning ·
Fixer community · Multi-head self-attention

1 Introduction

Bugs are software errors that disrupt the normal operation of the program and make
the system function invalid. With the increase in scale and complexity, inevitably, the
majority of errors occur through the software development and maintenance process.
Therefore, large open source softwaremanages bugs through bug tracking systems (such
as Bugzilla and JIRA), which not only realizes the recording, management and status
update of bug reports, but also coordinates the work between fixers and records the
resolution of bugs the way.

At present, most of the bug reports are processed manually. System managers check
the bug reports one by one, and assign appropriate fixersmanually according to historical
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experience. This is a labor-intensive assignment for large open source software projects.
For example, platform receives approximately 100 new bug reports per day in Eclipse,
and at least1800 fixers with different expertise. Faced with such the majority of bugs
and fixers, it will consume a lot of time and human resources to assign suitable fixers
manually. According to statistics, bugs in Eclipse take an average of 40.3 days from
submission to allocation.

To make reasonable application for the human resources of the bug tracking system
and enhance the software repair’s efficiency, the literature [1] first an automatic error
triage technique is proposed which automatically assigns bugs to a group of fixers with
the most professional skills by learning historical data. Furthermore, the researchers
proposed a series of automatic bug triage methods related to machine learning, informa-
tion retrieval and deep learning. The machine learning method [2–4] regards the fixer
as a category, and assigns the appropriate fixer label to the bug report by training the
classifier. The information search method [5–7] takes the bug report as the query and
the fixer as the return result, and ranks the fixers according to similarity between newly
submitted bug reports and fixers deep learning method [8–10] uses the excellent feature
learning ability of the neural network to characterize the data, thereby performing bug
triage task.

In view of the current bug triage research, we found that there are still the following
shortcomings. First, the previous models rely too much on the text quality of the bug
report, and the quality directly affects the result of the bug triage. The bug report is a
natural language description filled in by the reporter and records the key information
of bug. The fixer needs to reproduce the bug based on the report in a short time and
synchronize the reporter’s ideas. However, as the user of the software project, the reporter
does not have the professional bug recording ability. The redundant description in the
bug report is inevitable, which will mislead the software fixer process. Figure 1 shows
part of the summary of the bug report ID 485038. According to statistics, the report
has 83 lines and 5307 characters. This description increases the workload of bug fixer.
Secondly, the bug tracking system, as an open platform, contains multiple different fixer
communities that composed of fixers with similar professional skills and development
activities. However, the meta-fields (such as products, components, etc.) in the bug
report as an important classification label for screening fixer communities are mostly
ignored by previous models, and the influence of community factors on bug triage is not
considered, resulting in a waste of resources. Figure 2 shows the repair history of fixers,
joakim.erdfelt and jesse.mcconnell. We found that two fixers often participate in the bug
of the product Jetty. They belong to a common fixer community.

Appears above the problems, the essay offers a deep bug triage method MSDBT
based on the multi-head self-attention mechanism, which not only considers the text
content of the bug report, generates a sequence of fixers with the same meta-field based
on the product and component. The Bi-directional Long Short-Term Memory network
is accustomed to excerpt the high-level features in the input text and the fixer series. The
multi-head self-attention mechanism is used to perform parallel attention calculations
between the internal input elements. MSDBT weakens the redundant information in
the bug report, and further quantifies the influence of community factors on bug triage
through the sequence of fixers.
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Fig. 1. Part of the summary of the bug report ID 485038

Fig. 2. The repair history of jesse.mcconnell and joakim.erdfelt

2 Related Work

For automatic bug triage from the perspective of machine learning, [1] treats fixers
as labels for the first time, converts the text of bug reports into feature vectors, and
predicts suitable fixers for new bug through the trained classificationmodel. [2] extracted
keywords from the heading and summary of the bug report, and use the bag-of-words
model to train classifiers such as naiveBayes, support vectormachines, and decision trees
to assign fixers. [3] suggested a Bugzie method based on fuzzy sets. The membership
degree of the fixer to the set is expressed by term relevance, and they are used to measure
whether the fixer is suitable for new bug reports. [4] offered a semi-supervised bug
triage method, which enhanced the naive Bayes classifier’s ability to classify assigned
and unassigned bugs through an expectation maximization algorithm. [5] extracted six
features from bug reports and source files, including word meaning similarity, semantic
similarity, class name similarity, collaborative filtering score, bug fixer progress and bug
fixer efficiency to train weighted classification model.
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In the method of information retrieval, the bug report gets used as a query, fixer is
returned result, and a sorted list of the fixer’s professional capabilities is returned by
calculating the similarity between the bug report and fixers. [6] offered a bug triage
method based on the learning to rank model. Combine the content information of the
bug report and the location information of the source code to identify the appropriate
fixer to handle the specific bug report. [7] suggested an IRRF method based on concept
positioning, through the combination of information retrieval and relevance feedback
mechanisms, to calculate the similarity between the bug report and the source file on the
space vector model. In term of the theme of the bug report, [8] updated the part of every
topic below the current meta-field by the fixer, and obtained a better topic distribution
in a supervised manner.

Image classification and natural language have achieved remarkable success by deep
learning, researchers have started to try to ask deep learning models to bug triage tasks to
achieve the mapping from bug reports to fixers. [9] applied convolutional neural network
to bug triage for the first time, converted text content into high-level features, and trained
a predictive model to return the probability of each fixer being assigned. [10] offered a
bug triage model with an attention mechanism by applying Recurrent Neural Network
and combining bidirectional long- and short-term memory units to explore the sequence
relationships existing in the text content. [11] used the text content of the bug report
and the activity sequence of the fixer to find suitable fixers through the pooled recurrent
neural network.

In addition to the above methods, increasingly researchers have begun to focus on
the effect of the relationship network in the bug tracking system. [12] analyzed the social
factors of network, such as out-of-degree, in-degree, PageRank, intermediate degree, and
intimacy, to rank fixers for professional skills. [13] applied a first-order Markov chain to
represent the transfer information of bugs, and combined construct a fixer redistribution
graph model using the text content of bug reports. According to the job of Jeong, [14]
incorporated a multi-feature ranking function into the redistribution graph and used a
local weighted search algorithm to reduce the path. [15] offered a method of integrating
heterogeneous networks into bug triage, searching for similar bug reports through the K-
nearest neighbor algorithm, introducing a scoring mechanism and considering network
link relationships to rank candidates.

3 MSDBT Model

To realize the automatic assignment of bugs, MSDBT model is divided into training
phase and prediction phase. As this training stage, from the perspective of text content
and meta-fields of historical bug reports, considering the impact of text context and fixer
community on bug triage, construct a training set and input deep learning to generate
feature vectors, and continuously optimizemodel through real fixer tags. In the prediction
stage, a new bug report that has not been assigned is input. The model predicts the
probability of each fixer participating in the bug report based on the fixer’s historical
activities to generate professional fixer list. The flowchart of the MSDBT model is
displayed in the Fig. 3.

The framework of MSDBT consists of an input layer, a feature extraction layer, a
multi-head self-attention layer, and an output layer. The model not only weakens the
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redundant information in the bug report, but also uses community factors to quantify
the impact of fixers with similar development activities on bug triage. The input layer
realizes the text preprocessing and feature embedding; the feature extraction layer real-
izes the feature calculation of the text content and the fixer community; the multi-head
self-attention layer synthesizes the internal features to calculate the contribution of the
features to the results, and the output layer calculates the probability of assigning fixers
to the bug report.

Historical bug reports

Text content Fixer community

Training set

Deep learning

MSDBTNew bug report Fixer list

Training phase

Prediction phase

Fig. 3. The flowchart of the MSDBT model

3.1 Input Layer

Text Preprocessing. The text content of the bug report is composed of summary,
description, and comments. The randomness of natural language makes the input have
no fixed format and informal grammatical expression, which makes the characterization
ability of the input information weak. Therefore, in order to obtain standardized input,
Model uses natural language processing technology to analyze the text content, and the
main processing is as follows:

• Word segmentation: divide the text content into a structure with words as units to
generate a standardized term sequence stream.

• Stop word removal: Delete punctuation marks, special characters, numbers, and some
common words, such as am, is, do, in, on, etc. Such data has no practical meaning for
the classification results.

• Root restoration: Convert input words in reserved tense or singular and plural forms
into stem or root form, for example, changes and changed into change.

• Abbreviation replacement: replace abbreviations of professional terms in the bug
tracking system, such as replacing API with Application Programming Interface

Feature Embedding. Since the computer cannot directly recognize the sequence or text
information, the input sequence is mapped into a low-dimensional numerical vector by
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feature embedding. Aiming at the text content of the bug report and the fixer community,
we use Word2Vec and one-hot encoding to transform it into a real number vector.

For the text content, we apply Word2Vec to generate a k-dimensional word vector,
and the semantic similarity of terms is characterized by the similarity of the vector. Its
expression is:

E = [e1, e2, e3, e4, . . . . . . , el] (1)

Among them, the maximum length of the text sequence is set to l, ei is the feature
representation of the i-th term in the text, and the text content of every bug report generates
a word vector matrix E of size l × k.

For the fixer community, we generate a fixer sequence that retains community factors
based on the products and components in the meta-field, and encode the N fixers in the
system with a valid code through one hot encoding. For example, Ed Merks, Dirk Fauth
and Nathan Ridge participate in the fixer community of the product JDT. Assuming Ed
Merks, Dirk Fauth, Nathan Ridge and Lars Vogel are the fixers of the entire system. Its
expression is:

F = [[1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0]] (2)

3.2 Feature Extraction Layer

For the word vector matrix and community code submitted by the input layer, the feature
extraction layer connects two to generate input matrix X, and uses Bi-LSTM to mine
the features in the front and back directions, and more comprehensive feature extraction
of the input content. The Bi-LSTM is a two-layer neural network composed of LSTM
units, which determines the preservation degree of the cell state and the memory degree
of the current input through the forget gate, input gate and output gate.

First step of LSTM is to determine the degree of discarding of the previous cell state
Ct−1 through the forget gate. Calculate the Sigmoid function of the hidden state ht−1

and the current input xt . Among them, Wf represents the weight matrix corresponding
to the forget gate, and bf represents the constant vector.

ft = σ(Wf · [ht−1, xt] + bf ) (3)

Second step determines the update degree of the information in the cell state. First, the
Sigmoid function of the previous hidden state ht−1 and the current input xt is calculated
through the input gate to determine which information needs to be updated. Secondly,
use the tanh function to generate the candidate vector C̃t. Among them, Wi represents
the weight matrix corresponding to the input gate, and bi represents the constant vector.
Wc represents the weight matrix corresponding to the candidate vector, and bc represents
the constant vector.

it = σ(Wi · [ht−1, xt] + bi) (4)

C̃t = tanh(WC · [ht−1, xt] + bC) (5)
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Next, calculate the discarding and updating of information based on the output of
the foregoing two measures to determine the current cell state Ct .

Ct = ft ∗ Ct−1 + it ∗ C̃t (6)

Finally, the output information is determined above on the cell state. First, the Sig-
moid function of the previous hidden state ht−1 and the current input xt is calculated
through the output gate to determine which information needs to be output. Second, use
the tanh function to normalize the cell state Ct and multiply it with the value of the
output gate to determine the output ht of the current cell. Among them, Wo represents
the weight matrix corresponding to the input gate, and bo represents the constant vector.

ot = σ(Wo · [ht−1, xt] + bo) (7)

ht = ot ∗ tanh(Ct) (8)

The Bi-LSTM contains two hidden layers, which flow in two different directions,
respectively. The formula of the recurrent neural network layer in the two directions is
expressed as:

−→
ht = −−−→

LSTM (xi,
−−→
ht−1) (9)

←−
ht = ←−−−

LSTM (xi,
←−−
ht−1) (10)

−→
ht represents the forward feature generated by combining the current input xi and the

result output
−−→
ht−1 by the LSTM unit at the previous time in forward,

←−
ht represents the

reverse feature generated by combining the current input xi and the output result
←−−
ht−1

of the LSTM unit at the previous time in reverse, splicing and to generate feature st .

st = [−→ht ,←−ht ] (11)

Finally, the input matrix X is synthesized to obtain the output sequence S of the
feature extraction layer.

S = [s1, s2, s3, s4, . . . . . . , st] (12)

3.3 Multi-head Self-attention Layer

Considering the redundant information contained in the text and the influence of the
fixer community on the bug triage, we apply the multi-head self-attention mechanism to
strengthen the key features of the output S of the feature extraction layer. The attention
value at different si represents the contribution to the classification results, so as to
further optimize the final output of the model. As shown in Fig. 4, multi-head uses
multiple parallel queries to extract multiple groups of different subspaces from feature
to obtain the relevant information, and self-attention feedbacks the internal dependence
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between the data, and captures the key information of the sequence from many aspects.
The calculation method is as follows.

Firstly, feature extraction layer’s output S is transformed linearly to generate query
vector matrixQ, key vector matrix K and value vector matrix V. Among them,WQ,WK

and WV are weight matrices.

Q = WQS

K = WKS

V = WVS

(13)

We project Q, K and V into h different subspaces. WQ1, WK1 and WV1 are the i-th
weight matrices of Q, K and V respectively.

[Q1,Q2, . . . ,Qh] = [QWQ1,QWQ2, . . . ,QWQh]
[K1,K2, . . . ,Kh] = [KWK1,KWK2, . . . ,KWKh]
[V1,V2, . . . ,Vh] = [VWV1,VWV2, . . . ,VWVh]

(14)

Subspaces Q

Self-attention 

Subspaces K Subspaces V

Feature fusion

Q

The output S of the feature extraction

K V

Fig. 4. Mechanism

The inner product of Qi and Ki is calculated by scaling the point product attention,
then normalized by softmax function, andmultiplied byVi to get the single head attention
value headi, which is calculated in h subspace in parallel. Among them, d is the scaling
factor, which changes the inner product ofQ andK into the standard normal distribution,
making the result more stable.

headi = soft max(
Qi,KT

i√
d

)Vi (15)
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Finally, the attention values of all subspaces are fused. Among them, WA is weight
matrix.

A(Q,K,V ) = Concat(head1, . . . , headh)WA (16)

3.4 Output Layer

The output layer applies softmax classifier to calculate the probability of each fixer.
Where Wd is the transformation matrix and bd is the constant vector.

ŷ = soft max(WdA + bd ) (17)

Finally, the loss function is set to minimize the cross entropy to train the prediction
model.Where, yi represents the real probability distribution, ŷi represents the probability
of each fixer predicted by the model, and moreover n is the total number of fixers.

C = −
i=n∑

i=1

yi log(ŷi) (18)

4 Experimental

4.1 Data Set

The data set applied is a collection of bug reports from open source projects in the bug
tracking system. According to the life cycle of the bug, the newly fixed bug is unstable,
and it is prone to restart and fix again. Therefore, the historical bug with a relatively
stable state is selected for analysis [3]. The submissions of bug reports are restricted
to not less than 4 years before screening to obtain the maximum number of valid bug
reports. Consistent with literature [3, 5], we collect reports that have been confirmed to
be fixed. To decrease noise, remove fixers with less than 10 engagements and invalid
fixers. The data statistics is in Table 1.

Table 1. Data information

Projects Date Fixers Bug reports Products Components

Mozilla 2014.12.20–2016.1.5 679 14297 159 475

Eclipse 2014.12.20–2016.1.5 551 10514 57 404

Netbeans 2014.12.20–2016.1.5 234 11047 40 346

GCC 2014.12.20–2016.1.5 145 2287 2 40
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4.2 Metrics

We use Recall@K in Eq. (19) as the metric.

Recall@K= 1

m

m∑

j=1

|Gj ∩ Hj|
|Hj| (19)

K = 3,5,10, denotes size of the recommended results, m means the number of bug
reports, Gj and Hj are the predicted and true fixers, respectively.

4.3 Comparative Models

SVM [2] applies support vector machines to finish bug report text classification.
MTM [8] makes an update of percentage of topics below the current meta-domain

based on the topics reported in the bug, in order to get a better distribution of topics
through monitoring.

DT [11] shows that the error report text is combined with the activity sequence of
fixers by a recursive neural network to assign fixers.

To simulate the application of the model in actual situations, as shown in Fig. 5,
we use ten-fold incremental experiments for verification, and divide the data set into 11
windows of the same size in chronological order to obtain 10 stacks of training and test
data sets. For the first stack of data, the data in the first window used for the training
set, another data in the second window as the test set. For the second stack of data, the
data of first window and second window are merged as training set, then the data in the
third window is used as the test set, and so on. For the 10th stack of data, the data of ten
windows are merged as the training set, and then the data in the 11-th window is used
as the test set. Finally, the model takes the average of ten tests as the final result.

For the parameter setting of themodel in the essay, the length of the text content is set
to 300, and the text content is adjusted by padding or truncation, and the vector dimen-
sion generated by Word2vec is installed to 256. The amount of hidden layer neurons
in the BI-LSTM neural network is 300. The multi-head attention mechanism indepen-
dently generates 12 linear subspaces, and each output dimension is 128 dimensions. The
optimization method uses the gradient descent method. Moreover the learning rate is
0.01. The batch size is 64 and the number of iterations is 20.

Fold 1 Fold 2 Fold 11

Training

Training

Training

Fold 3

Testing

Testing

Fold 10

Testing

Split

Run2

Run3

Run10

Fig. 5. Ten-fold incremental experiments
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4.4 Experimental Result

To compare the achievement of bug triage between the MSDBT model and comparative
models, as shown in Fig. 6, we calculate Recall@K on four large-scale open source
software tasks, Eclipse, Mozilla, Netbeans, GCC. The average values of Recall@3,
Recall@5, and Recall@10 on the four data sets of MSDBT are 0.5424, 0.6375, and
0.745, which are 11.21%, 8.97%, and 9.17% higher than SVM. Compared with MTM,
it increased by 8.23%, 7.64%, and 8.41% respectively. Compared with DT, it increased
by 4.97%, 3.76%, and 4.67% respectively.

To simulate the application of the model under actual conditions, MSBDT is verified
in Recall@3, Recall@5, and Recall@10 in ten-fold increment. As shown in Fig. 7, in
the chronological experiment, the recall rate did not increase significantly. Through
the observation and understanding of the bug tracking system, we found that with the
continuous increase of data, the fixers, products, and components in the system are also
increasing, resulting in changes in the complexity of the data. Therefore, the recall rate
of MSBDT is relatively stable.

Fig. 6. Experimental results of MSBDT and comparative models

Fig. 7. MSBDT’s ten-fold incremental experiments on different data set
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5 Conclusion

Aiming at the problem of fixer recommendation, we propose a bug triagemodelMSDBT
based on the multi-head self-attention mechanism. From the perspective of text descrip-
tion and meta-fields, train a neural network classification model. The model uses a
Bi-LSTM to extract the features of the text context and fixer sequence, and uses a multi-
headed self-attention mechanism to further compute parallel attention between internal
elements. While weakening the redundant information in the text content, it increases
the influence of the fixer community under the same product and the same component.
Model is verified on the data sets of 4 large open source projects. We can know the
MSDBT has clear profits over the classic bug triage method. In the long term, we will
consider the impact of different data types (such as network, graph, source code, etc.),
dynamic changes of the system, and cross-domain analysis between different data sets
to help the achievement.
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Abstract. Taxi pick-up area recommendation based on GPS data can effectively
improve efficiency and reduce fuel consumption. Most of the methods use the
long-term GPS data, which makes recommendation accuracy low. Therefore, we
propose a novel approach of integrating spatio-temporal contexts into the extreme
Deep Factorization Machine (xDeepFM) for taxi pick-up area recommendation.
In the training process, the urban area is divided into several grids of equal size, we
extract pick-up points from the original GPS data. The pick-up points and points-
of-interest (POIs) are mapped into the corresponding grids, we distil the spatio-
temporal features from these grids to construct spatio-temporal contexts matrix.
Then, the spatio-temporal contexts matrix is input into xDeepFM for training,
and we get the taxi pick-up area recommendation model. xDeepFM not only can
make feature interactions occur at the vector-wise in both implicit and explicit
ways, but also learn both low-order and high-order feature interactions. xDeepFM
can effectively enhance recommendation accuracy. Finally, the recommendation
model is embedded in the system for testing. Evaluate on the public dataset of
DiDi, we compare different recommendation methods. The experimental results
show that our approach can effectively cope with the data sparseness problem,
obtain excellent performance, and is superior to some state-of-the-art methods.
The RMSE is only 0.8%, MAE is about 7%, and the explained variance score is
over 98%.

Keywords: Trajectory mining · Location-based services (LBS) · Taxi pick-up
area recommendation · Spatio-temporal contexts · Extreme Deep Factorization
Machine (xDeepFM)

1 Introduction

Taxi is the GPS recorder of urban residents’ mobility. The hidden patterns in these
data are of great value for human travel, intelligent transportation, and urban planning,
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which promote many Location-Based Services (LBS). For example, the taxi pick-up
area recommendation [1] can effectively improve driver’s profit and reduce fuel con-
sumption, etc. Compared with traditional recommendation systems, taxi pick-up area
recommendation now is facing some new challenges.

Firstly, the challenge of GPS data update speed. Taxi produces a large amount of
GPS data every day, if using long-term GPS data, such as, several years GPS data which
will occupy a large amount of storage resources and generate a long computation time.
In addition, the rapid urbanization makes the roads update quickly, and using long-
term GPS data in the taxi pick-up area recommendation system will introduce more
noise. For example, the original roads have been abolished or changed, and the city
adds several roads. These noises may greatly reduce the recommendation accuracy.
However, the using of recent short-term GPS data, such as, one month GPS data which
faces the problem of data sparseness [2]. To cope with this problem, matrix factorization
techniques [3] are widely used. But the matrix factorization technique lacks the effective
use of contexts information. Therefore, researchers started to focus on models such as
Factorization Machine (FM) [4].

Secondly, the regularity implied in GPS data needs to be further explored, for exam-
ple, it contains many spatio-temporal contexts [6]. During the Taxi cruising process, the
driver’s choice of the pick-up area changes with the spatio-temporal information. For
example, there is a large amount of travel demand in residential areas in the morning
time; while there are often many passengers in recreational areas after 11 pm. Therefore,
it is an important problem to integrate spatio-temporal contexts into taxi pick-up area
recommendation.

To address the above challenges, we propose a novel approach of integrating
spatio-temporal contexts into xDeepFM [5] for taxi pick-up area recommendation. Our
contribution mainly lies in:

• We deeply mine the spatio-temporal contexts. We extract the pick-up points from
the original GPS data, map the pick-up points and POIs into the corresponding grid.
Then we extract the spatio-temporal features from these grids to construct the spatio-
temporal contexts matrix, which not only can compensate the data sparseness, but
also can improve the accuracy of recommendation.

• Spatio-temporal contexts are integrated into the xDeepFMmodel in the way of feature
engineering. xDeepFMnot only canmake feature interactions occur at the vector-wise
in both implicit and explicit ways, but also learn both low-order and high-order feature
interactions. xDeepFM can effectively enhance the accuracy of recommendation.

• Evaluate on the public dataset of DiDi. The experimental results show that our app-
roach can effectively cope with the data sparseness problem, and is superior to some
state-of-the-artmethods.TheRMSE is only 0.8%,MAE is about 7%, and the explained
variance score is over 98%.

2 Related Work

Taxi pick-up recommendation service can effectively improve the efficiency of Taxi
driver. The main research directions focus on pick-up point recommendation, pick-up
area recommendation and pick-up route recommendation.
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Pick-Up Point Recommendation. Chen [7] et al. extracted the pick-up points from
GPS data, calculated the economic benefits of each pick-up point, and then clustered the
pick-up points by using the DBSCAN method to get the highest value pick-up points
and recommended it to drivers. Song et al. [8] proposed a Markov-based pick-up point
recommendationmodel, by calculating the travel time and distance parameters to provide
the driver with a sequence of pick-up points with time and distance constraints. Agrawal
et al. [9] proposed a Hotspot Recommendation Approach (HRA) that used a clustering
approach on a large-scale Taxi dataset to identify hotspot. Wang et al. [10] predicted
passenger demand points by using a large amount of GPS trajectory data. Phanhong
et al. [11] used K-means to simulate Taxi stations and recommend the best stations to
driver by estimating the time driver spend waiting for passengers at each station.

Pick-Up Area Recommendation. Yuan et al. [12] calculated the Moran ‘I index to
measure the spatial correlation between high-order areas and high-income areas to pro-
vide high-income areas for Taxi. Huang et al. [13] proposed the DBSCAN + algorithm
and then sliced and cyclically clustered many pick-up points. Liao et al. [1] proposed
a latent factor model combined with geographic information GeoLFM, the model inte-
grated driver-related geographic information into the decomposition of thematrix, which
compensated for the problem of data sparseness.

Pick-Up Route Recommendation. Li et al. [14] proposed an efficient driving route
suggestion (DRS) algorithm based on inter-regional probability, which maximized the
profit of Taxi drivers in a specified destination area. Hsieh et al. [15] proposed a multi-
criteria route recommendation framework that considers real-time spatio-temporal fore-
casts and traffic network information to improve Taxi drivers’ profits. Li et al. [16]
proposed to evaluate the potential profit of driving routes by a profit objective function,
then provided high profitability routes for Taxi drivers based on the current location
of the Taxi. Lai et al. [17] proposed the concept of Coulomb’s law for urban traffic,
simulated the relationship between Taxi and passenger in the city and proposed a route
recommendation scheme. Wang et al. [18] proposed a ranking-based extreme learning
machine (ELM) model to evaluate the passenger-seeking potential of each road. Liu
et al. [19] selected more location attributes from the historical pick-up points to obtain
the spatial-temporal features, and the information entropy of the spatial-temporal fea-
tures was integrated into the evaluation model, then the model was applied to obtain
the next pick-up point and further recommend a series of sequential points which were
constructed into a Taxi driver’s cruising route.

The above-mentioned taxi pick-up recommendation methods have good recommen-
dation results with large-scale GPS data, but does not consider solutions for short-
term GPS data. Our work considers previous work. Mining the spatio-temporal features
from GPS data and geographic information to construct the spatio-temporal contexts
matrix. The constructed spatio-temporal contexts matrix is input to xDeepFM for train-
ing. The trained xDeepFM can generate driver-time slot-grid (DTSG) access probability
matrix. According to the DTSG and the drivers’ current spatio-temporal information, the
grids with the top-N access probability will be recommended to the driver. Integrating
spatio-temporal contexts into xDeepFM which effectively improves the performance of
recommendation, and reduces the impact of data sparseness.
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3 The Framework of Taxi Pick-Up Area Recommendation

3.1 Related Definition

Definition 1. Pick-Up Point. In this paper, The GPS data we use includes Taxi ID, GPS
time, GPS longitude, GPS latitude and GPS status. The GPS status represents whether
the Taxi has passenger. “0” represents that the taxi is no-load driving, “1” represents that
the taxi is load driving. When GPS status changes from “0” to “1”, it means that the taxi
is carrying passenger. We record the current GPS point as the pick-up point.

Definition 2. POIs. POIs are the abbreviation of “Points of Interest”. For example,
companies, hospitals, schools, restaurants, etc. in a city can be called POIs.

Definition 3. Grid. In order to enhance the calculation efficiency. We divide the urban
area into several grids of equal size. Then, we generate the grid set Gridset =
{G1,G2,G2...Gn}.
Definition 4. Grid Attributes. The pick-up points and POIs are mapped into the corre-
sponding grids. Then we count the pick-up points and POIs in each grid and we can get
some important grid attributes. In this paper, we choose the geometric center location of
the grid, the number of historical pick-up points, the average driving time, the average
driving distance, the number of POIs, the ratio of each type POIs as grid attributes.

Definition 5. Driver-Time Slot-Grid (DTSG) Access Probability Matrix. We
divide the day into 24 time slots. DTSG can be used to predict the driver’s access
probability to each grid in each time slot, for example, the access probability of driver
1 to grid 1 in the 6–7 time slot is 0.6.

3.2 Recommendation Framework

Figure 1 shows the framework of our approach, which is divided into three main parts.
The data we use are Taxi GPS data and POI data.

The first part is to construct the spatio-temporal contexts matrix. Firstly, we extract
the pick-up points from the original GPS data and the urban area is divided into several
grids of equal size. Then we map the pick-up points and POIs into the corresponding
grids according to their latitude and longitude. Finally, we distil the spatio-temporal fea-
tures from these grids to construct spatio-temporal contexts matrix. The spatio-temporal
contexts matrix consists of feature vector X and target Y. The feature vector X consists
of driver featureD, grid featureG, time slot feature T, and grid attribute feature A. Target
Y is obtained by normalizing the number of carrying passenger in the corresponding
grid in the corresponding slot.

The second part is to integrate spatio-temporal contexts into xDeepFM. The con-
structed spatio-temporal contexts matrix is input to xDeepFM for training. xDeepFM
can learn the low-order and high-order interactions between driver featureD, grid feature
G, time slot feature T, and grid attribute feature A. The trained xDeepFM can generate
driver-time slot-grid (DTSG) access probability matrix. DTSG can be used to predict
the driver’s access probability to each grid in each time slot.
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Fig. 1. Framework

The third part is to recommend grids to driver by using DTSG. According to the
DTSG and the drivers’ current spatio-temporal information, the grids with the top-N
access probability will be recommended to the driver. The recommended grids not only
have high access probability but also are close to the driver.

4 Methodology Overview

4.1 XDeepFM

The xDeepFM model was proposed by Lian et al. [5] in 2018. As shown in Fig. 2.

Fig. 2. The structure of xDeepFM
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xDeepFM consists of a linear structure, a deep neural network (DNN), and a com-
pressed interaction network (CIN). These three parts use the same input feature vector.
The formula of xDeepFM is as follows:

y
∧ = σ(ylinear + ycin + ydnn) (1)

where y
∧

is the prediction result, ylinear , ycin, and ydnn are the output of the linear structure,
CIN, and DNN. σ is the activation function.

Fig. 3. The structure of CIN

The CIN in xDeepFM is designed to learn higher-order feature interactions explicitly
and to make feature interactions occur at the vector-wise. The structure of CIN is shown
in Fig. 3.

The input of CIN comes from the embedding layer. Assume that there are m fields
and the embedding vector dimension of each field is D, so the input can be represented
as a matrix X 0 ∈ Rm∗D. Let X k ∈ RHk∗D denote the output of the kth layer. Hk denotes
the number of vectors in the kth layer, the dimension of the vector is always D. The
formula of each vector in the kth layer is as follows:

X k
h,∗ =

∑Hk−1

i=1

∑m

j=1
Wk,h

ij

(
X k−1
i,∗ ◦ X 0

j,∗
)

∈ R1∗D, where 1 ≤ h ≤ Hk (2)

where Wk,h ∈ RHk−1∗m denotes the weight matrix of the hth vector in the kth layer. ◦
denotes the Hadamard, for example, 〈a1, a2, a3〉 ◦ 〈b1, b2, b3〉 = 〈a1b1, a2b2, a3b3〉.

As mentioned above, xDeepFM combines DNN and CIN. Two modules can make
xDeepFM learn high-level feature interactions in both explicit and implicit ways, and
can make feature interactions occur at the vector-wise.

4.2 Construction of Spatio-Temporal Contexts Matrix

The driver’s pick-up behavior in different grid areas reflects the driver’s preference for
different grids. The demand of pick-up in different grids also varies in different time
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slots. The objective geographical information of the grid area and some historical pick-up
information reflect the degree of hotspot of the grid area.

Therefore, when we construct the spatio-temporal contexts matrix, we select the
following four features.

(1) Driver feature D: Drivers have preferences for different grids. Preferences may
also be similar between drivers with similar grid pick-up experiences. The driver
feature D is the driver-ID in this paper. Driver-ID is obtained by GPS data.

(2) Grid feature G: The grid is the recommended pick-up area for the drivers in this
paper. The grid feature D is the grid-ID. The grid-ID is obtained when dividing the
urban area.

(3) Time slot feature T: The time slot where the driver happens to pick up passengers
in the grid region. We divide the day into 24 time slots.

(4) Grid attribute feature A: The attributes of the grid have a crucial impact on the
accuracy of the recommendation. The attributes of the grid in this paper are: the
geometric center location of the grid, the number of historical pick-up points, the
average driving time, the average driving distance, the number of POIs, the ratio of
each type POIs. Grid attributes are obtained as follows:

The Geometric Center Location of the Grid: After dividing the urban area into sev-
eral grids of equal size, we can get the center latitude and longitude of each grid. Using
Olat and Olot to represent.

The Number of Historical Pick-Up Points: After mapping the pick-up points into the
Corresponding grid, we can count the number of historical pick-up points for each grid.
It can reflect the historical pick-up demand for each grid. Using His to represent.

The Average Driving Time: It refers to the average of the driving time after carrying
passengers in the grid. If this value is higher, it means that the driver can earn more profit
after carrying passenger in the grid. The calculation formula is as follows:

Ti = 1

NUM

∑NUM

j=1

(
Timej

)
(3)

where Ti is the average driving time of the grid Gi, NUM is the number of orders in the
grid Gi, and Timej is the driving time of the jth order in the grid Gi.

The Average Driving Distance: It refers to the average of the driving distance after
carrying passengers in the grid. If this value is higher, it means that the driver can earn
more profit after carrying passenger in the grid. The calculation formula is as follows:

Di = 1

NUM

∑NUM

j=1
(distancej) (4)

where Di is the average driving distance of the grid Gi, NUM is the number of orders in
the grid Gi, and distancej is the driving distance of the jth order in the grid Gi.

The Number of POIs: After mapping POIs into the Corresponding grid, we can count
the number of POIs for each grid. The number of POIs in the grid can reflect the degree
of hotspot for each grid. Using POIs to represent.
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The Ratio of Each Type POIs: It refers to the ratio of each type POIs in the grid. For
example, some grids have a high ratio of scenery POIs, some grids have a high ratio of
residential POIs. The calculation formula is as follows:

typej(i) = ∣
∣POItypej(i)

∣
∣
/∣

∣
∣
∣

∑j=n

j=1
POItypej(i)

∣
∣
∣
∣ (5)

where typej(i) is the ratio of the jth type POIs in the grid Gi, |POItypej(i) | represents the
number of the jth type POIs in the grid Gi, n represents the number of POIs type.

From the above, the feature vector X in this paper consists of four parts: driver
feature D, grid feature G, time slot feature T, grid attribute feature A. Among them, time
slot feature T and grid attribute feature A contain spatio-temporal contexts information,
which is used to capture the driver’s preference for the grid more accurately.

Target Y is obtained by normalizing the number of carrying passenger in the
corresponding grid in the corresponding slot.

In this paper, we choose the normalization method as Min-Max scaling. The
calculation formula is as follows:

Xnorm = X − Xmin

Xmax − Xmin
(6)

where X is the original data, Xmin is the minimum value, Xmax is the maximum value,
and Xnorm is the normalized value.

As shown in Fig. 4. Each row represents a feature vector X(i) and its corresponding
target Y (i). The first 4 columns represent the driver-ID. The next 6 columns represent the
grid-ID. Then the next 4 columns represent the time slot. The last 6 columns represent
the grid attribute. The rightmost column represents the number of carrying passenger
in the corresponding grid in the corresponding slot. As seen in the Fig. 4, the driver-
ID, grid-ID, and time slot are all one-hot encoded. The grid attribute and target Y are
normalized.

Fig. 4. Spatio-temporal contexts matrix
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4.3 Pick-Up Area Recommendation

Taxi pick-up area recommendation is a location-based service, which necessarily has an
important connectionwith the current location of the driver. In order tomake driver obtain
greater benefits, we make a restriction when recommending grids to driver. Get a circle
with the driver’s current position as the center and a radius of R (R as a hyperparameter).
The grids inside the circle are used as candidate grids.

The constructed spatio-temporal contexts matrix is input into the xDeepFM for train-
ing, the trained xDeepFM generates driver-time slot-grid (DTSG) access probability
matrix. Combine the driver’s current time slot and DTSG to match the access probabil-
ity of the candidate grids. Then, the candidate grids with the top-N access probability
will be recommended to the driver. The recommended grids not only have high access
probability but also are close to the driver. The recommendation process is as follows:

Recommendation Process:

1. The urban area is divided into several grids with side length of 100 m, we get the
grid setGridset. And we obtain the grid-ID of each grid, which is the grid featureG.

2. According to the driver unique identification in the Taxi GPS data, we obtain the
driver-ID of each driver, which is the driver feature D.

3. Extracting the pick-up points from the GPS data. According to the latitude and
longitude of the pick-up points and POIs, they are mapped into the corresponding
grids. Counting the pick-up points and POIs in each grid to get the grid attribute
feature A.

4. We divide the day into 24 time slots to obtain the time slot feature T. The extracted
features are used to construct the spatio-temporal contexts matrix. The constructed
spatio-temporal contexts matrix is input into the xDeepFM for training, the trained
xDeepFM generates driver-time slot-grid (DTSG) access probability matrix.

5. Get a circle with the driver’s current position as the center and a radius of R (R as a
hyperparameter). The grids inside the circle are used as candidate grids.

6. Combine the driver’s current time slot and DTSG to match the access probability of
the candidate grids. Then, the candidate grids with the top-N access probability will
be recommended to the driver.

5 Experiments

5.1 Data Set

The GPS data are derived from Didi GAIA open dataset. The data is the GPS data of a
total of 13605 Taxi in Chengdu in August 2014. There are some abnormal data in the
GPS data set, so some pre-processing is needed. For example, abnormal data elimination,
trajectory compression, stopping point detection, and trajectory smoothing.

After preprocessing the GPS data, we choose Chengdu ([103.96, 30.59] - [104.17,
30.72]) as our research area. We divide the urban area into several grids with side length
of 100 m, and we can get 33110 grids.
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The POIs data set in this paper is used to construct the grid attribute feature, which is
crawled from the Amap, including a total of 343,851 POI data points. Each piece of POI
data includes POI name, POI type, POI address, POI latitude and longitude information.
The POI data set contains 13 types of POI: transportation and accommodation, accom-
modation services, sports, companies, medical care, commercial housing, government,
life services, science and education, culture, shopping, financial services, scenery, and
catering. The number distribution of POI types is shown in Fig. 5, the top three are
shopping, life services, and catering.

Fig. 5. Number distribution of POIs type

TheGPSdata are divided into twoparts:weekdays (Monday to Friday) andweekends
(Saturday and Sunday). Then the raw data is processed into a spatio-temporal contexts
matrix. The division ratio between the training data and the testing data is 9:1.

Before training the xDeepFM model, we set some training parameters. We set the
optimizer as Adam, the loss function as Mean square error, epochs = 10, batch size =
1024.

5.2 Performance Comparison with Other Recommendation Methods

Evaluation Metrics: The evaluation metrics in this paper use the mean absolute error
(MAE) and root mean square error (RMSE), which are commonly used in recommen-
dation systems. MAE is the average of the absolute error between the actual value and
the predicted value. RMSE is the square root of the ratio of the square of the deviation
between the predicted value and the true value to the number of observations n. The
smaller the MAE and RMSE, the better the performance of the recommendation. The
calculation formulas for MAE and RMSE are as follows:

MAE = 1

m

∑m

i=1

∣
∣ydi − y

∧

di

∣
∣ (7)
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RMSE =
√

1

m

∑m

i=1
(ydi − y

∧

di)
2 (8)

where ydi is the actual access probability of driver d on the grid i, and y
∧

di is the predicted
access probability value. m is the number of test set.

We select the following methods for comparison with our method.

1. User-based collaborative filtering (UCF): In the user-based collaborative filtering,
the similarity between drivers is calculated. The similarity is related to the grids that
they have accessed. Grids recommendation are given to target driver based on the
similarity between drivers.

2. Fusing geographic information into latent factor model for pick-up area rec-
ommendation (GeoLFM): Liao et al. [1] proposed a latent factor model combined
with geographic information, the model integrates driver-related geographic infor-
mation into the decomposition of matrix, which compensates for the problem of data
sparseness.

3. Deep FactorizationMachine (DeepFM):DeepFMwas proposed by Guo et al. [20]
in 2017. DeepFM integrates the structure of FM and deep neural network (DNN).
DeepFM learns the low-order feature interactions by FM, and learns the high-order
feature interactions by DNN. In this paper, the constructed spatio-temporal contexts
matrix is input to DeepFM for training. It is used to compare with our method.

As shown in Fig. 6, we name our approach of integrating spatio-temporal contexts
into xDeepFM for taxi pick-up area recommendation as STC_xDeepFM. The perfor-
mance of STC_xDeepFM is the best. After analysis, we conclude that UCF has poor
performance due to the low utilization of sparse data. GeoLFM has certain sparsity resis-
tance, but it does not integrate spatio-temporal context well and does not consider the
impact of feature interaction on recommendations, so its performance is not satisfactory.

We input spatio-temporal contexts matrix into DeepFM and xDeepFM respectively,
as shown in Fig. 6, our approach using xDeepFM has better performance than DeepFM.
After analysis, we believe that xDeepFM can better capture the higher-order interactions
between driver featureD, grid featureG, time slot feature T, and grid attribute feature A,
thus xDeepFM predict the driver’s access probability to grid more accurately. However,
xDeepFM takes the longest time to train.

5.3 Performance Evaluation of Spatio-Temporal Contexts

To verify the effect of spatio-temporal context on recommendation accuracy, we select
time slot feature T and grid attribute feature A in combination with driver feature D and
grid feature G to construct different input matrices. We choose weekdays data for the
experiment.
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Fig. 6. Comparison among different recommendation methods

For this experiment, explained variance score is added as the rating index. This score
is used to measure the ability of our model to interpret data set fluctuations. If the score
is 1.0, it shows that our model is perfect and Var is variance. The formula is as follows:

explaine_variance(y, y
∧

) = 1 − Var
{
y − y

∧}

Var{y} (9)

The performance of the feature combination is shown in Table 1.

Table 1. Performance of feature combination

RMSE 7.2227% 7.1844% 7.1165% 7.0065%
MAE 1.0740% 1.0680% 0.9272% 0.8001%

explained_variance 97.9520% 97.9760% 97.9934% 98.0393% 

As shown in Table 1. Adding time slot feature T to both {D, G, Y} and {D, G, A,
Y} which can improve the performance of xDeepFM. Adding grid attribute feature A
to both {D, G, Y} and {D, G, T, Y} which can also improve the performance of the
xDeepFM. Meanwhile, xDeepFM performs best after the combination of {D, G, T, A,
Y}. Therefore, it can be concluded that the time slot feature T and the grid attribute
feature A can effectively improve the recommended performance.

The time slot feature T and grid attribute feature A represent the spatio-temporal
contexts, so it can also be concluded that integrating the spatio-temporal [21] contexts
into xDeepFM which can effectively improve the performance of the pick-up area rec-
ommendation. The RMSE is only 0.8%,MAE is about 7%, and explained variance score
is over 98%.
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6 Conclusion

In this paper, we propose a novel approach of integrating spatio-temporal contexts into
xDeepFM for taxi pick-up area recommendation which can accurately recommend pick-
up area to driver. First, we extract pick-up points from the original GPS data. Then, the
pick-up points and POIs are mapped into the corresponding grids, we distil the spatio-
temporal features from these grids to construct spatio-temporal contexts matrix. The
spatio-temporal contexts matrix is input into xDeepFM to achieve end-to-end high-order
and low-order feature learning, and the feature interactions occur at the vector-wise.
Thus, our method can effectively enhance the accuracy of recommendation. Finally,
we evaluate the performance of different recommendation methods and spatio-temporal
contexts on a real dataset. The experimental results show that our approach can effectively
improve the performance of recommendation.

In future work, we intend tominemore useful information fromGPS data or try other
advanced models to improve the performance of taxi pick-up area recommendation.
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Abstract. Centralized training and decentralized execution have
become a basic setting for multi-agent reinforcement learning. As the
number of agents increases, the performance of the actors that only use
their own local observations with centralized critics is prone to bottle-
necks in complex scenarios. Recent research has shown that agents learn
when to communicate to share information efficiently, that agents com-
municate with each other in a right time during the execution phase to
complete the cooperation task. Therefore, in this paper, we proposed
a model that learn when to communicate under the centralized critic
supporting, so that the agent is able to adaptive control communication
under the centralized critic learned by global environmental informa-
tion. Experiments in a cooperation scenario demonstrate the advantages
of model. With our proposed cooperation model, agents are able to block
communication at an appropriate time under the centralized critic set-
ting and cooperation with each other at the task.

Keywords: Centralized critic · Communication · Multi-agent ·
Reinforcement learning · Cooperation

1 Introduction

Multi-agent systems (MAS) has been paid much attention in the past few
decades, because a single agent with autonomy, perception, communication and
computation is cannot cope with complex tasks in the dynamic and unpre-
dictable nature of world [1]. Cooperation is fundamental characteristic of multi-
agent systems where agents should achieve a global task to maximum the utility
of overall systems [2]. For example, multiple unmanned aerial vehicles (UAVs)
has been designed to cooperation with each other to accomplish in military tasks
or natural disaster rescue tasks. The complexity of multi-agent cooperative tasks
makes it difficult for agents’ strategies to be designed with expert knowledge to
adapt to dynamic environments. Due to the limitation of “pre-designed” meth-
ods, agents rely on self-learning by “learning-based” methods to find a better
strategy to gradually improve the performance of the agent or the whole multi-
agent system.
c© Springer Nature Singapore Pte Ltd. 2022
Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1492, pp. 134–146, 2022.
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Reinforcement Learning (RL) is an area of machine learning, mapping the
environmental state to the action policy. However, Traditional reinforcement
learning approach for MAS is difficult to handle high-dimensional continuous
environment. Accompanied the developing of deep learning, the deep neural
network (DNNs) is utilized as the function approximation of RL to develop an
area of deep reinforcement learning (DRL). Recent years have witnessed success-
fully application of DRL in many sequential decision-making problems, such as
game learning [3], multi-robot systems [4,5], and autonomous driving [6]. While
DRL is effective handle high-dimensional data and learn how to interact with in
a dynamic environment (i.e., taking actions). DRL provide a paradigm for learn-
ing of MAS, emerging area of multi-agent deep reinforcement learning (MDRL).
Learning in multi-agent setting is fundamental more difficult than the single
agent due to the non-stationary in MAS, where the learning of each agent need
to considering the policy changing of other agents. MADDPG [7] is an extension
of actor-critic method, which adopt the framework of centralized training with
decentralized execution. The centralized critic allow to use extra information of
all agents to keep the stationary of environment in the training phase, while
the local actor only is allowed to use local information at execution phase. In
other words, their is no communication in running process of MAS. However, in
mostly MAS, the behavior of a single agent that only obtaining the local infor-
mation is highly dependent on that of other members of the team. Therefore,
communication between agents to share information effectively is an important
way for the team to achieve common goals. Recently, there is an emerging sub-
area in MDRL: learning communication where agents can learn communication
protocols to share information efficiently in cooperative tasks [8].

The DNNs structure of DRL is capable of solving the communication prob-
lem in MAS, and overcome the deficiency of communication protocols designed
by expert knowledge. Recent studies [9,10] have shown that agents learn com-
munication protocols based on DRL, which automatically learn communication
protocols that are hard for human to design in advance. More importantly, the
“learning-based” method effectively share information, which guides the agent
decision-making more reasonably in a complex and dynamic environment. Gener-
ally, learning communication has at least three meanings. To be specify, firstly,
restricted by the communication bandwidth, agents learn to extract valuable
information from partially observable environments, which can be transported
using a few packets at a timestep. Secondly, agents learn to determine whether to
communicate with others at a specific timestep to avoid wasting the communi-
cation bandwidth. Finally, agents learn targeted communication. An individual
agent can actively select other agents to send a message.

In this paper, we focus on when to communicate under the centralized critic
supporting. Some studies enable agents to learn when to communicate. IC3Net
[11] use gating mechanism to learn when to communicating. But this method uses
REINFORCE [12] to train the actor, which only augments the extra information
between agents’ actors, not using the critic to estimate the wiser or foolish for
actor’s policy. In addition, it cannot generalize to a more complex environment
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with the continuous space environment. The centralized critic that adds extra
information from all agents has become the basic setting of much multi-agent
deep reinforcement learning, which keep the stationary of environment to a cer-
tain degree. However, the centralized critic with the local actor is difficult to scale
to a large-scale multi-agent environment. To solve the issues mentioned above,
we put forward the model that controlled communicating among actors with
the centralized critic, called COCC, which explores learning when to communi-
cate with the support of a centralized critic. It is noteworthy that the running
processing of COCC is in a distributed manner. Experimental results show that
the performance of our model better than the baselines in cooperation scenarios
with continuous space. It is demonstrated that our method enables agents to
learn effective communication under the centralized critic supporting.

Concretely, our contributions are as follow:

• we explore when to communicate under the centralized critic setting, which
has good results in the continuous space environment.

• The process of the system run in a distributed manner. Each agent makes a
decision and receives information independently.

2 Related Works

In real-world applications, agents that work together need to achieve a global
task, but they only have partial observability of the environment. From the
perspective of communication, the recent cooperation of MDRL works can be
divided into two categories: learning cooperation with explicit communication
and learning cooperation without explicit communication. Learning cooperation
with explicit communication refers to agents learn communication protocols to
solve cooperation tasks. The communication protocols of the agent can determine
when to communicate, what kind of message to send, and who to send them to
[13]. Learning cooperation without explicit communication refers to agents learn
to cooperate using extract information such as actions and observations in the
training phase, but only use the local observation in the execution phase.

In the works of learning cooperation with explicit communication, ATOC
[14] first proposed an attentional communication model that designs an atten-
tion unit that enables agents to learn when to communicate. In addition, each
agent according to their local state judge whether to connect with other agents. If
communication, the agent, called initiator, select other agents to share informa-
tion. Finally, it can output important information from received information by
the LSTM unit for cooperating decision-making. However, the method is hand-
tuned to choose neighbors to integrate information, which is manual. IC3NET
using the gating mechanism enables agents to learn when to communicate. Each
agent is trained with its individual reward, which can be applied to cooperation
scenarios and competition scenarios. However, it uses REINFORCE to train its
setup, only using other information for the actor without critic.

In the works of learning cooperation without explicit communication, MAD-
DPG that extends DDPG [15] explore deep reinforcement learning methods for
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multi-agent domains, which applied it to multi-agent systems, and achieves good
results. The framework is centralized training with decentralized execution. The
centralized critic obtains extra information from all agents to ease training, keep-
ing the environmental stationery. The actor only uses local observation in the
test time without extra information from others. After training is completed,
only the local actors are used at test time. However, When the number of agents
gradually increases, only centralized critics and local actors will lose their effec-
tiveness. MAAC [16] is an improvement of MADDPG, where also uses the cen-
tralized critic, but embedding attention mechanism which gauge the relevance
between agents to selects relevant information for each agent. The main app-
roach is to learn a centralized critic with an attention mechanism. However, its
main disadvantage is the same as MADDPG, only exiting centralized critic is
able to obtain other agents’ information, lacking information exchange for actors
who only use their own local information.

Centralized critic makes the agent perceive global environment in the training
phase to keep the stationary of MAS, which not enough for large scale multi-
agent systems. In the execution phase, like humans, communication is a nec-
essary skill to share important information between agents, which is the basis
for multi-agent systems cooperation. However, the fully-communicate not only
consumes bandwidth but also generates redundant information. Therefore, it is
a worthwhile exploration that the agent to learn when to communicate to partial
communication with the support of centralized critic as the number of agents
and the complexity of the environment increase.

3 Methods

COCC is an extension of the actor-critic model, which utilizes centralized train-
ing with decentralized execution. It means that critic is a centralized way, which
is able to get the information of all agents in the environment in the training
phase, and actors send messages to exchange information at a time step by
learning when to communicate. COCC consists of independent critic for each
agent, and a shared actor including environmental encoder, controlled module,
information integration module, and policy network. We describe our framework
from two parts: critic and actor as shown in Fig. 1.

Centralized Critic
MADDPG proposes the centralized critic that uses extra information for all
agents during training, which can include additional state information if avail-
able. Here, we use the local observation and policy of the agent to represent
additional state information. The critic takes the local observation (o1 . . . oN )
and the action policy of agent (a1 . . . aN ) as inputs to estimate the joint the
action-value Qμ

i (o1 . . . oN , a1 . . . aN ) of agent i at every timestep. Each agent
has its own estimator Qμ

i . Since each Qμ
i is learned separately. Agents can have

a diverse reward structure, such as global reward and local reward. We treat
the shared actor network as a whole network as μ, parameterized by θ. The
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Fig. 1. An overview of COCC. Each agent has independent Critic and a shared Actor
that includes four modules. For agent i, the local observation oti is preprocessed by the
environmental encoder to transform it to the TranSt

i . The controlled module judges
the TranSt

i whether to send to other agents in this time step. All received information
for agent i is integrated by the information integration module. The policy network
depend on integrated information to make a decision.

centralized critic is learned by temporal difference [17]. The gradient of the
expected return J (θ) = E[Ri] for agent i can be formulated as:

∇θJ (θ) = E
[∇θ log μθ

(
at

i | ot
i

)

Qμ
i

(
ot
1, . . . , o

t
N , a1

t , . . . , a
N
t

) (1)

Decentralized Actor
In structure of COCC, all agents share a whole actor network. They will run
independently in the execution process, forming a distributed manner. The whole
actor consists of four parts, including environmental encoder, controlled module,
information integration module, and policy network.

Environmental Encoder. The agent initially perceives the original local obser-
vation information from the environment. Due to the different dimensions and
sizes of the local observation information in different environments, it is neces-
sary to use the environmental encoder to preprocess the original local observation
information and compress it to a fixed dimension and length. This not only trans-
mit a compress information by meeting limited bandwidth but also facilitates
the generalization of the model to different scenarios. Firstly, the environmental
encoder preprocesses the local observation ot

i from the environment. The encoder
function e(.) is parameterized by a fully connected layer, which can transform
the local observation ot

i to a fixed dimension. Therefore, the dimension of ot
i can
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Fig. 2. The Controlled Module and Information Integration Module. In the sending
process, the gating mechanism cohesion history experience ht−1

i and current infor-
mation to output signal of communicative action comm actiont

i where judge TranSt
i

whether to send to other agents. In the receiving process, received messages are inte-
grated by mean-pooling. LSTM unit abstracts the hidden state ht

i from the integrated
message, which supports policy network decision-making.

be controlled so as to facilitate leveraged to the next module. The transformed
ot

i can be formulated as:
TranSt

i = e
(
ot

i

)
(2)

Controlled Module. Hard attention is proposed in the caption generators task
[18], where the model focuses attention on a special region of the image. If the
region is selected, the value of the region is set to 1, otherwise, it is 0. This
mechanism is suitable for focusing important information in MAS. In COCC,
the controlled module is instantiated as gating function fg(.) with a fully con-
nected neural network and seen as hard attention. The gating function fg(.) is
also regarded as a binary classifier, inferring communicating action 1 or 0. If
the output is 1, it means that the gating function opens the door and allows
information to flow. If the output is 0, it means that the door is closed to block
the flow of information. This method control the communication well, allow-
ing the agent to learn when to communicate, so as to release the circulation of
important information and block the circulation of non-important information.
The controlled module takes TranSt

i and the saved hidden state ht−1
i from the

information aggregation module at time t − 1 as input to output the actions
binary communication actions, which determines whether the message of the
agent needs to communicate with others. The fg(.) combining historical expe-
rience ht−1

i and the local observation state TranSt
i of this time judge whether

the information at this moment is worth sending as shown in Fig. 2.

comm actiont
i = fg

(
TranSt

i , h
t−1
i

)
(3)

Information Integration Module. This module is composed of mean-pooling
and LSTM unit [19]. LSTM unit retain part of the previous state and selec-
tively output information. Therefore, we can extract more useful information
by using LSTM . Figure 2 shows that when the agent acts as the sender, the
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controlled module determines that the information can flow, and then it will be
sent to other agents. When an agent as receiver, it receives information sent from
other agents. How to aggregate the received information is one of the foundations
of correct decision-making. In this session, the agent first uses mean-pooling to
arithmetic average the received information to obtain the integrated communica-
tion vector ct

i. Then, LSMT takes the TranSt
i , ct

i, the hidden state of previous
ht−1

i , and cell state of previous st−1
i as input to output hidden state ht

i that
guides collaboration.

ct
i =

1
N − 1

∑

j �=i

TranSt
j � comm actionttj (4)

ht
i, s

t
i = LSTM

(
TranSt

j , c
t
i, h

t−1
i , st−1

i

)
(5)

Policy Network. The policy network based on the hidden state ht
i predicts the

action that acts on the environment.

at
i = π

(
ht

i

)
(6)

4 Experiments

We use the multi-agent particle environment [7] to validate the effectiveness of
COCC, which consists of N agents and L landmarks exiting in a two-dimensional
world with continuous space and discrete time. Experiments are performed on
the cooperative navigation scenario that needs agents to collaborate with each
other to finish the task. The training setup is an extensive DDPG. DDPG is
a variant of Actor-Critic method where the policy and critic are approximated
with deep neural networks. It has experience replay mechanism, which random
sample minibatch data that are stored in the experience buffer during training.
DDPG makes use of the online network and target network where the target
network is updated by the soft updating way.

4.1 Setup

Hyperparameters. In the experiments, we use the Adam optimizer with the
learning rate of 0.001. The discount factor of reward γ is 0.95. For the soft
targeted network, we use τ is 0.001 updated. The critic network is parameterized
by a two-layer MLP with 128 units per layer. The hidden layer of components
of Actor is 128 units. We initialize all of parameters by the method of random
normal. The capacity of the replay buffer is set 106, and every time we take of
a minibatch of 1024. We run a thousand episodes to accumulate experience to
the replay buffer before training.
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Fig. 3. Learning curves of MADDPG and COCC

Cooperative Navigation. There are N agents and L landmarks in the coop-
erative navigation environment. The goal of the team is to reach the position of
landmarks through collaboration. If the number of agents is equal to the number
of landmarks, N agents will occupy N landmarks respectively, that is, there is
no overlap of multiple agents on the same landmark. Agents observe the relative
positions of other agents and landmarks. In our experimental settings, we use a
shared global reward or individual rewards as feedback to encourage multi-agent
cooperation. N = L = 3 is designated with a shared global reward. N = L = 6 is
designated with individual rewards, because individual reward converge better
and scales better than global rewards [11]. The shared global reward rtextglobal

is the sum of the minimum distance of any landmark to each agent. The individ-
ual reward ri

inidivual is the sum of the minimum distance between agents and its
nearest landmark and rcollision. Further, agents are penalized for rcollision = −1
when a collision occurs. The common goal of the cooperation is that agents cover
all landmarks without collision. Finally, the shared global reward and individual
reward can be formulated as:

rglobal =
N∑

l=1

−da
l + δnum ∗ rcollision (7)

ri
inidivual = −dl

i +
N∑

l=1

−da
l + δnum ∗ rcollision (8)

where da
l denotes the distance between the landmark l and the nearest agent,

dl
i is the minimum distance between agent i and its nearest landmark, and δi is

the total number of collisions between agents in a unit time step.
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Table 1. Results of MADDPG and COCC on cooperative navigation

N = 3, L = 3 N = 6, L = 6

Methods Avg. distance Collisions Avg. steps Avg. distance Collisions Avg. steps

MADDPG 1.767 0.209 19.7 3.345 1.366 –

COCC 0.124 0.23% 17.1 0.329 2.64% 28.6

4.2 Results and Analysis

Baseline. We use MADDPG as a baseline to evaluate the effectiveness of explicit
communication. MADDPG uses independent critics and actors for all agents,
only critics receive additional information from all agents in the training time.
Actors only take local observation of themselves as input to output action policies
in the execution time. In other words, the agent uses the trained model without
communication at execution time.

The Efficiency of Explicit Communication. There is no communication
between agents during the execution of MADDPG. The COCC keeps information
sharing among agents at a certain time step when performing tasks. Therefore,
compared with MADDPG, we can analyze the effectiveness of explicit communi-
cation to assist agents in completing cooperation tasks. Figure 3 shows learning
curves of 60000 episodes in terms of mean rewards of episodes. Here, centralized
critics of the two methods uses the same neural network structure and number of
neural network units. It is obvious that our proposed method can faster converge
to the better average reward value. COCC converge to a better policy using only
60,000 episodes, but MADDPG needs more episodes to reach convergence. In
this experiment, we trained MADDPG for more than 150,000 episodes to make
it convergence. We also found that the fluctuation of COCC training is smaller
than that of MADDPG in the repetitive experiment. Our method is more sta-
ble in the training time. It is worth noting that MADDPG converges faster in
the early stage of training, because MADDPG has a relatively simple structure
compared to COCC so updating and iterating better model parameters faster.
COCC requires more episodes to learn due to the complexity of the Actor struc-
ture, which accelerate the speed of learning and develop towards a better policy
network after learning the initial knowledge.

We find out from here the agent has the ability to communicate during exe-
cution, which is able to learn a better strategy with fewer episodes. Table 1
shows that we explore two cases including N,L = 3 with shared global reward,
and N,L = 6 with individual rewards. When the number of agents is few, such
as N = 3, agents are able to converge to a policy that is able to guide agents
complete the task. The centralized critic MADDPG help the agent perceive a sta-
tionary environment in a setting with a small number of agents. However, when
the number of agents increases, MADDPG is difficult for the setting N,L = 6
to converge to smaller mean rewards, losing the ability to find landmarks in the
environment. The actor of COCC with communication skills still accomplishes
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Fig. 4. Visualization trajectories of agents. (a) is the trajectory of MADDPG. (b) is
the trajectory of COCC.

cooperation tasks well, where the average distance is 0.329, and collision rate
is 2.64% when existing six agents and six landmarks in environment. Agents is
able to occupy all the landmarks efficiently without missing them. From the dis-
cussion, one may conclude that communication between agents in the execution
time is able to promote more reasonable decisions.

Comparing the average steps indicator, MADDPG with N = 3 requires more
steps to search all landmarks than COCC. This is flawed when agents complete
tasks that require real-time performance. The running process of the two meth-
ods is visualized in Fig. 4. It is shown that MADDPG weaker guides the agent
to find the nearest landmark that is beneficial to team cooperation. On the con-
trary, they often make detours to look for landmarks that are relatively far away.
Figure 4(a) shows the running process of MADDPG at a time step. At this time
step, the fastest route to complete the cooperation task should be that agent
A occupies landmark 1, agent B occupies landmark 2, and agent C occupies
landmark 3. However, MADDPG prompts agents A and B to switch directions
to find landmarks 2 and 1 respectively in fact. This not only increases the num-
ber of steps of completing the task but also increases the collision probability
between agents. The collision rate of MADDPG is higher than that of COCC in
each settings as shown in Table 1. However, COCC is able to help agents to find a
suitable landmark quickly because this method communicates during execution.
The running process of COCC is illustrated in the Fig. 4(b). When two agents B
and C tend to find landmark 2 together at a time step, they will communicate
and negotiate. After the negotiation, agent C will change the direction to find
landmark 3 to avoid the collision of agents and gathering on the same land-
mark for agents. This phenomenon reflects that communication is a basic skill
for multi-agent cooperation, helping agents to grasp broader information in the
environment and the behavioral intentions of other agents. It is also seen from
the side that the centralized critic can only help the agent to describe a stable
environment to a certain extent. On this basis, proper communication enable
the agent to complete the cooperation task and achieve a multiplier effect.
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(a) Learning the Gating Communication action. (b) Visualization of communi-
cation.

Fig. 5. Communication. (a) shows the varies of gating communication action over each
episode during training. (b) visualize the communication of agents when N,L = 6

When to Communicate. COCC uses a gating mechanism with the central-
ized critic supporting to control communication to learn when to communicate.
Figure 5(a) shows communicative action averaged over each episode for N,L = 3.
Agents gradually learn to increase communication with each other during train-
ing phase in the cooperative task. Eventually, agents keeps the communication
traffic within 60%–75% by learning when to communicate. The policy learned
depending on partial communication is able to give better instruction for their
behaviors.

Figure 5(b) visualizes the communication effect of the COCC after learning in
a time step when the number of landmarks and agents is 6. Red circle represent
the communicating agents, and purple circles represent the Non-communication
agents. At this moment, agents A and F have reached landmark 1 and 6 respec-
tively. They choose to keep silent because it is far away from other agents and
landmarks. Agents C and D tend to find the same landmark 3, so they need
to communicate and negotiate so that agent D makes a turn in time to occupy
the landmark 4. Agents B, E are close to landmarks 2, 5 respectively, where
communication is not very tight. But agents B, E is relatively close to agents
C, D. It also needs to send information intermittently to inform other agents of
their own situation and prevent them from conflicting. Therefore, agents B, C,
D, and E keep talking by learning when to communicate.

5 Conclusions

In this paper, we propose the controlled communication model with the central-
ized critic, which uses gating mechanisms with hard attention to learn when to
communicate. Learning communication under the centralized critic setting gets
better performance and scalable compared with baseline. It is demonstrated
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that combing learning communication with the centralized critic is an effective
method for multi-agent systems.
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Abstract. Text classification, which has extensive application in many
fields, assigns a tag to a given piece of text. Academic articles are the
most authoritative source of academic information and play an important
role in the process of delivering latest academic information. On social
media, these academic articles will generate considerable academic news,
translated articles, tutorial articles, etc. How to classify these academic
articles has become more and more important. In this paper, we employ
pre-trained model for academic text classification. Further, to identify
terminology in academic papers, we design a convolutional layer to cap-
ture local dependencies. We also introduce a max-pooling layer that can
get the most important elements in the text. Considering that academic
articles are usually long, we propose a fine-tuning technique based on
keyword extraction for pre-trained model to obtain global information.
We conduct experiments on the Fudan Text Classification Corpus and
the SCHOLAT academic news dataset. The experimental results show
that the proposed method outperforms the methods commonly used in
recent years on both datasets.

Keywords: Text classification · Neural network · Pre-trained model ·
Keyword extraction

1 Introduction

Text classification, also known as text categorization, is the process of automatic
classification or tagging according to a certain classification standard. The task
of text classification is to assign a document to one or more tags. It has a wide
range of applications including topic labeling [29], news categorization, humor
recognition [2,3,25], suggestion mining [21], sentiment analysis [9,15], and so on.
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On academic website SCHOLAT, automatic text classification can help classify
articles posted by users. People can easily find articles related to academic news,
call for papers, and recruitment.

Categorizing academic articles will help scholars find the articles they want
more quickly. However, automatic articles classification can be very challenging
because of the gap between the human language and the binary representation.
Academic articles are written by experts in a field. The people who are interested
in a field can easily identify an article belong to that field or not. However, it
is hard for them to classify articles to any field. Besides, academic articles will
contain words and terms that are rarely seen elsewhere. Therefore, it is not an
easy task for machine to classify the academic articles.

There is a lot of research focusing on automatic text classification. Recent
studies use pre-trained model for text classification. BERT [5] is one of the most
prominent pre-trained model and has improved the performance of text classi-
fication greatly. One of the drawbacks of BERT is the slow classification speed.
Therefore, it is common to truncate the text to a certain length to improve the
classification speed while maintaining the classification performance. However,
truncating the text usually means that some global information is lost. To solve
this problem, we propose a fine-tuning technique based on keyword extraction
for pre-trained model to save global information.

In this paper, our main contributions are below.
First, a convolutional layer and a max-pooling layer are introduced to capture

local dependencies, and thus important terminology in academic papers can be
identified. For example, the word benzene ring. People can classify an article
as a chemical document by seeing the word benzene ring in the literature, but
for machines, benzene ring is a rare word, and it has not even learned the co-
occurrence of benzene and ring.

Second, we propose a fine-tuning technique for pre-trained model. In our
model, we extract keywords from the article to obtain global information. Key-
words and truncated text will be input into the pre-trained model for fine-tuning.
Keywords extracted from the article can reduce information loss when the article
is truncated in order to use BERT.

We evaluate our method on the Fudan Text Classification Corpus and the
SCHOLAT academic news dataset. The experimental results show that the
proposed method can improve the F1 value on both datasets compared the
RoBERTa [18], a robust version of BERT.

2 Background and Related Work

With the rapid growth of social media, academic articles and their related arti-
cles are able to be widely disseminated. Academic websites, such as www.cnki.
net and www.scholat.com, provide many academic articles for people. For web-
site operators, automatic text classification can reduce operational costs. For
website users, automatic text categorization can help them find the articles they
want more quickly, which improves user experience. How to categorize the large

www.cnki.net
www.cnki.net
www.scholat.com
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number of academic articles posted on social media has become more and more
important. On social media, text classification can also be applied to a variety
of other scenarios. For online shopping websites, classifying product description
from user reviews can help users get a more objective description of the product
[22]. For movie review websites, detecting spoiler from movie reviews can help
users avoid spoiler before watching the movie [24]. However, there is less work
related to academic text classification [16,26]. Therefore, we focus on studying
academic text classification in this paper. We will explore the characteristics of
academic text so we can classify them better.

Neural network methods have been rapidly developed in recent years. Many
neural network models that can avoid explicitly extracting domain features are
explored to automatically classify articles [20]. TextCNN [12], which uses the idea
of convolutional neural networks, can learn local dependencies, but cannot capture
very long contextual information. On the contrary, TextRNN [17] can learn long
dependencies between words at the cost of greatly increased computation time.
FastText [11], as the name suggests, allows for fast text classification. Its simple
architecture can perform well in case of very large amount of data. On the basis of
the models above, various tricks have been proposed. RCNN [13], an architecture
applies a max-pooling layer over LSTM layer to obtain the maximum vector from
LSTM layer, then a feedforward layer is applied on that vector to do the classifica-
tion. DPCNN [10], just like other convolutional models in computer vision, stacks
convolutional layers to capture long dependencies. Attention mechanism[1,23] will
enhance weights of key elements. For long sequences, some researchers proposed
hierarchical attention networks for classification [28]. It can also be applied directly
to the raw input or to its higher level representation [6].

Before feeding the data to the classifiers, we need to transform the raw data
to numeric data. Bag of words and their extensions are the most classical meth-
ods to transform a piece of text to vector. However, these methods always suf-
fer sparseness because of the large size of vocabulary. In 2013, word2vec [19]
became popular for most NLP task. As the name says, it converts words into
fixed-dimensions vectors. However, the model architecture leads to the disadvan-
tage of word2vec, that is word vectors lack context. In 2018, Google proposed
a language model BERT that employs the encoder from transformer. There are
two tasks for BERT, masked LM task can help learn word-level representation
while next sentence prediction can capture contextual information. BERT has
inspired many related works, such as RoBERTa [18], albert [14], XLM-RoBERTa
[4] and XLNet [27]. BERT is the most advanced embedding model and can be
fine-tuned to suit the task of text classification. The development of embedding
models has greatly improved the performance of text classification.

3 Our Model

3.1 Problem Formulation

Before presenting our approach, we give the definition of the problem. The task
of text classification is to assign a label to a piece of text and is a typical
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classification problem. Given a dataset {(x1, y1), (x2, y2), ..., (xn, yn)} where xi

is composed of words. The goal is to find a classifier H(x) that can minimize
the cross entropy loss. The loss function is given by the Eq. (1) where M is the
class number. yic will be 1 if the tag of xi is c, otherwise 0. H(xi)c represents
the probability that the tag of xi is c.

L =
1
N

N∑

i=1

M∑

c=1

yiclog(H(xi)c) (1)

Academic article

Tok1 Tok2 Tok3 Tok4 Tok5 ... TokN

RoBERTa

Art Computer ... Space

E1 E2 E3 E4 E5 En

Tokenization

...

...
...
...

Convolutional
layer with

multiple filter
widths 2,3,4

Max pooling

Linear

Fig. 1. The design of convolutional layer and max-pooling layer: a convolutional layer
with different filter widths 2,3,4 is used to capture local dependencies and a max-pooling
layer is adopted to gain key components. The pink lines for components indicate a filter
width 4 and other cases are similar. (Color figure online)

3.2 The Design of Neural Network

In this paper, we employ the pre-train model RoBERTa for academic text clas-
sification. At the stage of tokenization, RoBERTa will separate the terminology
into several words, so the co-occurrence dependencies between words may not be
learned. In order to capture the co-occurrence dependencies, we design a convolu-
tional layer and a max-pooling layer as depicted in the Fig. 1. For convolutional
layer, a combination of different filter widths 2,3,4 is used in our model. We
propose such a convolutional layer with the intention of capturing short-range
dependencies. We also employ a max-pooling layer to gain key components from
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the output of convolutional layer. Different filter widths will gain different key
components. These key components are concatenated to represent the whole
text. Finally, a linear layer is used to perform the task of classification.

3.3 Fine-Tuning Technique Based on Keyword Extraction

To make full use of text and overcome the limitation of BERT, we propose a
pre-trained model fine-tuning method based on keyword extraction as described
in the Fig. 2. Compared with the Fig. 1, the most important difference is this
model also needs to input keywords. We use a special character [SEP] in the
BERT model to separate keywords and truncated text. Our proposed method
can make full use of text by extracting keywords from the whole article. There
are several methods can extract keywords from articles. We employ TF-IDF
to extract keywords. TF-IDF is short for term frequency-inverse document fre-
quency. TF-IDF can inflect how important a word is to a document in corpus.
The equations below show the calculation of TF-IDF. In the Eq. (2), Nw denotes
the number of a given word in a document while N denotes the total number
of words in a document. In the Eq. (3), Yw denotes the number of documents
containing the word while Y denotes the total number of all documents. Finally,
TF-IDF simply multiples TF and IDF in the Eq. (4).

Academic articlekeywords TF-IDF

[CLS] Tok1 ... TokN [SEP] Tok1 ... TokM

RoBERTa

CNN

Art Computer ... Space

E0 E1 En E'0... E'1 ... E'm

Tokenization Tokenization

Fig. 2. A model based on pre-trained model and keyword extraction: The keywords
will be extracted from academic article using TF-IDF. A special character [SEP] is
used to separate keywords and article during the model fine-tuning phase.
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TF =
Nw

N
(2)

IDF = log(
Y

Yw + 1
) (3)

TF − IDF = TF × IDF (4)

Our proposed models are summarized as follows:

– RoBERTaCNN, a convolutional layer and a max-pooling layer are used to
obtain higher level representation of the whole text on the basis of RoBERTa.

– KE-RoBERTaCNN, keywords are extracted to reduce the information loss
on the basis of RoBERTaCNN. Keywords and truncated text are used to
fine-tune the pre-trained model.

4 Experimental Setup

4.1 Dataset Description

Two dataset Fudan Text Classification Corpus and SCHOLAT academic news
dataset are used to evaluate our methods. The Fudan Text Classification Cor-
pus contains up to 19483 documents and 20 categories. There are 11 categories
containing less than 100 documents. The SCHOLAT academic news dataset
contains 9110 documents and 6 categories. Each document in the SCHOLAT
academic news dataset contains title and content.

4.2 Dataset Preparation

we split each dataset into a train set, a dev set and a test set. Train set con-
tains 60% documents. Both dev set and test set contain 20% documents. For
SCHOLAT academic news dataset, we concatenate the title and the content.

4.3 Evaluation Metrics

In all experiments, we measure the performance using F1, specifically micro-
average F1 is used. F1 is defined in the Eq. (5). Micro-average F1 is the sum of
weighted F1s.

F1 =
2 × precision× recall

precision + recall
(5)



Academic Article Classification Algorithm 155

4.4 Pre-experiments

In the early stage, we chose 8 simple models and 5 BERT-based models for our
experiments.

The 8 simple models are CNN, RNN, RCNN, ARNN, ARCNN, DPCNN,
FastText, Transformer(encoder only). We select the following representative
models for further experiments based on their performance and popularity: CNN,
RNN, RCNN, ARNN, FastText.

The 5 BERT-based models are ALBERT, BERT, RoBERTa, XLM-RoBERTa,
XLNet. ALBERT, a lightweight BERT, reduces memory consumption by sharing
weights, which helps model deployment, but does not perform as well as BERT.
XLM-RoBERTa, optimized for cross-language scenarios, we observed that aca-
demic articles are usually mixed with multiple languages, so we also chose it for
our experiments, but it did not show good performance in our application because
the model structure is too complex and the data is not enough. XLNet, academic
articles are usually very long, XLNet can handle more than 512 characters. How-
ever, we did not choose it because the training speed and testing speed were too
slow. RoBERT, a more fully trained BERT, has shown the best performance in our
preliminary experiments. Finally, we chose RoBERTa for further experiments.

4.5 Experiments

We carried out three experiments in total. The first experiment searches for
the hyperparameter of sequence length and reasonably selects an appropriate
length for model performance comparison. The second experiment is to show
the effect of the convolutional layer. The third experiment verifies the effect of
the pre-trained model fine-tuning techniques based on the keyword extraction
algorithm.

Experiment 1: Selection of Sequence Length. The purpose of this exper-
iment is to select an appropriate length for model comparison. Several models
are selected to conduct the experiment. The models we selected are: CNN, RNN,
RCNN, ARNN, FastText, RoBERTa. Experiment 1 is composed of two steps.
First, we conduct the experiment using different sequence lengths. Then, we
select an appropriate sequence length to compare the performance of different
models.

Experiment 2: The Effect of Convolutional Layer. The aim of this exper-
iment is to show the effect of convolutional layer. We conduct the experiment
using RoBERTa and RoBERTaCNN.

Experiment 3: Keyword Extraction. The intention of this experiment is to
explore the usefulness of the fine-tuning method based on keyword extraction.
The number of keywords is a hyperparameter. So experiment 3 is divided into
two steps. First, we conduct experiments on the public dataset Fudan Text
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Classification Corpus to explore the effect of different number of keywords. In
this experiment, the sequence length is set to the parameter recommended in
experiment 1. Second, we use the best setting of the number of keywords to
conduct experiments on two datasets.

5 Results and Discussion

5.1 Results

Experiment 1: Selection of Sequence Length. Experiment 1 can be divided
into two steps. First, we conduct experiments on Fudan Text Classification Cor-
pus to search the best parameter of sequence length. The result of the first step is
shown is in the Fig. 3. Second, we use the best parameter to conduct experiment
on two datasets to compare the performance of different models. The result of
the second step is depicted in the Fig. 4.
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Fig. 3. The effect of sequence length on model performance: when the sequence length
reaches a certain level, the improvement is no longer obvious
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Fig. 4. Comparison of different models on two datasets: RoBERTa outperforms other
commonly used models
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Experiment 2: The Effect of Convolutional Layer. In experiment 2, both
datasets are used. We compare the original RoBERTa and RoBERTaCNN. The
result of the experiment is presented in the Table 1.

Table 1. The effect of convolutional layer: our proposed model RoBERTaCNN can
outperform the original RoBERTa

F1 value Sequence length

Dataset and model 16 32 64 128 256 512

Fudan RoBERTa 0.8089 0.8790 0.9660 0.9782 0.9793 0.9809

RoBERTaCNN 0.8106 0.8899 0.9718 0.9810 0.9838 0.9839

SCHOLAT RoBERTa 0.8500 0.8708 0.8801 0.8741 0.8685 0.8735

RoBERTaCNN 0.8709 0.8852 0.8788 0.8850 0.8916 0.8704

Experiment 3: Keyword Extraction. The result of the first step is shown
in the Fig. 5. The result of the second step is shown in Table 2. The Table 2
shows the comparison of RoBERTa, RoBERTaCNN and KE-RoBERTaCNN on
two datasets.

Table 2. Comparison of three models on two datasets: our models can improve the
performance compared to the original RoBERTa

F1 value Dataset

Model Fudan SCHOLAT

RoBERTa 0.9782 0.8741

RoBERTaCNN 0.9810 0.8850

KE-RoBERTaCNN 0.9832 0.8911

5.2 Discussion

Summary. Our proposed model KE-RoBERTaCNN performs best. The first
experiment suggests to set sequence length to 128 and shows that RoBERTa
performs best. The second experiment shows that the convolutional layer helps to
improve the score. The third experiment shows that keyword extraction is indeed
useful. Next, we will discuss the hyperparameters in the experiment, compare
the performance of different models, analyze the role of the convolutional layer
and the effect of keyword extraction.

Hyper-parameter: Sequence Length. We suggest to set sequence length to
128. The reason for this suggestion is below. In the Fig. 3, we can see that the
F1 value improves a lot compared to 64 but improves slightly compared to 256.
The training time and the test time will greatly increase because the cost time is
proportional to the length of the sequence. For the reasons above, we recommend
using 128.
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Comparison of Different Models. We compare the performance of different
models using sequence length 128. The result is shown in the Fig. 4. On Fudan
Text Classification Corpus, the F1 value can improve nearly 2% compared to
the best of other models. On SCHOLAT academic news dataset, we can see the
similar result that the F1 value can improve 1% compared to the best of other
models. The results of the experiment 1 suggest that the pre-trained model
RoBERTa can indeed increase the performance of text classification.

The Effect of Convolutional Layer. The results of experiment is shown
in the Table 1. On Fudan Text Classification Corpus, our proposed model can
outperform the original RoBERTa. On SCHOLAT academic news dataset, our
model is slightly lower in some cases, but can improve F1 value greatly in most
cases. As a conclusion, the addition of convolutional layer can improve the per-
formance of text classification.

Hyper-parameter: The Number of Keywords. The number of keywords
is a hyper-parameter, we conduct experiment to search the best parameter. The
results of experiment 3 is shown in the Fig. 5. The results show that proper
number of keywords does help improve F1 value, but if too many keywords are
used, F1 value decreases. From the results, we recommend using five keywords.

The Effect of Keyword Extraction. We compare KE-RoBERTaCNN with
RoBERTaCNN. The KE-RoBERTaCNN uses five keywords in the experiment.
The results of the experiment is shown in Table 2. We can see that extracting
keywords can help improve F1 value on both datasets.

Comparison to the Original RoBERTa. Compared to the original
RoBERTa, our proposed model KE-RoBERTaCNN can improve the F1 value
on Fudan Text Classification Corpus and SCHOLAT academic news dataset.

5.3 Future Trend

Our experiment shows that the model can reach a prefect score on Fudan Text
Classification Corpus. However, we observed that the model cannot perform as
well on SCHOLAT academic news dataset. The same models with different data
quality exhibit different performance. The problem is directly related to the
model robustness. The study of model robustness can be divided into attacking
and defending. On attacking models, adversarial samples are generated to attack
BERT [?] [7]. On defending models, adversarial samples can be detected by
replacing infrequent words. The model robustness should be evaluated. TextFlint
[8], a robustness evaluation toolkit, provides comprehensive evaluation for model
robustness. Recently, more and more studies focus on model robustness so it will
become the future trend.
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Fig. 5. The effect of the number of keywords: extracting five keywords can help improve
F1 value most

6 Conclusion and Future Work

In this paper, we design a model based on pre-trained model and keyword extrac-
tion to improve the performance of text classification. The model we designed
employs a convolutional layer to learn local dependencies and a max-pooling
layer to capture key components. The introduction of the convolutional layer
helps to identify the terminology in academic papers. Our proposed pre-trained
model fine-tuning technique based on keyword extraction can improve scores.
The final results show that our proposed model can improve the F1 value on
Fudan Text Classification Corpus and SCHOLAT academic news dataset com-
pared to the RoBERTa.

In the future, the model will be deployed online. First, we can try model
pruning to reduce the testing time while keeping the performance. To model
pruning, we need to evaluate the importance of network neurons and remove
the least important neurons. The model needs to be fine-tuned on the dataset,
repeat the whole process until the pruning stops. Besides, the model robustness
should be comprehensively evaluated and improved. Our proposed fine-tuning
method can improve the model robustness in a way, but further experiments will
be required.
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Abstract. Link prediction on knowledge graphs (KGs) is an effective
way to address their incompleteness. ConvE and InteractE have intro-
duced CNN to this task and achieved excellent performance, but their
model uses only a single 2D convolutional layer. Instead, we think that
the network should go deeper. In this case, we propose the ResConvE
model, which takes reference from the application of residual networks
in computer vision, and deepens the neural network, and applies a skip
connection to alleviate the gradient explosion and gradient disappear-
ance caused by the deepening of the network layers. We also introduce
the SKG-course dataset from Scholat for experiments. Through exten-
sive experiments, we find that ResConvE performs well on some datasets,
which proves that the idea of this method has better performance than
baselines. Moreover, we also design controlled experiments setting differ-
ent depths of ResConvE on FB15k and SKG-course to demonstrate that
deepening the number of network layers within a certain range does help
in performance improvement on different datasets.

Keywords: Knowledge graph embedding · Residual network ·
Knowledge graph · SCHOLAT · Link prediction

1 Introduction

Knowledge Graphs (KGs) are structured knowledge bases that are constructed by
facts. One fact in KGs includes subject s, relation r, and object o, i.e. triplet (s, r,
o), which means KGs are the collections of such triplets. Since Google announced
its Knowledge Graph in 2012, many KGs such as WordNet [13], YAGO [21], Free-
base [2], and SKG (Scholat Knowledge Graph) keep coming these years. They find
various applications in quantities of area, for example, relation extraction, search,
analytics, recommendation, and question answering [27,30].

However, the main problem faced by knowledge graphs when applied is incom-
pleteness [5]. In particular, links in the KGs are missing, for example, 71% of users
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in Freebase are missing birthday information and 75% are missing nationality
information [5]. To solve this problem, methods such as TransE [3] and TransH
[28] are based on using existing subjects and relations in KGs, performing embed-
ding operations to map them into a vector space, and making predictions, while
the model learns parameters and constantly optimizes the score function.

In fact, however, real-world knowledge graphs are so large that link prediction
[12] for such knowledge graphs requires not only the number of parameters to
be considered, but also the computational cost. For shallow models such as
TransE [3], TransH [28] and DisMult [29], the best way to make improvements
is to increase the size of the embedding matrix, which may most likely result
in an excessive number of parameters for large knowledge graphs [4]. ConvE
[4] performs very well in several tasks, but the structure of the model is too
shallow for CNNs and can not make sure that the features of the KG can be
fully learned. Therefore, inspired by the shortcut idea in ResNets [8], we propose
the ResConvE model to embed the KGs.

ResConvE adds several more convolutional layers to ConvE. However, in view
of the problem of gradient disappearance and gradient explosion [1,6,7] caused
by deeper networks, ResConvE uses a skip connection mechanisms, so that the
model can achieve good results even if it is very deep.

Our contributions are as follows:

1. Inspired by ConvE, which treats entities and relationships as “images”, we
propose ResConvE, the first application of the idea of ResNets to link predic-
tion models based on knowledge graph embedding, which deepens the neural
network without losing the original ability to extract features, providing a
new idea for link prediction model building.

2. ResConvE was evaluated on various link prediction datasets and proved to be
more effective in most of the datasets. Meanwhile, we explored how effective
deepening the neural network model was in improving performance.

3. The SKG-course dataset was introduced for link prediction tasks.

2 Related Work

Since the introduction of the TransE [3] model, a variety of link prediction models
have emerged. Early models use the translation objective as the score function
including the TransE [3] and TransH [28], and the DisMult [29] model, which
is based on a bilinear diagonal, but although their models are effective, they do
not deepen the neural network, which makes them less effective than our model.

The introduction of ConvE [4] provides a new way of thinking about link
prediction models, and ConvE proposes to use 2D convolutional layers to build
a neural network model for link prediction. InteractE [26] improves on ConvE:
when entity vectors are spliced with relational vectors, the model first rearranges
the concatenated vectors according to rules and then feeds them into a 2D con-
volutional for training.

ConvE has been very successful in introducing 2D convolutional layers. Inter-
actE, based on ConvE, has improved on this by doing vectors processing before
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feeding in 2D convolutional layers, with good results. However, both of these end
up using only one 2D convolutional layer, and there is no discussion of the effects
of deepening the model in either of these articles. However, we believe that the
structure is too simple and the network is not deep enough for CNNs, of which
the advantage is feature extraction. Meanwhile, we know that making a simple
stack of neural network layers to deepen it can lead to gradient explosion or gra-
dient disappearance, hindering the emergence of loss function convergence and
even making the accuracy degrade rapidly after reaching saturation. Inspired by
the structure of the ResNets [8] network, we introduced a Shortcut mechanism
in ResConvE to solve this problem. Shortcut refers to the back-propagation of
the model by skipping one or more layers of connections and adding the data
directly to the output of the mainstem, which is a stack of network layers, during
forward propagation.

3 Background

Knowledge Graph: A knowledge graph G is a collection of triplets (s, r, o),
consisting of relations r, subjects s and objects o. Figure 1 illustrates the struc-
ture of a triplet.

Fig. 1. A relation, a subject, and an object form a triplet.

Knowledge Graph Link Prediction: The main task of the link prediction
in KGs is to make use of the existing facts in KGs to predict the new ones,
which means we need the model to learn a score function ψ with an input triplet
(s, r, o) whose score depends on the likelihood of the fact being true, to which is
proportional.

Entities and relations will be encoded in most of the existing KGs embedding
approaches. The validity of the output triplets will then be measured by a defined
score function. Some score functions for existing models are presented in Table 1.
Once the score function is defined, the model learns based on the inputs and
outputs, thus continuously optimizing the model parameters.
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ConvE: ConvE introduces 2D convolution into the model for KG link predic-
tion. convE feeds entities and relationships into the 2D convolution layer after
embedding them. The score function ψ for ConvE is given as follow:

ψ = fa(vec(fa(cat( ¯embs, ¯embr) � ω))W )embo (1)

where ¯embs and ¯embr represent the tensors after 2D reshaping of the embedding
matrices of subject embs and relation embr, while � denotes the convolution
operation. eo represents the embedding output, normally a matrix, of the object,
and W represents the weight matrix to be learned. fa refers to the activation
function. 2D reshaping is considered to be useful for learning the representation
of entities and relations.

Table 1. Some score functions for existing models. � represents convolution.

Model Score function

TransE [3] ‖embs + embr − embo‖p
DisMult [29] 〈embs, embr, embo〉
ConvE [4] fa(vec(fa(cat( ¯embs, ¯embr) � ω))W )embo

InteractE [26] fa(vec(fa(Perm(Pk) � ω))W )embo

ResConvE fa(vec(fa(cat( ¯embs, ¯embr)) � ω +
∑

fa(cat( ¯embs, ¯embr)) � ω′)W )embo

4 ResConvE

4.1 Overview

ConvE [4] indicates that using 2D convolution does boost the expressiveness of
the model. The expressive ability of ConvE is further enhanced by reconstruction
of the entity-relationship embedding before feeding into the convolutional layer
for computation in InteractE [26]. From the experience of CNN in computer
vision, we believe that a deeper network structure is conducive to capturing richer
entity attributes and relationship features. So in order to extend the approach to
capture entity-relationship features, ResConvE proposes the following two ideas:

1. Deepening the neural network: In contrast to ConvE and InteractE,
which use only a single layer of 2D convolutional layers, ResConvE uses mul-
tiple convolutional layers to deepen the neural network, which is normally
an important trick in the field of computer vision [18–20,22]. Inspired by
ConvE’s introduction of CNNs to the knowledge graph embedding task, we
build on this approach to deepen the network, to extract features of entities
and relationships better.

2. Shortcut: Many theories and practices have shown that if a neural network is
only deepened, the gradients will eventually explode or vanish [7,8]. Inspired
by ResNets [8], ResConvE introduces a shortcut mechanism, which allows the
deepening of the neural network without compromising the model’s capabil-
ities.
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4.2 Detail

The overall architecture of ResConvE is shown in Fig. 2. ResConvE learns a
vector of dimension d to represent entities or relationships in KG. In forward
propagation, the data input to ResConvE will be divided into two paths after the
embedding operation, which are mainstem and shortcut, where the mainstem will
have multiple convolutional layers, and the shortcut, with two 2D convolutional
layers, makes sure that the model will not damage the original capability in the
process of deepening.

Before Divided into Two Paths. In forward propagation, the model will
initialize two embedding matrices for entities and relations respectively, and
they will be embedded into embedding matrices. which are the low-dimensional
representations of both. After that, the model will concatenate the embeddings
ēs and ēr and feed them into the mainstem and shortcut at the same time.

Mainstem. After ēs and ēr enter Mainstem, they pass through a 2D convo-
lutional layer with 16 1 × 1 filters, followed by several convolutional operations
with 3 × 3 filters, normalisation [9] and activation using the ReLu [14,16,17]
function. The amount of convolution filters of each layer is doubled compared
to the previous one. At the end of these operations, the data is convolved using
n × 1 × 1 filters (where n is the final number of channels) to fit the data from
the shortcut and leave Mainstem.

Shortcut. The ēs and ēr from the other branch enter the shortcut, are normal-
ized and dropout, and then fed into a 2D convolutional layer with 32×3×3 filters
for computation. The results of the computation are fed into the Mainstem for
summation after being normalized and finally activated by ReLu [14].

Score Function. Formally, the score function for ResConvE can be defined as
the following equation:

ψ = ga(vec(fa(cat( ¯embs, ¯embr))�ω+
∑

fa(cat( ¯embs, ¯embr))�ω′)W )embo (2)

where ¯embs and ¯embr represent the embedding tensors of the subjects and rela-
tions, embs and embr, after 2D reshapings, while � denotes the convolution oper-
ation. embo denotes the entity embedding matrices, W is the matrix of weights
to be learned. fa and ga represent ReLU and Logistic Sigmoid respectively.
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Fig. 2. After feeding the embedding of entities and relations into ResConvE, they
will be reshaped and concatenated. Mainstem will then perform three convolutional
calculations, while Shortcut will perform a ConvE-like convolutional operation and an
adaptive convolutional calculation. The Tensor is then multiplied with the embedding
space matrix and a logistic sigmoid is applied to generate a prediction.

5 Experiments

5.1 Knowledge Graph Datasets

FB15k: The FB15k [3] dataset consists of textual mentions of knowledge base
relationship triples and Freebase entity pairs. There are 592,213 triples. The
number of entities and relationships is 14,951 and 1,345 respectively. FB15K-
237 [24] removed the inverse relations.

WN18: The WN18 [13] dataset, with 18 relationships and 40,943 entities, tends
to obey a strict grading structure. WN18RR [4] is a new version of WN18 that
has emerged from extensive research.

YAGO3-10: YAGO [21] is a KG composed of common knowledge facts
extracted from Wikipedia to enhance WordNet. YAGO3-10 has 123,182 enti-
ties and 37 relations.

SKG-Course: The SKG-course dataset is derived from the knowledge graph of
the SCHOLAT course platform (https://www.scholat.com/home.html?type=5),
which has a total of 22,176 entities including users, courses, and classes, with
the corresponding 4 relationships. Several Baseline models were replicated and
trained and tested on this dataset.

5.2 Evaluation Protocol

We test performance through a widely used evaluation process [3,4,26]. We
remove the subject or object from the complete triplets in the test set to create
corrupted triplets of the form (subject, relation, ?) or (?, relation, object). The

https://www.scholat.com/home.html?type=5
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Hits@k and the Mean Rank (MR), and the Mean Reciprocal Rank (MRR) are
calculated for evaluation.

Hits@k represents the percentage of entities with the correct subject or object
in the top k of all predictions. The MR represents the average ranking of the
correct subject or object in the prediction. The MRR represents the mean of
the inverse of the ranking of the correct results for multiple predictions, which
can normally be calculated by the following formula:

MRR =
1

|pred|
|pred|∑

i=1

1
ranki

(3)

where |pred| represents the total amount of predictions and ranki is the ranking
of the correct object in the ith prediction.

5.3 Experimental Setup

To verify that ResConvE can extract features better when Mainstem is deep-
ened, we set up three control groups. After the data had passed the first convo-
lutional layer of Mainstem, we set up {1, 2, 3, 4} convolutional layers for training
respectively, where each convolutional layer had twice the number of filters as
the previous one. The experiments were tested on the FB15k and SKG-course
datasets respectively.

We tuned the hyperparameters by the performance of MRR. The dropout [9]
of the embedding layers, 2D CNN layers and projection layer are set as {0.1, 0.2},
{0.2, 0.3} and {0.2, 0.3} respectively. The size of the embedding matrix and batch
are set as {100 × 100, 200 × 200} and {128, 256, 512} respectively. We set the
learning rate as {0.1, 0.001, 0.002, 0.003}. The label smoothing [23] coefficient is
set as {0.1, 0.2}.

6 Result

6.1 Comparison of Performance

Comparison with Existing Methods. Besides the benchmarks dataset, we
compared the performance of ResConvE with several existing methods on the
SKG-course dataset to test generalization capabilities. We replicated several
basic models to perform link prediction on the SKG-course to obtain training
scores. Table 2, Table 3 and Table 4 summary the performance of ResConvE on
the standard dataset and the SKG-course respectively. We find that ResConvE
outperforms some metrics on FB15k, WIN18 dataset, and YAGO3-10, while all
metrics are better on SKG-course. The results of ResConvE’s link prediction
on SKG-course are higher in MR metrics compared to ConvE and InteractE by
10.12%, 4.35%. On the validation set, ResConvE even outperformed ConvE and
InteractE by 13.64% and 16.73% respectively.
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Table 2. Performance on dataset FB15k and FB15k-237

FB15k FB15k-237

MR MRR Hits@10 Hits@3 Hits@1 MR MRR Hits@10 Hits@3 Hits@1

TransE [3] 125 – 0.471 – – – 0.290 0.470 – 0.290

TransD [10] 91 – 0.773 – – – 0.253 0.461 – 0.148

DistMult [29] 97 0.654 0.824 0.733 0.546 254 0.241 0.419 0.263 0.155

ComplEx [25] 0.692 0.840 0.759 0.599 339 0.247 0.428 0.275 0.158

ConvE [4] 51 0.657 0.831 0.723 0.558 244 0.325 0.501 0.356 0.237

InteractE [26] – – – – – 172 0.354 0.535 – 0.263

ResConvE 60 0.708 0.851 0.803 0.762 272 0.312 0.486 0.341 0.225

Table 3. Performance on dataset WN18 and WN18RR

WIN18 WIN18RR

MR MRR Hits@10 Hits@3 Hits@1 MR MRR Hits@10 Hits@3 Hits@1

DistMult [29] 902 0.022 0.936 0.914 0.728 – 0.43 – – 0.39

ConvE [4] 374 0.943 0.956 0.946 0.935 4187 0.43 0.52 0.44 0.4

HHolE [11] 183 0.939 0.951 0.945 0.931 – – – – –

LogicENN [15] 357 0.923 0.948 – – – – – – –

InteractE [26] – – – – – 5202 0.463 0.528 – 0.43

ResConvE 393 0.943 0.954 0.949 0.936 5006 0.424 0.491 0.435 0.393

Effect of Deepening the Mainstem. We analyzed whether deepening the
mainstem would lead to better performance of ResConvE, i.e. by increasing the
number of convolutional layers. We analyze this effect on the FB15k, SKG-course
dataset respectively, which are shown in Table 5 and Table 6.

After deepening Mainstem, the model with 4 convolutional layers improved
significantly for link prediction on dataset FB15k, with 23.08%, 30.27% and
17.54% on MR, MRR and Hits@10 respectively.

Meanwhile, We also found that deepening the convolutional layers on the
SKG-course dataset resulted in significant improvements for each of the metrics
in Table 6. The model with an increased number of convolutional layers of 3 is
higher in MR and MRR by 18.739% and 3.101% respectively than the one with

Table 4. Performance on dataset SKG-course and YAGO3-10

SKG-course YAGO3-10

MR MRR Hits@10 Hits@3 Hits@1 MR MRR Hits@10 Hits@3 Hits@1

DisMult [29] 158 0.889 0.923 0.899 0.874 1107 0.500 0.660 0.550 0.410

ComplEx [25] 150 0.971 0.969 0.970 0.968 1127 0.490 0.660 0.540 0.400

ConvE [4] 112 0.931 0.961 0.942 0.915 1676 0.440 0.620 0.490 0.350

InteractE [26] 105 0.970 0.977 0.972 0.966 1671 0.541 0.620 – 0.462

ResConvE 100 0.973 0.978 0.974 0.970 2157 0.510 0.664 0.558 0.427
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only 1 additional layer. But there is a limit to the optimization of this effect,
and we learn that when the number is increased to 4, the increase is not as
pronounced. What is clear, however, is that we believe our model is effective for
deepening across a range of datasets, i.e. the generalization effect of our model
does exist.

Table 5. Effect of deepening the mainstem on dataset FB15k

Number of
convolution layers

MR MRR Hits@10 Hits@5 Hits@3 Hits@1

1 78 0.544 0.724 0.724 0.602 0.443

2 60 0.657 0.816 0.762 0.716 0.567

3 63 0.651 0.810 0.755 0.708 0.561

4 60 0.708 0.851 0.803 0.762 0.626

Table 6. Effect of deepening the mainstem on dataset SKG-course

Number of
convolution layers

MR MRR Hits@10 Hits@5 Hits@3 Hits@1

1 123 0.944 0.969 0.963 0.957 0.929

2 113 0.947 0.969 0.964 0.958 0.937

3 100 0.973 0.978 0.976 0.973 0.971

4 101 0.972 0.978 0.975 0.974 0.968

Analysis of Experimental Results. Deepening the convolutional neural net-
work to do the link prediction task seems effective. We have analyzed the rea-
son for this: An embedding operation for low-dimensional representation usu-
ally means information compression [22]. ResConvE uses multiple CNN layers
for modeling, which makes sure of fully learning and extracting the features
of the entities and relationships while the Shortcut mechanism introduced by
ResConvE ensures that the model is deepened without making the original per-
formance worse.

7 Conclusion and Future Work

In this paper, a new method for KGs embedding, ResConvE, is proposed, which
has a better capability of extracting the features of the KG by deepening the
neural network, improving the model depth from the same type of ConvE and
InteractE. At the same time, ResConvE borrowed the idea of skip connection
on residual networks to alleviate the possible gradient disappearance and gra-
dient explosion when the model is deepened and set up Mainstem and shortcut
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pathways on the model in learning data respectively. Through extensive experi-
ments, we find that the idea of deepening neural networks has a role in optimizing
performance. Moreover, we introduced the SKG-course dataset to demonstrate
that this effect is not useful only on specific datasets, but has some generaliza-
tion ability. We believe that ResConvE can be improved from more angles in the
future. Although in this paper we have only made improvements in the depth
of the neural network, we believe that improvements could perhaps be made in
the width as well. If the model is constructed from CNNs, we believe that there
are a large number of tricks in the field of computer vision that can be borrowed
into the field of link prediction. We will look at this aspect.
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Abstract. Currently, the mainstream text summarization techniques are
divided into extractive and abstractive methods. Extractive method is
suitable for long texts with a clear structure, while abstractive method
is suitable for short texts. In this paper, we aim to address the problems
of missing key words and incomplete overview that are usually caused by
abstractive method in the face of long texts. To solve this problem, we pro-
pose a two-stage model that uses both extractive and abstractive meth-
ods for generating summaries. Firstly, we use multi-layer BiLSTM for long
text summary extraction. Secondly, we use the classical UniLM as the base
model while adding a novel copy mechanism to tackle out-of-vocabulary
(OOV) problem and using the sparse softmax to avoid overfitting. Exten-
sive experiments demonstrate that our models perform better than other
baseline models, and our models can generate higher quality summaries.

Keywords: Text summarization · Extractive method · Abstractive
method · BiLSTM · Copy mechanism · Sparse softmax

1 Introduction

With the development of Web 2.0, social networks have become indispensable
in people’s daily life. In this case, some vertical-domain social networks such
as academic social networks have been emerged and developed rapidly. Taking
SCHOLAT1 (which is a kind of academic social networks) as an example, mas-
sive text data including personal blogs or news will be generated every day. This
text data is in various formats, types and contents, which do not facilitate the
recommendation of news and the detection of illegal news. Therefore, the gen-
eration of a summary of news is beneficial for us to identify high-quality news
and anomalous news.

Text summarization can be divided into extractive summarization and
abstractive summarization according to the implementation method. Most tra-
ditional methods belong to extractive summarization, which will extract the key
sentences from the original text, and following rearrange and combine the sen-
tences. However, extractive summarization has some common problems such as

1 https://www.scholat.com.

c© Springer Nature Singapore Pte Ltd. 2022
Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1492, pp. 173–184, 2022.
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repeated generation and semantic incoherence. There are significant shortcom-
ings in implicit features such as summary semantics and inter-sentence associa-
tions, and these shortcomings are especially evident in short texts.

Hence, the methods of abstractive become more and more popular. Gen-
erative summaries are closer to human abstract thinking and focus more on
consistency and coherence. Abstractive summarization is mainly implemented
by Seq2Seq [7] model and attention mechanism [27]. Seq2Seq mainly consists of
an encoder and a decoder, which encodes the original text into a vector, sub-
sequently extracts important information from the vector, processes the clips,
and finally generates a text summary. However, abstractive summarization suffer
from the problems that are duplication of words and OOV. Due to the “long
distance dependency” problem, a significant part of the texts will be lost in
the encoding stage. Moreover, abstractive summarization is proved to be less
effective for long texts.

In this paper, a two-stage text summarization model is proposed that incor-
porates extractive and abstractive methods to make it more suitable for long
texts. Specifically, we first use the sentence-level and document-level BiLSTM
extraction models for summary extraction. We then take the extracted sen-
tences as input to the abstractive model and finally generate the summaries.
Our abstractive model adds a novel copy mechanism [28] to UniLM [6] to ensure
the consistency of the summary and the text, which can also solve the OOV prob-
lem. Besides that, we use sparse softmax [18,22] to replace Softmax which can
effectively avoid overfitting. The experimental results on NLPCC 2018 Shared
Task Data [13] show that our model outperforms than other baseline models.

The main contributions of this work are summarized as follows.

1. We propose a two-stage model for long text summarization generation, which
incorporates extractive and abstractive methods.

2. Our extractive model use multi-layer BiLSTM to obtain sentence and doc-
ument representation, And use the simple formulation to facilitates inter-
pretable of its decisions.

3. Based on UniLM, our abstractive model adds a novel copy mechanism and
sparse softmax.

2 Related Work

In this section, we first briefly review the text summarization research in terms of
both traditional methods and deep learning methods according to the different
summarization methods. We then introduce the research progress about our
proposed two-stage summarization method in this paper.

The earliest research on automatic text summarization was based on statis-
tics, in detail, mainly on word frequency and sentence position. Thus, the words
and sentences with high scores in the articles were composed as summaries. In
1958, Luhn proposed an automatic summarization method that tried to find the
sentences which contained the most information [17]. The information content
of a sentence can be measured by “keywords”. If it contains more keywords, it
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means that the sentence is more important. In 1972, Jones et al. proposed the
TF-IDF concept, which suggested that the importance of a word was related to
the frequency of its occurrence in other documents [11]. In 2004, Mihalcea et al.
applied PageRank for text summarization [20].

In recent decades, deep learning have been widely used in text summariza-
tion due to the capability of high-dimensional data computation and feature
extraction. In 2006, Hinton et al. first used deep learning in text summarization
by reducing the reliance on manual labor and allowing more efficient training
[8]. In 2014, Sutskever et al. proposed a generic Sequence to Sequence Learning
method that can assign different weight values to the output vector representa-
tion at each moment [26]. In 2017, Nallapati et al. used GRU-RNN to extract
sentence features which can capture the hierarchical relationships between words,
sentences and documents [21]. In 2019, the University of Edinburgh team first
used BERT in summary extraction by leveraging the pre-training of BERT to
obtain excellent results in summary extraction [15]. In 2019, Dong et al. pro-
posed the UniLM model, which can conduct Seq2Seq tasks directly with a single
BERT model, and set a new record in multiple text-generated datasets [6].

More recently, it has been found that it can yield better results by dividing the
text summarization task into two phases, which are extraction and generation.
In 2020, Zhong et al. tried to generate several semantic-represented summary
candidates from the original text, and then converted the text summary into
a matching problem in the semantic space [30]. In 2018, Cheng et al. learned
sentence representation completion extraction through a joint convolutional neu-
ral network and a long and short-term memory network, and then implemented
sentence rewriting through a pointer generation network [4]. In 2019, Bae et
al. learned the representation of sentences by pre-training the language model
to complete the extraction, and then used the same method as Cheng [4] to
complete the sentence rewriting to generate the summary [1].

3 Our Model

Our model uses a two-stage generation, which divides the generated summary
into two steps, where the first step is extraction and the second step is generation.
Specifically, we use a classification approach for sentence extraction (represented
as extractive model). Since the sentences can be divided into critical and non-
critical sentences, we use sentence-level and document-leval based BiLSTM [3] to
extract the critical sentences from the original document. The collection of crit-
ical sentences we call transitional document. The length of the transitional doc-
ument is between the original document and the summarization, which retains
most of the important information of the original document. Subsequently, we
use the abstractive model to generate a summary based on the transitional doc-
umentation. Our abstractive model is based on UniLM [6] by extra introducing
the copy mechanism [28] to ensure the consistency of the summary and the orig-
inal text. Furthermore, we use sparse softmax [18,22] to avoid overfitting. The
overall model is shown in Fig. 1.
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Raw doc Multi-layer BiLSTM-based extractive model trans doc

UniLM-based abstractive modelSummary

Fig. 1. The overall model.

3.1 Extractive Model

The purpose of extractive model is to convert the original text into an transi-
tional document which can be suitable for processing by abstractive model. Our
extractive model (shown in Fig. 2) is similar to SummaRuNNer [21] where the
difference is that we use multi-layer BiLSTM for processing long texts into the
transitional document.
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Fig. 2. The extractive model.

Our extractive model respectively uses word-level BiLSTM and sentence-level
BiLSTM to obtain word representation and sentence representation. After that,
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the whole document representation is obtained by nonlinear transformation, as
shown in Eq. (1).

doc = tanh

⎛
⎝Wd

1
Nd

Nd∑
j=1

[
sentf

j , sentb
j

]⎞⎠ , (1)

where doc is document representation, Nd is the number of sentences in the doc-
ument, sentf

j and sentb
j are the hidden states corresponding to the jth sentence

of the forward and backward sentence-level BiLSTM respectively.
Finally, the sentence representation and document representation are feed

into the classification layer to determine whether the sentence is a summary
sentence or not. The classification layer will extract the sentences by considering
the content, salience and novelty, as shown in Eq. (2).

P (yj = 1 | sentj , sumj ,doc) = σ (Wcsentj #( content )

+ sentT
j Wsdoc #( salience )

− sentT
j Wr tanh (sumj)) #( novelty )

(2)

where yj is a binary variable which indicates whether the jth sentence is part of
summary, sumj is the summary representation at jth sentence, which is shown
in Eq. (3).

sumj =
j−1∑
i=1

sentiP (yi = 1 | senti, sumi,doc) (3)

Besides that, our extractive model is intended to be the basis for the abstrac-
tive model. Since we need to extract the complete information, we design an
extension algorithm to extend the original summary to allow the extraction
model to better learn the features of the sentences. The algorithm pseudo code
is shown in Algorithm 1. We stop the algorithm when the length of the selected
sentences exceeds 300.

Algorithm 1. Original summary extension.
Input: selected, no-selected, text , sum
Output: select-id
1: pre-score←RougeScore(selected,text,sum), max-score←0, select-id←None
2: for each item in no-selected
3: selected←selected∪ item
4: new-score←RougeScore(selected,text,sum)
5: if new-score > pre-score
6: return item
7: else if new-score > max-score
8: max-score←new-score, id←item, selected←selected\item
9: endif

10: return select-id
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In Algorithm 1, RougeScore is a function to calculate the rouge [14] score of
the selected sentences and summaries. We mainly use Rouge-1 and Rouge-L to
compute the rouge score, as shown in Eq. (4).

RougeScore = 0.4 × Rouge-1 + 0.6 × Rouge-L (4)

3.2 Abstractive Model

Our abstractive model is mainly based on the UniLM model which yields a good
performance in the field of text generation. We introduce a novel copy mecha-
nism in the Encoder and Decoder stages of the abstractive model to ensure the
correctness of the abstracts and to avoid professional errors in summarization.
Furthermore, we use sparse softmax to replace the original softmax in the fine-
tuning phase of the training process, which can effective avoid overfitting. The
abstractive model is shown in Fig. 3.
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Fig. 3. The abstractive model.

One of the component of our abstractive model is UniLM, a Seq2Seq model
proposed by Microsoft. UniLM is a multi-layer transformer network, which is
based on the context of mask words to complete the prediction of mask words,
that is, to complete the fill-in-the-blank task. We then use a sparse softmax to
avoid overfitting. That is, we only save the top k probabilities in the calculation
of the probability equation, and set the later ones to zero directly. In our model,
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we set k as 50. When calculating the cross-entropy, only the top k classes will
be log-sum-up. The sparse softmax is shown in Eq. (5). The cross-entropy is
calculated as shown in Eq. (6).

pi =

{
esi

∑
j∈Ωk

esj , i ∈ Ωk

0, i /∈ Ωk

(5)

log

( ∑
i∈Ωk

esi

)
− st (6)

The original UniLM model use the fixed dictionary. Thus, if the text contains
the keywords that are not in the dictionary, the summary generated by the model
will be missing these keywords, which is called OOV problem. In order to solve
the OOV problem, we use the copy mechanism proposed by Vinyals [28] and
the BIO copy mechanism proposed by Su [25]. The original copy mechanism is
shown in Eq. (7), and the BIO copy mechanism is shown in Eq. (8).

p (yt | y<t, x) (7)

p (yt, zt | y<t, x) = p (yt | y<t, x) p (zt | y<t, x) (8)

In Eq. (8), zt ∈ {B, I,O}, where B means that the token is copied, I means
that the token is copied and formed a continuous fragment with the previous
token, O means that the token is not copied.

BIO copy mechanism can copy multiple tokens compared to the original
copy mechanism. However, BIO copy mechanism copies those tokens that do
not contain important information like “我 (I)”. Hence, we use TF-IDF keyword
extraction algorithm to remove the words that are not relevant to the summary.
Then the solution of the label distribution of BIO copy mechanism becomes that
if the continuous token is the same keyword, the token will be labeled as I, and
the difference is shown in Table 1. For example, in Fig. 3, the TF-IDF algorithm
is used to extract the keywords from the abstract, and the two keywords are “喜
爱 (love)” and “茶叶蛋 (tea eggs)”.

Table 1. The difference of BIO copy mechanism whether introducing TF-IDF.

Summary I love tea eggs

摘要 我 喜 爱 茶 叶 蛋

BIO copy mechanism B B I I I I

BIO copy mechanism + TF-IDF O B I B I I

4 Experimental Setup

In this section, we respectively describe the experimental dataset, evaluation
metrics, and the details of model settings.
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4.1 Experimental Dataset

Our experimental datasets are mainly used in the NLPCC 2017 and 2018 Shared
Task3 Single Document Summarization [10,13]. After data cleaning, the specific
statistical results are shown in Table 2.

Table 2. Statistical results for the dataset.

docs avg art len max art len min art len avg sum len max sum len min sum len

Train 50000 964 22312 32 48 128 21

Test 2000 1324 17204 26 36 66 21

4.2 Evaluation Metrics

We use Rouge [14], a benchmark evaluation metric for text summarization
domain to measure the quality of the abstracts. The basic idea is to compare
the model-generated abstracts with the reference abstracts by calculating the
basic units between them. We mainly use Rouge-N (Rouge-1 and Rouge-2) and
Rouge-L as evaluation metrics to evaluate our model. The Rouge-N is shown in
Eq. (9), and Rouge-L is shown in Eq. (10).

Rouge − N =

∑
S=〈RS}

∑
gramnes Countmatch (gramn)∑

s∈{RS〉
∑

gramnes Count (gramn)
, (9)

where n is the n−gram length, RS is the reference abstract, Countmatch(gramn)
is the same number of n−gram between the abstract and the reference abstract,
Count (gramn) is the reference abstract in n − gram number.

RIcs =
LCS(X,Y )

m
, (10)

where LCS(X,Y ) is the length of the longest common subsequence between
abstract to be tested and the reference abstract, m is the length of the reference
abstract.

4.3 Model Settings

In extractive model, in order to speed up the training process and reduce memory
requirements, we limited the vocabulary size to 80K and the max length of
sentence to 60. We set embedding size to 300, batch size to 128, and epoch to
30. Word-level BiLSTM is set to 2 layers with hidden size of 100. Sentence-level
BiLSTM is set to 2 layers with hidden size of 200. In addition, we use the adam
optimizer and set the learning rate as 3e−4.

In abstractive model, we use chinese-roberta-wwm-ext [16] as our pre-trained
model, and use the adam optimizer with learning rate of 1e−5. We set batch
size as 8, epoch as 20, beam search as 3, and the max length of the generated
summary to 150. The model is trained by v100 GPUs for about 21 h.
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5 Results and Analysis

In this section, we evaluate the effectiveness of our model by comparing with
baseline models and analyze the results. After that, we use the trained model to
generate the text summarization by using a piece of news on SCHOLAT.

5.1 Results

We compare our model with the following baseline models.

1. LEAD: We select the first 70 words from the original text as the text summary
[29].

2. Seq2Seq+Attention: Currently, the combination of Seq2Seq and attention is
now the standard configuration for abstractive summarization [26,28].

3. Pointer-Generator: A model based on Seq2Seq+attention which uses pointer
networks to solve OOV problems and coverage to discourages repetition [28].

4. BertSum: For the first time, the use of BERT in summary extraction makes
full use of the prior knowledge generated by BERT pre-training [5].

5. UniLM: UniLM integrates Seq2Seq into the BERT framework by using the
mask matrix to conduct summary generation tasks [6].

We re-run part of the baseline models and compare with our model. The
experimental results are shown in Table 3.

Table 3. Performance of our model compared with baseline models.

Model Rouge-1 Rouge-2 Rouge-L

Extractive LEAD 33.71 19.23 29.36

BertSum 37.25 26.59 31.48

Abstractive Seq2Seq+Attention 31.52 25.77 28.26

Pointer-Generator 35.78 26.34 29.75

UniLM 53.62 38.52 51.91

Our model 54.78 40.08 52.04

5.2 Analysis

As can be seen from Table 2, the LEAD have a good performance. It is very
surprising that such a super simple algorithm can achieve such good score. We
can know that the key information of an article will appear roughly in the first
few sentences. Compared with LEAD, we can find that using BERT for summary
extraction can substantially improve the extraction accuracy. However, BERT is
not suitable for long texts, so we turn to BiLSTM. Pointer-Generator is better
than Seq2Seq+Attention, which indicates that the copy mechanism is necessary
for summary generation. The excellent performance of UniLM shows that using
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BERT and mask mechanism is a good solution for summary generation. By
comparing our model with UniLM, our model has improved the rouge score
with 1.16, 1.56, and 0.33% in Rouge-1, Rouge-2, and Rouge-L, respectively. We
find that although most of the key information of the articles is concentrated in
the first 512 words, some key information of the articles exists in the later part of
the document. Since our model can retain the key information of the full text by
the extraction method, the performance of our model will be more outstanding.

5.3 Application Case

We apply our trained model on the real news text on SCHOLAT, and the results
are shown in Fig. 4. The length of the original text is 918, and the length of the
transitional document obtained after the extractive model is 490. It shows that
our abstractive model works well. Finally, our abstractive model generates a
summary based on the transitional document. By comparing our model with
UniLM, it is clear that our model generates a more concise and accurate sum-
mary. It shows that the extractive model can extract the key information from
the text and avoid unimportant information from interfering with the results. In
addition, it also shows that the copy mechanism can ensure the consistency of
the text and avoid the OOV problem.

Fig. 4. An application case on a piece of news on SCHOLAT.

6 Conclusion and Future Work

In this paper, we propose a two-stage summarization model to solve the long doc-
ument summarization problem by combining extractive and abstractive meth-
ods. The experimental results demonstrate the availability and effectiveness of
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our proposed model. For the extractive model, we obtain sentence representation
and document representation by BiLSTM. We extract the sentences according
to the content, salience and novelty. In addition, we design a summary extension
model so that our transitional documents can be fully utilized in BERT. For
the abstractive model, we introduce the novel BIO copy mechanism and sparse
softmax to UniLM to improve the performance.

In future work, in order to further improve the practicability and accuracy
of the model, we will focus on how to apply BERT to long text extraction and
use multi-language BERT to process multi-language text.
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ence Foundation of China under Grant U1811263 and Grant 61772211.
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Abstract. Community detection in complex networks can find the com-
munity structure one of the most important properties of complex net-
works. Nodes in the same community have more dense connections than
those in different communities, which can be utilized to analyze the func-
tion of complex networks. In addition, heterogeneous networks are ubiq-
uitous in the real world. For example, academic networks have different
types of nodes such as authors, papers, and conferences. Network rep-
resentation learning is an important method to discover the complex
nonlinear relationships between nodes in the network, which is of great
help to community detection. Attention network is a typical network
representation learning method, and it will pay attention to the impor-
tant part in the network for the specific task. However, most existing
heterogeneous NRL algorithms use metapaths to capture heterogeneous
information, which requires prior knowledge to set metapaths in advance.
This paper proposes a novel random-walk-based heterogeneous attention
network (RHAN) for community detection on heterogeneous networks.
Random walk is used to generate the neighbor nodes set of nodes, and
heterogeneous information is considered by the intra-type attention and
the inter-type attention, which is no need for metapaths. The experi-
mental results on four widely used heterogeneous networks verify the
effectiveness of RHAN.

Keywords: Community detection · Heterogeneous network · Random
walk · Attention network · Network representation learning

1 Introduction

There are various networks in the real world, such as social networks [1], citation
networks [2], traffic networks [3], and so on. Community structure is widely
found in networks; nodes in one community have more connections than the
ones in different communities [4]. Community detection can help us understand
c© Springer Nature Singapore Pte Ltd. 2022
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network structure and analyze network functions. For example, it can be used
for personalized recommendations in e-commerce networks or predict protein
functions in protein-protein networks [5].

Attention network is a typical method of network representation learning
(NRL), which is a prevalent technology in mining network data recently. NRL
generally aims to learn the low-dimension representation vector of nodes while
preserving the original structure of the network. Usually, the dimension of the
node representation vector is much smaller than the number of nodes in the
network, which can reduce the cost of subsequent calculations. Meanwhile, the
node representation vector can be easily analyzed by the traditional machine
learning algorithms [6]. Many NRL algorithms have been proposed, which can
be roughly divided into two types [7]: word2vec-based [8] (such as DeepWalk [9],
LINE [10], and Node2Vec [11]) and graph-neural-network-based (such as GCN
[2], GraphSAGE [1], GAT [12], and so on). However, these algorithms cannot
deal with heterogeneous networks which have multi-types of nodes and edges.
For example, the academic network shown in Fig. 1 has three node types: paper,
author, and conference, and two edge types: author-paper and paper-conference.

author paper conference

Fig. 1. An example of a heterogeneous network.

There have been studies on extending NRL algorithms to heterogeneous net-
works and most of them (such as metapath2vec [13], HIN2Vec [14], HAN [15],
MAGNN [16], etc.) are designed based on the concept of metapaths [17]. A
metapath is a sequence of node types describing a certain relationship among
the nodes. This paper proposes a Random-walk-based Heterogeneous Attention
Network (RHAN) for community detection, which does not require prior knowl-
edge to set metapaths. We use the random walk to obtain a set of neighbor
nodes closely related to the start node of the walk. Then, these nodes will be
processed under classified by node type. In the neighbor nodes of the same kind,
the attention layer (AL) [12] is applied to aggregate the representative vector
of the type. For the symbolic vectors of each node type, another AL is used to
obtain the final representation vector of the starting node of the walk. Attention
within the same type can learn the importance of nodes in this category, and
attention between different types can learn the importance of different kinds
of neighbors to the starting node of the walk. Our main contributions can be
summarized as follows.
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(1) The strategy that processing nodes by the node types can consider the het-
erogeneous information, and it achieves higher precision in the subsequent
community detection experiments than the homogeneous algorithms.

(2) The random-walk-based neighbor nodes set has the advantage of not requir-
ing prior knowledge to set metapaths, and it has comparable results to those
that require metapaths.

(3) We conduct comprehensive experiments on four widely used heterogeneous
networks to evaluate the performance of the proposed algorithm. The exper-
imental results show the effectiveness of RHAN by comparing it to various
baseline algorithms.

2 Related Work

This section introduces homogeneous NRL algorithms and heterogeneous NRL
algorithms.

2.1 NRL Algorithms on Homogeneous Networks

Perozzi et al. find the similarity between the degree distribution of network nodes
and the frequency of text words [9]. Based on this, they propose DeepWalk,
which uses the word2vec model [8] to generate the node representation vector.
LINE and Node2Vec are also word2vec-based NRL algorithms, and both have
made some improvements. Another main research direction of NRL algorithms is
graph neural network (GNN). Kipf et al. propose a spectral-based GNN named
Graph Convolution Network (GCN) [2]. However, spectral-based GNNs require
the entire network as input. Then, spatial-based GNNs have been proposed,
such as GraphSAGE, GAT, etc. In addition, GAE [18] uses GCN as an encoder
to generate node representation vector and an inner product for unsupervised
training. ARGA [19] improves GAE by adding adversarial constraints, which
makes the node representation vector more robust.

2.2 NRL Algorithms on Heterogeneous Networks

Most of the existing heterogeneous network NRL algorithms use metapaths to
consider heterogeneous information. For example, based on DeepWalk, metap-
ath2vec uses a single metapath to guide the random walk and then inputs it
into the Skip-Gram model [8] (an implementation of word2vec model) to gener-
ate the node representation vector. HIN2Vec learns the representations of nodes
and metapaths with the node pairs connected by metapaths. HAN applies atten-
tion networks to aggregate node neighbor information and the information from
different metapaths. MAGNN has designed a metapath instance encoder, which
can consider the relationship between nodes within the metapath, not just the
nodes at the beginning and the end of the metapath.
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3 Preliminaries

Definition 1 (Heterogeneous Network). Given a network G = (V,E, T ),
V is the set of nodes, E is the set of edges, and T is the set of node types. If
|T | > 1, then G is a heterogeneous network.

Definition 2 (Metapath). A metapath is a sequence of node types. For exam-
ple, m = t1t2 · · · tl+1, where ti is the type of node i. If a sequence of nodes
sm = v1v2 · · · vl+1 meets the node type order in m, then sm is an instance of
m. For example, the APA (Author-Paper-Author) metapath in Fig. 1 means two
co-authors of the paper. In comparison, the APCPA (Author-Paper-Conference-
Paper-Author) metapath shows two authors who published a paper at the same
conference.

Definition 3 (Community Detection). For a homogeneous network G =
(V,E), community detection is to find a disjoint nodes division that nodes in the
same community will have more connections than those in different communities.
As for a heterogeneous network, it is similar but requires same node type. For
ease of evaluation, we take the node type with labels on each network as the
target type for community detection.

4 RHAN

This section introduces our algorithm, which includes random walk, intra-type
attention, and inter-type attention. The architecture of RHAN is shown in Fig. 2
and the pseudocode is in Algorithm1. We also analyze the time complexity in
the end.

i i
Random Walk

AL

Node type b

Node type y

Node type 

Random Walk with Classification Intra-type Attention Inter-type Attention

AL: Attention Layer

Step 1

Step 2

Fig. 2. The architecture of RHAN.

4.1 Random Walk with Classification

The core idea of the GNN-based NRL algorithm is to aggregate the information
from nodes’ direct neighbors, which can not distinguish the different types of
nodes. To solve this problem, we use the random walk to capture the set of
closely related neighbors, not only direct neighbors. Take node i in the network
as an example. Our random walk includes the following two steps:
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Step 1: We start from node i and do wn random walks with a length of wl. We
record the nodes visited by the random walks and sort them in descending order
according to the number of visits.

Step 2: From the set of nodes obtained from step 1, we select the nodes with
high access frequency as Ni. The selected scale is controlled by the parameter
β. For example, only the first 10% of the nodes will be picked when β = 0.1.

4.2 Intra-type Attention Computation

After we get the Ni, we will classify it by node type. In the same node type, the
attention layer is used to aggregate information from each node (we call it intra-
type attention) to obtain vectors representing this type of neighbor. Suppose the
node type being processed is t, the attention coefficient at

ij of each pair of node
i and its neighbor j will be learned as Eq. 1.

at
ij =

exp
(
LeakReLU

(
�αT

[
W�hi‖W �hj

]))

∑
k∈Nt

i
exp

(
LeakyReLU

(
�αT

[
W�hi‖W �hk

])) (1)

where || means concatenation operation and W is the weight matrix used in
linear transformation. LeakyRelu is a nonlinear activation function and vector
�α will be learned by training. �hi is the hidden layer vector of node i. Then we
can calculate the vector �zi

t that represents this type of neighbors as Eq. 2.

�zi
t = σ

⎛
⎝ ∑

j∈Nt
i

at
ijW �hj

⎞
⎠ (2)

where σ means the activation function and W is another weight matrix. In
addition, a multi-head attention mechanism is used for stable results and the
final vector is the concatenation of each attention head.

4.3 Inter-type Attention Computation

Another attention layer is used to aggregate the representation vector of each
node type, which we name inter-type attention. Finally, the attention coefficient
of each node type is calculated by Eq. 3.

at = softmax

(
1

|V |
∑
i∈V

�γT · σ
(
W · �zi

t +�b
))

(3)

where �γ is one of the parameters that will be learned by training. W is the weight
matrix and �b is the bias vector. at will also be normalized via softmax function
like Eq. 1. The final representation vector of node i is a weighted aggregation of
�zi

t, t ∈ T as the same as Eq. 2.
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4.4 Loss Function for Training

For unsupervised tasks like community detection, we define the following loss
function for training.

L = −
∑

i∈V,t∈T,j∈Nt
i

p(j|i; θ) (4)

where N t
i is the neighbors set of node i and the node type of the nodes in N t

i is
t. θ represents the parameters of model and p(j|i; θ) is defined as follows.

p(j|i; θ) =
exp(�zj · �zi)∑

k∈Nt
i
exp( �zk · �zi)

(5)

However, it is impractical to accurately calculate Eq. 5 which is very time-
consuming. We use negative sampling technique [10] to accelerate and the final
loss function is shown in Eq. 6.

L′ = −
∑

i∈V,t∈T,j∈Nt
i

(log σ(�zj · �zi) − log(1 − σ( �zk · �zi)) (6)

where the node k is the negative sample which not in N t
i . The pseudocode of

RHAN is shown in Algorithm 1.

Algorithm 1. RHAN
Input: The heterogeneous network G = (V, E, T ), the number of random walk wn, the
length of random walk wl, the select scale of random-walk-based neighbors β.
Output: Node representation vectors {�zi

t, ∀i ∈ V }.

1: for node i in V do
2: Ni = RandomWalk(wn, wl, β)
3: end for
4: for node type t in T do
5: for node i in V do
6: for node j in N t

i do
7: Calculate at

ij according to Eq. 1.
8: end for
9: Calculate �zi

t according to Eq. 2.
10: end for
11: Calculate at according to Eq. 3.
12: end for
13: Aggregate �zi

t based on at to get �zi.
14: Calculate loss according to Eq. 6.
15: Back propagation and update parameters using SGD.
16: return {�zi

t, ∀i ∈ V }.
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4.5 Time Complexity Analysis

The random walk from line 1 to line 3 in the pseudocode requires O(wn×wl×|V |)
time, which can be seen as linear to the number of nodes for usually |V | >>
wn × wl. For lines 4 to 12 in the pseudocode, the time for running a single
graph attention layer is O(|V | × NF × N

′
F + |E| × N

′
F ), where NF and N

′
F are

the numbers of input and output dimension, respectively. The number of node
types is relatively small and can be ignored here. In total, the time complexity
of RHAN is linear to the number of nodes and edges.

5 Experiments

This section first describes the experimental settings, including the used datasets,
evaluation metrics, baseline algorithms, and parameter settings. Then there are
experimental results and analysis, including parameter experiments, ablation
experiments, and accuracy experiments.

5.1 Datasets

We use four widely used heterogeneous networks to evaluate the performance of
RHAN. The details of each network are as follows.

DBLP. DBLP [20] is an academic network. We extract a subnetwork of DBLP,
which contains 500 authors, 2467 papers, and 20 conferences. Author nodes are
labeled to represent the four research fields of database, data mining, machine
learning, and information retrieval. We use Kmeans [21] to cluster the author
node representation vectors generated by the algorithms to complete the task of
community detection.

AMiner. AMiner [13] is also an academic network. We extract a subset of
AMiner, which contains 1266 papers, 100 conferences, and 3303 authors. Papers
are divided into ten kinds, such as software engineering, computer networks, etc.
So we take papers as target nodes for community detection.

Amazon. Amazon [22] is a shopping network. The subnetwork of Amazon we
used contains 989 items, 6131 users, and 162 bands. Items have labels, and we
use them for community detection.

Yelp. Yelp [23] is a online review network. The network we used in the exper-
iments contains 2614 businesses, 1286 users, and nine stars. We use labeled
business nodes as the target of the community detection task.
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5.2 Evaluation Metrics

We use two clustering evaluation metrics, normalized mutual information (NMI)
[24] and adjusted rand index (ARI) [25], to evaluate the quality of community
detection results. Their specific calculation methods are as follows.

NMI. Normalized mutual information (NMI) is defined as follows.

NMI(U, V ) =
MI(U, V )√
H(U)H(V )

(7)

MI(U, V ) =
|U |∑
i=1

|V |∑
j=1

|Ui

⋂
Vj |

N
log

(
N |Ui

⋂
Vj |)

|Uj ||Vj |
)

(8)

H(U) = −
|U |∑
i=1

|Ui|
N

log(
|Ui|
N

) (9)

where U and V represent the results of two kinds of community division, N is
the number of nodes. The closer the NMI value is to 1, the better the community
division result.

ARI. Adjusted rand index (ARI) is defined as follows.

ARI =
RI − E[RI]

max(RI) − E[RI]
(10)

RI =
a + b

C
nsamples

2

(11)

where C is the true community assignment and C
nsamples

2 is the total number of
possible pairs in the network. Represent the predicted community assignment as
K, then a is defined as the number of pairs of elements that are in the set in C
and in the same set in K, b is defined as the number of pairs of elements that
are in different sets in C and in different sets in K. E[RI] is the expected value
of RI. The value of ARI is also closer to 1, the better.

5.3 Baseline Algorithms

We compare RHAN with different NRL algorithms, including word2vec-based
homogeneous NRL algorithms, GNN-based homogeneous NRL algorithms, and
heterogeneous NRL algorithms. The list of baseline algorithms is shown as
follows.

DeepWalk. It uses random walks to generate sequences of nodes and then
input them into the Skip-Gram model to train the node representation vectors.
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LINE. It designs the first-order and second-order similarity between nodes and
uses these as the goal to learn the representation vectors of nodes.

Node2Vec. It improves the random walk strategy in DeepWalk to generate
higher quality node sequences, and then it also uses the Skip-Gram model to
generate the node representation vectors.

ARGA and ARVGA. Adversarial restrictions are added based on GAE and
VGAE, respectively, which makes the generated node representation vectors
more robust.

Metapath2vec. It uses a metapath to guide random walks on heterogeneous
networks and input the generated node sequences into the Skip-Gram model to
learn node representation vectors.

HIN2Vec. It designs the objective function based on the node pairs connected
by the metapaths to learn node representation vectors.

HAN. Based on the metapaths, node-level and semantic-level attention are
designed, and the information of the neighbors reachable by the metapaths is
aggregated to generate the node representation vectors.

MAGNN. It uses the metapaths instance encoder based on the relational
rotation in the complex space, which makes the information embedded in the
sequence structure of the metapaths can be considered into the node represen-
tation vectors.

5.4 Parameter Settings

The dimension of the node representation vectors generated by all algorithms is
set to 64. Then we apply Kmeans to obtain communities from the node repre-
sentation vectors, and the number of clusters K is set to each network’s actual
number of communities. Finally, we run ten times Kmeans and take the average
as the final result. As for the specific parameter settings of each algorithm, they
are as follows.

LINE: The total number of samples t is set to wn × wl × |V | and we use the
objective function including the first-order and second-order similarity.

Node2Vec: We pick the optimal combination of the parameter p and q from
0.5, 1, 2.

metapath2vec: The best performing metapath is taken on each network. For
the algorithms including random walk (DeepWalk, Node2Vec, metapath2vec,
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HIN2Vec, RHAN), the number of walks wn, the walk of length wl and the
window size ww are set to 10, 40, and 5, respectively. For the other metapath-
based algorithms (HIN2Vec, HAN, MAGNN), the metapaths of length three are
used. The other parameters of the algorithms are set to the values suggested by
the authors.

5.5 Parameter Experiment

Fig. 3. NMI and ARI values with varying values of β.

The parameter β controls the ratio of selecting the node’s neighbor set. For
example, only the top 10% of the nodes with the highest number of visits will
be selected when β = 0.1. Figure 3 shows the NMI and ARI values with varying
values of β on the four widely used heterogeneous networks. We can find that the
values of NMI and ARI will increase with the increase of β when β is less than
0.3. Because the set of neighbor nodes will increase with β and the node vector
can learn more information. However, when the β > 0.3, the values of NMI
and ARI will decrease as β increases. This is because the set of neighbor nodes
will contain noisy nodes, making the node vector fused with wrong information.
Therefore, we set the value of β to 0.3 in subsequent experiments.
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5.6 Ablation Experiment

Table 1. NMI and ARI values of RHAN and RAN.

DBLP AMiner Amazon Yelp

NMI RAN 0.6821 0.3476 0.3769 0.3178

RHAN 0.7790 0.3956 0.4121 0.4011

ARI RAN 0.6816 0.1647 0.4625 0.3013

RHAN 0.7920 0.2033 0.5016 0.3412

After using random walk and β to get the neighbor set of nodes, we use a
classification processing strategy to consider heterogeneous information. In order
to verify the effectiveness of this strategy, we designed an ablation experiment.
RAN is RHAN without the classification strategy, which treats different types
of nodes as the same type. The experimental results are in Table 1, and better
performance is shown in bold. It can be seen that the results of RHAN are
better than those of RAN, indicating that our strategy of fusing heterogeneous
information is helpful.

5.7 Accuracy Experiment

Table 2. NMI and ARI values of the algorithms.

NMI ARI

DBLP AMiner Amazon Yelp DBLP AMiner Amazon Yelp

DeepWalk 0.6874 0.3546 0.3755 0.3072 0.6959 0.1626 0.4233 0.3095

LINE 0.6914 0.3755 0.3820 0.3087 0.7082 0.1404 0.4608 0.3395

Node2vec 0.6957 0.3573 0.3960 0.3102 0.7173 0.1387 0.4734 0.3109

ARGA 0.6768 0.3397 0.3698 0.2646 0.6946 0.1709 0.4897 0.2853

ARVGA 0.6709 0.3121 0.3554 0.2699 0.6997 0.1639 0.4847 0.2915

metapath2vec 0.7104 0.3926 0.4229 0.3847 0.7270 0.1822 0.5046 0.3144

HIN2Vec 0.7493 0.3973 0.4003 0.4001 0.7554 0.1941 0.5006 0.3001

HAN 0.7504 0.4063 0.4345 0.3942 0.7644 0.2007 0.5175 0.3452

MAGNN 0.7757 0.4056 0.4319 0.4156 0.7902 0.2000 0.5105 0.3512

RHAN 0.7790 0.4151 0.4112 0.4011 0.7920 0.2033 0.5116 0.3412

We compare RHAN with various NRL algorithms, and the experimental results
are in Table 2 where bold represents the best performance on each network. Deep-
Walk, LINE, Node2Vec, ARGA, and ARVGA are homogeneous NRL algorithms,
while the remaining baseline algorithms are heterogeneous NRL algorithms. The
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homogeneous NRL algorithms will ignore the node type and treat the heteroge-
neous network as a homogeneous network to learn the representation vector of
nodes. So we can see that the performance of most homogeneous algorithms is
not as good as that of heterogeneous algorithms. Most heterogeneous algorithms
use metapaths to capture and utilize heterogeneous information. metapath2vec
uses a single metapath to guide random walk and feeds to the Skip-Gram model.
HIN2Vec designs objective functions based on the node pairs connected by meta-
paths. HAN considers the different importance of different metapaths. MAGNN
can use the information of the nodes inside the metapaths. HAN and MAGNN
have more comprehensive mining of the metapaths, which explains their bet-
ter performance. However, these algorithms all require prior knowledge to pre-
specify the metapaths, and the choice of metapaths will significantly impact the
result. We propose RHAN that uses random walk to consider heterogeneous
information. It does not need prior knowledge to set metapaths and can achieve
comparable results as shown in Table 2.

6 Conclusions

We propose a new heterogeneous representation learning algorithm named
RHAN for community detection, and it does not require pre-specify metap-
aths. Instead, the random walk is employed to capture the neighbor nodes set of
nodes. Furthermore, intra-type attention and inter-type attention are designed
to consider heterogeneous information. The experiments demonstrate the effec-
tiveness of RHAN. However, RHAN’s loss function is not closely related to the
downstream community detection task. In the future, we intend to design an
end-to-end unified model which can directly give the community assignment.
Compared with the two-stage approach of first learning the node representation
vector and then clustering, it is more applicable to different networks.
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Abstract. The random-walk-based attribute network embedding meth-
ods aim to learn a low-dimensional embedding vector for each node
considering the network structure and node attributes, facilitating var-
ious downstream inference tasks. However, most existing attribute net-
work embedding methods base on random walk usually sample many
redundant samples and suffer from inconsistency between node struc-
ture and attributes. In this paper, we propose a novel attributed network
embedding method for community detection, which can generate node
sequences based on attributed-subgraph-based random walk and filter
redundant samples before model training. In addition, an improved net-
work embedding enhancement strategy is applied to integrate high-order
attributed and structure information of nodes into embedding vectors.
Experimental results of community detection on synthetic network and
real-world network show that our algorithm is effective and efficient com-
pared with other algorithms.

Keywords: Attribute network embedding ·
Attributed-subgraph-based random walk · Community detection

1 Introduction

Attributed networks are ubiquitous in real-world systems, such as protein, social
and citation networks. These networks usually have two features. First, they are
typically consist of dense clusters of nodes called communities [1]. Second, it is
difficult to ensure the quality of network embedding by relying only on network
structure. The attributes of node can provide complementary information [2]
to enhance the precision of network embedding jointly. Community detection
on the attributed networks, as a sophisticated and challenging topic, has been
widely applied in many fields, such as social circle detection, protein structure
detection, traffic flow control, etc.
c© Springer Nature Singapore Pte Ltd. 2022
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Attributed network embedding (ANE) aims to learn a low-dimensional vec-
tor space while preserving network structure and attributes of origin networks.
The existing ANE algorithms can be divided into three categories: the algorithms
base on matrix factorization [3,4], base on the random walk [5,6], and base on the
neural network [7,8]. The algorithms base on random walk capture the relation-
ship between nodes by walking through the network under the guidance of node
attributes and structure, and Skip-Gram model [9] is used to obtain the embed-
ding vectors. Although the existing works have achieved considerable success,
they still face some challenges. First, traditional random walk redundantly sam-
ples the low-information nodes that are easy to find out community affiliation.
It leads the Skip-Gram model to repeatedly learn the relationships between the
node and the context nodes in a node sequence. Second, existing ANE methods
usually calculate transition probabilities combining nodes attributes and struc-
ture. A random walk process may sample both nodes with similar structure and
nodes with similar attributes simultaneously, which may cause the nodes in the
node sequence to dissimilar with its context because there may exist inconsis-
tency in node structure and attributes. For example, nodes vi and vj have similar
attributes but are far apart in network structure. Suppose a random walk pro-
cess jumps from vi to vj . In that case, the subsequent sample will most likely
be limited in the neighborhood of node vj , which will result in a lower similarity
between the subsequent nodes and vi and make the learned embedding vector of
node vi inaccurate. Third, although most existing ANE works have considered
the role of high-order structure proximity, high-order proximity on attributes is
also important for attributed network embedding.

We propose an ANE algorithm based on Attributed-Subgraph-based Random
Walk (ANE ASRW) in the paper to solve the problems above. ANE ASRW
does not need node labels, which can be well applied to community detection
tasks. First, we design different strategies to capture the network topology and
node attributes. Specifically, for the extraction of network structure, we develop
a node-information-based sequence filtering strategy to select high-information
sequences. In addition, we construct an attributed subgraph for each node and
use a random walk strategy to extract attribute information. Second, inspired
by NEU [10], an improved fast network embedding enhancement technology
is adopted to embed the high-order structure and attribute information after
obtaining the embedding vectors. Finally, we feed them to K-Means [11] to detect
community structure. The main contributions of this paper are as follows:

1. The information-based sequence filtering strategy reduces sampling of low-
information sequences, making Skip-Gram model focus on the learning of
complex node relationships.

2. The random walk strategy based on attribute subgraphs can accurately sam-
ple nodes with similar attributes independently of the network structure,
which solves the problem of different contexts in node sequences.

3. The improved network embedding enhancement strategy can accurately
incorporate high-order attribute similarity and structure proximity, improv-
ing network embedding quality.
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4. We evaluate ANE ASRW on several synthesized and real-world networks.
The results show that ANE ASRW algorithm is superior to the comparison
algorithms in community detection.

The rest of this paper is organized as follows: The related work is repre-
sented in Sect. 2. Section 3 describes the ANE ASRW algorithm in detail. The
experimental results and conclusions are given in Sect. 4 and 5 respectively.

2 Related Work

The typical network embedding algorithms include DeepWalk [5], LINE [12],
SDNE [13], Node2Vec [6], etc. These methods only utilize network structure to
learn the embedding vectors, which can not cope with the attribute network.
Unlike these, Attributed Network Embedding (ANE) methods can utilize both
network structure and node attribute to learn embedding vectors jointly. The
ANE algorithms can be divided into three categories.

(1) Matrix-factorization-based algorithms: TADW [14] proves that DeepWalk
is equivalent to matrix factorization and then improves the matrix to incor-
porate node attributes information. AANE [15] learns embedding vectors
based on the decomposition of attribute similarity matrix with regulariza-
tion constraints from network edges. BANE [16] constructs a Weisfeiler-
Lehman matrix to combine structure and attribute information and then
obtains embedding vectors by decomposing the matrix. The main challenge
of this category is scalability because the matrix factorization operation is
time-consuming.

(2) Graph-neural-network-based algorithms: GCN [17] applies average aggrega-
tion strategy to capture the relationships in the local neighborhood. GAE
and VGAE [18] both use the GCN as an encoder to learn network embed-
ding. Based on the GAE and VGAE, ARGA and ARVGA [19] both adopt
adversarial training principles to enforce embedding vectors to match a prior
Gaussian distribution. The main challenges of this category are the large
scale of network parameters and the existence of the over-fitting problem.

(3) Random-walk-based algorithms: TriDNR [20] not only performs the random
walk to preserve topological proximity, but also the preservation of node
attributes also rely on the random walk in the origin network. There may
exist inconsistency between attributes similarity and structural proximity
because many nodes with similar attributes may be far apart in network
structure. MIRand [21] adopts a random walk based on the information of
nodes in multi-layer graph to capture network structure and node attribute
information. RoSANE [2] integrates network structure and attributes to
reconstruct a dense network. And the random walk is executed on the recon-
struction graph to learn the embedding vectors. Similar to TriDNR, MIRand
and RoSANE algorithms may sample nodes with similar attributes but dis-
similar structure to the same sequence, resulting in dissimilar node pairs in
the context window.
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3 ANE ASRW Algorithm

The framework of ANE ASRW is shown in Fig. 1. It is mainly composed of four
parts. First, different strategies are designed for network structure and attribute
information extraction. Specifically, on the one hand, we first perform a random
walk to generate sequences with structure information. Then an information-
based sequence filtering strategy is used to delete redundant samples with low
information. On the other hand, we construct an attribute subgraph for each
node and perform the same random walk to extract the node sequences relying on
the node attribute. Second, the Skip-Gram model generates embedding vectors,
which contain network structure and attribute similarity information. Third,
a network embedding enhancement strategy is improved to embed high-order
structures and attribute information to the embedding vectors. Finally, we use
K-Means to obtain community divisions.

Fig. 1. Framework of ANE ASRW

3.1 Structure Information Extraction

The traditional random walk of attribute networks combines attribute and struc-
ture similarity to calculate transition probability and sample nodes with similar
attributes or similar structure to the same sequence, resulting in many dissimilar
pairs of nodes in a context window. To avoid the problem, we separate attribute
information extraction from the extraction of network structure to ensure all
nodes in the same sequence are either similar on attributes or structure. In
experiments, we set a total number of samples and use a hyperparameter λ to
represent the weight of network structure and node attributes.
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The advantage of an unbiased random walk is the diversity of sampled node
sequences. Therefore, we adopt an unbiased random walk to capture the network
structure. However, this approach may sample many redundant nodes which con-
tain little information and are useless for accuracy improvement. In this paper,
we assume that the nodes that are easy to determine the community affiliation
are low-information because the model may only need a few iterations to deter-
mine their community affiliation accurately. The node information is calculated
according to Eq. (1), where d(vj) represents node degree of vj and N(vi) repre-
sents the neighborhood of vi. Generally, a high-degree node is high-information
because of the difficulty of determining its community affiliation.

I(vi) = −
∑

vj∈N(vi)

1
d(vj)

log
1

d(vj)
, (1)

We design a node-information-based sequence filtering strategy to delete
sequences composed of many low-information nodes, making the Skip-Gram
model focus on the learning of complex relationships between a high-information
node and others. In order to evaluate the information of node sequence, we first
define the concept of window information because a sequence is composed of
windows according to Skip-Gram, and sequence information can be deduced
from the window information. Specifically, the window information is defined in
Eq. (2),

I(wvi
) =

∑

vj∈w(vi)

(I(vi) + I(vj)) (1 − sim(vi, vj)), (2)

where wvi
represents a window centered on node vi and sim(vi, vj) represents the

structural similarity between vi and vj . It includes both first-order and second-
order similarities, is calculated according to Eq. (3), where N(vi) is the neighbors
of node vj .

sim(vi, vj) =
{

1.0, vj ∈ N(vi)
Jaccard(vi, vj), vj ∈ {N(vk)|vk ∈ N(vi)}.

(3)

We set the similarity between the node and its first-order neighbor to 1.0
because low-order proximity is the cornerstone of the high-order [10]. In addition,
the Jaccard coefficient calculated in Eq. (4) is used as the similarity between a
node and its second-order neighbor.

Jaccard(vi, vj) =
N(vi) ∩ N(vj)
N(vi) ∪ N(vj)

. (4)

The window information includes two parts. First, it is positively correlated
with the number of high-information nodes in the window. Second, the window
information is composed of the node pair information. The node pairs with low
structure similarity have a more significant contribution, where the node pair
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information is defined as the sum of node information for efficiency. Finally, the
sequence information is defined as the sum of windows information, as shown in
Eq. (5).

I(S) =
∑

w∈S

I(w). (5)

Based on this definition, it is difficult to determine the relationship between
nodes in a high-information window using network structure alone. The core idea
of the filtering strategy is to preserve the sequences composed of high-information
windows and filter out the low-information sequences. It will facilitate the Skip-
Gram model to focus on the learning of complex relationships. In this paper, we
set a ratio threshold to filter out low-information sequences.

3.2 Attribute Information Extraction

The extraction strategy for attribute information includes two steps. First, we
use the approximate nearest neighbor method [22] to efficiently search k nearest
neighbors of a node according to node attribute, where the attribute similarity is
measured by the dot product of node attribute vectors. The attributed subgraph
of node vi consists of node vi and its k nearest neighbors. For example, there is
an attributed subgraph of node v6 as shown in Fig. 2. The neighbors indicated
by the dashed line are the k nearest attributed neighbors of node v6, and the
solid line is the edge in the original network. Second, a random walk process
is performed on the attribute subgraph to generate node sequences. Assuming
that the attributes have been normalized to numerical values, we first evaluate
the node attribute richness as follows:

R(xi) =
||xi||

1
N

∑N
j=1 ||xj ||

, (6)

where xi is the attribute of node vi and N is the size of the network. Intu-
itively, the size of the attributed graph of node vi is positively correlated with
the attribute richness of node vi, and it is necessary to extract a large number of
samples from a larger attributed subgraph to better capture attribute informa-
tion. Therefore, we adaptively calculate the corresponding attribute subgraph
size ki and random walk length li for each node according to node attribute
richness according to Eq. (7) and Eq. (8).

ki = k ∗ R(xi), (7)

li = lmax ∗ R(xi), (8)

where k denotes the maximum number of nearest neighbors and lmax is the
maximum random walk length.

3.3 Embedding Vector Generation

We combine the Skip-Gram model with negative sampling [23] to generate net-
work embedding vectors. Skip-Gram learns the vector of nodes by maximizing
the co-occurrence probability of words in the same window, as follows:
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Fig. 2. An toy example of attributed subgraph of node v6

p({vi−w, ..., vi+w} \ vi | φ(vi)) =
i+w∏

j=i−w,j �=i

p(vj | φ(vi), (9)

where w represents the size of windows, and φ(vi) represents the node vi’s center
vector.

3.4 Embedding Vector Enhancement

NEU [10] proves that high-order structure information can enhance the accuracy
of network embedding algorithms. Inspired by this idea, we try to combine high-
order attribute similarity information into the node embedding vectors similarly.
In order not to cost extra time to construct the structural similarity matrix M
and the attribute similarity matrix F , we use the by-products of Sects. 3.1 and
3.2, such as the results of sim(vi, vj) and dot similarity of attributes. It can be
noticed that matrix M and F are sparse in real-world networks. The embedding
vector enhancement is an iterative process as shown in Eq. (10):

R = R + λMR + (1 − λ)FR, (10)

where R is the embedding vector matrix, λ is a hyperparameter that balances
structure and attribute.

3.5 Time Complexity Analysis

Assuming the number of walk γ, the length of walk t, the size of window w, the
dimension of node vector d and the number of node n, the time complexity of
two random walk strategies and the generation of node vector is dominated by
the Skip-Gram, which is O(γtwn(d+d log n)). The complexity of k approximate
nearest neighbor method is O(nk log n) approximately. The improved network
embedding enhancement strategy is O(nd), which is consistent with the NEU
method [10]. Thus, the overall time complexity of ANE ASRW is O(γtwn(d +
d log n)), which is linear to the network size n.
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4 Experiments

4.1 Datasets

Synthesized Networks. We use the LFR benchmark [24] to generate synthe-
sized networks of different complexity to verify the performance of ANE ASRW.
And the method proposed in [25] is used to create node attributes for all net-
works. The parameters of LFR are given in Table 1 and the parameters of the
synthetic network are described in Table 2.

Table 1. Parameters of artificial networks

Parameter Description

N Number of nodes

k Average degree of nodes

kmax Maximum degree of nodes

cmin Minimum size of communities

cmax Maximum size of communities

mu Mixing parameter

Table 2. Synthesis networks

Network Parameter configuration

D1 mu = 0.1...0.7, N = 1000, k = 20, kmax = 50, cmin = 10, cmax = 100

Real-World Networks. The networks1 include two paper citation networks
Cora and Citeseer, the Wikipedia web pages network Wiki, the blog network
BlogCataLog, and four university networks Cornell, Texas, Washington, and
Wisconsin, which are shown in Table 3.

4.2 Baseline Algorithms

1. RoSANE [2]: The algorithm integrates network topology and node attributes
to reconstruct a dense network, and a designed random walk is performed on
the reconstruction network to learn the embedding vectors.

2. TADW [14]: The algorithm first proves that DeepWalk is equivalent to matrix
decomposition, and then includes node attribute information in the process
of matrix decomposition.

1 https://linqs.soe.ucsc.edu/data.

https://linqs.soe.ucsc.edu/data
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Table 3. Real-world networks

Network Number of nodes Number of edges Average degree Communities

Cora 2708 5278 3.89 7

Citeseer 3264 4536 2.78 6

Wiki 2363 11596 9.81 17

BlogCataLog 5196 171743 66.11 6

Cornell 195 286 2.93 5

Texas 187 298 3.19 5

Washington 230 417 3.63 5

Wisconsin 265 479 3.62 5

3. ARGA and ARVGA [19]: ARGA adds adversarial training principle to GAE
to make the embedding vectors match a prior Gaussian distribution. ARVGA
is the variational version of ARGA.

4. AANE [15]: The algorithm learns embedding vectors based on the decom-
position of attribute similarity matrix with regularization constraints from
network edges.

4.3 Parameter Settings

For ANE ASRW and RoSANE algorithms, the number of walks, the length of
walk and the size of window are set to 10, 80, 10 respectively. For TADW, ARGA,
ARVGA and AANE algorithms, we use the default parameter settings used in
their paper. For all algorithms, the node vector dimension is fixed at 128.

4.4 Evaluation Metric

Normalized Mutual Information (NMI) [26] is an important metric for commu-
nity detection. The larger the NMI, the closer the division X and Y . For the
division X and Y , the specific calculation of NMI is defined as follows:

NMI =
1
2 [H(X) − H(X|Y ) + H(Y ) − H(Y |X)]

H(X) + H(Y )
, (11)

where H(X) is the information entropy of X and H(X|Y ) denotes the difference
between the entropy of X conditioned on Y .

4.5 Parameter Experiment

The ANE ASRW algorithm includes three parameters: r, λ, and k. In this
section, comprehensive experiments in synthesis networks and real-world net-
works are conducted to investigate the influence of parameters on accuracy. In
all experiments, we use K-Means to detect communities and calculate NMI to
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measure the performance of community detection. Considering the randomness
of algorithms, we run the algorithms ten times in each network and report the
average value of NMI.

Parameter r. Parameter r plays as a threshold to control the ratio of filtered
sequence. Specifically, some sequences with rich information will be filtered when
r is too large.

The experimental result on the D1 networks and four real-world networks is
shown in Fig. 3 and Fig. 4, respectively. The accuracy of ANE ASRW increases
with the value of r when r ≤ 0.4 as can be seen from the Fig. 3. When r > 0.4,
many high-information sequences will be deleted, resulting in decreased algo-
rithm accuracy. Figure 4 shows a more significant increase trend when r ≤ 0.4
because there exist a large amount of low-information sequences in the complex
real-world networks. According to the experimental results, we found the sta-
ble interval of r is [0.3, 0.5]. Therefore, we search for the optimal value of r in
[0.3, 0.5].
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Fig. 3. Parameter sensitivity of parame-
ter r on the D1 networks

Fig. 4. Parameter sensitivity of parame-
ter r on real-world networks

Parameter λ. Parameter λ is used to control the balance of the node
attribute and structure in the network. The sampling strategy will generate
more sequences containing the network structure information when λ is too
large, ignoring the information extraction of node attributes.

The performance of ANE ASRW with varying λ on the D1 and four real
networks is shown in Fig. 5 and Fig. 6, respectively. Figure 5 shows an upward
trend with the increase of the value of λ when λ ≤ 0.7. However, it can be seen
from Fig. 6, the increase of algorithm accuracy is almost stable when λ is close
to 0.4. It is because real networks have a more ambiguous community structure
than synthetic networks and often require more attribute information to detect
communities more accurately. Therefore, we set the value of λ in [0.3, 0.7] in the
remaining experiments.

Parameter k. Parameter k is used to determine the maximum number of
node neighbors in the attributed subgraph. On the one hand, many nodes with
attributes similar to the current node will be ignored if the value of k is small.
On the other hand, if the value of k is large, it will cause a great time overhead.
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Fig. 5. Parameter sensitivity of parame-
ter λ on the D1 networks

Fig. 6. Parameter sensitivity of parame-
ter λ on real-world networks

The experimental result on the D1 and four real networks are shown in Fig. 7
and Fig. 8, respectively. From Fig. 7 and Fig. 8, the accuracy of ANE ASRW
increases with the log of k and remain stable when the log of k is close to 6.
Therefore, the value of k is fixed at 64.

Fig. 7. Parameter sensitivity of parame-
ter k on the D1 networks

Fig. 8. Parameter sensitivity of parame-
ter k on real-world networks

4.6 Accuracy Experiment

We compared the accuracy of ANE ASRW with baseline algorithms on the syn-
thetic and real-world networks.

Results on Synthesis Networks The NMI results of varying mu on the
D1 networks is shown in Fig. 9. From the Fig. 9, as the value of mu increases,
the accuracy of each algorithm decreases gradually. It is because as the value
of mu increases, the community boundaries become more indistinguishable.
ANE ASRW performs better in all networks for three reasons. First, the filtering
strategy deletes many low-information sequences, which makes the Skip-Gram
model focus on the learning of complex relationships. Second, the random walk
on attributed subgraph strategy captures the attributed similarity of nodes accu-
rately. Third, the network embedding enhancement strategy embeds high-order
structure and attribute similarity to the embedding vectors. They all improve
the accuracy of the node embedding.
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Fig. 9. NMI results with varying mu on
the D1 networks

Fig. 10. Effect of strategies on real-world
networks

Results on Real-World Networks. Table 4 shows the NMI results of the
algorithms on real-world networks. From Table 4, the precision of ANE ASRW
is higher than that of the baseline algorithms except for Citeseer and Wiscon-
sin networks, which reflects the effectiveness of the information-based sequence
filtering, attributed-subgraph-based random walk and the embedding enhance-
ment strategy. Although the accuracy of the ANE ASRW in the two networks is
inferior to RoSANE and AANE algorithms, it can also get a better result than
other baseline algorithms.

Table 4. NMI results on real-world networks

Network ANE ASRW RoSANE TADW ARGA ARVGA AANE

Cora 0.5613 0.5521 0.5348 0.4949 0.4924 0.2477

Citeseer 0.4317 0.4438 0.4104 0.2701 0.3495 0.3011

Wiki 0.6385 0.4213 0.3833 0.4179 0.3607 0.4705

BlogCataLog 0.7431 0.7105 0.5521 0.1719 0.2071 0.3591

Cornell 0.3638 0.0895 0.0904 0.0982 0.1124 0.3224

Texas 0.3415 0.0774 0.1041 0.0775 0.0912 0.3293

Washington 0.4425 0.1389 0.1544 0.1147 0.1045 0.3691

Wisconsin 0.3916 0.1051 0.0931 0.0611 0.0903 0.4151

4.7 Ablation Experiment

We evaluate the effect of each strategy on real-world networks. The information-
based sequence filtering strategy, the attribute-subgraph-based random walk,
and the network embedding enhancement strategy are denoted by S1, S2,
S3, respectively. In Fig. 10, S1 denotes the structure version of the proposed
algorithm that only uses strategy 1, S1+S2 represents the version that com-
bines attributes with the structure version, S1+S2+S3 denotes the final version
includes the proposed three strategies. It is worth noting that base indicates
the baseline without the three strategies above. As shown in Fig. 10, the final
version performs best, followed by S1+S2, and the worst performance is the base-
line without any strategies. Therefore, the results prove the effectiveness of the
combination of S1 and S2 and S3 strategies in attributed network embedding.
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Fig. 11. Embedding vectors visualization on the Wiki network

4.8 Embedding Vectors Visualization

T-SNE [27] is used to convert the high-dimensional embedding vectors to a
two-dimensional space to investigate the quality of community detection. The
visualization results on the Wiki are shown in Fig. 11. Nodes in different commu-
nities are represented in different colors. From the Fig. 11, the embedding vectors
generated by ANE ASRW exhibits more obvious aggregation effects than other
baseline algorithms. There is a more obvious boundary between the communities,
which helps the clustering methods to distinguish better.

5 Conclusions

This study proposes an ANE algorithm based on attributed-subgraph-based ran-
dom walk for community detection. ANE ASRW can make the Skip-Gram focus
on the learning of complex relationships by the proposed sequences filtering
strategy. At the same time, it also can construct attributed subgraph accurately,
which helps the random walk capture the attribute information more precisely.
Furthermore, it integrates high-order attributes and structural proximity infor-
mation into the embedding vectors. Experimental results on different networks
show that the ANE ASRW algorithm is more efficient and effective than the
baseline algorithms. In the future, we will extend ANE ASRW to heterogeneous
attribute networks to make it suitable for real world scenarios.
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Abstract. Community detection is a fundamental tool to uncover orga-
nizational principles in complex networks. With the proliferation of rich
information available for real-world networks, it is useful to detect com-
munities in attributed networks. Recently, many algorithms consider
combinating node attributes and network topology, and the effect of
these methods is better than using only one information source. How-
ever, the existing algorithms still have some shortcomings. First, only a
few algorithms can process both categorical type and numerical type at
the same time. Second, the contribution between attributes and topology
cannot be adjusted adaptively. Third, most algorithms do not consider
combining the high-order structure with the node attributes. Therefore,
we propose an adaptive seed expansion algorithm based on composite
similarity to solve these problems(ASECS). We generate a new weighted
KNN graph according to the composite similarity. The composite simi-
larity combines high-order structure similarity, low-order structure sim-
ilarity and attributed similarity by weighting them. Our method can
adaptively adjust the contribution between topology and node attributes.
Moreover, the designed attributed similarity function can process both
categorical and numerical attributes. Finally, we find the seed nodes on
the weighted KNN graph and expand the seed nodes to communities.
The superiority of our algorithm is demonstrated on many networks.

Keywords: Community detection · Attributed network · Motif · Seed
expansion · Composite similarity

1 Introduction

The real-world networks is quite complex, so it is too difficulty to analyze the
whole network directly and get valuable information. Community detection can
divide networks into different communities , and entities in same community
often share same characteristics [1]. The exist studies [2] have shown that the
c© Springer Nature Singapore Pte Ltd. 2022
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recognition of community can help uncover hidden information of the network,
as well as support some high practical value applications such as protein analysis
[3] and recommender system [4].

Traditional community detection methods usually fully use network topol-
ogy characteristics [1]. Besides topology, node content is another common infor-
mation source in the real-world networks. Previous study [6] find that network
attributes can help to get some different knowledge beyond topology. At present,
many methods have considered using topology and attributes at the same time
[2,7,8]. However, these methods cannot process both categorical and numerical
attributes. Moreover, topology and node attributes are two heterogeneous infor-
mation sources, which may have inconsistent features or noise. How to counter-
poise the contribution of topology and node attributes adaptively is a challenge.

In addition, the above method only uses the low-order structure without con-
sidering high-order structure, such as motifs, they are tiny subgraphs that are
ubiquitous and regarded as composition modules for networks. Recently, there
are methods to combine node attributes with high-order structures [9], but the
method relies too much on high-order structures and will appear fragmenta-
tion issue [10]. In [10,11], the fragmentation issue is solved, but they are not
considering the attribute information in the network.

In this paper, to fully use the abundant information in the attributed net-
work, we propose an adaptive seed expansion algorithm based on composite
similarity. First, we calculate the attributed similarity, low-order structure sim-
ilarity, and high-order structure similarity of nodes. Second, according to the
designed weighted function, the three similarities are combined, and the com-
posite similarity between nodes is obtained, which contains various information.
Based on the composite similarity of nodes, we generate a weighted KNN graph
that retains Top-K similarity neighbors for each node. Finally, we find the seed
nodes on the weighted KNN graph and expand the seed nodes to communities.
There are three main contributions in this paper:

(1) The proposed composite similarity contains attributed and high and low
order structure information, which can enhance the quality of seed nodes
and greatly improves the performance of community detection.

(2) The designed weighted function can adjust the contribution ratio between
attributes and structure adaptively by network clustering coefficient.

(3) The proposed attributed similarity calculation method can process both cat-
egorical and numerical attributes, which help to get the complex relationship
between nodes.

2 Related Work

2.1 Community Detection Based on Seed Expansion

Seed expansion algorithms mainly focus on seed selection and community exten-
sion strategies. Lancichinetti et al. [5] proposed the well-known algorithm LFM,
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which randomly selects nodes from the network as seeds and proposes commu-
nity fitness as a quality function to optimize. Lee et al. [12] proposed GCE, which
selects the k-cliques as seeds, and uses the same extension strategy as the LFM
algorithm. Guo et al. [13] proposed InfoNode algorithm, which extends fitness
funtion by the internal force between nodes to fully explore local information.
Zhang et al. [14] proposed the CFCD algorithm, which uses core similarity to
select seed node and takes core fitness as the objective function.

2.2 Community Detection in Attributed Networks

At present, many researchers have demonstrated that combining topology struc-
ture and node attributes can enhance the quality of community detection. Zhou
et al. [7] converted the original graph G into the attributed augmented graph GA

with attribute nodes, which added fictitious attribute nodes to represent different
attribute values and then further used the random walk to measure the tightness
between nodes. Yang et al. propose CESNA [8] model, which uses the commu-
nity membership to model the interaction between topology and attributes, and
updates all model parameters using the block coordinate rising method. Wang
et al. [2] proposed SCI model with two parameters and proposed an effective
updating rule to evaluate the parameters with convergence guarantee. He et al.
proposes NEMBP [6] model; NEMBP combines nested EM algorithm and con-
fidence propagation to train the community and attributes. Then, it extracts
and explores the potential correlation between them to divide the community.
Besides, there are also methods focusing on network embedding [15,16].

2.3 Community Detection Based on High-Order Structure

In recent years, some studies have tried to use network high-order features for
community detection. In [9], according to attributes of nodes included in the
motif, the so-called homogeneity value is provided for the structure motif iden-
tified by the network. Then the homogeneity value is stored by a particular
adjacency matrix. Finally, put the matrix into the existing algorithm based on
similarity. In [10], defined the hypergraph fragmentation problem, generated a
new graph by edge enhancement strategy to overcome the hypergraph fragmen-
tation problem, and then divided the new graph to obtain the high-order com-
munity structure. In [11], a modularity-based method of micro-unit is designed,
which can find overlapping community structures by using low-order connectiv-
ity patterns and high-order connectivity patterns. In [17], designed a reweighted
network with unified low and high order structure, and then detected communi-
ties on the reweighted network.

3 Preliminaries

We use G = (V,E,A) to represent an attributed network where V represents
the set of nodes and E represents the set of edges. As for A, A is the attributed
matrix of nodes. There are some basic definitions in our algorithm:
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Definition 1 (Motif). Motif is a kind of interconnection mode between nodes,
and its number in real-world networks is obviously high than in the random
network [18]. The motif with p nodes and q edges is defined as M(p, q) for
clarity. We utilize the FANMOD [19] tool to identify motif. It can identify all
variants of the size-k motif, then the corresponding z-score will be reported.

Definition 2 (High-order Structure Similarity). The high-order structure
similarity is defined as:

MM(u, v) = IM
u,v (1)

where IM
u,v represents the number of the motif instances M that contain node

u and node v. The high-order structural similarity between nodes is stored in
the high-order structure similarity matrix. In Fig. 1, we take the size-4 motif to
illustrate how to construct a high-order structure similarity matrix. As shown in
Fig. 1, node 1 and node 2 appear in two motif instances (0–1–2–3 and 1–2–3–4),
so their high-order similarity is 2.

Fig. 1. The construction of the high-order similarity matrix

Definition 3 (Low-order Structure Similarity). We define the Jaccard coef-
ficient [20] between two nodes as the low-order structure similarity:

J(u, v) =
|N(u) ∩ N(v)|
|N(u) ∪ N(v)| (2)

where N(u) represents the neighbor set of node u.

Definition 4 (Clustering Coefficient). The clustering coefficient [21] for each
node in complex networks is defined as:

Cv =
2ev

kv (kv − 1)
(3)

where kv represents the number of neighbors of node v, ev represents the number
of edges between neighbors of node v. Similarly, for the whole network, the
average clustering coefficient [22] is defined as follow:

C =
1

|V |
∑

i∈V

Ci (4)
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4 ASECS

Figure 2 shows the framework of ASECS. ASECS algorithm is mainly divided
into two stages: weighted KNN graph generation and community detection by
seed expansion. The details of two stages are given as follows.

Fig. 2. Framework of ASECS

4.1 Weighted KNN Graph Generation

In this stage, we propose an attributed similarity calculation method that can
process both categorical and numerical attributes. And we define the attributed
similarity between two nodes as follow:

S(u, v) = Sc(u, v) + Sn(u, v) (5)

where Sc represents the categorical attributed similarity, Sn represents the
numerical attributed similarity, which are defined as follows:

Sc(u, v) =

∑S1
j=1 η (Tuj , Tvj)

s1
(6)

η (Tuj , Tvj) =
{

1, Tuj = Tvj = 1
0, others (7)

Sn(u, v) = exp

(
−

∑s2
j=1 (Xuj − Xvj)

2

2δ2

)
(8)

where Tuj represents that node u has categorical j, Xuj represents that node
u has numerical attribute j. For categorical attributed similarity, we calculate
the number of common attributes of the two nodes and divide by the number
of attributes to normalize. We calculate the Euclidean distance of numerical
attributes for numerical attributed similarity and map it to [0, 1] by RBF kernel
function.
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To fully utilize the information in the network, ASECS combine attributed
similarity, low-order structure similarity, and high-order structure similarity of
nodes by the designed adaptive weighting function as the composite similarity
between nodes. Before, we normalize the high-order structure similarity, low-
order structure similarity, and attribute similarity of nodes:

MM(u, v) =
MM(u, v)

MM(u, v)max
(9)

J(u, v) =
J(u, v)

J(u, v)max
(10)

S(u, v) =
s(u, v)

s(u, v)max
(11)

The composite similarity is defined as:

W(u, v) = CρMM(u, v) + CρJ(u, v) + (1 − C)ρS(u, v) (12)

where C is average clustering coefficient which defined in Eq. (4). For attributed
networks, sometimes network topology is dominant, sometimes node attribute
information is dominant. Clustering coefficient can measure the degree of aggre-
gation of nodes in networks. We use it to adapt to the contribution of balanced
node attributes and topology structure. When the value of C is larger, there
are more edges in the network, and the connections between nodes are rela-
tively close. In this case, nodes of the network have more obvious aggregation
phenomenon in topological perspective, and we should make the weight of the
topology account for a larger proportion. The network is sparse when C is small.
It is usually more necessary to rely on attributed information to guide com-
munity division, making the weight of attribute information account for a large
proportion. ρ is a parameter, the larger the value can make dominant information
have a larger proportion.

Finally, for each node, we retain top-k composite similarity neighbors, and the
weighted KNN graph is generated. Details of weighted KNN graph generation
are shown in Algorithm 1.

4.2 Community Detection by Seed Expansion

In this stage, we use seed-expansion-based algorithms to do community detec-
tion. For the algorithm based on seed expansion, the accuracy of the final com-
munity detection depend on whether the algorithm finds high-quality seed nodes.
In general, seed nodes should have considerable influence and should be far away
from each other. Therefore, we designed a function for node influence considering
the above two requirements:

I (u) = Sdict(u) ∗ D(u) (13)

D(u) =
∑

v∈N(u)

Wu,v (14)
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Algorithm 1. Generating weighted KNN graph
Input: G(V, E), attributed matrixA, motif instance set IM, ρ, σ, K.

Output: Weighted KNN graph G
′
.

1: E
′
= � ;

2: Calculate C via (4);
3: Construct high-order structure similarity matrix M via (9);
4: Construct low-order structure similarity matrix J via (10);
5: Construct attributed similarity matrix S via (11);
6: Construct composite similarity matrix W via (12);
7: for i = 1 in |V | do
8: for each vj ∈ TopK(vi, K, W ) do

9: E
′
= E

′ ∪ (vi, vj)
10: end for
11: end for
12: return G

′
;

Sdict(u) =
∑

v∈seeds

1 − J(u, v) (15)

where D(u) represents the weighted degree of node u, Sdict(u) represents the
distance sum between node u and selected seed nodes.

We select the node which has the largest value of influence among nodes that
are not extended as the seed node. After that, the seed node will be the initial
community. When to community expansion, ASECS calculates the fitness with
composite similarity of current community to each neighboring node. The fitness
with composite similarity is defined as:

Fc =
W c

in

(W c
in + W c

out)
α (16)

where W c
in and W c

out represent the sum of the internal and external composite
similarity of community c respectively.

ASECS select the node that can maximize fitness, and add it to the current
community. Then, the set of neighbors of the community will be updated. The
step of community expansion stops when the maximum fitness value of the neigh-
boring nodes is negative. The details of community detection by seed expansion
are given in Algorithm2.

4.3 Complexity Analysis

Suppose the graph has q communities, r represents the average size of communi-
ties, k represents the average degree of the weighted KNN graph, and the motif
size is p. In the first stage, we need O(np) time to find each p-tuple of nodes in
the graph. In the second stage, for each local community detection, the average
time cost of seed selection is O(k × logn); For community extension, its time
cost is O(r2 × k), and the total time cost of Algorithm2 is O(t × k(logn + r2)).
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Algorithm 2. Community detection by seed expansion

Input: Weighted KNN graph G
′
,α.

Output: Community set C.

1: Gfree = G
′
, Seeds = �, C = � ;

2: while Vfree �= � do
3: for each v in Vfree do
4: calculate Influence(v) via (13)
5: end for
6: seed = {max(Influence(v)|v ∈ Vfree};
7: Seeds = Seeds ∪ {seed};
8: c = {seed};
9: while N(c) �= � do

10: for each v in N(c) do
11: calculate F v

c = Fc∪{v} − Fc according to Eq. (12);
12: end for
13: fmax = max(F v

c |v ∈ N(c));
14: if fmax > 0 then
15: c = c ∪ {vmax};
16: else
17: break;
18: end if
19: N(c) = N(c) ∪ N(vmax);
20: end while
21: Vfree = Vfree − Vc;
22: C = C ∪ c;
23: end while
24: return C;

So, the time cost of ASECS is O(np). Usually, we use the 3-motif, and the time
cost is O(n3).

The space cost of ASECS is O(n2) because the similarity between two nodes
needs to be stored.

5 Experiments

5.1 Datasets Description

Real-World Networks. We select 11 real-world networks, 8 networks come
from subsets of the three social networks available at SNAP. They are
Facebook-348, Facebook-414, Facebook-698, Facebook-1912, Google-429402,
Google-387583, Twitter-356963, Twitter-745823. And 2 networks come from
WebKB, which are Washington and Wisconsin. The last network Cora is a cita-
tion network, which includes paper reference relationships and content. These
networks have different characteristics, their statistics are given in Table 1.
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Table 1. Description of real-world networks

Network Number
of nodes

Number
of edges

Number of
attributes

Average
clustering
coefficient

Average
degree

Communities

Facebook-348 227 3192 161 0.54 28.1 14

Facebook-414 159 1693 105 0.67 21.2 7

Facebook-698 66 270 48 0.73 8.2 13

Facebook-1912 755 30025 480 0.64 79.6 46

Google-429402 273 6618 21 0.64 48.4 2

Google-387583 457 15148 264 0.65 66.2 10

Twitter-356963 134 495 247 0.37 7.4 11

Twitter-745823 249 4372 1174 0.48 35.1 13

Cora 2708 5278 1433 0.24 3.9 7

Washington 230 417 1703 0.2 3.6 5

Wisconsin 265 479 1703 0.21 3.6 5

Artificial Networks. We generate two groups of artificial networks by the
tool which named LFR-benchmark [23] to verify the robustness of the algorithm
in different networks. The method proposed in [24] is used to generate node
attributes for all networks. We generate 300 categorical attributes and 20 numer-
ical attributes for each artificial network. Table 2 shows the specific parameter
settings of each network.

Table 2. Parameter settings of artificial networks

Network Parameter settings

D1 N = 1000, k = 20, kmax = 50, Cmin = 10, Cmax = 100, µ = 0.1 − 0.7, on = 0.1, om = 2

D2 N = 1000, k = 20, kmax = 50, Cmin = 10, Cmax = 100, µ = 0.3, on = 0.1 − 0.6, om = 2

5.2 Experimental Settings

Baseline Methods. To verify the superiority of ASECS, we select three algo-
rithms based on seed expansion and two algorithms based on auto-encoder
as baseline algorithms. Namely LFM [5], DEMON [25], InfoNode [13], ARGA
[16], ARVGA [16]. For all algorithms, we set the parameters that suggested by
authors. And we use the triangle motif to construct the high-order similarity.

Evaluation Measure. In our experiments, the overlapping version of the Nor-
malized Mutual Information (ONMI) [26] is selected as the evaluation measure.
The values closer to 1 indicate good performance.
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The ONMI is defined as:

ONMI(A,B) = 1 − 1
2

⎛

⎝
|A|∑

i

H(Ai, B)
|A|H(Ai)

+
|B|∑

j

H(Bj | A)
|B|H(Bj)

⎞

⎠ (17)

where H (Ai) represents the entropy of the i-th community Ai, H (Ai|B) repre-
sents the entropy of Ai with respect to B.

5.3 Parameter Experiments

Fig. 3. Experiments on parameter K Fig. 4. Experiments on parameter ρ

Parameter K. ASECS use the parameter K to select the top K nodes with the
large composite similarity as the neighbors for each node in generating weighted
KNN network stage. The larger the values of the K, the denser the weighted KNN
graph. Figure 3 shows the experimental results on some real-world networks.
With the increase of K, ONMI values first increases and then decreases, and the
best values of K mainly in [20, 25, 30]. The regular is in line with common sense.
In the weighted KNN graph, too few edges may lead to the underutilization of
information, while too many edges may involve noise. We suggest to set the value
of K between 20 and 30.

Parameter ρ. ASECS use the parameter ρ to adjust the contribution ratio
between attributes and topology. The larger the value of the ρ, the larger the
contribution ratio of the dominant information. The value of ρ is between 1 and
2. As seen in Fig. 4, most networks perform well when ρ=1.5, so the default value
of ρ is set to 1.5.



224 W. Chen et al.

5.4 Accuracy Experiments

Table 3. ONMI values on real-world networks

Network LFM InfoNode DEMON ARGA ARVGA ASECS

Facebook-348 0.3113 0.3279 0.2498 0.1918 0.1942 0.3765

Facebook-414 0.4797 0.5127 0.4483 0.4561 0.4415 0.5217

Facebook-698 0.4081 0.4185 0.4255 0.3876 0.3959 0.4955

Facebook-1912 0.3016 0.2908 0.3142 0.1713 0.1228 0.3414

Google-429402 0.0187 0.0401 0.0335 0.0171 0.0336 0.1965

Google-387583 0.0651 0.0757 0.0662 0.0837 0.0726 0.1196

Twitter-356963 0.1671 0.1369 0.0885 0.1201 0.1303 0.1978

Twitter-745823 0.1162 0.1235 0.0764 0.0386 0.0429 0.2051

Cora 0.1218 0.0858 0.0133 0.3644 0.3521 0.2447

Washington 0.0222 0.0699 0.0173 0.0658 0.0821 0.4255

Wisconsin 0.0124 0.0244 0.0091 0.0530 0.0324 0.3316

Accuracy on Real-World Networks. The experimental results of ONMI
measure on real-world networks are shown in Table 3. As we can see, ASECS
gets the best results on all networks except Cora. This is because ASECS inte-
grates high-order and low-order topology information and attribute information
and adaptively adjusts the contribution of information according to the cluster-
ing coefficient of the network. The social networks usually have many triangle
structures, so using the triangle motif can obviously make the result of com-
munity detection better. In networks of Washington and Wisconsin, attributed
information is dominant, so the seed-expansion-based algorithms do not perform
well in these networks. And the auto-encoder-based methods cannot adjust the
contribution adaptively, so they also perform poorly in these networks. ARVGA
and ARGA have got nice results on Cora, because Cora has many connected
branches. The method based on auto-encoder is more suitable to deal with this
situation.

Accuracy on Artificial Networks. The experimental results of ONMI mea-
sure on the D1 networks are shown in Fig. 5. With the parameter μ increasing,
the accuracy of all algorithms will decrease. Because when the community struc-
ture becomes fuzzy, it is difficult for algorithms to identify boundaries between
communities. As shown in Fig. 5, ASECS performs well in all values of μ. The
accuracy of ASECS is significantly high than other algorithms, and the decline
is slight. This is because ASECS effectively combines high-order and low-order
topology information and attribute information. When the topology structure
is clear, ASECS can fully use of high-order structure and low-order structure to
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Fig. 5. ONMI results on D1 networks Fig. 6. ONMI results on D2 networks

detect community. When the topology information is chaotic, ASECS can adap-
tively reduce the contribution of topology information and improve the contribu-
tion of node attribute information. Besides, we design a new attributed similarity
calculation method that considered numerical attributes. Although ARGA and
ARVGA can combine topology and attributes, they do not use high-order struc-
ture information and cannot automatically adjust contribution degree. The other
three methods based on seed expansion cannot use node attribute information
and perform poorly when the value of μ is big.

Figure 6 shows the experimental results of ONMI measure on D2 networks.
With the increase of the proportion of overlapping nodes on networks, the accu-
racy of algorithms decreases to a certain extent. ARGA and ARVGA are not
specially designed for overlapping communities, so the accuracy decreases obvi-
ously when the overlapping ratio is very big. LFM uses a random seed selection
strategy, and it is difficult for low-quality seeds to correctly divide nodes into
multiple communities, so the accuracy of LFM decreases significantly. ASECS
can combine multi-information and uses the algorithm based on seed expansion,
which can also have a good performance when the proportion of overlapping
nodes is large.

6 Conclusions

In this paper, we propose an adaptive seed expansion algorithm based on com-
posite similarity. First, we calculate the low-order structure similarity, high-order
structure similarity, and attributed similarity of nodes, respectively. The calcu-
lation of attribute similarity considers both numerical type and categorical type.
Second, we design a weighted function to combine multi-similarity as the com-
posite similarity of nodes to generate a weighted KNN graph. The designed
weighted function can adaptively adjust the contribution ratio between topol-
ogy and node attributes according to the clustering coefficient of the network.
Finally, we find the seed nodes on the weighted KNN graph and expand the seed
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nodes to communities. A large number of experiments on various networks show
that our algorithm can get better result than baseline algorithms. In the future,
parallelization technologies will be considered to enhance the running efficiency
of our algorithm.
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Abstract. The rapid development of social media has brought convenience to
people’s lives, but at the same time, it has also led to the widespread and rapid
dissemination of false information among the population, which has had a bad
impact on society. Therefore, effective detection of fake news is of great signifi-
cance. Traditional fake news detection methods require a large amount of labeled
data for model training. For emerging events (such as COVID-19), it is often hard
to collect high-quality labeled data required for training models in a short period
of time. To solve the above problems, this paper proposes a fake news detection
method MDN (Meta Detection Network) based on meta-transfer learning. This
method can extract the text and image features of tweets to improve accuracy. On
this basis, a meta-training method is proposed based on the model-agnostic meta-
learning algorithm, so that the model can use the knowledge of different kinds
of events, and can realize rapid detection on new events. Finally, it was trained
on a multi-modal real data set. The experimental results show that the detection
accuracy has reached 76.7%, the accuracy rate has reached 77.8%, and the recall
rate has reached 85.3%, which is at a better level among the baseline methods.

Keywords: Fake news detection · Meta-learning · Multimodal feature extraction

1 Introduction

In recent years, the development of Internet social media platforms at home and abroad
has also led to the rapid spread of a large number of fake news on the platform. A large
number of fake news confuses the public and interferes with people’s judgment of the
facts. Fake news detection [1] is essentially a classification problem. The purpose is to
judge whether a news is true or false based on the potential characteristics of different
news. How to automatically and effectively detect false news has gradually attracted
attention from academia and industry.

The current methods of fake news detection mainly combine the content character-
istics of the message (such as text and comment information) [2, 3], communication
characteristics (such as forwarding structure) [4] and interactive characteristics (such as
the number of likes), and apply convolutional neural networks (CNN) [5] perform fea-
ture extraction and classification and recognition. However, traditional methods require
large amounts of annotation data to train the model. For emerging events (such as the
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COVID-19, terrorist attacks, etc.), as shown in Fig. 1, it is often difficult to collect high-
quality relevant data in a short time. Therefore, the model’s recognition of new events
that have not appeared in the training set is usually bad [7, 8].

Fig. 1. A The detection of new events.

Since fake news spreads quickly on social networks and has awide range of influence,
it often has a serious impact on society in a short period of time. Therefore, It’s essential
to detect fake news in real time. In existing methods, whether feature-based detection
methods or social context-based detection methods [4–7] are assumed that the detection
model has data for the entire life cycle of a news event, and can train a model based on
aggregated features to detect fake news. Therefore, the key issues studied in this paper
face the following challenges:

(1) In the early stage of propagation, the amount of data is small and the labels are
sparse. Existing methods still require a large amount of data to obtain an effective
detection model. How to effectively detect fake news in the early stage is a big
challenge.

(2) Because of the different feature distributions of events, existing methods are less
effective in detecting new events. How to use the tweet data of existing histori-
cal events for knowledge transfer, so as to guide specific events, make the model
generalized, and respond to new events is a challenge.

(3) In addition to the text content in tweets, more users are used to using images or
videos to post tweets. Traditional detection methods only use text to detect. How
to combine multimodal data for detection is also a challenge.

Meta-learning is a few-shot transfer learning method [9–11]. The key idea is using
the network to acquire meta-knowledge through training on a large number of similar
tasks, and quickly learn on new tasks [12], Compared with traditional transfer learning,
it has the advantage of fewer training samples, so we use meta-learning to address the
above challenges.

In this paper, we propose a fake news detection method based on meta-learning,
namelyMDN. It combines the text and image information of the tweet, themeta-learning
method is used to construct a fake news detection model on new events with a small
number of samples. The model can realize knowledge transfer such as model parameters
by constructing subtask sequences, and finally can realize early detection of fake news.
The main contributions are as follows:
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(1) We propose a fake news detection method MDN based on meta-learning, which
can learn the knowledge of historical event tweets and perform early and effective
detection on new events.

(2) We build a multi-modal feature extractor, which can extract high-dimensional
features of tweet text and images for detection.

(3) Experiments are conducted on the Weibo dataset, the accuracy rate reached 76.7%,
the precision rate reached 77.8%, and the recall rate reached 85.3%. In addition, the
training time is reduced by 57.8% and 48.7% compared with the two baseline mod-
els, indicating that this method is capable of fast and early inspection of emerging
events.

The rest of this paper is organized as follows: We briefly review related works in
Sect. 2, and we introduced details of MDN in Sect. 3. In Sect. 4 we show the experiment
results. Finally, we conclude our work in Sect. 5.

2 Related Work

2.1 Fake New Detection

In recent years, researchers have proposed a variety of fake news detection methods.
Content-based methods extract vocabulary features [2, 3], syntactic features [13] and
topic features [14] for classification; Social context-based methods judges whether the
news is false by analyzing user characteristics [15] and the propagation characteristics [6,
16]. For the early detection of news, Ma et al. [17] proposed the DSTSmodel. Bian et al.
[18] proposed a bidirectional graph convolutional neural network Bi-GCN to capture
the propagation characteristics of news.

To solve the problem of lacking labels in the early stage of fake news propagation,
Sampson et al. [19] evaluated the credibility of the original news by combining the
text content of the news with the third-party web content information. Wang et al. [8]
proposed EANN, which reduces the specific features of the event and retaining the
detection of the general feature of the events.

2.2 Few-Shot Learning

Because of large amounts parameters, neural networks often need lots of data for training.
Therefore, whether a small amount of labeled data can be used to achieve better training
results has become a very important topic, which has attracted great attention.

Model-based methods quickly updates the parameters on few samples. Santoro et al.
[20] proposed the use of memory enhancement to solve few-shot learning tasks. Koch
et al. [21] proposed SiameseNetwork, which reuses the features extracted by the network
for few-shot learning. Match Network [22] build different encoder for training set and
test set, and output the weighted sum of the predicted values between support set and
query set.

Meta-learning is a few-shot learningmethod to update parameters on a small number
of samples. Finn et al. [5] proposed the MAML, which has generalization performance
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with a small number of iterative steps. Compared with other methods, meta-learning
performs better in a wider range of tasks and lower computational cost. Therefore, we
use the idea of meta-learning, and learns the data of previous knowledge to detect new
events.

3 Methodology

Fig. 2. The detection of new events.

3.1 Problem Statement

Fake news in this paper refers to text or images that are spread via social media and
proved to be false. For each event e, given support dataset

{
X s
e ,Y

s
e

}
and query dataset{

X q
e ,Y q

e
}
. This paper use the knowledge from past events to get a better initialization

parameter in the meta-training stage, as follows:

θe = θ −
∑n

i=0
Loss(

{
X q
e ,Y q

e
}
) (1)

where n is epoch of meta-training, Loss(·) is the loss function, on meta-testing stage, we
search for a predicted function Fθe(s) → {0, 1} for query set

{
X q
e ,Y q

e
}
:

Fθe(s) =
{
1, if s is a fake post
0, otherwise

(2)
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3.2 The MDN Framework

The framework of MDN mainly consists of two parts, as shown in Fig. 2.
(1) Feature Extractor: The feature extractor has two parts: The first is text feature

extractor, which uses the Text-CNN [25] network to extract the unstructured text content
feature [24]; the other part is the image feature extractor uses the VGG-16 [26] to extract
the feature of the input image, as follows:

Fei = q(h1(Xei) ⊕ h2(Xei)) (3)

where h1 and h2 are represent of image and text feature extractor. In addition, in order to
capture the semantics of labels, we use label embedding to convert text labels to vector.

(2) Post Classifier: The classifier is a fully connected layer which takes extracted
high-dimensional feature vector as input and compares itwith the label vector to calculate
the probability that the tweet is true or false. The formal expression of the classifier is
as follows:

ŷsei = softmax(f (Fei), yei) (4)

The parameters of the entire model are shown in Table 1:

Table 1. Parameters of MDN

Symbol Meaning

E Event
{
X s
e , Y s

e
}

Support set
{
X q
e ,Yq

e

}
Query set

θ Parameter set

h(·) Feature extractor

Fei Features

α Inner learning rate

β Outer learning rate

f (·) Classification function

θe Initial parameter set

3.3 Training of MDN

The training of MDN consists two stages: The first stage is meta-training, we input the
context data into the model and the prediction result is output. The loss can be calculated
by comparing the predicted label and the actual label:

∇θLei
(
ŷsei

)
(5)
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where θ is the parameters of the model, Lei is the loss function of inner loop. After
calculating the loss, for each event e update the θ :

θ
′
i = θ − α∇θLei

(
ŷsei

)
(6)

The next stage is meta-training, after meta-training we get an event-specific param-
eter set θe, which is used as the initialization parameter. Taking the query set X q

e and the
entire support set

{
X s
e ,Y

s
e

}
as input, and get the label set Ŷ q

e , and then compared with
the actual label set of the query set to calculate the loss:

θe ← θ − β∇θ

∑

E
L
(
θ

′
i

)
(7)

where L is the loss function of outer loop.
Through meta-learning we get a better initialization parameter set, and can quickly

detect the new events. The algorithm is shown in Table 2:

Table 2. Algorithm of the MDN

4 Experiments

4.1 Datasets

This paper uses the Weibo Dataset [24], the details is shown in Table 3:
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Table 3. Statistics of dataset

Data Number

Fake tweets 4050

Real tweets 3558

Images 7606

The dataset consists of 7608 tweets from February 2012 to December 2015, the fake
tweets are verified on Weibo platform. In addition to text, Weibo Dataset also contains
additional images and social context information.

4.2 Model Training

In this paper we use pytorch1.6 to train the model, the learning rate is 0.01, and the
kernel size of text-CNN is 5, the embedding dimension of post classifier is 32. In the
training of the model, we set the maximum epoch to 500, and the k in the meta-training,
which is the number of samples per step is set to 5. The training loss curve and the valid
curve are as follows:

Fig. 3. The training curve of MDN

It can be seen from Fig. 3 that the loss drops from 0.686 to 0.336, and the loss
stabilizes when the epoch reaches about 100, which proves that the training performs
well. It is verified that all indicators are stabilized after 300 rounds, which reflects the
performance of the model.
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4.3 Detection Results

To evaluate the performance, we select four methods for comparison: DNN [23], Text-
CNN [25], att-RNN [25] and EANN.

• DNN: It uses nonlinear fitting capabilities of multiple fully connected layers to learn
the text features of news.

• Text-CNN: It uses CNN to model news content, and extracts potential language
features of different granularities through different filters.

• att-RNN: It use the RNN and attention mechanism to fuse multi-modal features for
effective fake news detection.

• EANN: It uses an event discriminator to reduce the difference in the feature of different
events, aims to get the transferable features that can detect fake news of the target event.

This paper mainly uses the idea of meta-learning, and its purpose is to optimize the
parameters of the model through a series of sub-tasks in the meta-training process, so
as to have a good performance in the test.

Table 4. Accuracy on Weibo Datasets of different model

Accuracy Precision Recall F1-score

DNN [23] 0.6476 0.7674 0.5440 0.6372

Text-CNN
[25]

0.7102 0.7772 0.7051 0.7244

att-RNN
[25]

0.7407 0.7550 0.6942 0.7436

EANN [8] 0.7443 0.7688 0.6838 0.7451

MDN 0.7674 0.7778 0.8533 0.8484

According to the test result shown in Table 4, it is found that the accuracy of MDN
has reached 76.7%, which is better than the baselines, which proves that the model can
adjust the parameters according to the auxiliary data of different events, and strengthen
the detection effect on small samples of specific events.

In addition, in order to verify the ability to detect in time, we use the same data set
to experiment on different models. The training time is defined as the time from the start
of the model training to the time when the training is completed. The results are shown
in Table 5:

Table 5. Training time of different model

att-RNN EANN MDN

Accuracy 0.745 0.754 0.767

Training time/s 1797 1478 758
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Because of the reduction of the training data set, the prediction accuracy has been
reduced to a certain extent. Compared with att-RNN model, the training time of this
model has been reduced by 57.8%, and comparedwith the EANNby 48.7%,maintaining
a high prediction. The accuracy rate greatly reduces the running time and training cost,
indicating that the model is capable of early detection of new events.

5 Conclusion

This paper proposes a fake news detectionmethodMDNbased onmeta-transfer learning,
which extracts text and image features in tweets. In the meta-training, the tweet data of
different events is used as auxiliary data for event adaptive training to learn a better
initialization parameter set, and gradient descent is performed on the tweets of new
events to get higher accuracy rate. At the same time, we compare the training time of
different methods. The result shows that our model has early detection abilities and can
quickly detect new events.
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Abstract. Local community detection is an innovative method to mine
cluster structure of extensive networks, that can mine the community of
seed node without the need for global structure information about the
entire network, as distinct from the global community detection algo-
rithm, it is efficient and costs less. However, a key problem with this
field is that the location of seed nodes affects the performance of the
algorithm to a great extent, and it is easy to add abnormal nodes to
the community, the robustness of the algorithm is low. In this study,
we proposed a novel algorithm named CAELCD. First, find the high-
quality seed node of the community starting from the initial seed node,
so as to avoid the seed-dependent problem. Second, generate the com-
munity’s core area and expand to get the local community, which solves
the problem that the expansion from a single seed prefers to add the
wrong nodes. Experiments on the parameter, accuracy and visualization
of the CAELCD are designed on networks with different characteristics.
Experimental results demonstrate that CAELCD has superior perfor-
mance and high robustness.

Keywords: Complex network · Local community detection · Core
node · Community expansion

1 Introduction

Local community [1] is a special collection of nodes that contains the specified
node. The popularity of big data and other technologies have brought about the
rapid expansion of network scale, the comprehensive node connection structure
of some complex networks is difficult or almost impossible to obtain. In many
cases, we only care about the community of a specific node(in the following,
we call it seed), such as friend recommendation. Benefit from low demand for
network topology information, the local methods are faster and more effective
than the global methods. Therefore, local community detection came into being.
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Existing related algorithms are classified into methods based on local expan-
sion [1–3]; cluster structure [4,5] and personalized PageRank [6,7], etc. The
common local methods have the following defects. First, the position of the
seeds has a profound impact on the performance of the algorithms. The local
community’s quality expanded from the seed of core position is higher, but the
quality expanded from boundary seed is bad, that is, the seed-dependent prob-
lem. Second, in the initial stages of the methods based on local expansion, if
the community expansion is from a single seed, abnormal nodes were inclined
to be selected to add to the node set, so then, the excavated community are
inconsistent with reality.

This study proposed CAELCD, which first combines high-order structure,
edge clustering coefficient, and PageRank to find the high-quality seed, then
generates the community’s core area and expands it to get the local community.
The main contributions are as follows:

(1) The strategy of finding high-quality seeds makes our algorithm immune
to effect of initial seed location, solved the seed-dependent problem, and
improved the robustness of algorithm.

(2) Expanding community from core area solves the problem that the methods
based on local expansion tend to choose low-degree nodes to add to the local
community, which leads to the error of community expansion. The accuracy
of the algorithm is significantly improved.

(3) Compared with the existing algorithms on the networks with different char-
acteristics, the results confirm that the methods proposed in this paper can
effectively solve the above problems and outperforms other algorithms.

2 Related Work

Clauset et al. [1] defined the local modularity R according to the community’s
structure characteristics, they adopt a greedy optimization of local modularity
R to mine local communitiy. Luo et al. [2] defined analogous local modularity
M from the perspective of the degree of nodes inside and around the subgraph.
Lancichinetti et al. [3] detined the fitness function that used to judge the clarity
of node clusters. Chen et al. [8] gave a concept of local degree central nodes and
proposed LMD algorithm. The clusters expands from the local degree center
nodes associated with the initial seed in this method. Luo et al. [9] proposed two
novel methods: DMF-R and DMF-M, which are sliced into different stages by
dynamic membership functions. Meng et al. [10] proposed a FuzLhocd algorithm
which expands the community by looking for higher-order graph structures in the
network. But this method is powerless for sparse networks and time-consuming.
Guo et al. [11] proposed LCDMD and designed a new modularity density to
mine the core part of a node set, which solved the seed-dependent problem to a
certain extent.

Cui et al. [4] proposed a new method by exploiting the high-density con-
nection property of k-core. Due to the high density of k-core, the community
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obtained by the algorithm is usually incomplete. Huang et al. [5] proposed a
similar algorithm. Extending from the seed, any two edges in the current com-
munity either participate in forming a triangle, or start from one edge and reach
the other edge through a group of triangles, but the method is time-consuming.

Kloumann et al. [6] used a personalized PageRank model to determine the
community division of a group of nodes, but this method requires prior knowl-
edge of the benchmark community. Hollocou et al. [7] proposed WalkSCAN
based on PageRank. This algorithm first embeds the graph and then uses the
improved PageRank to separate the nodes belonging to different communities in
the embedded space.

3 Methodology

3.1 Concepts and Definitions

Definition 1 (Jaccard Similarity). Jaccard similarity [12] is a measurement
index of the similarity between adjacent nodes:

J(i, j) =
|N(i) ∩ N(j)|
|N(i) ∪ N(j)| (1)

where the neighbors of a given node s are represented by N(s).

Definition 2 (Motif Degree). The motif degree [10] represents the quantity
of times that preset node participates in constructing M , M in this paper is the
triangular motif. Motif degree represents the tightness of the connection between
a node and its neighbors. Its definition is as follows:

MD(i) = |{M ∈ G}|i ∈ M | (2)

Definition 3 (Edge Clustering Coefficient). The clustering coefficient [13]
characterizes the degree of closeness between the two endpoints of a given edge,
denoted as C(ij):

C(ij) =
zij

sij
=

|N(i) ∩ N(j)|
min [(ki − 1) , (kj − 1)]

(3)

where zij represents the quantity of triangles that edge (i, j) actually participates
in constructing, sij represents the maxcount of triangles that edge (i, j) may
participate in, ki represents the degrees of node i. To avoid the denominator
being 0 when the node degree is 1, we add 1 to its value, and the equation
becomes:

C(ij) =
|N(i) ∩ N(j)|
min (ki, kj)

(4)

Definition 4 (Aggregation Degree). Aggregation degree is used to measure
the degree of aggregation between a node and its neighbors, denoted as AD(i):

AD(i) = MD(i)

∑
j,k∈N(i) C(jk)

|e| + 1
(5)
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where |e| represents the totality of edges among the adjacent nodes of node i.
The aggregation degree measures the closeness of the connection among the node
itself and its neighbors, as well as the closeness among the neighbors.

Definition 5 (Core Degree). The core degree of the node is used to measure
the potential of a node to be regarded as a core node of the community. The
higher the potential, the more likely it is to be a core node. Here we improved
the PageRank algorithm [14] to calculate the core degree:

CD(i) = β
∑

j �=i

AD(i)ωij∑n
q=1 AD(q)

∑
k∈N(i) ωik

+
1 − β

n
(6)

where ωij represents the weight of the edge (i, j). In this paper, the edge weight
is 1, n represents the node numbers in the network, β is the damping coefficient.
The original PageRank algorithm thinks that all nodes have the same initial PR
value. However, some important nodes should be set with a larger PR value at
the beginning of the iteration for social networks. Therefore, we normalize the
PR value of the graph nodes according to their aggregation degree.

Definition 6 (Fitness Function). Fitness function [3] is a metric of the con-
nection tightness among node clusters:

F (C) =
kC

in(
kC

in + kC
out

)α (7)

where kC
in and kC

out represent the sum of internal and external degree, respec-
tively. The scope of node cluster is regulated by resolution parameter α. The
fitness of node v to community C is defined as:

Fv(C) = F (C ∪ {v}) − F (C) (8)

if Fv(C)>0, meaning that the structure of C will become more compact after v
add to it.

Definition 7 (Membership of Node to Community). The probability that
node i is part of community C is defined as the membership of i to C:

Mi(C) =
|N(i) ∩ N(C)|

min(|N(i)|, |N(C)|) (9)

3.2 The Proposed Algorithm

CAELCD mainly includes two stages: Core nodes selection and Core area expan-
sion. The framework of CAELCD is shown in Algorithm 1. In the following part
of this section, the processing of the algorithm will be described in detail.
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Algorithm 1. CAELCD
Input: Network G, seed s, α, d. // α and d are parameters
Output: Local community C of seed s.

1: H = ∅, Cs = ∅;
2: H = CoreNodesSelection(G, s, d);
3: for node v in H do
4: Ci = CoreAreaExpansion(G, v, α);
5: if s in Cv then
6: Put Cv in Cs;
7: end if
8: end for
9: if |Cs| = 0 then

10: C = CoreAreaExpansion(G, s, α);
11: return C;
12: end if
13: if |Cs| = 1 then
14: C = Cs [0];
15: retuen C;
16: else
17: C = Max(Cs); // Local community expanded from max CD node
18: return C;
19: end if

Core Nodes Selection. Seed’s position profoundly influences the accuracy of
the extended community. Generally speaking, starting from the core node that
is in the community center, it is more likely to get a high-quality community.
Intuitively, the core node is generally located in the community center, so the core
node should be closely connected with its neighbors. In addition, the neighbor
nodes of the core node generally belong to the same community. Therefore,
neighbor nodes are closely related to each other. To sum up, core nodes have
two characteristics: Closely connected to their neighbor nodes; their neighbor
nodes are closely linked to each other.

For this reason, we proposed AD to measure the closeness of the connection
between nodes and their neighbors from the above two aspects. However, simply
using AD to select the community’s core node will ignore the interaction between
the initial seed and the potential core node. It is likely to take the core nodes
of other communities as the new seeds. Therefore, we modified the PageRank
algorithm and proposed the concept of CD. For social networks, nodes in the
core position should be set higher initial PR value. So, we use the AD of nodes
to normalize the PR value. If a node has a larger AD, it will be given a larger
initial PR value. Then CAELCD constantly adjusts the PR value in accordance
with the connection structure. Finally, the two nodes with the supreme CD will
be put into the candidate core node-set. In the core area expansion stage, the
core node will be used as the new seed to start expanding the community. The
pseudo-code of the Core nodes selection stage is given in Function 1.
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Function 1. CoreNodesSelection
Input: Network G, seed s, d.
Output: Core nodes set H.

1: i = 0, H = ∅;
2: Dictad = ∅, Dictcd = ∅; // Initialize dictionary
3: subG = BFS(G, d); // d is the depth of BFS
4: for v in subG do
5: Dictad(v) = AD(v); // Calculate AD of v using Eq. (5)
6: end for
7: for v in subG do
8: Dictcd(v) = CD(v); // Calculate CD of v using Eq. (6)
9: end for

10: while i < 2 do
11: NmaxCD = Max(k | k ∈ Dictcd); // Select the node k with the largest CD
12: H = H ∪ {NmaxCD};
13: Remove NmaxCD from Dictcd;
14: i+ = 1;
15: end while
16: return H;

Core Area Expansion. After getting the new seeds, the algorithm expands
the local community starting from them. Based on greedy optimization of com-
munity quality metrics, the classical algorithms began to expand cluster from a
single node. This method usually adds abnormal nodes to the community. For
example, in optimizing the local modularity R or M , the node with the lowest
degree will be given priority to join the community. In this situation, if the seed
is located on the boundary of two communities, it will be possible to add nodes
from other communities to the current local community.

To solve this problem, CAELCD first calculates the Jaccard similarity
between the seed and all its neighbors. Then two highest similarity nodes are
selected to join the community to form the core area of the community. After
that, the expansion of the community starts from the core area, calculate the
fitness increment of the community’s neighbors, select the node corresponding
to the maximum increment value to join the community, and repeat this process
until the fitness function reaches the maximum value. Finally, the community
structure has been formed. When the fitness function cannot continue to increase,
we use membership of node to community to optimize the local community. The
pseudo-code of the core area expansion phase is given in Function 2.

3.3 Complexity

Presume that a network has n nodes and m edges, the average number of node
degrees is d, a community contains on average s nodes. Assuming that BFS
has detected v nodes, v � n, core nodes selection stage’s time complexity is
O((t+1)×v2), where t is the iteration times; In the stage of core area expansion,
the time complexity is O(s × d). Consequently, the total time complexity is
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Function 2. CoreAreaExpansion
Input: Network G, Core node v, α.
Output: Cv of node v.

1: Cv = {v}, i = 0;
2: Dict = ∅; // Initialize dictionary
3: Get the neighbor nodes N(v) of node v;
4: for node j in N(v) do
5: Dict(j) = J(v, j) // Calculate Jaccard Similarity with v using Eq. (1)
6: end for
7: while i < 2 do
8: NmaxSim = Max(k | k ∈ Dict); // Select the node with the most similarity
9: Cv = Cv ∪ {NmaxSim};

10: Remove NmaxSim from Dict;
11: i+ = 1;
12: end while
13: Get the neithbor nodes N(Cv) of Cv;
14: while N(Cv) �= ∅ do
15: for node m in N(Cv) do
16: Calculate Fm(Cv) using Eq. (8);
17: end for
18: fmax = Max(Fm(Cv) | m ∈ N(Cv));
19: if fmax>0 then
20: Cv = Cv ∪ {vmaxF }; // vmaxF is the node corresponding to fmax

21: N(Cv) = N(Cv) ∪ N(vmaxF );
22: else
23: break;
24: end if
25: end while
26: while N(Cv) �= ∅ do
27: for node n in N(Cv) do
28: Calculate Mn(Cv) using Eq. (9);
29: end for
30: mmax = Max(Mn(Cv) | n ∈ N(Cv));
31: if mmax>0.5 then
32: Cv = Cv ∪ {vmaxM}; // vmaxM is the node corresponding to mmax

33: N(Cv) = N(Cv) ∪ N(vmaxM );
34: else
35: break;
36: end if
37: end while
38: return Cv;

O((t + 1) × v2 + s × d). In addition, considering the worst case, the algorithm
needs to store the complete adjacency information of the current community, so
the space complexity is O(n × d).
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4 Experiments

4.1 Datesets

We selected a series of networks with different structural characteristics for
experimentation. Tables 1 and 2 list the specific parameters.

Table 1. Real-world networks

Network Nodes Edges Average degree Communities

Karate [15] 34 78 4.59 2

Dolphins [16] 62 159 5.13 2

PolBooks [17] 105 441 8.40 3

Football [18] 115 616 10.66 13

Amazon [19] 334863 925872 5.53 75149

Ca-GrQc [20] 5242 14496 5.53 /

Ca-HepTh [20] 9987 51971 10.41 /

RoadNet-CA [21] 1088092 3083796 5.67 /

RoadNet-PA [21] 1965206 5533214 5.63 /

RoadNet-TX [21] 13979917 3843320 5.57 /

Table 2. Artificial networks

Parameter Values

N 1000

k 20

kmax 50

Cmin 10

Cmax 100

μ 0.1–0.6

4.2 Comparison Algorithms and Evaluation Metrics

Comparison Algorithms. We selected six algorithms for comparison: Clauset
[1], LWP [2], MLC [22], MULTICOM [23], LMD [8], and LCDMD [11].

Evaluation Metrics. Two customary metrics are used to test algorithm per-
formance: F-Score [24] and Conductance [25].
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The specific definition of F-score is as follows:

Precision = |CFound∩CTrue|
|CFound|

Recall = |CFound∩CTrue|
|CTrue|

F − Score = 2∗Precision∗Recall
Precision+Recall

(10)

where CFound represents the community mined by the algorithm, and CTrue

represents the community that actually contains the seed. F-Score reflects the
overall performance of the algorithm, its value range is [0, 1].

Conductance [25] is used to verify the algorithm when the actual community
partition is unknown:

Conductance =
∑

u∈C

∑
u/∈C ϕ(u, v)

min(vol(C), vol(C̄))
(11)

ϕ(u, v) indicates whether two nodes are directly connected. If there has an edge,
its value is 1; otherwise, the value is 0. vol(C) is the volume of set C, i.e. the
total number of edges with at least one end belonging to set C. The value range
of Conductance is [0, 1], and the smaller its value, the closer the cluster is to the
reality.

4.3 Parameter Experiments

The fitness function used in CAELCD is the same as that in the LFM [3] algo-
rithm, so the value range of the α is consistent with it, both being 0.8–1.2,
for each network, CAELCD selects the best value for α from this interval. The
parameter d is used to control the depth of the BFS. The larger the d, the greater
the time cost. The value range of d in this experiment is 1–6. In this experiment,
the first five real-world networks with actual community partition in Table 1 and
the S1 group networks in Table 2 are used.

Real-world Networks’ Results. As shown in Fig. 1a. For Karate and Pol-
Books, the algorithm’s accuracy increases gradually with the increase of d. The
accuracy reaches the maximum when d = 3, then remains stable. For Amazon,
the accuracy is the highest at d = 1, when the value of d continues to increase, the
accuracy decreases gradually, then increases slightly. For Dolphins and Football,
the algorithm’s accuracy is less affected by the parameter d.

Artificial Networks’ Results. As shown in Fig. 1b. When the value of μ is
0.1 to 0.3, F-Score can reach 1.0 for all d values. When μ � 0.4, the algorithm’s
accuracy first increases with the increase of d, when d = 2, the accuracy is the
optimum, then the accuracy gradually decreases with the increase of d, finally
stabilizes. Therefore, for artificial networks, CAELCD has the highest accuracy
when d = 2.
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In summary, d has a slight influence on the accuracy of the real-world net-
work, and d = 2 is the best for the artificial network. The value of the parameter
d can be set to 2.

Fig. 1. Parameter experimental results. (a) Real-world networks. (b) Artificial net-
works.

4.4 Accuracy Experiments

In the accuracy experiment, take the average of all nodes in the network as the
experimental result.

Real-World Networks’ Results. First, F-Score is used to measure the accu-
racy of the top 5 networks with actual community partition in Table 1. Table 3
gives the experimental results.

Table 3. F-score values on real-world networks

Networks Clauset LWP MLC MULTICOM LMD LCDMD CAELCD

Karate 0.6835 0.7320 0.8478 0.3938 0.8201 0.8345 0.9318

Dolphins 0.4265 0.5078 0.6105 0.6919 0.7775 0.7235 0.9054

PolBooks 0.5719 0.5863 0.6531 0.1770 0.7497 0.7301 0.7789

Football 0.6876 0.8568 0.4506 0.5352 0.7267 0.8134 0.8948

Amazon 0.8629 0.8575 0.8397 0.1699 0.8614 0.8172 0.9069

As can be seen, the F-Score of CAELCD has achieved the highest values
on all real-world networks. This is because the core nodes selection strategy of
the algorithm can select high-quality seeds to expand the community. On the
other hand, the new community outreach strategy avoids the introduction of
abnormal nodes. LMD and LCDMD also get better accuracy than other baseline
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algorithms, but LMD does not consider the relationship between nodes; LCDMD
is still expanding community from the initial seed.

Second, Conductance is used to measure the accuracy of all real-world net-
works in Table 1. Table 4 gives the experimental results. CAELCD achieves the
smallest or second smallest Conductance value for all networks, which shows that
the core nodes selection strategy and core area expansion method can effectively
mine the structure of community boundary and significantly improve the quality
of the local community.

Table 4. Conductance values on real-world networks (the smaller, the better)

Networks Clauset LWP MLC MULTICOM LMD LCDMD CAELCD

Karate 0.2543 0.2539 0.3977 0.5463 0.1850 0.2774 0.1705

Dolphins 0.3519 0.3825 0.3760 0.2552 0.1235 0.2221 0.1431

PolBooks 0.2750 0.2255 0.3232 0.1272 0.0866 0.1269 0.0745

Football 0.3341 0.3070 0.4515 0.2974 0.3286 0.2884 0.2921

Amazon 0.1037 0.1366 0.2168 0.3972 0.0845 0.2081 0.0942

CA-GrQc 0.2928 0.5571 0.4110 0.2795 0.2478 0.2053 0.1664

CA-HepTh 0.3515 0.5746 0.5038 0.4967 0.3084 0.2769 0.2382

RoadNet-CA 0.2980 0.3885 0.4302 0.1698 0.2066 0.1884 0.1503

RoadNet-PA 0.3027 0.4281 0.4638 0.1720 0.2212 0.2025 0.1585

RoadNet-TX 0.2623 0.4434 0.4094 0.1762 0.1940 0.1835 0.1488

Artificial Networks’ Results. Figure 2 illustrates the accuracy results of each
algorithm on artificial datasets. From the change trend in the figures, it can be
observed that with the increase of parameters μ, the F-score of each algorithm
decrease, and the Conductance increase, respectively. This is due to the fact
that it becomes more difficult to accurately mine local communities when the
community boundaries are blurred. Even so, the accuracy of CAELCD is still
significantly better than other algorithms. Because CAELCD can find higher
quality seeds from the given seed, it can still identify the local community accu-
rately when the community boundary becomes fuzzy.

4.5 Visualization Experiments

In order to intuitively demonstrate the performance that CAELCD mine local
communities starting from different quality seeds, we conduct a visual analysis
on Karate and Dolphins network. For each network, we select the core node,
the boundary node, and the hub node at the junction of the communities as the
original seeds for local community detection. Figures 3 and 4 reveal the results,
where the red and the orange node represents the seed and the local community
mined by CAELCD, respectively.



CAELCD 249

Fig. 2. Accuracy results on artificial networks. (a) F-score values. (b) Conductance
values.

Fig. 3. Experimental result of local community visualization on Karate network. (a)
Ground truth of Karate. (b) The community identified from core node. (c) The com-
munity identified from boundary node. (d) The community identified from hub node.

As can be seen, for nodes in multiple locations in the community, CAELCD
can detect communities that are almost the same as the actual community. In
the Karate network, for 8th node located at the junction of two communities,
CAELCD can correctly find the community to which it belongs. In the Dolphins
network, even for the 60th boundary node whose degree is 1, the local community
identified by our method is still the same as the 57th node at the central position
of the community. This proves that CAELCD is able to significantly solve the
seed-dependent problem.
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Fig. 4. Experimental result of local community visualization on Dolphins network.
(a) Ground truth of Dolphins. (b) The community identified from core node. (c) The
community identified from boundary node. (d) The community identified from hub
node.

5 Conclusion

This study proposed a local community detection algorithm named CAELCD.
First, in the core node selection stage, we combine the high-order graph structure
and edge clustering coefficient to find higher quality seeds; Second, we generate
the community’s core area by calculating the similarity of seed and their neigh-
bors and then start from the core area to expand the community by optimiz-
ing the fitness function. Experiments on the parameter, accuracy and visualiza-
tion of the CAELCD are designed on real-world and artificial networks, respec-
tively. Experimental results demonstrate the advanced nature of CAELCD. In
real-world scenarios, the structure of networks changes dynamically over time.
Therefore, it is also necessary to extend the current research to be applicable
to scenarios with dynamic changes in network structure. In addition, using big
data frameworks to parallelize and accelerate algorithms is also a problem worth
exploring.
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Abstract. Community detection is a popular research topic in complex
network analysis, which can be applied in many real-world scenarios such
as disease prediction. With the increase of people’s awareness of privacy
protection, more and more laws enforce the protection of sensitive infor-
mation while transferring data. The anonymization-based community
detection methods have to sacrifice accuracy for privacy protection. In
this paper, we first propose a standalone clique percolation algorithm to
detect overlapping communities on attributed networks. A clique sim-
ilarity metric is designed to percolate cliques accurately. Second, we
develop a federated clique percolation algorithm to detect overlapping
communities on distributed attributed networks. Perturbation strategy
and homomorphic encryption are used to protect network privacy. The
experiments on real-world and artificial datasets demonstrate that the
federated clique percolation algorithm achieves identical results to the
standalone ones and realizes higher accuracy than the simple distributed
ones without federating learning.

Keywords: Community detection · Federated learning · Clique
percolation · Vertex perturbation · Homomorphic encryption

1 Introduction

Communities exist universally in many real-world networks, such as scientific
collaboration and social networks. A community in a network refers to a group
of entities closely formed by vertices and their links. Community is overlapping
when vertices belong to multiple different communities. Community detection is
hot research in complex network analysis because it plays a vital role in many
practical scenarios, such as analyzing criminal activities, predicting disease, or
building user portraits [7]. A type of algorithm that relies on discovering and per-
colating cliques (complete subgraphs) has been proposed to detect overlapping
c© Springer Nature Singapore Pte Ltd. 2022
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communities [15,25]. Moreover, Literatures [6,18,23] extend the clique percola-
tion method to weighted and attributed networks.

Privacy disclosure events raise user privacy fears in recent years. In response,
governments have designated a series of strict laws to protect user privacy. For
instance, the European Union enacted the General Data Protection Regulation
(GDPR) on data protection for all individuals [8]. With the increasing awareness
of privacy protection for governments and individuals, graph data should also
be protected when conducting network data mining tasks. The existing privacy-
preserving community detection algorithms mainly rely on differential privacy
and anonymization technology. Differential privacy [12,24] is a method based on
strict mathematical proofs that usually contain network and algorithm pertur-
bation. Anonymous approaches [5,14] let the identity of vertex or link can not
be separated from its counterparts by generalizing sensitive data. In summary,
these methods sacrifice accuracy for community detection because the structure
of the input network or the result of the algorithms’ output is modified. Feder-
ated learning [27] is a distributed privacy-preserving machine learning paradigm.
It allows multiple participants to train a global model jointly based on all their
local data without leaking anyone’s privacy. Only the encrypted intermediate
results are shared among the participants. Due to the advantages of supporting
distributed privacy-preserving machine learning, federated learning is the basis
of the distributed privacy-preserving community detection problem studied in
this paper.

In the paper, we first propose a standalone clique percolation algorithm to
detect overlapping communities on attributed networks. The designed clique
similarity metric helps to detect communities more accurately. Second, a feder-
ated clique percolation algorithm was proposed to detect overlapping communi-
ties on distributed attributed networks. Perturbation strategy and homomorphic
encryption are used to protect network privacy simultaneously. The experiments
demonstrate that the federated algorithm is the correct extension of its stan-
dalone counterpart and achieves higher accuracy than the simple distributed
clique percolation algorithm. The main contributions of this paper are summa-
rized as follows:

(1) The vertex and clique perturbation strategies can protect the degree of the
vertices without affecting the correctness of community detection.

(2) The homomorphic encryption technique protects the vertex attributes of
each participant from being leaked to other participants and the coordina-
tor. At the same time, the federated algorithm ensures the correctness of
community detection.

(3) The designed clique similarity metric integrates links and attributes between
vertices, which improved the accuracy of community detection than tradi-
tional clique percolation algorithms.

(4) Experimental results on real-world and artificial datasets demonstrate the
effectiveness and correctness of our algorithms.
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2 Related Work

2.1 Clique Percolation Algorithms

The idea of clique percolation is that a community is composed of a group of
cliques that can be reached from each other through a series of adjacent cliques.
Palla et al. [25] proposed CPM based on the maximal clique in graph theory,
which joins the interconnected maximal cliques to build communities. Farkas et
al. [6] proposed CPMw, which extended CPM to weighted networks by introduc-
ing a subgraph intensity threshold. Kumpula et al. [15] proposed a sequential
algorithm named SCP for fast clique percolation by replacing maximal clique
with k-clique. Liu et al. [18] proposed CMC that can discover complexes from
the weighted PPI network. CMC integrates link weight and vertex relationships
while conducting maximal cliques percolation. Mougel et al. [23] proposed the
algorithm to find communities on isomorphic vertex sets of the attributed net-
work. Only when the number of common attributes is greater than a threshold,
the vertex set can be regarded as isomorphic.

2.2 Privacy-Preserving Community Detection

The existing privacy-preserving community detection algorithms mainly rely on
anonymizing network structures and attributes. Dev et al. [5] constructed a
probability graph that contains likelihood information to detect high precision
communities. Kumar et al. [14] combined the fuzzy sets approach with naive
anonymization for privacy-preserving community detection. Nguyen et al. [24]
proposed input perturbation LouvainDP and algorithm perturbation ModDivi-
sive to analyze complex networks secretly. The two methods suitable for different
scenarios to detect community. Ji et al. [12] proposed a DPCD scheme to protect
the privacy of both network topology and node attributes while detecting social
communities. DPCD can achieve ε-differential privacy theoretically.

2.3 Federated Learning on Graphs

Present works for federated learning on graphs mainly focus on supervised learn-
ing tasks and have accuracy loss. Mei et al. [22] proposed an SGNN model to
conduct vertex classifying. The center server aggregates encrypted network data
to train the SGNN model. Lalitha et al. [16] consider training a machine learning
model over a network of vertices. All vertices collectively learn an optimal global
model. At the same time, metadata need not be shared between vertices. Zheng
et al. [28] proposed an ASFGNN model to decouple the training of GNN. Loss
computing was learned by clients federally.

3 Preliminaries

3.1 Problem Definition

Suppose that multiple participants collaborate to detect communities from
their local networks. The local network is denoted as G(V,E,A), where V =
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{v1, v2, . . . , vn} denotes vertex set with |V | = n, E represents link set with eij =
(vi, vj) ∈ E if a link exists between vi and vj , and A = [a1,a2, . . . ,an ]T ∈ R

n×w

is an attribute matrix, where ai ∈ R
w denotes an attribute vector of vi.

Given np participant networks Gp = {G1, G2, . . . , Gnp
}, the goal of dis-

tributed privacy-preserving community detection on Gp is to partition the ver-
tices in Gp into nc clusters {C1, C2, . . . , Cnc

} without disclosing the network
privacy which defined in Sect. 3.2, where |Ci ∩ Cj | ≥ 0, i, j ∈ {1, 2, . . . , nc}.

3.2 Network Privacy

We define network privacy under the semi-honest model [1] that each participant
strictly follows the procedure of an algorithm and never conspires with others to
pry into any participant’s privacy. We summarize network privacy that should
be protected in distributed privacy-preserving community detection. (1) The
structure of a network including vertex degrees and the existence of links. The
vertex degree distribution of a complex network is highly skewed. Therefore,
an adversary can find out a vertex’s position quickly if he knows its degree.
The existence of a link also gives an adversary a hint on the location of an
unknown vertex connecting to a compromised one. (2) The attributes of vertices
and links. Vertex attributes are usually different in a complex network. Therefore,
an adversary can recognize a vertex easily if he knows all the attributes of the
vertex. A link can be located similarly.

4 Proposed Method

4.1 SCPAN

We develop a Standalone Clique Percolation algorithm on Attributed Networks
(SCPAN) to detect communities, which is used as a template to build the fed-
erated clique percolation algorithm. SCPAN contains three stages, as shown in
Algorithm 1.

Stage 1: k-clique computation. Detect all k-cliques of a network.
Stage 2: k-clique percolation. Build a clique network Gc with all k-cliques

as its vertex set. For any pair of k-cliques sharing at least one vertex, a link
between the two k-cliques will be added to Gc while the similarity of the two
k-cliques is greater than a threshold α. We design a metric to measure the
similarity between two k-cliques according to the links and attributes of vertices
between two k-clique, which is obtained from Eq. 1.

Stage 3: Community generation. Recognize all connected components of
GC and output each connected component as a community.

sa(Cp, Cq) =

√
√
√
√

∑

vi∈(Cp−Cq)

∑

vj∈Cq

s (ai ,aj )

|Cp − Cq| · |Cq| ·

∑

vi∈(Cq−Cp)

∑

vj∈Cp

s (ai ,aj )

|Cq − Cp| · |Cp| (1)
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Algorithm 1: SCPAN
Input: Network G(V, E,A), size of clique k, threshold α
Output: Community set C
// STAGE 1:k-CLIQUE COMPUTATION

1 S ← set of k-cliques from G
// STAGE 2:k-CLIQUE PERCOLATION

2 GC(VC , EC) ← ∅
3 VC ← VC ∪ S
4 for Cp, Cq ∈ S do
5 Calculate s(Cp, Cq) according to Eq. (1)
6 if s(Cp, Cq) ≥ α then
7 EC ← EC ∪ {(Cp, Cq)}

// STAGE 3:COMMUNITY GENERATION

8 C ← Find all connected components of GC

9 return C

s (ai ,aj ) = Ind(vi, vj) +
|ai| − ||ai ⊕ aj ||1

2 · |ai | (2)

where Cp and Cq represent two different k-cliques, vi and vj denote two vertices
in different k-cliques. s(ai ,aj ) is the attribute similarity between vi and vj .
Ind(vi, vj) is the identity function that returns 1 if (vi, vj) ∈ E and 0 othewise.
⊕ is the XOR operator, | · | represents the size of a set , ||a||1 denotes �1 norm.

4.2 FCPAN

We design a Federated Clique Percolation algorithm to detect overlapping com-
munities on distributed Attributed Networks (FCPAN) , which is based on
SCPAN. The framework of FCPAN is shown in Fig. 1. FCPAN is composed
of 4 stages, as shown in Algorithm 2.

Stage 1: Vertex ID matching. The Private Set Intersection (PSI) protocol
proposed in [4] is run among the participants to align vertex IDs that represent
overlapping vertices. PSI is used to match the identities (IDs) of the overlapping
elements of different collections, guaranteeing that the elements that do not exist
in other collections will not be leaked simultaneously.

Stage 2: k-clique computation. The participants cooperate in computing
k-cliques with the coordinator to obtain k-cliques across participants. Moreover,
the coordinator needs to get the encrypted attributes of the vertices for clique
percolation. Therefore, A participant is randomly selected to generate homomor-
phic encryption key pair (pk,sk) and sends the key pair to all other participants
through Secure Shell (SSH) before the stage. An improved Paillier homomorphic
encryption system [20] is used in this paper, which can determine whether two
elements are equal under ciphertexts. The stage is composed of 5 steps:
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Fig. 1. Framework of FCPAN

STEP 1: Each participant Ph first extracts a subnetwork Ge
h = (V e

h , Ee
h) con-

taining only the overlapping vertices and their neighbors from his local network.
Second, each participant confuses vertex’s degrees in Ge

h by adding fake vertices.
We name the strategy vertex perturbation that satisfies k-degree-anonymity cri-
terion [2]. Figure 2 illustrates the perturbation of three overlapping vertices (in
grey color) and their neighbors (in green color). The red vertices are the added
fake vertices. Third, the vertex ID of Ge

h is obfuscated by a hash function such
as SHA256 [13] to get H (Ge

h), where H() denotes the hash function. Finally,
the perturbed H (Ge

h) and E (Ae
h) are sent to the coordinator, where the Ae

h

represent the attribute matrix of Ge
h and E() is the encryption function.

k-degree-anonymity is a widely used privacy protection criterion that requires
that at least k − 1 vertices have the same degree as a sensitive vertex. We take
Fig. 2 as an example to show how our vertex perturbation strategy satisfies
the k-degree-anonymity criterion, k takes 3 in the example. First, we get the
original degree sequence [3,2,1,1,1] of the original network by descending order.
Second, the method proposed in [19] is used to calculate anonymous degree
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Algorithm 2: FCPAN
Input: Network Gh(Vh, Eh,Ah) of each participant Ph, clique size k, attribute

similarity threshold α
Output: Community set Ch for each Ph

// STAGE 1:VERTEX ID MATCHING

1 Run the PSI protocol to obtain each participant’s overlapping vertices
// STAGE 2:k-CLIQUE COMPUTATION

// Participant Ph:
2 Identify the subnetwork Ge

h = (V e
h , Ee

h) from Gh

3 Run vertex perturbation strategy to perturb Ge
h //STEP 1

4 Send H(Ge
h) and E (Ae

h) to coordinator
5 S′

h ← set of k-cliques in Gh ∪ Sh //STEP 4
// Coordinator:

6 Go ← ∪H(Ge
h) //STEP 2

7 So ← set of k-cliques in Go //STEP 3
8 Assign unique index for all k-cliques in So

9 for h = 0 to np do
10 Sh ← ∅
11 for s ∈ So do
12 if s ∩ V e

h �= ∅ then
13 Sh ← Sh ∪ s

14 Send Sh and indices of k-cliques to Ph

// STAGE 3:k-CLIQUE PERCOLATION

// Participant Ph:
15 Filter out fake k-cliques fron Sh

16 GC
h (V C

h , EC
h ) ← ∅

17 V C
h ← V C

h ∪ Sh

18 for h = 0 to np do
19 for Cp, Cq ∈ Sh do
20 Calculate s(Cp, Cq) according to Function 1
21 if s(Cp, Cq) ≥ α then
22 EC

h ← EC
h ∪ {(Cp, Cq)}

// STAGE 4: COMMUNITY GENERATION

23 For each Ph, Ch ← connected components of GC
h

24 return Ch

sequence [3,3,3,3,3] that satisfies 3-degree-anonymity. Note that the degree of
each vertex in the anonymous degree sequence is greater than or equal to its
original degree. Third, fake neighbors (in red color) are added to each vertex
until their degree equals the degree in the anonymous degree sequence. All true
vertices satisfied 3-degree-anonymity in the intermediate network so far. Fourth,
All fake vertices have 1-degree in the intermediate network. The coordinator can
restore the original network by removing these unique vertices. Therefore, We
add links between fake vertices to generate 1-degree and 2-degree fake vertices.
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Fig. 2. Vertex perturbation (Color figure online)

At the same time, the operation generates fake k-cliques that can protect true k-
cliques that can not be distinguished. We can see that the degree sequence of the
perturbed network is [3,3,3,3,3,2,2,2,2,1,1,1], which satisfies 3-degree anonymity.
The benefits are twofold: (1) the degrees of vertices in the perturbed network
are protected; (2) the true k-cliques can be protected by confusion.

STEP 2: Coordinator aggregates all received subnetworks into a network Go

and detect overlapping k-cliques on it in the same way as stage 1 of SCPAN.
STEP 3: Coordinator assigns unique index for all overlapping k-cliques and

then sends the k-cliques and indices back to each participant. Only the k-cliques
related to the subnetwork sent by the participant are sent to him, which prevents
a participant from knowing other participants’ privacy.

STEP 4: After receiving the overlapping k-cliques and their index, each par-
ticipant performs the same k-clique computation on his local network like that
in stage 1 of SCPAN to obtain the local k-cliques.

Stage 3: k-clique percolation. Each participant conducts k-clique percola-
tion with the coordinator. Before the stage, the participant filters fake k-cliques
that contain fake vertices, which are generated in stage 2. For any two pair of
k-cliques Cp and Cq, the process of calculating s(Cp, Cq) is composed of 4 steps:

STEP 1: If both Cp and Cq are in local k-cliques, clique similarity s(Cp, Cq)
can be calculated locally. Otherwise, local k-cliques and index of overlapping
k-cliques will be sent to the coordinator to calculate s(Sp, Sq). Vertices in local
k-cliques and their attribute vector will be hashed and encrypted before they
are sent to the coordinator.

The coordinator can get the lower bound of the degree of vertices in local
k-cliques. Therefore, the participant sends fake k-cliques composed of vertices
in true local k-cliques and fake vertices to the coordinator to perturb degree of
vertices in local k-cliques. Fake k-cliques is not involved in the stage of k-clique
percolation. Therefore, it will not affect the correctness of community detection.
We name the strategy clique perturbation.

STEP 2: Coordinator calculates ai ⊕ aj under ciphertexts and sends it to
the participant.

STEP 3: The participant decrypts the vector E (ai ⊕ aj ) and sends ||ai ⊕
aj ||1 to coordinator.
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Function 1: Clique Pair Similarity
Input: k-clique Cp, Cq, Network Gh(Vh, Eh,Ah)
Output: clique similarity s(Cp, Cq)

1 //STEP 1
// Participant Ph:

2 if Cp, Cq ∈ overlapping k-cliques then
3 Send indices of CP and Cq to coordinator

4 else if Cp ∈ overlapping k-cliques then
5 Run clique perturbation strategy to perturb Cq

6 Send index of Cp, H(Cq) and E
(
A(Cq)

)
to coordinator

7 else if Cq ∈ overlapping k-cliques then
8 Run clique perturbation strategy to perturb Cp

9 Send H(Cp), E
(
A(Cp)

)
and index of Cq to coordinator

10 else
11 Calculate s(Cp, Cq) according to Eq. (1)

12 Decrypt E(ai ⊕ aj ) and send ||ai ⊕ aj ||1 to coordinator //STEP 3
// Coordinator:

13 Calculate ai ⊕ aj under ciphertexts and send E(ai ⊕ aj ) to
14 participant //STEP 2
15 Calculate s(Cp, Cq) according to ||ai ⊕ aj ||1 and Eq. (1), then send it to

participant //STEP 4
16 return s(Cp, Cq)

STEP 4: Coordinator calculates s(Cp, Cq) by Eq. (1) with ||ai ⊕ aj ||1 and
sends it to the participant.

Stage 4: Community generation. Each participant generates communi-
ties in the same way as stage 3 of SCPAN.

4.3 Complexity Analysis

We first derive the time complexity of FCPAN. The PSI protocol matching
overlapping vertices for any two pair of participants in stage 1 requires O(n×n2

p).
Stage 2 contains 4 steps. The step 1 for netowrk perturbation is O(n×k) because
calculating anonymous degree sequence requires O(n×k) [19]. In step 2, detecting
k-cliques on the aggregated network requires O((m × np)k/2) time because the
worst time complexity to find k-cliques in a network with m links is O(mk/2) [3].
The time for sending k-cliques to participant in step 3 require O(n×(m×np)k/2).
In step 4, each participant finds local k-cliques without overlapping vertices that
occupies O(n) time. Therefore, the total time complexity of stage 2 is O(n ×
(m × np)k/2). The time for clique percolation in stage 3 requires O(m × np). In
stage 4, the time for community generation is O((m × np)k). In summary, the
time complexity of FCPAN is O(n×np

2+n×(m×np)k/2+m×np+(m×np)k),
which can be reduced to O((m × np)k) because m > n.
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Second, we derive the space complexity of FCPAN. In stage 1, the space for
storing the overlapping vertices require O(n). Stage 2 for storing k-cliques and
attribute matrix requires O((m×np)k/2) and O(n×np ×w) space, respectively.
The clique networks occupy O((m × np)k) space in stage 3 and the space com-
plexity of stage 4 is the same as stage 3. In summary, the space complexity of
FCPAN is O(n + (m × np)k/2 + (n × np × w) + (m × np)k + (m × np)k), which
can be reduced to O((m × np)k) because m > n.

5 Experiments

5.1 Datasets

We use 6 real-world datasets and 2 artificial datasets to evaluate our algorithms’
performance. Table 1 shows the details of the datasets, where n, m, avgd, and
w denote the number of vertices, the number of links, the average vertex degree
of a network, and the size of the attribute vector of vertex, respectively.

Table 1. Description of datasets

Datasets Parameters

fb1 n = 52, m = 146, avgd = 5.6, w = 42

fb2 n = 61, m = 270, avgd = 8.9, w = 48

tw1 n = 126, m = 496, avgd = 7.9, w = 247

parklot n = 274, m = 9189, avgd = 67.1, w = 11

cora n = 2708, m = 5278, avgd = 3.9, w = 1433

citeseer n = 3264, m = 4536, avgd = 2.8, w = 3730

D1 n = 5000, avgd = 15, μ = 0.1∼0.6, w = |true communities|
D2 n = 1000∼5000, avgd = 15, μ = 0.4, w = |true communities|

Real-world datasets: The real-world datasets include 6 attributed networks.
The facebook-3980, facebook-698, and twitter-356963 datasets are obtained from
SNAP1, the cora and citeseer datasets come from LINQS2, and the parking lot
dataset is collected from Hong Kong Transport Department3. Each real com-
munity for parking lot represents a collection of areas with close distance. The
three datasets from SNAP and the parking lot dataset are abbreviated as fb1,
fb2, tw1, and parklot.

Artificial datasets: We use LFR benchmark [17] to generate two groups of
artificial datasets, D1 and D2. The values of μ of the networks in D1 reflect the
degree of mixture of the communities. Communities are more and more challeng-
ing to be detected as μ increases. Furthermore, we generate vertex attributes for
D1 and D2 networks by the method proposed in [10].
1 http://snap.stanford.edu/data.
2 https://linqs.soe.ucsc.edu/data.
3 https://data.gov.hk/sc.

http://snap.stanford.edu/data
https://linqs.soe.ucsc.edu/data
https://data.gov.hk/sc
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5.2 Experimental Setup

The vertex-cut-based method proposed in [9] is used to split a network into 2,
4, 6, 8, and 10 subnetworks to simulate the participants’ networks. Each vertex
of participants’ networks has complete attributes.

Overlapping Normalized Mutual Information (ONMI) [21] and Extended
Modularity (EQ) [26] are used to measure the algorithms’ accuracy. We merge
the communities in different participants to calculate the ONMI and EQ values
because each participant outputs communities locally. For FCPAN, the commu-
nities detected on each participant’s network were collected. Those communities
between participants will be merged if the similarity of the two k-cliques in dif-
ferent communities large than α. For the simple distributed clique percolation
scene without federated learning, we first collect the communities detected on
each participant’s network and merge the communities in different participants
whose similarity measured by the Jaccard index [11] is greater than or equal to
0.5.

In all the experiments, the method proposed in [3] is used to find k-cliques and
the value of parameter k in k-clique percolation is varied from 3 to 5 to obtain
comparable results which is suggested by [25]. In the parameter experiment, the
value of α is varied from 0.1 to 1.5.

5.3 Parameter Experiment

We conducted the parameter experiment to investigate the impact of the param-
eter α on the accuracy of FCPAN. Figures 3 and 4 shows the results of the
parameter experiment. On the real-world datasets, FCPAN obtains the maxi-
mum values of ONMI and EQ when α ∈ [0.7, 1.1]. Moreover, the common interval
of α for FCPAN to reach the highest ONMI and EQ values is [0.7, 1.0] on the
artificial dataset. A great value of α will lead to those k-cliques with a high sim-
ilarity that cannot be merged. On the contrary, a too-small value of α will lead
to the excessive merging of k-cliques. We selected the value of α in the range of
[0.7, 0.1] and reported the best results in the remaining experiments.

5.4 Consistency Experiment

We verified the correctness of the FCPAN by comparing the accuracy and
the detected communities with SCPAN on the same real-world and artificial
datasets. As shown in Fig. 5, the ONMI and EQ values of FCPAN are identical
to those of SCPAN on all datasets with varying numbers of participants. Figure 6
also shows that the communities detected by FCPAN on the parklot dataset and
D1 network with μ= 0.5 are all identical to those detected by SCPAN. Vertices
in the same communities are drawn in the same colors. Consequently, the exper-
imental results indicate that FCPAN is a precise extension of the SCPAN. Ver-
tex perturbation strategy without generating redundant k-cliques does not affect
the correctness of the clique percolation process. Furthermore, the property of
homomorphic encryption makes the result of ciphertext calculation consistent



Federated Clique Percolation 263

Fig. 3. Results of the parameter experiment on the real-world datasets

Fig. 4. Results of the parameter experiment on the artificial datasets

with that of plaintext, which ensures that there is no accuracy loss when calcu-
lating attribute similarity. Based on the experimental results, we can conclude
that the FCPAN does not cause accuracy loss in privacy-preserving community
detection.

5.5 Ablation Experiment

We compared the accuracy of FCPAN with the simple Distributed Clique Perco-
lation algorithm on Attributed Networks (DCPAN) without federated learning
to verify the effectiveness of our algorithm. In DCPAN, each participant runs
the SCPAN algorithm to detect communities on his local network instead of
cooperating. As showing in Fig. 7, on tw1 and D1 network with μ= 0.5, the
ONMI and EQ values of FCPAN both are higher than those of DCPAN as the
number of participants changes. With the mechanism of federated learning, each
participant can complete k-cliques information corresponding to his overlapping
vertices and obtain attribute similarity of vertices in different participants. How-
ever, DCPAN achieves unsatisfactory results on detected communities due to
lacking k-clique information where each participant’s overlapping vertices con-
tain. The above experimental results reveal the advantage of federated learning.
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Fig. 5. Accuracy of the consistency experiment

Fig. 6. Communities detected by FCPAN and SCPAN

Federated learning combines the data of various participants for modeling, which
can obtain better results than independent modeling with local datasets. At the
same time, it can protect the data owned by each participant from being leaked.

Fig. 7. Accuracy of FCPAN and DCPAN

6 Conclusions

In this paper, we first propose a clique percolation algorithm to detect communi-
ties on attributed networks. The designed clique similarity metric improves the
quality of clique percolation. Second, the federated clique percolation algorithm



Federated Clique Percolation 265

is developed for privacy-preserving overlapping community detection on dis-
tributed attributed networks. Perturbation strategy and homomorphic encryp-
tion protect network privacy strictly under the semi-honest model without accu-
racy loss. Comprehensive experiments on real-world and artificial datasets prove
the correctness and efficiency of our algorithms. In the future, We will study fed-
erated transfer learning and develop federated network data mining algorithms
on it.
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Abstract. SCHOLAT is a free, massive and comprehensive academic social net-
work platform, which aims to realize reliable data sharing. In this paper, a new
conference information management system based on SCHOLAT is designed
and developed. In addition to containing typical functions of conference infor-
mation management system, the system also provides individual services, includ-
ing convenient online conference space, personalized domain, association with
SCHOLAT ecosystem and customized access control. A hybrid classification
algorithm for SCHOLAT user’s academic emails is proposed to enhance the high
quality services of the system. Benefit from convenient and helpful services, the
conference system has grown rapidly in popularity since it was deployed and has
been applied to lots of academic conferences up to now.

Keywords: Social network · Conference system · SVM · Text processing ·
SCHOLAT · Classification algorithm

1 Introduction

SCHOLAT [21] is a free,massive and comprehensive academic social network platform,
which aims to realize reliable data sharing. At present SCHOLAT hasmore than 100,000
active users and produces more than 100 million academic information every year.
The platform provides a series of high quality service for scholars, including academic
ecosystem, cooperative teaching, academic portal, knowledge graph, “SCHOLAT+”,
scientific research, cooperation and so on. Here scholars represent not only teachers, but
also students and all the people who love leaning.

Surfing on SCHOLAT with a registered account, one can build personalized aca-
demic homepage of your own, in which you can manage your courses, teams, academic
archives, friend circles, academic moments and messages. For example, Fig. 1 shows
the personal homepage of Professor Tang, who is the founder of SCHOLAT. It is worth
noting that all the registered scholars have been strictly certified in several ways and
important information are required to be verified.

In this paper, a novel academic conference information management system is
designed and developed. The system is an already online project under “SCHOLAT+”
and aims to provide good, convenient and efficient services for conference organizers and
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participants. The model of the system consists of three modules: academic email clas-
sification module, user association with SCHOLAT module, and conference navigation
module.

Besides the typical functions of conference information management system, the
system also provides some individual services, mainly including convenient online
conference space, personalized domain, association with SCHOLAT ecosystem and
customized access control. In addition, a hybrid classification algorithm for academic
emails is proposed to enhance the high quality services of the system. Since the system
deployed and launched three months ago, it has been successfully applied to thousands
of academic conferences domestic and abroad.

Fig. 1. Professor Tang’s personal homepage

The remainder of this paper is organized as follows. Section 2 reviews the related
work about conference information systems. In Sect. 3, the model design of our con-
ference information management systems is described in detail. Then the logic of the
model and three modules is presented. A hybrid classification algorithm based on SVM
and TF-IDF algorithms is also designed to improve the system’s performance. Section 4
gives the implement of the system. A brief conclusion is drawn in Sect. 5.

2 Related Work

In recent years, with the development of the internet and economy, the number of aca-
demic conferences has grown rapidly and the era of information explosion has come.
There are thousands of academic conferences held in China every year. Therefore, a con-
venient and efficient academic conference information management system (ACIMS)
is of great significant.
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There are currently many ACIMSs on the internet, for example, EasyChair [17],
Aconf [18], Allconferences [19] and so on. EasyChair is a famous ACIMS, which pro-
vides convenient and efficient conference management services. Aconf supports aca-
demic conference information sharing via mainstream foreign social media. Allcon-
ferences supports for sharing academic information by email and conference reminder
function. In addition to, Twitter [9] introduced social elements into conference informa-
tion collection. However, the known conference information management systems can
not provide comprehensive navigation function, reliable data and personalized services
for users.

Despite the traditional academic conference what mentioned above, the function
of processing academic conference information has also been extended and enhanced.
For example, Hamed [2] applied probabilistic topic modeling based on Gibbs sampling
algorithms for semantic mining from eight conference publications in computer science
from the DBLP dataset. Then Brusilovsky [7] linked information and people in a social
system for academic conferences. Hornick [6] introduced recommendation engine to
address the recommendation conference sessions problem from a new disjoint set. Bert
[10] decided to perform an analysis of Twitter’s use during the 7th European Public
Health (EPH) Conference. Wang [3] proposed the power equipment fault information
acquisition system based on internet of things. Jie [15] proposed conference navigation
system construction based on standardized documentations. However, the functions of
the above systems are relatively single, which cannot really apply to the systems.

Email is an efficient communication channel for a larger digital campaign. The sig-
nificance of email can be seenwith the rapid growth in volumeof emails [1].According to
Radicati Group’s report, in the first quarter of 2017 there were average 269 billion emails
sent per day [20]. Utilization of email lies at the heart of the information society. Hu
[13] built up a Chinese spam filtering approach with semantics-based text classification
technology. Machine learning algorithms have been widely applied in text classifica-
tion and usually perform well. Riato [16] used the support vector machine algorithm
to improve the accuracy of text classification. In the early days, SVM [4, 12], TF-IDF
[5], TextRank [5, 11] and Structure-tags [15] was deployed in text classification as
a method to enhance email classification performance. Later, Venkatraman [1] used
semantic similarity approach, Borg [8] used machine learning and word embeddings
and Rianto [16] used stemming method to strength the effects. Academic email data
contains many important academic information which can be used to facilitate the con-
ference management. In the paper, academic email classification is employed to extract
the important information.

3 Model Design

The model of our system consists of three modules: academic email classification mod-
ule, user association with SCHOLAT module, and conference navigation module. The
model framework of the system is shown in Fig. 2.

The academic email classification module classifies all the academic emails by a
hybrid classification algorithm based on TF-IDF and SVM. With the classification,
academic conferences, courses, teams and potential friends are recommended through
SCHOLAT platform.
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Fig. 2. The model framework

The user association with SCHOLAT module aims to collect and exchange aca-
demic conference information with SCHOLAT. Conference organizers and participants
can export themselves’ data on SCHOLAT that conference required, and SCHOLAT
recommends conferences to its users.

The conference navigation module provides conference searching and exhibition
services. Users can apply for a conference with personalized domain and customized
access control. Once the application is approved, the conference will be assigned an
individual conference space and association.

3.1 Academic Email Classification Module

Academic emails from users in social networks are an alternative source of information
about academic conferences. Two problems need to be solved. One is how to identify
whether the emails are related to academic conferences, another is how to extract the
key information of academic conferences from the emails. This section describes the
classification module of academic email collection from scholar network. The diagram
of academic email classification module is shown in Fig. 3.

(1) Email Type Classification
We first introduce the academic email screening method based on keyword rules. The
method is implemented by a form of probabilistic inference. Each rule is given a different
score that trained by the assignment algorithm on the email dataset. The results from
which the sumof the triggered rule scores comparewith the set threshold value determine
the email category. The following will introduce the keyword rule-based academic email
screening in detail from three aspects. The first is how to select the candidate keywords.
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Fig. 3. The email classification module

The second is how to use the assignment algorithm to assign values to keyword rules.
The third is how to use the keyword rules to filter the target emails.

Candidate Keyword GenerationMethod. Identified keywords from the email dataset
can represent the characteristics of the academic conference text. Firstly, it requires
data preprocessing of the dataset. The data preprocessing includes word separation,
deactivation and stemming extraction. After completed preprocessing the keywords are
selected from the dataset. The criteria for word separation includes two aspects, the one
that candidateword is denoted awordwith high frequency contained the text of academic
conferences, and the other needs to consider eliminating the influence of commonwords.
The specific three steps are as follows.

1) All academic conference email documents are combined into one document, and
the N words with the highest word frequency in the document are selected as candidate
words.

2) All the email documents are classified into two categories: academic and non-
academic. Let ACw be the number of academic email documents containing word w and
NACw the number of non-academic email documents containing word w.

3) A word w is chosen as a candidate keyword if

ACw/(ACw + NACw) > T% (1)

where T is a predetermined threshold value.

Keyword Rule Assignment Algorithm is Explained. After a candidate keyword is
identified, it is determined as a rule. The criterion for whether the rule is triggered is
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whether the target email text contains the candidate keyword. The work we need to
accomplish is to assign a score to the keyword rule and calculate a score for each email
text. The final score determines whether an email is an academic email or not.

A simple neural network algorithm generates keywords weights. The rule triggering
case of each email is represented as an N-dimensional array, where N is the number of
candidate keywords and the array is the corresponding keyword rule set.

The single-layer neural network algorithm is used in this module that applies a
transformation function and an activation function as transfer functions. In each iteration
of the algorithm, the weights are updated by gradient descent. After a certain number
of iterations, the loss values gradually converge. Then the iteration ends to get the final
keyword rule weights. The conversion function is shown as:

fw
(
xi

)
=

∑n

j=1
wjx

i
j + bias, (2)

where suppose ri is the keyword rule andmi is the user email. Letwj represents the value
of keyword rule rj. If the keyword rj is contained in mi, it is xij = 1, otherwise is xij = 0.
The bias is the uniform offset value. At the beginning, wj is randomly generated. The
bias is initialized between −0.5 and 0.5.

The activation function uses the following sigmoid function:
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(
xi

)
= 1
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(3)

The degree of error is calculated using cross entropy as a loss function, and the
calculation is shown as follow.

loss(w) = − 1
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The weights are updated using the gradient descent method for each iteration. The
weight wj and the bias update is shown as follow.

wj = wj + 1
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bias = bias + 1
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)
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where the rate indicates the learning rate of the weight update. The appropriate number
of iterations and learning rate are determined experimentally.

After the algorithm completes the iteration, the score of the keyword rule is
calculated.

eScorej = threshold ∗ 2wj

1 − 2bias
(7)

where the threshold indicates the score threshold. When the final score exceeds this
threshold, the email is judged as an academic conference email. We delete the keyword
rules with a score of 0 to get the final keyword rule set, the final format of the single rule
is {keyword: score}.
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Academic Conference Email Screening Process. For unknown emails, the total score
is initialized to 0 in the data preprocessing stage. The words are taken out after the word
separation and see if they meet the keyword rules. The total score is calculated, and
then it is judged whether the threshold is exceeded. If it is exceeded, it is identified as
academic conference email, otherwise as non-academic conference email.

(2) Academic Conference Field Classification Process
The classification algorithm is based on statistical. The core method is to extract the
features of the classified data and choose the best matching method according to the
features. The following will introduce the professional domain recognition scheme for
academic conference emails from three aspects:

1. Text representation combining TF-IDF and word vectors,
2. SVM multi-classification model using OAO strategy,
3. Processing of academic conference emails using classifiers.

Text Representation Combining TF-IDF and Pre-trainedWord Vectors. It can pre-
serve all semantic features of word vectors and importance features of words of email
documents. Firstly, the email documents are preprocessed. Then, the TF-IDF value is
calculated for each word in the email documents word list. Let tf(t,d) be the frequency of
word t occurring in email documents d. N is the total number of training texts and nt is
the number of documents containing word t. The denominator is called the normaliza-
tion factor. Meanwhile, for each word in the list of document words, the corresponding
representation is queried from a pre-trained word vector dictionary. If it does not exist, it
is filled with the mean vector of the dictionary. The word vector dimension is predefined.
The TF-IDF value w(t, d) of word t in the email documents d is defined to be:

w(t, d) = tf (t, d)*log(N/nt + 0.01)√∑
t∈d

[
tf (t, d)*log(N/nt + 0.01)

]2 (8)

Finally, w(t, d) represents the level of importance that the word t contained in email
documents d and wvt represents word vector of word t. the document vectors v are
calculated:

v =
∑

t∈d w(t, d) ∗ wvt (9)

SVM (Support Vector Machines) Multi-classification Model Using OAO Strategy.
We use the classifier to solve the multiple classification problem. SVM is constructed
between any two classes of samples using a one-to-one (OVO) approach. To avoid
skewing of the data, one sample at a time is selected as a positive or negative sample.
The category number determines the classifier, if categories is k, then SVM model is
constructed in k∗(k − 1)/2.When classifying an unknown sample, all the sub-classifiers
need to be tested. The highest score is considered the category of the test data after
accumulating scores for each category.

Processing of Academic Conference Emails Using Classifiers. The flowchart is
shown in Fig. 4. After preprocessing data, the word text is converted into vectors by TF-
IDF and word vectors. Then the trained SVM model is used to predict the professional
domain classification.
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Fig. 4. Domain extraction flow chart

(3) Effective Information Extraction
Extracting effective information as email label can help users get rid of noise and get the
needed information directly. The core is to identify the data that users are interested in.
The data resource is the unstructured or semi-structured text, the goal is that transform it
into amore structured and semantically clear format.We use regular expression to extract
effective information and achieve semi-automatic extraction. Regular expression is a
powerful tool for extracting the string data in computer operation and verification. The
extracted information includes conference abbreviation, date information, conference
location and other information.

The dates conclude a start date, essay deadlines date, hire general date, the final
deadline date and the date of the conference held. The date format in English words or
Chinesewords are needed be noticed, the final date result is expressed as year/month/day.
To extract the place where the conference was held and get the formatted address infor-
mation in the email, you need to enter a dictionary of countries, locations, etc. in advance.
Other valuable data include the website of the conference organizer, contact email, other
contact details, and the level of the conference which is classified according to “SCI”,
“EI” and “ISTP”.

3.2 Information Collection Based on SCHOLAT

In the real process of data collection, it exists many problems, such as the diversity
of data sources, the guarantee of data reliability and repeated data. SCHOLAT is an
important information source of conference organizational structure data (The parame-
ters of conference interaction refer to the positioning and operation of academics’ roles
in the organizational structure of the conference). The detailed parameters of specific
scholars are shown as follow Table 1. The detailed attributes of scholars mainly include
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conference interaction parameters and the characteristics of scholars’ social parame-
ters. The information can help the participants to acknowledge each other and establish
relationships for communication.

Scholar Attribute
The specific attribute is shown in Table 1.

Table 1. The information of organization

Interaction feature Personal attributes

User Username

Role Contact

Permission Affiliated colleges

a) Conference interaction parameter data: The data records the conference manage-
ment role of each user, and the role information is a specific administrator identity under
the multi-layer administrators. The relationship between scholars and conferences is
reflected in the role of the organization to which the scholar belongs and the dynamic
power distribution. The relationship among conference interaction attributes is dynamic.

b) Scholars themselves have a variety of attributes, such as the name, university
the scholar belongs to, the contact information and so on. The scholar information are
collected from SCHOLAT. The process is shown in Fig. 5.

Fig. 5. User’s data linked with SCHOLAT

Information Acquisition Manner
Multi-parameter uncertainty is a key problem in complex system design. Whether and
how to obtain more information to reduce uncertainty are important for system-level
decision-making. The key is that the cost of information and its influence on the overall
design effectiveness are different. To improve the overall utility and the sensitivity of
each conference parameter, at the same time reduce the cost of information acquisition,
we adopt the information acquisition method based on social network.

a) An information acquisition way based on social network: it obtains the specific
parameter data of related scholar data through UserID which connect with SCHOLAT.
It is accessed to get low cost and high accuracy.
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b) Heterogeneous data acquisition: lots of unstructured data are collected, such
as academic developments in text and conference agenda documents in PDF format.
These data contain a large amount of fresh and authoritative information. After screen-
ing and integration, the data is associated with the conference organizational structure
information.

3.3 Conference Navigation Module

Academic conference resources include conference names, organization names andother
contents. Due to the complexity of academic conference resource, it is necessary to
standardize academic information documents to ensure that the data normalization is
consistent and normative. Finally, it will get a powerful academic conference naviga-
tion system with high data quality, which can uniformly represent and cluster related
conference contents.

Navigation Services. In this section, it describes attribute in uniform and standardized
way, which includes conference name, organization name, the name of the organizers,
home, the conference time and conference place. Meanwhile it expresses the conference
association and clustering, such as the continuous relationship (continuous conference),
parallel relationship (such as the joint conference). For academic conference resources,
the metadata description scheme is used to express the attributes of the various specifica-
tions. For name, conference name specification document is used to a unified expression
and the various conference relationship. It achieves the multi-dimensional expression
and correlation clustering by mining of academic conference resources deeply.

As shown in the Fig. 6, the module framework of the navigation services is divided
into navigation management module and navigation service module. Navigation man-
agement aims to form a navigation tree according to certain rules and manage the layout
of the navigation page. Navigation service function include graphic layout and con-
tent layout, that organized all conference resources wisely to the navigation page. It

Fig. 6. Navigation service formation mechanism



A New Academic Conference Information Management System 277

organizes and clusters the resource information of all academic conferences or some of
the retrieved academic conferences, and then generates navigation trees, finally realizing
multi-dimensional andmulti-level navigation. Navigationmanagement is used to define,
name, set and adjust the navigation tree. A navigation tree is a data object defined by
the navigation system. The navigation tree is generated by the navigation model based
on the relevant attributes entered. The content management function is mainly used to
pre-customize navigation page templates, describe navigation pages. We set the location
and layout of content such as headings, category trees, tables in a scripting language that
can be recognized and understood.

ConferenceResourceDescription. Academic conference resourcesmainly involve six
entity element sets. It includes conference, conference proceedings, conference papers,
conference organization structure and normative document element sets. The description
framework is shown in the Fig. 7,which objectively describes themutual relations among
each entity element set. The implementation ofmulti-level navigationmodel of academic
conference navigation is based on these relations.

Fig. 7. Conference resource metadata description

After defining the elements of the entity element set, the specific constructing process
is divided into three steps. Firstly, data are extracted, including information of conference
organization, papers and related conference. Then, data cleaning is performed to remove
stopwords from all the papers by using a stop list. Finally, the entity sets are concatenated
according to the relationships, then generate a conference criteria library. The library
includes a conference name criteria file, a name criteria file for the main organizers
of the conference, a name criteria file for the organizers of the conference, a standard
name/original name comparison file and a conference relationship file, etc.

4 System Implementation

The academic conference system proposed in this paper is designed and implemented
based on SCHOLAT. Now the model has been practiced and verified. The system has
been successfully deployed and launched three months ago. It applied B/S system archi-
tecture, using Java as the main development language and database management system
called MYSQL. The operating environment requirements were not harsh, the system
could be used in the Intranet stand-alone or the Internet browser. The specified implement
of system is shown in Figs. 8 and 9.
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Fig. 8. Conference navigation service module

Fig. 9. HCC 2021 conference details page display

Through the above research, this system provided a kind of accurate and practical
conference information management tool for most scholars. Through an online ques-
tionnaire survey on whether users have facilitated academic communication through the
system and whether users are satisfied with the system. The final survey results showed
that users are satisfied with the collection and service functions. After logging into the
home page, users could see the formatted navigation of conferences according to various
dimensions such as conference theme and year, which made it is easy to search the con-
ference they need quickly. After entering the conference details page, users could view
information about the conference theme, key dates (such as submission time, deadline,
acceptance time), contact email and information about the conference organization. The
conference organization information is a complex data structured, which was shared
with the SCHOLAT network to guarantee the authenticity, authority and freshness of
the scholars’ data. At the same time, a security permission mechanism was set up in the
background. It set permissions flexibly according to the user’s role setting in multiple
layers, blocked illegal operations and ensured the safe operation of its system. It could be
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seen that the system has a strong practicality. This system could deeply mine and orga-
nize the information of academic conferences and realize the standardized navigation of
conference information. It has good application prospects.

5 Conclusion

This paper proposed a conference information collection and service model based on
social network. Firstly, SCHOLAT-based information collection module improved the
efficiency of setting up conferences data. Then we had established a navigation service
for conferences search, which not only realized the associated clustering of conference
information, but also accomplishedmulti-dimensional information retrieval. In addition,
the academic email sorting feature improved the systemperformance. The feedback from
users showed that the system had good accuracy and practicability, which could better
help scholars manage and retrieve the information of scientific conference. In the future
work, the association and clustering relationship between conferences can be applied
for further study, including the connection relationship of academic conferences, con-
structing the knowledge map of academic conferences and making conference portraits,
so as providing better services for scholars.
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Abstract. With the development of deep learning technology, generative question
answering models based on neural networks have gradually become a mainstream
research direction in academia and industry. The current question answering mod-
els fail to make full use of the multi-level knowledge embedded in the learned
corpus, and the interpretability and robustness of the models in the face of attack
samples have certain shortcomings. From the perspective of information theory,
this paper constructs the semantic, pragmatic and syntactic knowledge contained
in the large amount of crowd intelligence corpora obtained from the Internet plat-
form into a hierarchical and heterogeneous natural language knowledge graph.
The graph-based full information enhanced question answering model (GFIQA)
is proposed, and the hierarchical heterogeneous knowledge graph is incorporated
in the model. Through the crowd intelligence knowledge interpretation module,
knowledge-enhanced generation module and single-layer anisotropic decoder, the
relevant knowledge in the crowd intelligence natural language knowledge graph
is appropriately selected based on the attention mechanism, and the ability of
question understanding and answer generation is improved. The experimental
results show that the GFIQA model has a large improvement in PPL, BLEU, and
ENC (PPL: −11.76, BLEU: +0.126, ENC: + 0.232) compared with the baseline
model, and can generate fluent and smooth answers with reasonable grammatical
modifications and rich semantics.

Keywords: Question answering system · Knowledge graphs · Information
theory · Attention mechanism

1 Introduction

The study of question answering system has both theoretical significance and application
value. It is expected to change the shape of human machine interaction in the future. As
early as the birth of the concept of artificial intelligence, Turing [1] pointed out that the
ability to correctly answer arbitrary human questions is an important basis for judging
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whether a machine has intelligence or not. The emergence of artificial intelligence assis-
tants such asMicrosoft Ice and Apple Siri marks the development of question answering
system towards the application stage.

A purely data-driven question answering model can extract statistical features of
the data but cannot really understand the information in the learned corpus, and the
interpretability and robustness of the model in the face of attack samples have certain
shortcomings. It has gradually become a consensus among researchers to use deep learn-
ing techniques to learn from the data and enhance the performance of question answering
models by introducing suitable external knowledge [2–6]. However, most of the existing
question answering models based on knowledge bases or knowledge graphs can only
focus on how to incorporate knowledge at the semantic level, which has limitations in
the use of knowledge.

To address the above problems, this paper proposes a graph-based full-information
enhanced question answering model, which enhances the performance of model using
the rich knowledge contained in the crowd intelligence data. There is a huge amount
of structured data, semi-structured data and unstructured text contributed by large-scale
managers, crowdsourced users and ordinary users on the Internet, and these crowd intel-
ligence data contain rich crowd intelligence information, which is an important data and
knowledge source to support the implementation of question answering system. Firstly,
we process the original group intelligence data to eliminate the influence of the uncer-
tainty of some crowd behaviors and explore the rich group intelligence knowledge in it;
Secondly, we select suitable structures (knowledge graphs and syntax graphs) to orga-
nize the crowd intelligence knowledge according to its hierarchical and heterogeneous
characteristics in order to retain the comprehensive crowd intelligence information in an
orderly way; Finally, we design several modules for the question answering model based
on the attentionmechanism, so that it has the ability tomake full use of the heterogeneous
crowd intelligence knowledge.

In summary, the main work and contributions of this paper contain the following
aspects.

1. Defining a hierarchical heterogeneous crowd intelligence natural language knowl-
edge graph (HHCIKG) from an information theoretic perspective, which organizes
the multidimensional heterogeneous knowledge implied in crowd intelligence data
in a graph structure.

2. Proposed a graph-based full information enhanced question answering model
(GFIQA) to enhance the semantic understanding of questions and the quality of
generated answers by incorporating the knowledge in the hierarchical heterogeneous
knowledge graph through the crowd intelligence knowledge interpretation module,
knowledge-enhanced generation module and single-layer anisotropic decoder.

3. Taking Xi’an tourism domain as an example, a crowd intelligence dataset (including
group wise question and answer dataset and group wise natural language knowledge
graph) is constructed for experiments. The experimental results verify the effective-
ness of the method in this paper and show that each knowledge utilization module
has an important contribution to the model performance.
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2 Our Approach

Wedefine a hierarchical and heterogeneous crowd intelligence knowledge graph from the
perspective of information theory, based on which a full information enhanced question
answering model is designed.

2.1 Crowd Intelligence Natural Language Knowledge Graph

In order to effectively capture and utilize the multidimensional heterogeneous crowd
intelligence knowledge contained in the massive crowd intelligence data on the Inter-
net platform, this paper explicitly constructs the crowd intelligence knowledge as a
hierarchical heterogeneous crowd intelligence natural language knowledge graph.

From an information theory perspective, due to the differences in thinking, uncer-
tainty of behavior and diversity of expression, the information utilization rate of the
practice of mining the semantic-level crowd intelligence knowledge from crowd intelli-
gence data only and storing it as a particular structure is not high. Therefore, as shown
in Fig. 1, our approach achieves full information capture and portrayal of crowd intelli-
gence knowledge from three levels: semantic, pragmatic and syntactic, and constructs a
hierarchical and heterogeneous crowd intelligence natural language knowledge graph.
The semantic and pragmatic information is organized and constructed in the form of a
knowledge graph, capturing objective facts and consensus on crowd topics and emotions,
including general objective knowledge of specific domains and subjective description of
things by crowd. The syntax information section is organized in the form of syntax graph
which focus on the differences in expressions of crowd in different contexts, including
the contextual associations and local grammatical modification relations of the content
related to the questions and answers.

Fig. 1. Crowd intelligence natural language knowledge graph construction

2.2 Overall Architecture

The task addressed by the GFIQA model proposed in this paper is to achieve full-
information-enhanced high-quality responses using external knowledge of the graph
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structure: given an input questionX and a crowd intelligence natural language knowledge
graphG (including a knowledge graphG2 and a syntactic graphG2), the model needs to
select appropriate knowledge from the graph to aid in the understanding of the question in
order to generate high-quality responses Y with appropriate syntactic logic and accurate
and rich semantic information. i.e., estimate the probability distribution (1):

P(Y |X ,G) =
∏m

t=1
P(yt |y < t,X ,G) (1)

The overall architecture of GFIQA is shown in Fig. 2. The knowledge subgraph extrac-
tion module F(X ,G) takes the words in the question text as keywords and retrieves
the knowledge subgraph from the whole crowd intelligence natural language knowl-
edge graph. The crowd intelligence knowledge interpretation module further obtains the
information in the knowledge subgraph: the subgraph is represented as a knowledge
graph vector through the graph attention mechanism, the knowledge interpretation mod-
ule connects the word vector, grammar vector, and knowledge graph vector as the input
vector of the encoder. The encoder represents the input sequence as a hidden vector
containing bidirectional sequence information through BiGRU. And the decoder first
generates the appropriate root node in the answer based on the attention mechanism
combined with the syntax graph information, then generates the vocabulary from the
forward and backward directions of the root node based on the attention mechanism
through two GRUs, respectively. During the decoding process the knowledge-enhanced
generation module generates ordinary vocabulary or vocabulary in the knowledge graph
through the graph attention mechanism.

Fig. 2. Overall architecture of GFIQA model
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2.3 Encoder

Crowd Intelligence Knowledge Interpretation Module
The crowd intelligence knowledge interpretation module enhances the semantic and
pragmatic information of a vocabulary by introducing its corresponding knowledge
graph vector and explicitly enhances its grammatical information by introducing its
grammatical vector.

The crowd intelligence knowledge interpretation module uses the attention mecha-
nism to obtain knowledge graph vectors containing semantic or pragmatic information
and grammar vectors containing syntactic information from the extracted subgraphs. In
the example “Where is the Terracotta Warriors in Xi’an?” shown in Fig. 3, the retrieved
knowledge graph subgraph is transformed by the attentionmechanism into a graph vector
(triangle) with a local grammatical feature vector (square) corresponding to the vocabu-
lary in the retrieved grammar graph, stitched after the word vector of the corresponding
vocabulary.

Fig. 3. The crowd intelligence knowledge interpretation module

The knowledge interpretation module computes the graph vector g1i of the knowl-
edge graph subgraph using the graph noticing mechanism. After connecting the word
vector w(xt) with the knowledge graph vector g1i and the grammar vector g2i, the full-
information enhanced word embedding representation e(xt) is obtained and then input
to the BiGRU unit of the encoder (Eq. 2) to obtain the hidden vector.

ht = BiGRU (ht−1, e(xt)) (2)

Graph Attention Mechanism
We use the graph attention mechanism [7] to generate the corresponding vector repre-
sentation for the crowd intelligence knowledge subgraph, the semantic and pragmatic
information is encoded as vectors by considering all structures in the graph. Take the
knowledge triple vector K(gi) = {K1,K2...KN } in the knowledge subgraph gi as input,
the graph vector gi is generated as shown in Eq. (3).

gi =
∑Ni

n=1
αs
n[hn; tn]
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αs
n = exp

(
βs
n

)

∑Nj
j=1 exp

(
βs
j

) (3)

βs
n = (Wrrn)T tanh(Whhn + Wttn)

where hn, rn, tn are the elements in the knowledge triple and W is the weight matrix.

2.4 Decoder

Knowledge-Enhanced Generation Module
The knowledge-enhanced generation module enhances the generated answers by mak-
ing full use of the retrieved crowd intelligence natural language knowledge subgraphs.
As shown in Fig. 4, taking the generated response “Terracotta Warriors is located in
Lintong District” as an example, the knowledge-enhanced generation module can use
the graph attention mechanism to select the retrieved knowledge graph (shaded), and
further calculate the probability that the triple in the graph is selected for generating the
vocabulary in the answer.

Fig. 4. The knowledge-enhanced generation module

The decoder firstly generates a vocabulary as the root node of the reply based on
the attention mechanism combined with the syntax graph information in priority (as
“located” in Fig. 4), and then generates the first half and the second half of the answer
from the root node forward and backward respectively, and the state update rule of the
right decoder is shown in Eq. (4).

st+1 = GRU
(
st,

[
ct; cg1t ; ckt ; cg2t ; e(yt

)])
(4)

Similarly, the state update rule for the left decoder is shown in Eq. (5)

st−1 = GRU
(
st,

[
ct; cg1t ; ckt ; cg2t ; e(yt

)])
(5)
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where ct is the context vector used in updating the decoder state, e
(
yt

) = [
w(yt); kj; g2j]

is the word vectorw(yt) of the output vocabulary and the previously focused triple vector
kj and the connection of the grammar vector g2j. c

g2
t is the contextual grammar vector

of interest, cg1t and ckt are the context vectors of the knowledge graph vector and the
knowledge triad vector of attention, respectively. These context vectors are obtained
using the graph attention mechanism, where cg1t and ckt are computed with reference to
CCM [8].

For the grammar part of the crowd intelligence natural language knowledge graph,
the attentionmechanism is applied to focus on themost important syntax graph among all
graphs retrieved using the key vocabulary. And the probability of using all the grammar
vector information in each relevant syntax graph is calculated.

cg2t =
∑N2

i=1
α
g2
ti g2i

α
g2
ti =

exp
(
β
g2
ti

)

∑N2
j=1 exp

(
β
g2
ti

) (6)

β
g2
ti = VT

2btanh
(
W2bst + U2bg2i

)

where α
g2
ti is the probability of choosing to use the syntax graph vector g2i at time step

t, and the grammar context vector cg2t is the weighted sum of the syntax graph vectors,
and its summation weight measures the association between the decoder state st and the
syntax graph vector g2i.

Finally, the decoder generates the current response based on the following distribu-
tion (7):

P(yt) =
[

(1 − γt)Po(yt)
γtPk(yt)]

]
(7)

where Po(yt = wo) = softmax(Woat) is the probability of generating ordinary vocab-
ulary and Pk(yt = wk) = α

g1
ti αtj is the probability of selecting vocabulary in the

knowledge graph. γt = sigmoid
(
VT
0 at

)
seeking a balance between them.

Loss Function
The loss function, shown in Eq. (8), is the cross entropy between the distribution of the
predicted output and the actual distribution of the sample. The supervisory term uses the
choice of vocabulary type qt ∈ {0, 1} for the actual responses to guide the vocabulary
selection (ordinary or knowledge vocabulary) of the knowledge enhancement generator.

L(θ) = −
∑m

t=1
pt log(ot) −

∑m

t=1
(qt log(γt) + (1 − qt)log(1 − γt)) (8)
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3 Experimental

3.1 Experimental Setup

Experimental Dataset
In this paper, we construct a crowd intelligence dataset, including the training dataset
of the model and the necessary auxiliary dataset, taking the Xi’an tourism domain as an
example.

Q&A Dataset
The question and answer data in the Q&A dataset are mostly in the form of one question
andmany answers as shown inTable 1, and somequestions are in the formof one question
and one answer. The training set contains 32,820 question-answer pairs, the validation set
contains 4,000 question-answer pairs, and the test set contains 8,000 question-answer
pairs. The test set was divided into four categories by using the crowd intelligence
knowledge graph, namely, high-frequency vocabulary test set (HFV), low-frequency
vocabulary test set (LFV), complex grammatical sentence test set (CGS), and simple
grammatical sentence test set (SGS) to test how our model performs in the face of
the presence of common or rare knowledge in the question and the different levels of
grammatical complexity.

Table 1. Q&A dataset display

Crowd Intelligence Knowledge Graph

Fig. 5. Crowd intelligence knowledge graph display

The semantic and pragmatic parts of the crowd intelligence natural language knowl-
edge graph are jointly constructed in the form of a knowledge graph (some nodes and
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relationships are shown in Fig. 5-left), which contains semantic information of attrac-
tions as well as pragmatic information of attractions, can provide both semantic and
pragmatic knowledge support for question answering.

The grammar part of the crowd intelligence natural language knowledge graph is
constructed as a syntax graph based on the Q&A dataset data, containing 89,640 sub-
graphs, each of which represents the grammatical knowledge of the question or answer
text in the form of a list of five tuples shown in Table 2, and its visualization is shown in
Fig. 5-right.

Table 2. Syntax graph data format

Implementations
The hardware environment is based on a 64-bit Linux operating system and uses an
NVIDIA GeForce GTX 1080 Ti graphics card with 11G of video memory to acceler-
ate the computation. The software is based on the GPU version of the deep learning
framework Tensorflow_gpu developed using Python 3.6.

The word vector dimension is 300 (Wikipedia Chinese corpus pre-trained), the
knowledge graph vector dimension based on TransE representation is 100, and the
syntax graph vector dimension based on GAT representation is 100. The encoder is
a single-layer BiGRU, the decoder is two single-layer GRUs with different directions,
each layer contains 128 hidden units, and the hidden unit dimension is 500. Batch size
is set to 100, and the learning rate is 0.00001.

Evaluation Metrics
In this paper, three automatic evaluation metrics, PPL (Perplexity), BLEU (Bilingual
evaluation understudy) and ENC (Entity number score), are used to evaluate the model
comprehensively.

• Perplexity evaluates the model at the content level of the generated responses, i.e.,
whether the content of the responses is relevant to the topic and whether the grammar
is correct. A lower value of PPL indicates that the generated responses have fewer
grammatical errors and are more fluent and natural in expression.

• BLEU is an index calculated based on the n-gram accuracy rate, which can well
reflect the fluency of the generated replies and has a good consistency with the results
of manual evaluation.
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• ENC is the number of entities contained in each response,whichmeasures the ability of
the model to extract semantic and pragmatic information from the crowd intelligence
knowledge graph to enhance the quality of generated responses.

3.2 Comparative Experiment

Three suitable models were selected as baseline models for comparison experiments
with GFIQA model.

• Seq2Seq model, the classical codec framework generation model, which is widely
used in question and answer systems.

• CopyNet model [9], which can generate responses by copying words from triples of
knowledge graphs or selecting words from vocabularies, and has the ability to utilize
information in knowledge graphs.

• The CCM model [8], which can fuse the knowledge in the knowledge graph using
the graph attention mechanism to improve the semantic richness of the generated
responses.

Table 3. Results of the comparison experiment

Test set Metric Model

S2S CopyNet CCM GFIQA

PPL 53.05 46.71 45.18 33.42

BLEU 0.452 0.536 0.560 0.686

ENC 0.618 0.859 0.935 1.167

HFV PPL 52.41 44.97 43.69 31.89

BLEU 0.461 0.562 0.587 0.694

ENC 0.615 0.845 0.924 1.143

LFV PPL 55.03 48.15 47.08 35.37

BLEU 0.440 0.509 0.535 0.687

ENC 0.621 0.873 0.946 1.191

SGS PPL 48.54 42.73 40.58 32.57

BLEU 0.472 0.579 0.593 0.688

CGS PPL 56.22 50.97 49.35 33.85

BLEU 0.437 0.495 0.524 0.675

As shown in Table 3, GFIQA achieves the best results in both PPL and BLEU, indi-
cating that GFIQA can better understand the question text and utilize the crowd intelli-
gence knowledge of the graph structure to generate higher quality answer. In addition,
the higher ENC indicates that GFIQA selects more entities from the crowd intelligence
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knowledge graph during the generation process, which can verify to a certain extent
that higher quality answer is generated by more external knowledge as well as entity
information facilitation, validating the correctness of the full information enhancement
theory.

The difference in performance on the four test sets reveals to some extent the mech-
anism by which GFIQA takes effect. GFIQA performed better on the HFV test set than
LFV (PPL: 31.89 vs. 35.37; BLEU: 0.694 vs. 0.687) because high-frequency common
words could be more adequately trained in the training set. GFIQA extracts knowledge
in the crowd intelligence knowledge graph more frequently in the LFV test set than in
the HFV test set (ENC. 1.191 vs. 1.143), indicating that GFIQA needs and will automat-
ically acquire more external knowledge to obtain semantic and pragmatic information
to enhance question understanding and answer generation when the question text itself
is difficult to provide sufficient semantic information. GFIQA performs better than CGS
on the SGS test set (PPL: 32.57 vs. 33.85; BLEU: 0.688 vs. 0.675) due to the greater
overall frequency of syntactically structured corpus in the training set and the fact that
less training data is required for the model to achieve better performance for simple
statements than for complex structured statements. In particular, GFIQA performs sig-
nificantly better than the baseline model on the CGS test set, further validating that
the approach of introducing external grammatical information through grammar vectors
enables the model to maintain better performance in the face of question and answer
data with complex grammatical structures.

3.3 Ablation Experiment

We analyze the impact of each module on the model performance through ablation
experiment. On the basis of GFIQA, we remove the graph attention mechanism in the
crowd intelligence knowledge interpretation module and the knowledge-enhanced gen-
eration module, remove the decoder based on the attention mechanism to generate root
nodes preferentially based on the syntax graph (i.e., the decoder is ablated to a normal
GRU), and eliminate the grammar vector of the syntax graph in the crowd intelligence
knowledge interpretationmodule to obtain GFIQA-G1, GFIQA-ROOT, andGFIQA-G2
models, which represent the elimination of semantic and pragmatic information utiliza-
tion mechanism, elimination of partial (answer text generation part) syntactic infor-
mation utilization mechanism, and elimination of all syntactic information utilization
mechanism on the basis of GFIQA model, respectively.

The results of the ablation experiment are shown in Table 4. The changes in the PPL
and BLEU of GFIQA-G1 reflect a significant degradation in the performance of the
model with the removal of the knowledge graph attention module, and the significant
decrease inENC intuitively reveals that the decrease in performance is strongly correlated
with the number of entities, i.e., the external semantic and pragmatic information they
represent. The GFIQA-G1 model that eliminates the knowledge graph attention module
loses the ability to utilize external knowledge in the crowd intelligence knowledge graph,
making its ability in semantic understanding and knowledge enhancement significantly
degraded.

The performance ofGFIQA-ROOT also degrades considerably (PPL:+6.42, BLEU:
−0.07), indicating that the strategy of using the attention mechanism to preferentially
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Table 4. Results of ablation experiment

Metric Model

GFIQA GFIQA-G1 GFIQA-ROOT GFIQA-G2

PPL 33.42 42.71 39.84 45.18

BLEU 0.686 0.573 0.616 0.560

ENC 1.167 0.742 0.971 0.935

generate the root node before using it as a starting point to generate the whole sentence
in both directions is effective.While the performance loss of GFIQA-G2 that completely
eliminates the grammatical information exploitation mechanism is noted (PPL:+11.76,
BLEU: −0.126), more than half of the positive effect on the quality of answer after the
introduction of grammatical information is provided by the ROOT mechanism, indi-
cating that the introduction of grammatical graph vector without changes in the model
structure plays a limited role, which points the way to subsequent work. It is worth not-
ing that removing the grammatical information utilization mechanism also decreases the
ENC results, indicating that the mechanism of using grammatical information in GFIQA
will at the same time positively contribute to the performance of the semantic informa-
tion understanding module. Relatively, the absence of information understanding at one
level of the corpus will weaken the effectiveness of using other levels of information,
illustrating the need for full information enhancement.

4 Related Work

How to incorporate external knowledge in the form of knowledge graphs in text genera-
tion tasks [2–6, 8–12] such as question answering has been extensively studied, however,
these works can only utilize information at the semantic level, resulting in low infor-
mation utilization and low robustness of the model. In contrast, GFIQA can also utilize
pragmatic knowledge in the form of knowledge graph as well as grammatical knowledge
in the form of syntax graph to achieve full information enhancement.

Syntax graphs are directed acyclic graph that represent syntactic relationships
betweenwords. Bymaking rational use of syntax graphs, models in tasks such as relation
extraction [13–15], sentiment classification [16, 17], and machine translation [18, 19]
improve their understanding of grammatical knowledge and obtain better performance.
However, to the best of our knowledge, nowork has yet been done to integrate knowledge
of grammatical structures well into question-and-answer models.

There are three main different ways to encode syntax graphs for incorporation into
various types of models: (1) linearized representation of grammar graphs and encoding
using sequential models (e.g., RNN) [19]; (2) encoding based on path (inter-word, word-
root node, etc.) distances in grammar graphs [13, 20]; and (3) aggregating information
from dependencies using graph neural networks [15, 18, 21]. In this paper, we refer to
[22] to encode local grammatical information of words in syntax graphs as vectors and
then select appropriate grammatical knowledge based on the graph attentionmechanism.



A Full Information Enhanced Question Answering System 293

5 Conclusion

In this paper, we define a hierarchical heterogeneous crowd intelligence natural language
knowledge graph from an information theoretic perspective, organize the multidimen-
sional heterogeneous information in the crowd intelligence data in a graph structure,
and design a full information enhanced question answering model that can simultane-
ously utilize syntactic, pragmatic, and semantic information in the crowd intelligence
natural language knowledge graph. The experimental results on Q&A dataset show that
compared with the baseline models, GFIQA can generate high quality responses with
rich semantic information and reasonable syntactic logic, especially in the case of more
complex syntactic structures.

In the future, we will further improve the model’s ability to exploit full information
(e.g., designing encoder module that can explicitly use syntactic structure information).
The full-information enhancement idea proposed in this paper is universal for many
kinds of natural language processing tasks, and we can try to apply it to other types of
text generation tasks.
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Abstract. Almost all popular social network sites (SNSs) provide the
content sharing functionality to support users to distribute text mes-
sages, music, videos and some other online resources. As most SNS users
are involved in multiple sites to meet their diverse needs, we wonder how
adopting a new SNS to share content affects sharing behavior in an exist-
ing one. For this problem, we conducted an empirical study by utilizing
two Chinese popular SNSs - Weibo and Douban as research sites, and
investigated how content sharing in a new SNS affected that in an exist-
ing one, and what kinds of users’ content sharing behaviors in the existing
site could be more or less likely to be affected. Our results indicate that
adopting a new site to share content is beneficial for content quantity
but detrimental to content quality (number of likes) in the existing SNS
in a short time period. We also find that longer-time users in the existing
SNS correspond to less improvement on content quantity but less decline
on content quality after initializing content sharing in a new site, and
the existence of a broader audience, more interactions through a more
restricted span of interaction relationships and more groups is helpful
to stimulate improvement of content quantity and alleviate setback of
content quality, which provides valuable insights for SNS practitioners
to maintain and promote user content contribution.

Keywords: Social network sites · Content sharing · Cross-SNS
analysis · Weibo · Douban

1 Introduction

Nowadays, social network sites (SNSs) like Facebook, Twitter and Weibo have
been popular and important platforms in our daily life. Almost all popular SNSs
provide the content sharing functionality to support users to distribute and
exchange online resources. For each SNS, users’ sustained content sharing is
important for its survival and success as SNS content is entirely contributed by
individuals [1]. Content disclosing is also critical for SNS users to be involved into
a social world as it can enhance their self-expression as well as social relationship
and interaction by intensifying feelings of closeness, enjoyment and intimacy
among them [2].

Most SNS users tend to utilize multiple sites simultaneously in order to meet
diverse needs for SNS use like information seeking, relationship maintenance
c© Springer Nature Singapore Pte Ltd. 2022
Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1492, pp. 295–311, 2022.
https://doi.org/10.1007/978-981-19-4549-6_23
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and communicating. A survey [21] conducted by Pew Research Center in 2018
has found that over 73% users use more than one social medias among Twitter,
Instagram, Pinterest, LinkedIn and Facebook. As these sites all support users to
share content, the users are involved in a composite sharing context constituted
by multiple social medias. Thus many previous studies have combined two or
more SNSs to analyze user content sharing behavior like the platform preference
of content sharing, similarity and topic relevance of content, sharing channel
choice, etc. The existing conclusions concentrate on two folds. On one hand,
there exist some significant differences of user content among different SNSs in
a general view, which is in accordance with the faceted identity theory stating
that people have multi-faceted identities, and enable different aspects of their
personalities depending on the social context. For example, [15] found that
the topics of tweets in Twitter concentrated on news, opinions or other general
user interests, while posts in Instagram were mostly related to joyful and happy
moments of personal lives. On another hand, a user’s content sharing behavior
is not isolated among different platforms, and there exist some similarities or
relevances. For example, a person usually posts the same content to different
SNSs by taking advantage of cross-posting or cross-network sharing [14]; [20]
suggest that people sometimes disclose content with similar topics while without
the same language to different SNSs to ensure the content can be perceived
appropriate by each platform and audience, etc. It is driven by their opposing
desires to guard platform boundaries in order to maintain separate spaces but
also feel the need to relax platform boundaries to allow audience and content to
permeate others.

Although the above research has provided lots of insights for user content
sharing behavior understanding across different social network sites, it mostly
concentrates on basic characteristics such as content difference and content sim-
ilarity, while the complex features have not been investigated, one of which is
the interplay of user content sharing among different SNSs. For SNS use, users’
time and efforts are generally limited [24]. How can people’s content sharing in
one SNS affect that in other sites? For example, when a person starts content
sharing practice in a new SNS, if it would be detrimental to her/his content
sharing frequency and quality in an existing one. To study such questions has
significant meanings for SNSs. As the number of SNSs increases, no platform
can monopolize people’s time and develop in isolation. It is critical for each
SNS to comprehend how users’ participating into the other sites affects their
activity and retention in that. By studying the interplay of user content sharing
between different SNSs, each SNS can gain insights into how users’ content shar-
ing behavior in that can be influenced by their content distributing in other sites,
how to identify the users that are more likely to be affected proactively and what
prevention and remedial measures can be conducted for their sustained content
contribution, which is significant for the SNS’s survival and success. However,
exploring the interplay of user content sharing between different SNS is non-
trivial. It is essentially a causal inference problem which cannot be solved by
nowadays prevalent machine learning methods like Bayesian Network as they
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are designed for association mining but not causality inferring. Moreover, as
SNSs are generally isolated to each other, obtaining a longitudinal data set con-
taining user generated content in two or more SNSs wherein the users overlap is
very difficult. These aspects above result that combining two or more SNSs to
study the interplay of user content sharing is very challenging.

In our research, we conducted an empirical study to investigate how content
sharing in a new SNS affected that in an existing one, and what kinds of users’
content sharing in the existing site was more or less likely to be affected. For
these two research questions, we utilized two Chinese popular SNSs - Weibo1 and
Douban2 as research sites and made causality analysis by utilizing methods like
Regression Discontinuity Design (RDD), Panel Data analysis, etc. Our analysis
focused on two most important dimensions of SNS content: content quantity and
content quality (number of likes). Content quality is difficult to measure directly.
In our research, we utilize number of likes as an indicator of content quality as
previous research has suggested the number of likes to be a valid proxy for con-
tent quality in online communities [6]. After analyzing the 6,229 overlapping
users (users that have accounts in both Weibo and Douban) with 20,899,266
Weibo posts and 469,295 Douban posts, we find adopting a new SNS to share
content can be beneficial for content quantity but detrimental to content quality
in an existing site. Our results also suggest that longer-time users in the existing
SNS tend to correspond to less improvement on content quantity but less decline
on content quality after initializing content sharing in a new site, and the exis-
tence of a broader audience, more interactions through a more restricted span of
interaction relationships and more groups is helpful to stimulate improvement of
content quantity and alleviate setback of content quality. These findings provide
SNS practitioners valuable insights into how to maintain and promote user con-
tent contribution confronting with nowadays situation wherein most SNS users
are involved into multiple platforms. On one hand, as users’ content quantity
in an existing SNS can be improved in a short period after beginning sharing
content in a new site, it provides the SNS an opportunity to enhance these users’
content quantity and achieve development with other emerging platforms. While
on another hand, practitioners of the existing SNS should pay attention to the
content quality in the meanwhile as the content sharing practice in a new SNS
can be detrimental to content quality in that. First, SNS practitioners should lay
more emphasis on longer-time users as they tend to contribute high-quality but
less contents as well as users with less followers, less groups and less interactions
especially through strong ties because their content quantity and content qual-
ity are more sensitive to sharing content in a new site. Second, making it easy
for users to communicate through strong relationships and recommending more
groups to them are suggested as such mechanisms can stimulate improvement
of content quantity and alleviate setback of content quality, which is crucial for
the users’ sustained content contribution in the SNS.

1 https://weibo.com/.
2 https://www.douban.com/.

https://weibo.com/
https://www.douban.com/
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The following sections are organized as below. In Sect. 2, we review related
research about content sharing in SNSs and cross-SNS analysis and give our
research questions. The research sites and data set are exhibited in Sect. 3, and
research methods including model and variables are given in Sect. 4. In Sects. 5
and 6, we exhibit the results, highlight their implications for SNSs. Finally, The
conclusions are given in Sect. 7.

2 Related Work

As content sharing is critical for both SNSs and users, lots of research has focused
on it to comprehend users’ motivations and investigate incentive mechanisms
for sharing. According to previous research, both intrinsic and extrinsic fac-
tors motivate users to contribute content in SNSs. Intrinsic motivations mean
users’ inherent satisfactions like enjoyment, reciprocity, commitment to the plat-
form [1], while extrinsic factors refer to expected benefits including social rela-
tionship maintenance [13], self-development [1], social capital enhancement [13],
etc. Many research focuses on exploring incentive mechanisms to stimulate con-
tent contribution in SNSs. [22] found that the others’ frequent and pleasant
feedbacks like commenting to posts, tagging and re-posting could promote a
SNS user’s further content sharing. [19] showed that users would like to share
more contents if SNSs could provide functionalities to help them exactly target
desired audiences.

Moreover, there has been some research studying correlations between con-
tent sharing and some other user attributes or behaviors. [2] found that female
users were more likely to post messages than males. [1,16] suggests that users
characterized with longer tenure in a platform tend to have less content con-
tribution. Besides, [11] studied correlations between users’ content sharing and
social network dynamics, which indicates post size in Twitter increases with both
follower size and friend size but eventually saturates as a function of number of
followers.

For cross-SNS user content analysis, many studies have been conducted from
perspectives of content divergence, content sharing similarity and channel choice
for sharing. [17] investigated users’ content difference by utilizing Pinterest and
Twitter. It indicates users tend to have a wider range of content categories
in Twitter than in Pinterest. [15] studied the topic difference of user content
between Twitter and Instagram, and found that topics in Twitter were mainly
related to news, opinions or other general user interests, while that in Insta-
gram were mainly about joyful and happy moments of their personal lives. As
mentioned above, some prior research has also found there exist some similar-
ities and relevances of user content among different SNSs such as similarity of
topic, location, time, etc. [20]. These studies show that users generally consider
audiences and platform norms like privacy, security and institutional policy, and
choose the most appropriate sites for sharing. If sharing in one SNS cannot meet
a user’s needs, she/he would like to combine channels to usably share content
with their desired audience.
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To conclude, a great deal of research has focused on content sharing behav-
ior analysis and cross-SNS user behavior analysis. However, to the best of our
knowledge, the effects of adopting a new SNS to share content to the content
sharing practice in an existing site have been unknown. It motivates us to focus
on the following research questions in this paper.

RQ 1: How does adopting a new SNS to share content affect content sharing
in an existing site?

– RQ 1a: How does adopting a new SNS to share content affect content quantity
in an existing site?

– RQ 1b: How does adopting a new SNS to share content affect content quality
(number of likes) in an existing site?

RQ 2: What kinds of users’ content sharing in the existing SNS is more or
less likely to be affected?

– RQ 2a: What kinds of users’ content quantity in the existing SNS is more or
less likely to be affected?

– RQ 2b: What kinds of users’ content quality (number of likes) in the existing
SNS is more or less likely to be affected?

3 Research Sites and Data Collection

Weibo and Douban are two of the most popular social network sites in China.
According to a report released in 2018, Weibo has 431 million users, which is
slightly more than Twitter. Douban is also very popular especially among young
adults. It has more than 160 million registered users up to 2018, and nearly 300
million users are active in it per month. We finally chose Weibo and Douban as
our research sites. The procedure of our data sampling is as follows. First, we ran-
domly sampled 7,593 users who exhibited their Weibo usernames or homepage
URLs in Douban. Second, we attempted to find these users corresponding profiles
in Weibo and removed 388 individuals whose Weibo usernames or URLs were
non-existent. The users who had no posts in Weibo or Douban were also filtered
out. Finally, we sampled the rest 6,229 users’ attributes in Weibo and Douban.
Through the above procedure, we totally obtained these users’ 20,899,266 posts
in Weibo and 469,295 posts in Douban.

4 Model and Variables

4.1 Model

We chose the random-effects negative binomial regression model which com-
bined Regression Discontinuity Design (RDD) [3] with Panel Data Analysis
(PDA) [10] as our analysis method. To build the model, the first step is to
construct an observation time period to observe people’s content sharing behav-
iors. As prior research [24] has exhibited the evolution pattern of user behavior in



300 B. Liu et al.

SNS month-to-month, we constructed a time period of six months to observe each
user’s content sharing behavior. The six observation windows are (M−3,M−2),
(M−2,M−1), (M−1,M0), (M0,M1), (M1,M2) and (M2,M3), where M0 is the
time point when the user begins sharing content in the new SNS, M−1 and M1

are respectively one month before and after it. The other symbols are defined in
the same manner. In our research, we originally utilized different time periods
including six months, ten months and twelve months to observe users’ content
sharing behavior. As the results are similar, and RDD requires a minor obser-
vation window, we finally set six months as the observation period.

4.2 Dependent Variables

Variables for content quantity measurement: Content sharing frequency in the
existing SNS. It represents the number of posts the user publishes in the existing
SNS in each observation window.

Variables for content quality measurement: Like receiving frequency in the
existing SNS. It represents the average number of likes the user’s posts receive
in the existing SNS in each observation window, which is evaluated by dividing
the number of post likes by the number of posts in the existing SNS in each
observation window.

4.3 Independent Variables

For RQ 1, an independent variable having shared content in the new SNS was
considered, and for RQ 2, we introduced 6 independent variables which we believe
are key ingredients according to previous findings. In the following, we explain
the rationale and extraction process for each variable.

having shared content in the new SNS. It represents whether the user has
begun sharing content in the new SNS. It is set to 0 before the user begins
sharing content in the new SNS and 1 after that.

having shared content in the new SNS × user tenure in the existing SNS. user
tenure in the existing SNS means the number of months since a user registered
in the existing SNS. The interaction term is utilized to test whether the effects
of sharing content in a new SNS are different between longer-time users and
shorter-time users. sites [1,2,16].

having shared content in the new SNS × follower size in the existing SNS.
follower size in the existing SNS means the number of followers a user has in
the existing SNS. The interaction term is utilized to test whether the effects of
sharing content in a new SNS are different depending on users’ follower sizes.

having shared content in the new SNS × interaction partner size in the exist-
ing SNS and having shared content in the new SNS × interaction message size in
the existing SNS. interaction partner size in the existing SNS means the number
of individuals the user communicates with in the existing SNS in each obser-
vation window, and interaction message size in the existing SNS counts the
messages through such interactions. The two interaction terms are utilized to
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test whether the effects of sharing content in a new SNS are different depending
on users’ interactions.

having shared content in the new SNS × content interest diversity in the
existing SNS. content interest diversity in the existing SNS is the topic diversity
of a user’s content posted in the existing SNS in each observation window. The
interaction term is utilized to test whether the effects of sharing content in a
new SNS are different depending on users’ content interest diversity. We treated
a user’s content in each time slot as a document and leveraged Latent Dirichlet
Allocation (LDA) [5] model with default parameter setting to extract topics
from it. Shannon Entropy was used to analyze the topic distribution to obtain
the topic diversity.

having shared content in the new SNS ×group size in the existing SNS. group
size in the existing SNS means the number of groups the user has joined in the
existing SNS. The interaction term is utilized to test whether the effects of
sharing content in a new SNS are different depending on users’ group sizes.

4.4 Control Variables

user tenure in the existing SNS, follower size in the existing SNS, interaction part-
ner size in the existing SNS, interaction message size in the existing SNS, content
interest diversity in the existing SNS and group size in the existing SNS are set as
control variables in order to control their effects on the dependent variable.

We found that variables follower size in the existing SNS, interaction partner
size in the existing SNS, interaction message size in the existing SNS and group
size in the existing SNS were skewed. So base-e logarithmic transformations were
conducted for them, and then all independent variables were standardized for
ease of interpretation. In the data set, there are no values in some users’ one or
more time slots as their time intervals between content sharing in the existing
SNS and that in the new SNS are less than three months. The random-effects
negative binomial regression model can handle such imbalanced data. So we do
not need to process the missing values additionally. We also analyzed correlations
between all independent variables before analysis. The results indicate there is
no strong correlation between these variables.

5 Results

5.1 Discontinuity of Content Quantity and Content Quality

RDD is initialized by observing whether there is a discontinuity right before
and after the intervention. Thus we first analyzed the evolving trend of users’
content quality and content quality in the existing SNS right before and after
starting content sharing practice in a new site. We conducted analysis from two
directions by setting Douban as an existing SNS and Weibo as the new site as
well as Weibo as the existing SNS and Douban as the new one. The results are
shown in Figs. 1 and 2. X-axis lists the six time slots, and Y-axis shows the



302 B. Liu et al.

(a) Utilizing Douban as the existing SNS
and Weibo as the new SNS.

(b) Utilizing Weibo as the existing SNS
and Douban as the new SNS.

Fig. 1. Temporal evolution of content sharing frequency in the existing SNS.

(a) Utilizing Douban as the existing SNS
and Weibo as the new SNS.

(b) Utilizing Weibo as the existing SNS
and Douban as the new SNS.

Fig. 2. Temporal evolution of like receiving frequency in the existing SNS.

mean values of content sharing frequency in the existing SNS and like receiving
frequency in the existing SNS in each time period. As can be seen from these
two figures, the mean values of content sharing frequency in the existing SNS
and like receiving frequency in the existing SNS are smooth from time point
M−3 to M0, which is in accordance with RDD’s assumption - human behavior is
typically orderly or smooth on the aggregate or average level. However, the two
variables all experience a discontinuity right before and after M0. Specifically,
in Fig. 1(a), 75.81% of users show increase on content sharing frequency right
after M0, and in Fig. 1(b), such a percentage is 65.68%, which suggests that
most users’ content quantity in the existing SNS increases right after they begin
sharing content in the new one. However, most users experience content quality
decrease around M0. The percentage values are 89.06% in Fig. 2(a) and 65.28%
in Fig. 2(b) respectively.

5.2 Results of Random-Effects Negative Binomial Regression
Model

Results of Content Quantity Analysis. The results by setting Douban as
the existing SNS and Weibo as the new one as well as Weibo as the existing
SNS and Douban as the new site are shown in Tables 1 and 2 respectively (***:
p < 0.001, **: p < 0.01, *: p < 0.05, Tables 3 and 4 have same settings). In each
table, Model 1 only considers control variables in order to control their effects on
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the dependent variable. Model 2 introduces the variable having shared content
in the new SNS. In Model 3, the other variables are added.

As can be seen from the results of Model 1 in each table, there are significant
correlations between content sharing frequency in the existing SNS and most
of the variables. user tenure in the existing SNS is negatively associated with
content sharing frequency in the existing SNS, which suggests that longer-time
SNS users tend to post less contents. The other variables including follower size
in the existing SNS, interaction partner size in the existing SNS, interaction
message size in the existing SNS and group size in the existing SNS are all
positively related to the dependent variable. It indicates the SNS users who
have more audiences, more interactions and more groups are inclined to share
content more frequently. However, the variable content interest diversity in the
existing SNS is not significant in the model. One SNS user’s interest diversity is
not essentially predictive for her/his content sharing frequency.

Table 1. Content quantity analysis based on random-effects negative binomial regres-
sion model by utilizing Douban as the existing SNS.

Variable Model 1 Model 2 Model 3

Coef. p Coef. p Coef. p

user tenure in the existing SNS −0.37 * −0.55 ** −0.47 **

follower size in the existing SNS 3.88 *** 3.92 *** 3.81 ***

interaction partner size in the existing SNS 1.40 *** 1.39 *** 1.56 ***

interaction message size in the existing SNS 1.33 *** 1.36 *** 1.14 ***

content interest diversity in the existing SNS 0.01 0.01 0.00

group size in the existing SNS 0.09 * 0.09 * 0.13 *

having shared content in the new SNS 0.06 *** 0.09 *

having shared content in the new SNS × User
tenure in the existing SNS

−0.67 **

having shared content in the new SNS ×
Follower size in the existing SNS

0.44 **

having shared content in the new SNS ×
Interaction partner size in the existing SNS

−0.36 ***

having shared content in the new SNS ×
Interaction message size in the existing SNS

0.39 **

having shared content in the new SNS ×
Content interest diversity in the existing SNS

0.04

having shared content in the new SNS × Group
size in the existing SNS

0.09 *

In Model 2, having shared content in the new SNS has a significant posi-
tive effect on content sharing frequency in the existing SNS. It suggests that
users’ newly conducted content sharing practice in Weibo (Douban) can promote
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the content sharing frequency in Douban (Weibo), which is consistent with the
results of temporal analysis. Based on the results of Model 1 and Model 2, we
can see SNS users’ content sharing frequency in the existing SNS declines with
their tenure, while as an intervention, adopting a new site to share content can
make it to decline less or even increase.

In Model 3, first, having shared content in the new SNS × user tenure in the
existing SNS is negatively associated with content sharing frequency in the exist-
ing SNS, which suggests that longer-time users tend to experience less improve-
ment on content sharing frequency in the existing SNS after they adopt a new
site to distribute content. Second, having shared content in the new SNS × fol-
lower size in the existing SNS is positive in the model. It means users who have
a larger amount of audiences in the existing SNS are more likely to intensify
their content sharing frequency in that after they begin sharing content in a new
site. Third, having shared content in the new SNS × group size in the existing
SNS is also positively associated with the dependent variable. Content sharing
frequency of users who have joined more groups in the existing SNS tend to have
more content sharing frequency improvement after they utilize a new site to share
content. The last, having shared content in the new SNS × interaction message

Table 2. Content quantity analysis based on random-effects negative binomial regres-
sion model by utilizing Weibo as the existing SNS.

Variable Model 1 Model 2 Model 3

Coef. p Coef. p Coef p

user tenure in the existing SNS −1.49 *** −1.70 *** −1.16 ***

follower size in the existing SNS 1.96 *** 1.89 *** 2.32 ***

interaction partner size in the existing SNS 3.65 *** 3.47 *** 4.74 ***

interaction message size in the existing SNS 0.45 * 0.64 * 0.54 *

content interest diversity in the existing SNS −0.10 −0.11 0.17

group size in the existing SNS 0.10 * 0.13 0.10 *

having shared content in the new SNS 0.20 *** 0.77 ***

having shared content in the new SNS × User
tenure in the existing SNS

−1.19 ***

having shared content in the new SNS ×
Follower size in the existing SNS

0.34 *

having shared content in the new SNS ×
Interaction partner size in the existing SNS

−1.33 **

having shared content in the new SNS ×
Interaction message size in the existing SNS

0.48 *

having shared content in the new SNS ×
Content interest diversity in the existing SNS

−0.53

having shared content in the new SNS × Group
size in the existing SNS

0.36 *
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Table 3. Content quality analysis based on random-effects negative binomial regression
model by utilizing Douban as the existing SNS.

Variable Model 1 Model 2 Model 3

Coef. p Coef. p Coef. p

user tenure in the existing SNS 1.12 *** 1.15 ** 1.05 ***

follower size in the existing SNS 3.84 *** 3.86 *** 3.82 ***

interaction partner size in the existing SNS −1.19 *** −1.20 *** −1.38 ***

interaction message size in the existing SNS 7.78 *** 7.78 *** 7.84 ***

content interest diversity in the existing SNS 0.25 0.25 0.24

group size in the existing SNS 1.45 *** 1.45 *** 1.40 ***

having shared content in the new SNS −0.07 * −0.12 *

having shared content in the new SNS × User
tenure in the existing SNS

0.19 *

having shared content in the new SNS ×
Follower size in the existing SNS

0.10 *

having shared content in the new SNS ×
Interaction partner size in the existing SNS

−0.34 *

having shared content in the new SNS ×
Interaction message size in the existing SNS

0.14 *

having shared content in the new SNS ×
Content interest diversity in the existing SNS

−0.01

having shared content in the new SNS × Group
size in the existing SNS

0.03 *

size in the existing SNS is positively related to content sharing frequency in the
existing SNS, while having shared content in the new SNS × interaction partner
size in the existing SNS is negative in the model. It suggests that the improve-
ment degree of content sharing frequency in the existing site increases with users’
interaction message size but decreases with the number of interaction partners.
However, having shared content in the new SNS × content interest diversity in
the existing SNS is not significant in the model, which implies the effects of
having shared content in the new SNS on users’ content sharing frequency in the
existing site are not different significantly depending on their content interest
diversity.

Results of Content Quality Analysis. The results of content quality analysis
by setting Douban as the existing SNS and Weibo as the new site as well as
Weibo as the existing SNS and Douban as the new one are given in Table 3 and
Table 4 respectively. Similar to content quantity analysis, there are also three
models wherein Model 1 only considers the control variables, Model 2 introduces
the variable having shared content in the new SNS and Model 3 considers the
interaction terms.
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In Model 1, we can see most of the variables are significant. It can obtain
results that the contents of users with longer tenure, more followers, more groups
and more interactions concentrating on a more restrict span of partners tend to
receive more likes from others. In Mode 2, the variable having shared content in
the new SNS is negatively associated with the dependent variable, which implies
users tend to experience a like receiving frequency setback in the existing SNS
after they begin sharing content in a new site.

Table 4. Content quality analysis based on random-effects negative binomial regression
model by utilizing Weibo as the existing SNS.

Variable Model 1 Model 2 Model 3

Coef. p Coef. p Coef. p

user tenure in the existing SNS 0.17 * 0.37 ** 0.06 *

follower size in the existing SNS 1.55 *** 1.59 *** 1.75 ***

interaction partner size in the existing SNS −1.59 *** −1.51 *** −2.01 ***

interaction message size in the existing SNS 2.77 *** 2.83 *** 2.58 *

content interest diversity in the existing SNS −0.11 −0.12 0.07

group size in the existing SNS 0.20 * 0.18 * 0.07

having shared content in the new SNS −0.16 *** −0.69 **

having shared content in the new SNS × User
tenure in the existing SNS

1.08 ***

having shared content in the new SNS ×
Follower size in the existing SNS

0.11 *

having shared content in the new SNS ×
Interaction partner size in the existing SNS

−0.56 **

having shared content in the new SNS ×
Interaction message size in the existing SNS

0.12 *

having shared content in the new SNS ×
Content interest diversity in the existing SNS

−0.39

having shared content in the new SNS × Group
size in the existing SNS

0.40 *

In Model 3, we can see the newly introduced variables are significant except
having shared content in the new SNS × content interest diversity in the existing
SNS. First, having shared content in the new SNS × user tenure in the existing
SNS and having shared content in the new SNS × follower size in the existing
SNS are all positively associated with like receiving frequency in the existing SNS,
which means longer-time users and users with a broader audience in the existing
SNS correspond to less decline of content quality after the new site use. Second,
having shared content in the new SNS × interaction partner size in the existing
SNS is negative, while having shared content in the new SNS × interaction
message size in the existing SNS is positive. It suggests that the setback degree
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of content quality in the existing site increases with users’ interaction partner
size but decreases with the number of interaction messages. Third, having shared
content in the new SNS × group size in the existing SNS is positively related
to the dependent variable. The content quality of users with more groups in the
existing SNS is likely to decline less after they utilize a new site to share content.
The last, similar to the results of content frequency analysis, the variable having
shared content in the new SNS × content interest diversity in the existing SNS
is also not significant in the model. There is no significant difference of content
quality declining trend when considering content diversity as a metric.

6 Discussion

Our results indicate that users’ content quantity in the existing SNS experiences
an improvement right before and after they begin sharing content in a new site. It
complies with previous research which suggests that SNS users’ tendency for self-
disclosing and information sharing increases with the number of sites they use.
However, content quality in the existing SNS experiences a setback right after
users begin sharing content in a new site. We thought as people’ time and efforts
for SNS use are generally limited [24], when they are involved into the content
sharing practice in a new SNS, it can take their time and efforts for content
crafting and censoring in the existing site, which weakens the content quality in
that. Considering user characteristics, we find that the changes of users’ content
quality and content quality in the existing SNS right after a newly conducted
content sharing practice are associated with some user features like user tenure,
audience, interactions, etc.

Longer-time users tend to correspond to less improvement on content quan-
tity but less decline on content quality. The tendency for content sharing declines
with user tenure in general, which implies the longer-time users correspond to
weaker desires to distribute content compared with shorter-time users. It can
limit the improvement degree of content sharing frequency of longer-time users
in the existing SNS. However, longer-time users in the existing SNS are generally
characterized with stronger commitment to the platform [23], and such users are
likely to have more abundant knowledge and extensive experiences [4], which
can make their content quality in that more robust (to decline less) when they
start content sharing practice in other mediums.

The degree of content quantity improvement increases with follower size,
while the extent of content quality decline decreases with that. The SNS users
with more audiences tend to have stronger motivation to publish content as
they perceive that the newly shared content can permeate more people. In the
meanwhile, users generally craft each post to be published to ensure the content
can be perceived as appropriate by the audience [20]. The existence of larger
number of followers in the existing SNS can simulate users to censor the content
to be published more carefully, which is helpful for the content quality robustness
in that.



308 B. Liu et al.

Social interaction cannot be always helpful for a user’s content sharing.
To conclude, our results indicate more interactions concentrating on a more
restricted span of interaction relationships can be more helpful for stimulating
improvement of content quantity and alleviating setback of content quality in the
existing SNS. As users’ time and efforts for SNS use are limited, to concentrate
interaction efforts on a more restricted span of friends highlights the stronger
significance and strength of such relationships compared with the other ties.

Content interest diversity is not a significant factor associated with the
change of content sharing in the existing SNS. Users with more diverse interests
are difficult to generate sense of common social identity in the existing SNS,
which can weaken their content quantity and content quality. However, diverse
interests and needs are significant intrinsic factors that motivate users to be
involved into multiple SNSs [20]. The users with more diverse interests trend
to combine different platforms to share content as one site cannot meet their
goals. Thus it is less likely that such users abandon participating in the existing
sites, which is helpful for their sustained content sharing in that. These two con-
tradictory aspects can interpret why interest diversity is not significant in our
analysis.

Users participating in more groups in the existing SNS correspond to more
improvement on content quantity and less decline on content quality after begin-
ning shared content in a new SNS. By organizing users into groups in SNSs, it
can generate stronger sense of social identity among them and intensify their
commitment to the platform, which is helpful for motivating users to contribute
more and high-quality contents and efficient for stimulating content quantity
improvement and alleviating content quality setback shown in this paper.

6.1 Implications

Our findings provide valuable insights into both alleviating the content quality
setback as well as prompting further improvement of content quantity. First, SNS
should not just consider to recruit newcomers to expand the user base, but also
lay emphasis on longer-time users as such users tend to contribute high-quality
but less contents both before and after they are involved into content sharing
practice in other platforms. We also suggest practitioners to pay attention to
users with less followers, less groups and less interactions especially through
strong ties as their content quantity and content quality are more sensitive to
sharing content in a new site. Second, based on our results, some actions can be
taken to maintain these users’ content quantity and content quality. The major
suggestion is making it easy for users to conduct interactions through strong
ties. For content quantity improvement promotion and content quality setback
alleviation, communicating several times through one strong relationship is more
meaningful than communicating one time through each of several common rela-
tionships. SNSs should not simply emphasize on the number of communica-
tion partners, but pay attention to strategies that can stimulate communication
between relationship parties characterized with strong strength. Moreover, SNSs
are better to recommend more groups to users as it can not only promote users’
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content quantity and content quality in that but also stimulate their sustained
content contribution when they are involved into content sharing practice in
other platforms.

7 Conclusion

In this paper, we utilized Weibo and Douban as research sites to see how con-
tent sharing in Weibo (Douban) could affect that in Douban (Weibo), and what
kinds of users’ content sharing in Weibo or Douban was more or less likely to be
affected. According to the results, one user’s newly conducted content sharing
practice in Weibo (Douban) can promote her/his content quantity in Douban
(Weibo) in a short time period, while the content quality (number of likes) tends
to decline right after the new content sharing practice. We also uncovered many
mechanisms that can be utilized to stimulate the improvement of content quan-
tity and alleviate the decline of content quality, including improving interaction
experience to guide the users to communicate more through strong relationships
and encouraging them to connect with more followers and participate in more
groups. As the difficulty to sample data from multiple SNSs, only two sites are
utilized for cross-SNS user content analysis in our work. In the future, such cross-
SNS analysis can be migrated to other popular SNSs to obtain more general and
plenteous results.
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Abstract. Community detection algorithms are used to analyze the
community structure. However, existing algorithms are based on undi-
rected or undimensional network structure, which cannot make full use of
the user’s attributes. Based on the academic social network, we propose
an algorithm that integrates multidimensional network structures and
user attributes, which can divide community by using an improved Label
Propagation Algorithm (LPA). We construct a real social network by
integrating multidimensional network, and use the similarity of research
fields of scholars to generate edges between nodes. The directed edges
are weighted by the four-dimensional network and temporal attributes,
while the nodes are weighted by the social status and influences in the
network structure of users. Then, the propagation probability of label is
defined by the weighted indicators, and the community is divided via the
directed weighted academic network. The experimental results show that
the proposed algorithm LPA-STN can effectively improve not only the
accuracy of the community detection results, but also the compactness
within the communities.

Keywords: Academic social network · Heterogeneous network ·
Community detection · LPA

1 Introduction

With the development of social network [1], users are pursuing faster and more
efficient interactions. Meanwhile, the academic social network between scholars
are also developing rapidly, such as SCHOLAT, Academia, ResearchGate, etc.
There is a large amount of academic information every day. Therefore, analyzing
the complex social network of scholars cannot only help us study the network
structure of real communities and mine scholars’ academic information, but also
make scholars communicate efficiently and promote the development of academic
social network.
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Many researchers construct an academic social network with multi-
dimensional heterogeneous characteristics, and detect community by integrating
the dimensions of social relationships. However, they ignore one characteristic of
a real community, which can affect the results of community divisions. This char-
acteristic is the time-sensitive [2,3], and the relationships between users change
over time, which affects the results of community division.

In this paper, we propose a community detection algorithm for directed
weighted academic social network embedded with temporal attributes, which
can derive hidden edges by using the similarity of academic research interests
of scholars [4,5] and building a real social network via multi-dimensional social
connections. For the weight of the network, the local influences of nodes are
calculated by combining the interactions between users and the similarity of
research interests of users, which is defined as the weights of directed edges. The
topology of the network and the social status of users are used to calculate the
global influences, and we define it as the weights of the nodes.

In summary, we select LPA as the baseline since it has original teams and
courses in SCHOLAT, which is beneficial to our experiments. There are some
approaches to generate edges with the similarity of research fields such as TF-
IDF , LDA topic model and word2vec [6,7]. Considering the algorithm cost, we
use LDA topic model to mine users’ research fields, calculate the similarity of
users’ research fields via cosine similarity, and set a threshold to decide whether
edges be derived. We calculate the time weights of edges via time decay func-
tion. We consider both the influences and social status of users to weight node to
improve the results of community detection. For the influences, we use PageRank
to analyze the influences of the nodes in the network. PageRank judges the rank
of one node by using it’s in-degrees and adjacent nodes. For the social status,
both the influences of personal and social attributes of the user are calculated
as factors. And then, the multidimensional directed heterogeneous network with
edges and weighted nodes is constructed. The improved label propagation algo-
rithm makes full use of the team and course information to define the initial
subgroup labels. For directed network, users tend to accept the labels of users
they trust rather than whom trust them [8], so we define users to accept the
labels of users pointing to themselves. In real network, users do not belong to
only one community. Therefore, we construct the set of accepted labels of users
by using the propagation probability of labels. We achieve the community dis-
covery of academic social network based on label propagation by leveraging the
directed weighted network, the improved label initialization, and label update
rules.

The main contributions of this paper are as follows:

1. We generate edges between nodes with no interactions, add the time
attributes, and weight the user nodes to construct a four-dimensional het-
erogeneous network.

2. We use the weighting nodes to improve the rule of label propagation, and
label the nodes by the original information of datasets.
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3. We propose an algorithm LPA-STN that combines temporal attributes and
node weights. We not only construct a network with directed edges, and
weight both edges and nodes, initial core group labels, but also define the
propagation probability of the labels by considering the two weighted metrics.

2 Related Work

There are many researches about the structure of complex social network. For
mining the network structure of complex network and partitioning it, researchers
have studied in various aspects.

The community detection methods are mainly as follows: (1) Methods based
on graph segmentation, such as Kernighan-Lin algorithm, spectrum halving
method, etc.; (2) Methods based on hierarchical clustering, such as GN algo-
rithm, Newman fast algorithm, etc.; (3) Methods based on modularity optimiza-
tion, such as greedy algorithm, simulated annealing algorithm, Memetic algo-
rithm, PSO algorithm, evolutionary multi-objective optimization algorithm, etc.
The traditional cluster percolation-based algorithm [9] detects the initial com-
munities by using CPM algorithm. And Zhou [10] et al. proposed an improved
CPMK-Means algorithm that combines depth-first and breadth-first search to
generate the maximum number of communities to determine the number of clus-
tering centers and iterations are repeatedly executed until the centers become
stable.

Most of such algorithms need to be detected from the global analysis of the
network, which need some data such as the structural information of the whole
network and the scale of the community division. The complexity of the algo-
rithms will become higher, and much more researchers start to study the network
structure based on the local features [11] to mine the network structure. Firstly,
we take the sub-network with some certain features as the seed community, and
then expand it to the adjacent nodes via merging, so as to obtain the most
optimized community we want. Shi et al. [12] proposed a local partial spectrum
approximation (LBSA) algorithm based on the traditional local expansion algo-
rithm, which samples smaller subgraphs via fast random wandering, personalized
PageRank [13] and heat kernel diffusion, and use a few seed numbers to iden-
tify other potential members. Currently researchers mostly use semi-supervised
machine learning via LPA [14] to detect community, but the community is not
stable because of the randomness in label selection.

3 Algorithm Design and Implementation

In this section, we will analyze the structural features of the datasets in scholar
network. Then we introduce how to abstract the social behaviors of real network
into nodes and edges, and build a connected network. Moreover, we use the
interaction of users to weight nodes and edges, and divide communities by our
proposed algorithm.
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3.1 Building a Four-Dimensional Network with Embedded
Temporal Properties

There are different interactions between scholars, which constitute a complex
heterogeneous network. Heterogeneous network can be classified as multimodal
and multidimensional. The nodes in our network are all scholar users, and the
interactions between users are various. One connection relationship represents
a dimension, so it belongs to single-mode, namely multidimensional network.
There are three kinds of links among users, such as academic cooperation, inter-
action, and follow. And we construct a scholar network by building the con-
nections between nodes. Considering that some nodes have no social links, we
build a connection between two nodes with the similarity of research fields.
In real network, the community structure changes over time. Therefore, the
dynamic division can affect the real community structure by considering tempo-
ral attributes. The shorter the time interval between nodes’ interactions is, the
bigger the probability that belong to the same community in this period is. At
present, the decay functions proposed for time attribute are mainly exponen-
tial, linear and Ebbinghaus type, etc. Combining the academic characteristics of
scholars, we joint exponential decay with linear variation to generate a logical
time decay function. The equation is defined as:

W (ti, t) =
1

1 + eµ(t−ti)
, (1)

where t is the current time and ti is the initial time.

Academic Cooperation Network. If there is academic cooperation between
users i and j, then we consider they belong to the same community and have
double connected edge, m is the proportion of time attributes. The weight value
between user i and j can be obtain in Eq. (2):

AW (i, j) = m(
coauthor(i, j)

max{coauthor(i, k)} ) + (1 − m)W (ti, t), (2)

where coauthor(i, j) is the number of academic cooperation between users, and
k is the scholar who cooperates with i.

User Interaction Network. In SCHOLAT, if scholar i comments (commemt
(i, j)), repost (transpond(i, j)), and likes (likes(i, j)) scholar j’s dynamics and
other academic information, we consider scholar i may be interested in j, and
it is highly likely that they belong to the same community. Thus, we build a
directed edge from scholar i to j, the equation as follow:

sum(i, j) = comment(i, j) + transpond(i, j) + like(i, j) (3)

IW (i, j) = m
sum(i, j)

max{sum(i, k)} + (1 − m)
1

t − (ti)
(4)
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User Follow Network. If scholar i follows scholar j, it indicates that scholar i
is interested in j. Therefore they may come from the same community, and there
is a directed edge from i to j. If scholar i follows j, the (i, j)-entry of adjacency
matrix A will be assigned a value of 1. The equation is shown as follows:

F (i, j) =
{

0, Aij = 0
1, Aij = 1 (5)

FW (i, j) = mF (i, j) + (1 − m)
1

t − ti
(6)

User Similarity Network. For scholars who have no interactions temporarily,
if the research fields of them are highly similar, we also consider that they may
be from the same community and have a double directed edge. The similarity is
defined as:

S(i, j) = S(j, i) = cos(Di,Dj) =
Σn

k=1(wik × wjk)√
Σn

k=1(wik)2
√

Σn
k=1(wjk)2

, (7)

SW (i, j) = m · S(i, j) + (1 − m) · W (ti, t), (8)

where the vector Di = {wi1, wi2, · · · , wik} is used to represent the research
fields that user i is interested in, wik is the probability that user i is interested
in research topic k, and m is the number of research fields that user i is interested
in.

Fig. 1. The integration of the four-dimensional network
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The network fusing those four dimensions is showed as Fig. 1 We need to
consider the four heterogeneous graphs to determine whether it has edge between
node i and j. The fusion equation is defined as:

RW (i, j) = αAW (i, j) + βFW (i, j) + γIW (i, j) + (1−α− β − γ)SW (I, J) (9)

3.2 Node Weighting

The nodes with different status have different influences in community structure.
For example, the quality of a professor’s academic information is significantly
higher than an undergraduate. Combining the influences of the nodes and the
intensity of user interactions helps us analyze the propagation pattern of labels
in the network more clearly. So we use both the influences of users based on the
tightness and the status of individuals in the network to measure the global influ-
ences of nodes.

Node Influences Based on Network Structure. To analyze the impor-
tance of the user in the network, we use the PageRank algorithm to analyze
the nodes and calculate the importance of the nodes in the whole network. The
PageRank(PR) is defined as:

PR(i) = (1 − α)
1
N

+ αΣj∈Mi

PR(j)
L(j)

(10)

where N denotes the total number of network nodes, Mi is the set of all nodes
pointing to i, and L(j) denotes the sum of the out-degree of node j.

Social Status of Users in the Network. In academic social network, the
social status of scholars can be measured from two aspects: personal attributes
(such as title rank, academic achievements). And social attributes(such as
courses, teams and academic dynamics). AcademicAchievements(i) denotes the
sum of academic achievements of user i and max{AcademicAchievements} is
the maximum value of the academic achievements of the users in the network.
And then we then digitize the title rank of the user as Title(i) where Professor is
defined as 10, Associate Professor as 8, Doctor as 5, Master as 3, Undergraduate
as 1, and other as 0. The personal attribute of a user is defined as:

Personal(i) =
AcademicAchievements(i)

max{AcademicAchievements} +
AcademicT itle(i)

10
(11)

The number of academic socialization in which scholars participate is course(i),
team(i), dynamic(i), respectively, and the sum of those and the social attribute
of a user is defined as follows:

sum(i) = course(i) + team(i) + dynamic(i) (12)

Social(i) =
sum(i)

max{sum(k)} (13)
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The social status of the user nodes is obtained by the users’ personal and social
attributes:

SP (i) = ηPersonal(i) + (1 − η)Social(i) (14)

In summary, we calculate the influences of scholars in the network by combining
the network structure with the social status of scholars, and thus we define the
weighted node value as:

NW (i) = θ(i) + (1 − θ)PR(i) (15)

3.3 Label Propagation Algorithm Based on Node Influence

The user nodes in SCHOLAT have different feature attributes, so we assign
corresponding weights to the nodes to measure their influences in the network,
and improve the label initialization rules and label propagation rules. The nodes
we selected from the SCHOLAT datasets include labels of team or course, so we
can analyse the relatedness of nodes labeled with team or course and get the
initial group during label initialization, and each initial group is given a unique
label l. At this time, all nodes in this group label l, and the probability that a
node accepts label l is 1, which improves the speed and quality of community
structure mining, by using label initialization with a semi-manual approach.

In the label propagation phase, the values of local influences and global influ-
ences of nodes are used as the impact factors to measure the probability of label
propagation. And then we define the propagation probability of labels, which can
avoid the instability of the traditional algorithm that randomly selects neighbor
nodes. At the same time, we believe that in a directed network, users are more
inclined to receive labels from users they trust than from users trust them. There-
fore, we just consider the outgoing edges of users. Taking Fig. 2 as an example, if
the node p trust q, then it accepts the label T1 of q. Similarity, if node i and j,
since node j already has the label T2, it only accepts label T1. However, node m
does not belong to any community, so it accepts both T1 and T2 from the node n
it trusts.

Team

Team3-T3

Course4-C4

Team2

Fig. 2. The integration of the four-dimensional network
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We denote the pair of label owned by a node as Ln = (ln, pn), (n =
1, 2, · · · , n), where l is a label of node i and p is the probability that node i
owns label l. Initially, the probabilities of all the labels owned by nodes are 1.
By continuously iterating the labels until the label probabilities converge, the
label set of node i tends to be stable, and the label set of node i is denoted as
L(i) = label(i) = (L1, L2, · · · , Ln), in descending order of label probabilities.
When the label is updated, we perform two operations as follows: 1)we remove
labels with the probability less than the threshold value, 2)we scan its adjacent
node j to add a new label pair, and denote Vij as the set of neighbor nodes
trusted by node i. In the end, the probability of label l is updated as p′

1.

4 Experiment

In this section, we will introduce our experimental settings, including tested
datasets, compared baselines, evaluation metrics (Modularity, Similarity, Nor-
malized Mutual Information), and so on. In addition, we concisely illustrate
some primary settings of this work for making this work self-completed.

4.1 Data

This paper uses the real datasets from SCHOLAT (www.scholat.com), an online
academic platform that provides academic information management, team man-
agement, and scholar exchange services. At present, the number of visits to
SCHOLAT exceeded 3 million, and there is rich semantic information.

We select the cooperation, interaction and follow information, as well as the
achievements and title of users, constructing a network via those. And we use
the similarity of research fields to generate the hidden edges among similar users
by mining the achievements of users. The datasets are shown in Table 1.

Table 1. Network data set

Type Node Edge

Academic cooperation network 868 4372

User interaction network 2135 21536

User follow network 34471 108472

User similarity network 2154 199396

Four-dimensional real network 35125 134380

4.2 Evaluation Metrics

The results of community division are measured by modularity, average similarity
[15], Normalized Mutual Information(NMI) and Adjusted Rand Index(ARI)[16].
The value of modularity Q is between [0,1], the value of Q is computing as:

Q = Σi(eij − a2
i ), (16)

www.scholat.com
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where eij denotes the ratio of the sum of the number of edges inside community
i and community j to the total number of edges in the network, and ai denotes
the ratio of the number of all edges associated inside community i to the total
number of edges.

The average similarity is an indicator of the similarity of the nodes in the
divided network, which is used to measure the degree of clustering of the nodes
in the community:

Sim =
ΣSi

N
, (17)

where Si is the average of the similarity between all nodes within a subcom-
munity two by two, and N is the number of communities. The higher average
similarity indicates the closer the connection within the community.

The value of NMI is based on the contingency values of true classes Y =
(Y 1, Y 2, · · · ) and output classes X = (X1,X2, · · · ), p(x, y) is the joint dis-
tribution of random variables (X,Y ), p(x), p(y) is the marginal distribution.
MI(X,Y ) is the relative entropy of p(x, y) and p(x)(y), which is defined as:

MI(X,Y ) = ΣY
i=1Σ

X
i=1p(x, y)log

p(x, y)
p(x)p(y)

(18)

And NMI can be computed as follows:

NMI(X,Y ) = 2
MI(X,Y )

H(X) + H(Y )
, (19)

where H(X) = −Σip(xi)logp(xi) and H(Y ) = −Σip(yi)logp(yi) is the quanti-
tative measurement of information, respectively.

4.3 Result

Our proposed algorithm will be compared with the following algorithms, in order
to verify whether it makes full use of the labeling attributes and can get a
better and more realistic structure of community via applying directed weighted
network graphs with embedded temporal attributes.

(1) Label propagation algorithm with similarity (SLPA) for based on user simi-
larity. It deals with nodes having no interaction but being similar for research
fields, and then forms a directed weighted network by connecting all nodes
in the network.

(2) Label propagation algorithm based on network structure and user informa-
tion (LPA-NU): this algorithm just considers the network structure and the
node weighting of users.

(3) LPA-TNU: Based on the LPA-NU algorithm, it considers both the local
influence of users to improve the quality of community division.

(4) LPA-NNU: Based on the LPA-NU algorithm, the temporality of the net-
work structure is considered, and temporal attributes are added to the user
relationships.
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Fig. 3. The modularity comparisons

The results showed in Fig. 3 is value of modularity Q on the five algorithms.
The values of Q are 0.25 and 0.29 when we just consider the similarity between
users and the network structure respectively. If we add the temporal attributes
or the influences of user nodes, the Q values are 0.38 and 0.42, which is better.
The Q value of LPA-STN is 0.56 indicates that the combination of the user
similarity, the influences of nodes and the temporal attributes perform a better
result.

Fig. 4. The similarity comparisons
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We calculate the similarity of nodes within each community. The results of
the similarity in Fig. 4 indicate that LPA-STN algorithm performs better than
the other three. SLPA and LPA-STN perform better than the others show that
the similarity of research fields is key to detect communities.

Fig. 5. The Normalized Mutual Information comparisons

The result showed in Fig. 5 indicates that when we consider the influence of
nodes, we can get better performances on the metric of NMI. The similarity of
user nodes and the network structure are also beneficial for our experiment, the
time attributes is not the crucial factor.

Fig. 6. The influences of α-β-γ
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We also discuss the effects of different parameters on the results when weight-
ing edges and nodes, respectively. In weighting edges, we integrate four network
to form the real social network, and their weights were α, β, γ, and 1−α−β−γ,
respectively. The results of modularity Q in our proposed LPA-STN with dif-
ferent parameters in Fig. 6 We not only know that the maximum modularity Q
is 0.2278, but also find that the four weights of the real social network are 0.5,
0.1, 0.1, and 0.3, respectively, which present that academic cooperation is a key
factor for detecting the community. In addtion, we can know that the similarity
of research fileds is a key factor.

Fig. 7. The influences of α-β-γ

The influence of parameter θ is showed in Fig. 7 It presents the proportion
of weighting nodes. The value of Q is the highest when θ is 0.58, which indicates
that it performs better considering the influences of nodes than the structure of
network.

5 Conclusion

We propose the LPA-STN, which combines the similarity of researches fields,
temporal attributes and the influences of user nodes. The improved algorithm
solved the problems of nodes with no interactions, added the time attributes to
simulate the dynamic detection and the influences of nodes, these all make the
results better. And the improvement of label initialization and label propagation
rules optimizes the time efficiency of the algorithm and improves the quality
of the community. However, we just consider the discrete time attributes, and
ignore the correlation between the current time and the previous time. We cannot
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guarantee the smooth evolution of the community, so that we need to evaluate
the structure of the network at different times with terrible time complexity. So
how to smooth the long-term evolution of dynamic community with time balance
algorithm, it is what we need to challenge.
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Abstract. Scholar social networks are composed of scholars and social
connections among them. Studying such social networks can help pro-
mote academic exchanges and cooperation, and predict future trends in
research. In this paper, we analyze SCHOLAT, a representative scholar
social network in China, from three perspectives. First, we explore SCH-
OLAT’s social graph, and we find this graph has a smaller average
shortest-path length and a higher clustering coefficient than other social
networks, for example, the collaboration network of Google Scholar and
the Flickr social network. Moreover, we leverage the structural hole the-
ory to identify important users on SCHOLAT. By comparing the top-
500 structural hole spanners with 500 randomly selected users, we have
found that the former have the higher values of several graph-based met-
rics, and they also connect more communities. Finally, we also undertake
user group-based analysis, and we discover that the users belonging to
Guangdong province, and the users from the top universities in China
are well-connected and occupy important positions in the network.

Keywords: SCHOLAT social network · Social graph analysis ·
Structural hole theory · User group-based analysis

1 Introduction

Scholar social networks [1–6] are a kind of social networks made up of scholars
and their social connections. Such social networks have two main functions. On
one hand, these networks allow researchers to create their homepages, upload
their papers, maintain their information, and advertise their research outcomes
to the public. On the other hand, these networks provide a platform for schol-
ars to communicate and collaborate on scientific research topics, and build social
connections. Plenty of scholar social networks are emerging, such as HASTAC [7],
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Academia [8], ResearchGate [10,11], and SCHOLAT [12]. SCHOLAT social net-
work is a representative scholar social network, serving a large number of Chinese
scholars. It provides services such as scholar information management and schol-
arly interaction, through which one can easily build her scholar homepage, and
find scholars with the same research interests. And it also supports various types
of interactions, such as making comments, posting “likes”, and reposting articles.

Scholar social networks are a particular type of social networks used for
the purpose of scholarly communication. Researchers and scholars act as nodes
and their relationships serve as edges, while for the general online social net-
works, the registered users and social connections between them correspond to
the nodes and edges in the network, respectively. For example, Flickr [13] is a
photo-sharing social network with millions of users, where users and their friend-
ships can be modeled to nodes and edges. There are also certain differences
between scholar social networks and collaboration networks [14,15]. Although
both have researchers acting as nodes, the edges of the former are generated
by online interactions (making friends, following or other forms of interactions)
between scholars, while the edges of the latter are generated by joint publica-
tions between scholars. These differences in network composition motivate us
to further explore scholar social networks. We aim to figure out whether there
are differences among them and whether there are particularities of the user
groups [17] in scholar social networks. However, existing work [18] have not car-
ried these differences or give an analysis of the characteristics of scholar social
networks. In this paper, we start with SCHOLAT social network to explore these
differences and carry out a comprehensive analysis.

First, we conduct an informative analysis on the social graph of SCHOLAT.
Specifically, we use social graph to model the users and their social connections
and analyze this graph with representative graph metrics. We also compare the
differences between SCHOLAT’s social graph and other social graphs, for exam-
ple, the collaboration social graph of Google Scholar and Flickr’s social graph. We
have found lots of unique features of SCHOLAT’s social graph, such as a lower
average shortest-path length and higher clustering coefficient, which reflects the
feature of small-world networks [19]. By examining the distributions of some graph
metrics, we discover that SCHOLAT’s social graph is significantly different from
the collaboration social graph of Google Scholar and Flickr’s social graph.

Second, we identify important users [20] based on the structural hole the-
ory [14,22,37] on SCHOLAT. Important users refer to the scholars bridging scholar
communities and occupying key positions in the network. Due to the differences in
academic impact of scholars, mining and tracking influential scholars in interdis-
ciplinary research areas can help to identify research hotspots, and predict future
trends. However, existing studies do not carry out the mining of structural hole
spanners (SH spanners) in scholar social networks. To fill this gap, we dive into
this problem by abundant structural hole theory-based analysis [21,22] with piv-
otal metrics, for example, effective size. We first use the Louvain algorithm [16] to
detect communities and study the sizes of the top-10 communities. Through com-
parative analysis between the top-500 SH spanners and the randomly selected 500
users, we can identify important users by effective size, who occupy more critical
positions and resources than other users within the network.
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Finally, we pay attention to the attributes of users and conduct a user group-
based study on SCHOLAT. The same or similar user attributes often promote
the establishment of direct or indirect associations among scholars, which are
embodied in the forms of friendships, followings, collaborations, and other inter-
actions. First, we extract users with attributes of research interests and affilia-
tions. Then, we analyze user groups according to these two attributes. We have
found the research interest with the largest number of users is “computer sci-
ence”. By comparing the distribution of user groups with different affiliations, we
find that both geographic location and the ranking of universities in China can
be used to divide users, and the former has a greater impact. We also discover
that the users in Guangdong province or from top universities have a signifi-
cant structural advantage on SCHOLAT, which indicates these users are more
well-connected and span over important positions in the social graph.

The paper structure is illustrated as follows. In Sect. 2, we provide some
related works. Then we analyze the SCHOLAT social network from three per-
spectives and uncover some characteristics of SCHOLAT social network in
Sect. 3. Conclusion and future work are discussed in Sect. 4.

2 Related Work

HASTAC [7] was commented by a National Science Foundation review as the
world’s first and oldest scholar social network in 20141. Users in this network
include researchers, scholars, and the general public with various interests. HAS-
TAC contains more than 14,000 members, and offers them a free and open access
community to teach and learn.

AMiner [23,24], is a big data mining and service system platform for sci-
entific and technological information. It has collected more than 130,000,000
scholar profiles and 100,000,000 papers from different publication datasets. It
offers some useful services, such as profile extraction, scholar ranking, and name
disambiguation.

Google Scholar offers a wealth of information about authors and papers. Chen
et al. [14] built a collaboration network of Google Scholar by referring to author
profiles. They conducted a demographic analysis and provided an informative
overview of scholars. In addition, they used social network analysis methods to
analyze the collaboration network and explored several citation indicators.

Academia [8] is a typical scholar social network, which offers access to the
users who tend to share their works and videos with others. Users can edit
their personal information and upload papers to their profiles. In addition, it
supports message sending between users. In the social graph of Academia, nodes
are researchers, and edges are friendships among them. Their friendships are
formed by paper sharing. Niyazov et al. [9] found that papers shared to Academia
receive a 69% boost in citation over five years.

ResearchGate [10,11] is a scientific social networking website that was
launched in May 2008. The site is designed to promote scientific collaboration
1 https://www.hastac.org/about/history.

https://www.hastac.org/about/history


Understanding Scholar Social Networks: Taking SCHOLAT as an Example 329

on a global scale. Users can maintain their profiles, and connect with colleagues,
share research methods, and exchange ideas. In ResearchGate’s social graph,
nodes are researchers, and edges are their social connections, such as sharing
publications, collaborating with scholars, and communicating with researchers.

3 Data Analysis

In this section, we analyze the SCHOLAT social network from several perspec-
tives. Firstly, we conduct a social graph-based analysis to observe the features
of SCHOLAT’s social graph (Subsect. 3.1). Then, we employ the structural hole
theory to identify important users within this network (Subsect. 3.2). Finally, we
carry out an analysis of the attribute-based user groups. We discover that the
number of users with research interest “computer science” is the largest within
this network, and we conclude that scholars from high-ranking universities are
influential and occupy important positions within the network (Subsect. 3.3).

SCHOLAT offers an open-access dataset2 of a scholar social network, which
includes 16,007 nodes and 202,248 edges. Nodes in this network refer to the
scholars within this network, and the edges correspond to the friendships between
scholars.

3.1 Social Graph Analysis

We do social graph analysis by igraph package3 for SCHOLAT and a series of
findings are presented in this subsection. Specifically, we examine the difference
between SCHOLAT’s social graph and social graphs of two other networks, i.e.,
the collaboration network of Google Scholar [14] and the friendship network
crawled from Flickr [36]. The information of these graphs is listed as Table 1.

Table 1. The description of three social graphs

Information SCHOLAT Google Scholar Flickr

Nodes 16,007 402,392 80,513

Edges 202,248 1,234,019 5,899,882

Type Indirect Indirect Indirect

We select four representative metrics to conduct social graph analysis as
follows.

Degree [28]: in a network, the degree of a node refers to the number of its
neighbors. In SCHOLAT’s social graph, a scholar’s degree equals the number of
her connected scholars.

Eigenvector Centrality [29]: this metric of a node holds that its centrality
depends on the centrality of its neighbors. Bihari et al. [30] believed that the
2 https://www.scholat.com/research/opendata/#social network.
3 https://igraph.org/python/.

https://www.scholat.com/research/opendata/#social_network
https://igraph.org/python/
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eigenvector centrality is more suitable for the discovery of influential researchers,
and they used this metric to measure the influences of researchers. Similarly, in
SCHOLAT’s social graph, a scholar’s influence can be calculated based on the
influences of her friends.

Clustering Coefficient [31]: for a node in a network, the definition of this
indicator is the ratio of the number of edges between its neighbors divided by
the number of possible edges between them. This metric quantifies the extent
to which its neighbors form a cluster. In SCHOLAT’s social graph, this metric
reflects that the extent to which a scholar’s friends are also friends.

Shortest-Path Length [31]: this indicator refers to the length (or distance) of
the shortest path between two nodes in a network. In SCHOLAT’s social graph,
the value of this metric can be used to indicate the smallest hops between two
scholars establishing a connection.

We have made comparisons mainly on the following representative graph-
based metrics including average degree, average clustering coefficient, network
diameter of the largest connected component (LCC), and average shortest-path
length of the LCC. The results are listed as Table 2.

Table 2. Comparison between social graphs of three social networks

Metrics SCHOLAT Google Scholar Flickr

Average degree 25.27 6.13 146.56

Average clustering coefficient 0.55 0.20 0.17

Network diameter (LCC) 10 24 27

Average shortest-path length (LCC) 4.31 5.96 2.90

The average degree of SCHOLAT’s social graph is 25.27, which is much larger
than that of the Google Scholar’s collaboration social graph. The reason for the
large difference is that in SCHOLAT’s social graph, edges can be generated as
long as there is a friendship, while in the collaboration social graph of Google
Scholar, edges are generated on the condition that there is a co-authorship.
Therefore, forming an edge in SCHOLAT’s social graph is much convenient than
that in the collaboration social graph of Google Scholar. The average degree of
SCHOLAT’s social graph is less than that in the Flickr’s social graph. This is
because the users interact more intensively on Flickr. The average clustering
coefficient of SCHOLAT’s social graph is more than twice as large as that of
the collaboration social graph of Google Scholar. This indicator of a scholar
quantifies the extent to which her neighbors aggregate to form clusters with
each other. The average clustering coefficient of SCHOLAT’s social graph is
also greater than that of Flickr. The average shortest-path length (LCC) of
SCHOLAT’s social graph is 4.31, which is smaller than that of LCC of the
collaboration social graph of Google Scholar and greater than that of the LCC
of Flickr’s social graph. The SCHOLAT’s social graph has the feature of small
average shortest-path length and high clustering coefficient, which conforms to
the criteria of small-world networks [19].
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(a) Degree (b) Eigenvector centrality

(c) Clustering coefficient (d) Shortest-path length (LCC)

Fig. 1. Comparison on representative graph metrics among three social graphs

To analyze the SCHOLAT social graph, we compare the differences between
this graph with the other two social graphs of the collaboration network of
Google Scholar and Flickr network. Figure 1(a)–Fig. 1(d) depicts the cumulative
distribution function (CDF) of the metric of degree, eigenvector centrality, clus-
tering coefficient, and the LCC’s shortest-path length of these three graphs. In
Fig. 1(a), for the SCHOLAT’s social graph, the median value of the degrees is 11,
which indicates that half of the users in this graph have a degree value greater
than 11. While for the Flickr social graph, more than half of the users have over
150 neighbors. This is because friendships among users are relatively denser on
Flickr than the relationship of connections between scholars. The distribution
of the metric of eigenvector centrality is revealed in Fig. 1(b). Apparently, in
SCHOLAT’s social graph, the high values of this metric are noticeably more
than that in the other two social graphs. That is to say, in SCHOLAT’s social
graph, there are high-influence scholars with influential friends. Figure 1(c) cor-
responds to the CDF of the clustering coefficient. We find that the users in
SCHOLAT’s social graph have larger values of clustering coefficient than those
in the social graphs of Google Scholar and Flickr. Figure 1(d) plots the distribu-
tion of the shortest-path lengths (LCC) in each of the three social graphs. It can
be observed that the average shortest-path length between users in SCHOLAT’s
social graph is smaller than that in the social graph of Google Scholar.
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3.2 Structural Hole Theory-Based Important User Analysis

In this section, we perform structural hole theory-based analysis on important
users in SCHOLAT network. Firstly, we use Louvain [16], a modularity-based
algorithm, to detect communities in SCHOLAT network. As a result, the entire
network is divided into 295 communities. Figure 2(a) visualizes the result of the
community division of SCHOLAT network. We use the modularity metric [32,
33] to measure the result of the community division. This metric is a value
between −1 and 1. It measures the density of connections within communities
versus the density of connections between communities. Pursuant to [34], the
modularity value of the division on SCHOLAT is 0.856, much larger than 0.3,
which signifies that the SCHOLAT network has a viable community structure. It
can be found that the scholars within each community are more closely connected
than scholars from different communities. Figure 2(b) depicts the sizes of the top-
10 communities within this network. The largest community has 1,310 users.

(a) Community division visualization (b) The sizes of the top-10 communities

Fig. 2. Analysis of communities within SCHOLAT social network

Based on the data contained in this network, we investigate the problem
of important user identification by a structural hole theory-based analysis. In
a social network, if there is no direct connection between several communities,
it seems that there is a hole in the network structure. Structural hole (SH)
refers to the gap between user communities. The users, occupying these special
positions and playing a bridging role between different communities, are known
as SH spanners. Burt [37] put forward the structural hole theory, which studies
the structure formation of interpersonal networks and analyzes occupying what
kind of positions in the network can bring more benefits or rewards to the nodes.
The structural hole theory emphasizes that users occupying the positions of
structural holes in networks can bring advantages in information dissemination
and other resources to organizations and individuals [14,22,37]. As an important
part of the structural hole theory, a series of SH metrics, including effective size,
constraint, efficiency and hierarchy, are proposed to evaluate whether one node is
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probably serving as an SH spanner [22,37]. There is a wide range of applications
of the structural hole theory, such as identification of high potential talents
from newly-enrolled employees of a company [38], influence maximization in
social networks [39], and proposing new metrics for measuring the importance
of nodes [40]. Efforts have also been made to solve the problem of effectively
mining the top-k SH spanners in social networks [41,42]. We utilize SH theory
to study the top-k important users within SCHOLAT network. Specifically, we
use effective size [43,44], a representative metric measuring the non-redundant
links, to discover the SH spanners. The effective size of the ego network of node
i is denoted as e(i), and its definition is

e(i) = n− 2t
n

(1)

where n and t are the number of nodes and edges within the ego network of node
i, respectively.

On the basis of this metric, we study the feature of the top-500 SH spanners
from several perspectives, including the degrees, the betweenness centrality val-
ues, the PageRank values and the number of communities (Ncom) they bridge.
In order to illustrate the difference between the top-500 SH spanners and the
randomly selected 500 users, we use the CDF to characterize the distribution of
the values on the above metrics of the two user groups. The results are shown
in Fig. 3(a) – Fig. 3(d).

According to Fig. 3, we find some significant differences between the top-
500 SH spanners (represented as the solid lines in the figure) and the randomly
selected 500 users (represented as the dotted lines in the figure). In Fig. 3(a), we
can find that half of the top-500 SH spanners have more than 200 neighbors,
while about 50% of the 500 randomly selected users have degree values lower
than 100. Similarly, compared with the 500 randomly selected users, the top-500
SH spanners whose betweenness centrality values are more than 0.0023 account
for nearly 50%, which means that these SH spanners play a decisive role in the
process of information dissemination on the entire network. Figure 3(c) shows the
difference on the metric of PageRank, and we can find that half of the top-500
SH spanners have PageRank values larger than 0.00025, which are much higher
than those of the 500 randomly selected users. As shown in Fig. 3(d), we discover
that the top-500 SH spanners bridge more communities than other users. And
we also find these important nodes with higher values of graph-based metrics,
such as the degrees, betweenness centrality values, which further validates that
the top-500 SH spanners are more important in the whole network. For example,
node #4809, a scholar from South China Normal University, has the largest value
of effective size and connects 22 communities. What is more, it is the user with
the greatest values of degree, betweenness centrality in the network. This means
that user #4809 is able to play a critical role in the information propagation
and resource control on the whole network.
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3.3 User Group-Based Analysis

This subsection mainly analyzes different groups of users according to two impor-
tant attributes, i.e., research interest and affiliation. We first conduct the data
preprocessing and the extraction on users providing the attributes of research
interest and affiliation. As a result, we get 11,996 users providing the research
interest information and 8,970 users providing the affiliation information. Then,
through statistical calculation and comparative analysis, we have explored the
differences between groups of users with different research interests and affilia-
tion information, respectively.

(a) Degree (b) Betweenness centrality

(c) PageRank (d) Number of connected communities

Fig. 3. Difference between the top-500 SH spanners and the randomly selected 500
users

Due to the unbalanced distribution of the attributes of users, which may
lead to inaccurate analysis, we need to make some data preprocessing. First, we
filter out incorrect values and null values that violate common sense. Second,
by observing the dataset, we find that some attributes of users are ambiguous.
One possible reason is that users are not willing to let others know the precise
information about themselves. Such as, “university of science and technology” is
a vague expression. So we remove such data entries for user group-based analysis.

We first divide the users according to their research interests. Table 3 lists
the top-10 keywords of research interests of users. The keyword of “computer



Understanding Scholar Social Networks: Taking SCHOLAT as an Example 335

science” has the highest proportion of users, indicating that there are about 6,084
(50.7%) scholars interested in computer science among all users of SCHOLAT.
And the average degree (Avg. Degree) of users with 7 out of the top-10 keywords
is higher than the average degree of the entire graph. In general, it can be
recognized that the top-10 keywords include most of the research hot-spots in
computer science and engineering. There are also research directions in other
disciplines, such as culture industry and law.

Table 3. The top-10 keywords of research interests of SCHOLAT users

Research interest #Users Avg. Degree

Computer science 6,084 70.5

Artificial intelligence 1,284 33.7

Automation 1,116 30.3

Big data 636 36.2

Machine learning 636 26.9

Network security 516 38.5

Privacy preservation 478 25.0

Internet of things 504 26.7

Culture industry 422 24.9

Law 320 23.6

In addition, we investigate the users’ affiliation based on the geographic loca-
tions and the university ranking. Since the SCHOLAT website is located in
Guangdong province, we count the number of users whose affiliations belong to
Guangdong province or not. We find that the number of users in Guangdong
province is 5,808, higher than that out of Guangdong province, which is 3,912.
This reveals the impact of geographic location on attracting users. We compare
the users from Guangdong province and out of Guangdong province in terms of
the average degree (Avg. Degree) and average effective size (Avg. ES), as shown
in Fig. 4(a). It can be spotted that the Avg. Degree and the Avg. ES of users
from Guangdong province are also higher than those out of Guangdong province.
This also indicates that these users are more well-connected and occupy more
important positions.

In order to further analyze user groups according to university ranking, we
exclude the users with the affiliations of universities outside China and vague
meanings, and the final number of domestic universities is 208. We consider one
widely adopted standard in China, i.e., we refer to the “Project 2114”, which
covers 116 top universities in China. In this paper, we define the universities

4 Project 211, commonly known as 211 universities, is a project of the Education
Ministry of China to build about 100 key disciplines universities for the 21st century,
including 116 universities.
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belonging to “Project 211” as top universities in China. We compare the users
with different ranked universities in terms of the Avg. Degree and Avg. ES,
and the results are depicted in Fig. 4(b). The numbers of users belonging to
the top universities and other universities are 6,118 and 2,852, respectively. In
other words, users from top-ranked universities account for a larger proportion of
SCHOLAT users. Similarly, the Avg. Degree and the Avg. ES of users from the
top universities are higher than those from other universities. This is because the
top universities have more educational resources and scientific research advan-
tages than other universities, which have a greater influence on the academic
ecosystem in China.

By comparing the two subgraphs in Fig. 4, the differences reflect that geo-
graphic location and university ranking are important to distinguish users, and
the former takes a more significant role. Moreover, compared with other users,
the users in Guangdong province or from the top-ranked universities occupy
more structural advantages and are important in SCHOLAT.

Top

(a) User groups based on geographic loca-
tion

(b) User groups based on university ranking

Fig. 4. Differences between user groups on two metrics

4 Conclusion and Future Work

In this paper, we conduct a series of analysis on SCHOLAT social network,
including social graph analysis, structural hole theory-based important user
analysis, and user group-based analysis. We have found that SCHOLAT’s social
graph has obvious small-world features with a large average clustering coefficient
and a small average shortest-path length, which are different from other social
graphs of social networks, i.e., the collaboration network of Google Scholar (col-
laboration network) and the Flickr network (online social network). Based on
the structural hole theory, we have observed the top-500 SH spanners are more
important with the network structure than the randomly selected 500 users, and
the SH spanners have a higher level of connectivity, and span over critical posi-
tions within the network. We further study the research interests of the scholars
and find that a large portion of the scholars are working in the computer sci-
ence and engineering-related field of research. We also find that the users from
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top universities in China, and the users from Guangdong province, play a more
important role in SCHOLAT network.

We plan to further enhance our work in scholar social networks from the
following three aspects. First, we would like to explore the composition and
characteristics of user communities. Second, we plan to study the dynamics
and evolution of the social connections. Last but not least, we would like to
investigate the identification of potential fake accounts [45–47].
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Abstract. Link prediction is an important research field on social net-
work analysis. However, most existing link prediction datasets have not
taken text attribute information into account. In this paper, we pro-
pose a novel link prediction dataset named SCHOLAT Link Prediction
based on the academic social network SCHOLAT, which contains mul-
titype relationships and user attribute information. We conduct exten-
sive experiments on our dataset and the results show the potential of
our dataset on link prediction. Our proposed dataset is available at
https://www.scholat.com/research/opendata/#link prediction.
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1 Introduction

Due to the rapid development of social networks, massive user interaction data
will be generated on social networks every day. The social networks can be
treated as the topology structures or graphs where the nodes are enrolled users
in social networks and the edges represent different interactions or relationships
(such as follow, friending, etc.) between different users. Moreover, the relation-
ships in social networks are substantially dynamic since the new nodes and edges
will be added over time [9,12]. In this case, social network analysis has attracted
more and more attentions in recent years, such as link prediction, community
detection, personalized recommendation, and so on.

Link prediction is an important research problem in social network analy-
sis [16]. The link prediction problem can be described as to infer which new
interactions will be occurred in the future according to the existing network
structure. An effective link prediction method can mine the potential relation-
ships among users and further support many personalized applications including
friend recommendation, relationship completion/prediction, etc. [9,28].
c© Springer Nature Singapore Pte Ltd. 2022
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Since traditional social networks such as Twitter, Facebook, etc. are with
genericity and non-specialty, some domain-specific or vertical social networks
have emerged and gained more and more popularity. Academic social networks
are generally designed for scholars or in certain disciplines, which provide effec-
tive research exchanges and sharing. Existing academic social networking web-
sites include ResearchGate,1 Academia,2 SCHOLAT,3 and so on. By taking com-
prehensive investigations, we list the statistics among ResearchGate, Academia
and SCHOLAT in Table 1.

Table 1. Statistics among ResearchGate, Academia and SCHOLAT.

ResearchGate Academia SCHOLAT

Personal homepage � � �
Posts � � �
Calendar/schedule �
Publication management � � �
Onsite chat/email � � �
Research institute �
Online course � �
Free/premium Free Free/Premium∗ Free

∗ Some features are offered for free while some are offered for premium.

Link prediction on academic social networks can provide more accurate rec-
ommendations and research collaborations by mining the potential user inter-
actions in the future. In the last decades, more and more researchers have paid
attention to link prediction on different social networks and further applica-
tions [3,6,29]. However, to the best of our knowledge, most existing datasets for
link prediction only contains the user nodes and the relationships among them
while neglecting the user attribute information. The user attribute information
on academic social networks can provide extra text information such as research
interests by extracting from the user biographies, user posts, academic publica-
tions or other long texts. It is promising to utilize the user attribute information
to improve the accuracy of link prediction.

In this paper, we propose a novel link prediction dataset named SCHOLAT
Link Prediction based on the academic social networking website SCHOLAT.
It contains not only the user multitype relationships but also the user attribute
information. We also list the statistics and differences among our dataset and
other existing link prediction datasets. We utilize supervised methods and unsu-
pervised methods respectively with several machine learning models and deep
learning models for evaluations on our proposed dataset. Experimental results
1 https://www.researchgate.net/.
2 https://www.academia.edu/.
3 https://www.scholat.com/.

https://www.researchgate.net/
https://www.academia.edu/
https://www.scholat.com/
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demonstrate that our dataset can achieve satisfactory performance on link pre-
diction by using most machine learning models and deep learning models.

The contributions of this paper are listed as follows. (1) We propose a
novel link prediction dataset based on the academic social networking website
SCHOLAT. The proposed dataset contains user multitype relationships and user
attribute information. (2) To show the differences, we compare our dataset with
several other existing link prediction datasets. (3) Extensive experiments on sev-
eral supervised learning models and unsupervised learning models demonstrate
the potential of our proposed dataset on link prediction.

2 Related Work

The literature about link prediction has lasted for decades. Traditional researches
on link prediction can be divided into two categories which are supervised meth-
ods and unsupervised methods. Pecli et al. [23] proposed three different auto-
matic feature selection strategies for link prediction with supervised learning.
Aghabozorgi et al. [1] developed a novel similarity measure for link prediction and
used supervised learning for evaluations. Ahmed et al. [2] utilized the machine
learning methods and treated the link prediction as a classification problem.
Muniz et al. [19] proposed an unsupervised link prediction in social networks by
using three weighting criteria that combine contextual, temporal and topological
information. Sherkat et al. [25] introduced a novel unsupervised link prediction
approach based on ant colony algorithm. Zhang et al. [31] designed two incremen-
tal dynamic link prediction algorithms which can improve prediction accuracy
and incur low running time respectively.

Recently, more and more researchers have paid attention to link prediction in
knowledge graphs or knowledge bases. Zhang et al. [30] proposed a novel knowl-
edge graph embedding model which can effectively improve the accuracy of link
prediction. Wang et al. [27] proposed a predictive network representation learn-
ing for link prediction task. Tay et al. [26] proposed Parallel Universe TransE
(puTransE) which is a robust knowledge graph embedding model for link pre-
diction on dynamic knowledge graphs. Ostapuk et al. [22] designed a novel deep
active learning framework and applied for neural link predictor in knowledge
graphs.

However, the link prediction datasets used by aforementioned works mainly
only contain the nodes/entities and edges/relationships while have less text
attribute information. In social networks, the text attributes can provide extra
features or information that may be beneficial to improve the accuracy of link
prediction.
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3 Data Processing

Since the SCHOLAT Link Prediction dataset mainly contains user multitype
relationships and user attribute information, we divide the data processing into
two parts, which are relationship extraction and attribute extraction.

3.1 Relationship Extraction

The relationships among SCHOLAT enrolled users can be considered a hetero-
geneous networks. Specifically, SCHOLAT Teamwork and Online Course plat-
forms are two special features on SCHOLAT. Users can create or join their
own research labs, institutes, or organizations (collectively referred as “teams”
in SCHOLAT) and share or exchange their latest research news or publica-
tions. Besides that, users can take the online courses and manage their course
space (uploading/downloading course resources, uploading/checking out home-
works, etc.) on SCHOLAT. Hence, there are multiple types of relationships on
SCHOLAT, which are in detail friend relationship, team member relationship,
course classmate relationship and so on.

We mainly extract three types of relationships (friend relationship, team
member relationship and course classmate relationship) as the edges in our
dataset. Actually, there are other types of relationships such as academic paper
co-author relationship in SCHOLAT, which will be considered as our future
work. It is obvious that these edges are undirected. We subsequently conduct
the deduplication to remove the duplicate edges. For example, if user uA and
user uB are friends, then there is a undirected edge between uA and uB . In this
case, if there is another edges between uA and uB since they are in the same
team or course, then this edge will be removed because it is duplicate. As a
result, we obtain the multitype relationship undirected edges among SCHOLAT
users. The procedure of relationship extraction is shown in Fig. 1.

Fig. 1. Procedure of relationship extraction.
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3.2 Attribute Extraction

Fig. 2. Overview of lexicon processing.

Users in SCHOLAT have massive text information. Our goal is to extract the
keywords from the text data as user attribute information. First of all, we need
to construct the lexicon that to decide which words will be regarded as user
attribute information. Figure 2 shows how we build our exclusive lexicon. We
extract three different types text data from SCHOLAT, which are user biogra-
phies, user posts, and user academic publications. In a nutshell, we get the text
data formatted as text = {t1, t2, t3, ..., tn} where ti is the text data of user ui

which contains ui’s biography, posts and academic publications. User biographies
usually contain users’ affiliated organizations, education experiences, research
interests, and etc. User posts can reflect what are user doing recently such as
some academic news, some learning experiences and so on. User academic pub-
lications mainly contain academic papers, books, projects, and patents, from
which can extract rich user attribute information such as research fields.

We use HanLP4 to segment the aforementioned three types of text data
into words. We then remove the stop words by introducing a stop word list.
Subsequently, the word frequency counter will be utilized to count the frequency
of each word and those low-frequency words will be removed. Finally, we annotate
each word manually and remove those meaningless words or those with user
privacies such as user names (also called manual desensitization). Moreover, we
also correct the errors in word segmentation manually. For example, the Chinese
word “华南师范大学” (South China Normal University) will be segmented into
two words “华南” (South China) and “师范大学” (Normal University) by using
HanLP. Since “华南师范大学” is a complete word which is a university name,
we manually merge the words “华南” and “师范大学” into a single word. After
conducting above processing, we obtain the exclusive SCHOLAT lexicon that
contains all the words which are appeared in users’ attributes.

The last step is that we use the above lexicon to re-segment the text data of
users individually. As a result, we get the user attributes formatted as attribute =
4 https://github.com/hankcs/HanLP.

https://github.com/hankcs/HanLP
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Table 2. Statistics of existing link prediction datasets.

Name Nodes Edges Attributes

HTC 7,610 15,751

NSC 1,461 2,742

GRQ 5,241 14,484

FBK 4,024 87,887

EML 1,133 5,451

INF 410 2,765

Cora∗ 11,881 papers 34,648 citations
relations

16,114 authors 27,020 authorship
relations

FB15K 14,951 592,213

WN18RR 40,943 93,003

YAGO3-10 123,182 1,089,040 Some attributes
(citizenship, gender,
profession, etc.)

SCHOLAT
link prediction

10,755 202,248 23,527

∗ The Cora dataset contains two types of nodes and two types of relationships.

{a1, a2, a3, ..., an} where ai is the attributes of user ui that are the words by re-
segmenting the text data ti with the above exclusive SCHOLAT lexicon.

4 Dataset Overview

After data processing mentioned in Sect. 3, we get user relationships and user
attribute information respectively. In this case, we manual choose a subset of
users and only remain their relationships and attributes. We anonymize the user
names into user IDs and shuffle these IDs.

We compare our dataset with several existing link prediction datasets which
can be mainly categorized into two types. The first type is mainly based on
social networks or relationship networks. Among this type of datasets, we mainly
choose the following datasets for comparison which are HTC [21], NSC [20],
GRQ [15], FBK [18], EML [5], INF [13], Cora [24]. Specifically, HTC, NSC
and GRQ are co-authorship networks. FBK is a social network. EML is a
personal email shared network. INF is a face-to-face contact network in an
exhibition. Cora is a paper citation network, which specifically contains not only
the citation relations between papers but also the authorship relations between
papers and authors.
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The second type of link prediction datasets is mainly based on knowledge
graph triples. Among this type of datasets, we choose three widely used datasets
which are FB15K [4], WN18RR [8] and YAGO3-10 [17]. FB15K is a knowl-
edge base completion dataset which is also applied for link prediction problem.
It contains the knowledge base relation triples of Freebase. WN18RR is a link
prediction dataset created from WN18 which is a subset of WordNet. YAGO3-
10 is a subset of YAGO3, which contains massive triples used for knowledge
base completion and link prediction.

The statistics of the above datasets and our proposed dataset are overviewed
in Table 2. The main difference is that our link prediction dataset contains 23,527
user attributes. Although YAGO3-10 also contains some user attributes such
as citizenship, gender and profession, our dataset can provide richer informa-
tion such as user degrees, research interests, education experiences and so on.
Actually, our dataset belongs to the first type of link prediction datasets. By
comparing with HTC, NSC, GRQ, FBK, EML, INF, and Cora, our dataset
contains more user nodes and edges.

5 Evaluation

In this section, we try to conduct evaluations on our dataset. We use supervised
learning methods and unsupervised learning methods respectively for experi-
ments.

5.1 Supervised Methods

In the first round experiment, we treat link prediction as a classification prob-
lem and use some classic machine learning classification models for evaluations.
Specifically, we use four machine learning models which are Logistic Regression
(LR), Support Vector Machine (SVM), Random Forest (RF), and XGBoost.
Since the original dataset only contains the real existing edges (i.e. positive
edges), we need to generate some negative edges which are not present in
SCHOLAT for supervised learning. In detail, assuming that the number of pos-
itive edges is enum, we will generate enum negative edges whose shortest path is
greater than 2. We map the nodes and relationships in our dataset into an undi-
rected graph G. The single generated negative edge e = (ui, uj) should meet the
criteria that {(ui, uj)|(ui, uj) /∈ G ∧¬∃uk(uk ∈ G ∧uk �= ui ∧uk �= uj ∧ (ui, uk) ∈
G ∧ (uk, uj) ∈ G)}.

We annotate the positive edges as label 1 and the negative edges as label 0.
As a result, we get total 404,496 (2 × 202,248) samples where 202,248 samples
labelled as 1 and 202,248 samples labelled as 0. We shuffle these samples and
randomly split into training set and test set with the ratio 9:1. For the user
attribute information, we simply use the Bag-of-Words (BOW) model to convert
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the user attributes into vectors and further reduce dimensionality by Principal
Component Analysis (PCA). We subsequently use the cosine distance as

cos(ei, ej) =

m∑

k=1

(ei k × ej k)
√

m∑

k=1

(ei k)
2 ×

√
m∑

k=1

(ej k)
2

(1)

to measure the user similarity where ei and ej are the attribute information
embedding of ui and uj, ei k and ej k are the k-th element of ei and ej . Both
user nodes between each edge and user similarity will be feed into supervised
learning models as features.

We use precision, recall, F1-score and AUC (Area Under Curve) as the met-
rics to measure the performance [7,10]. The experimental results are shown in
Table 3. In the above four supervised models, LR performs poorly since the data
features are nonlinear, which causes the model easily underfitting or overfitting.
In contrast, RF reaches up to the highest results on all the selected metrics due
to the capacity on processing high-dimensional features and no feature selection
required since the features are selected randomly. Moreover, XGBoost achieves
the performance close to that of RF because XGBoost has in-built L1 and L2
regularization which can effectively avoid overfitting. SVM outperforms LR since
SVM is effective in both linearly separable data and nonlinearly separable data
as well as in high dimensional spaces.

In our experiments, we only utilize the cosine distance as user similarity.
However, many other features (such as common friends, etc.) can be considered
to further improve the classification performance.

Table 3. Experimental results by using supervised learning models.

Precision Recall F1-score AUC

LR 0.5733 0.6606 0.6139 0.5845

SVM 0.6741 0.7772 0.7220 0.7007

RF 0.8933 0.8871 0.8902 0.8906

XGBoost 0.8635 0.8458 0.8545 0.8560

5.2 Unsupervised Methods

In the second round experiment, we use some unsupervised learning methods for
evaluations on our dataset. The data preprocessing is the same as we conduct in
supervised learning experiments. We use three deep learning models which are
Graph Convolutional Network (GCN) [14], GraphSAGE [11] and HinSAGE (a
variant of GraphSAGE that used for heterogeneous networks) respectively for
experiments. In this round experiment, we use accuracy, MAE (Mean Absolute
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Error) and MSE (Mean Squared Error) as the metrics to measure the perfor-
mance. The equations of MAE and MSE are shown in Eq. (2) and Eq. (3)
respectively, which are all used to measure the errors between true values and
predictive values. Generally, the lower MAE and MSE indicate the better per-
formance.

MAE =
1
n

n∑

i=1

|(yi − ŷi)| (2)

MSE =
1
n

n∑

i=1

(yi − ŷi)
2 (3)

The experimental results on unsupervised learning methods are shown in
Table 4. Similar with supervised learning methods, other features can be intro-
duced to improve the performance of link prediction.

Table 4. Experimental results by using unsupervised learning models.

Accuracy MAE MSE

GCN 0.6188 0.9669 4.8673

GraphSAGE 0.5882 0.4197 0.3063

HinSAGE 0.8969 0.2283 0.0613

As shown in Table 4, GCN and GraphSAGE achieve close performance on the
selected metrics. GCN is a transductive learning method which cannot get the
embedding of new nodes, while GraphSAGE is an inductive learning method
which can address the above problem. However, both GCN and GraphSAGE
cannot effectively process heterogeneous networks. HinSAGE gets the best per-
formance since it is designed for heterogeneous networks, which is in accordance
with the feature of our dataset.

6 Conclusion

Link prediction on social networks has attracted more and more popularity nowa-
days. However, most existing link prediction datasets only contain nodes or enti-
ties and relationships, while neglecting the text attribute information. In this
paper, we propose a novel link prediction dataset named SCHOLAT Link Pre-
diction based on the academic social network SCHOLAT. Our proposed dataset
contains multitype relationships among users and user attribute information. We
conduct extensive evaluations on our dataset with supervised and unsupervised
methods. The experimental results show the potential of our dataset on link
prediction.
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Abstract. Recently, with the rise of social media, the research of information dif-
fusion prediction has drawnmuch attention from scholars. The problemhas impor-
tant applications in public opinion monitoring, social advertising, etc. Through
an in-depth diffusion analysis, we observed an interesting phenomenon where a
piece of message may endure a “second rise” after it peaked at the maximum
popularity for a while. However, this phenomenon has not yet been investigated
by existing works. Moreover, the valuable information contained in the repost
comments were not fully utilized. To fill this gap, this paper proposes a graph
neural network-based model for predicting second rise of information diffusion.
Specifically, we first design a simple but efficient algorithm to determine whether
a message has second rise. Then, text analysis is carried out on the repost com-
ments, and different message-text bipartite graphs are constructed according to
different types of textual information (topics, comments, @users, emojis). After
that, we use random walk to generate node sequences and apply skip-gram model
to learn node representations, followed by a PCA-based dimension deduction. The
compressed textual features are combined with embeddings learned from repost
network, before they are finally fed to downstream machine learning models to
generate predictions. Experimental results on the Weibo dataset show that the
overall prediction accuracy can be improved significantly by incorporating the
textual features.

Keywords: Information diffusion · Second rise · Graph neural network · Text
analysis · Representation learning

1 Introduction

In the era of big data, with the rapid development of the Internet, communication has
become more convenient and frequent, resulting in the prosperity of social networks.
Today’s social platforms consist of a huge number of users, such a large and complex
network has greatly changed theway users access information. Through social platforms,
it becomes easier for people to get information. At the same time, social platforms are
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also affected by negative factors such as malicious users, false marketing, fake news,
etc.

Therefore, it is of great significance to study information propagation on social
platforms. For example, in social advertising, through social diffusion and influence
analysis, social users with higher influence can be selected as seed users, so as to maxi-
mize the effect of advertising. For another example, analysis and popularity prediction
of social contents can help government departments to understand the latest hot topics,
which is beneficial to public opinion monitoring. Therefore, the prediction of informa-
tion propagation on social networks has great economic and social significance. Based
on an in-depth analysis of real diffusion data, we observed a general phenomenon of
second rise in information propagation. The second rise means that after the information
propagation reaches a plateau, it will suddenly endure a rapid second rise. However,
the existing research has paid little attention to this phenomenon. Therefore, this paper
mainly focuses on this phenomenon, and utilizes the latest graph neural network model
to predict the second rise.

Although there have been a lot of studies on the prediction of social network infor-
mation propagation [1], there are still some deficiencies in the existing researchmethods.
For the methods based on manual feature [2–4], due to the need to handcrafting features,
on the one hand, it takes time and effort, on the other hand, the performance of the algo-
rithms is often unsatisfactory. Methods based on probabilistic generation models [5–7]
usually need to make strong assumptions on the model, which cannot provide good
scalability. In recent years, with the popularity of graph neural network (GNN) model
[8], a number of diffusion prediction methods based on network representation learning
have emerged [9–11]. The main idea is to learn users’ low-dimensional representation
vectors from the social network through network representation learning, and feed the
features to downstream machine learning model for prediction. However, the existing
methods generally have the following deficiencies: First, they have not considered the
aforementioned second rise phenomenon; Second, existing methods did not make full
use of the rich textual information such as repost comments, leaving rooms for further
improvement.

In view of the above problems, this paper studies how to predict the second rise phe-
nomenon based on the multi-modal structural and textual information in the forwarding
network during the initial stage of information propagation. In order to solve this prob-
lem, a graph neural network-based model is proposed. To be specific, we first design
a simple but efficient algorithm to determine whether the information has second rise,
so as to reduce the cost of manual annotation. Then, text analysis is carried out on the
repost comments, and different message-text bipartite graphs are constructed according
to different types of textual information (topics, comments, @users, emojis). After that,
we use random walk to generate node sequences and apply skip-gram model to learn
node representations, followed by a PCA-based dimension deduction. The compressed
textual features are combined with embeddings learned from repost network, before
they are finally fed to downstream machine learning models to generate predictions.
Experimental results on the Weibo dataset show that the overall prediction accuracy can
be improved significantly by combining the text features.
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2 Related Work

This papermainly focuses the prediction of information propagation, so the relatedworks
are mainly divided into three categories: feature engineering-based studies, methods
based on probabilistic generative models and network representation learning-based
works.

The first category of methods is usually based on node importance metrics, which
manually extracts the relevant features based on network structure, and combines with
the traditional machine learning models to predict the diffusion. The commonly used
centrality measures include degree centrality [2], closeness and betweenness central-
ity [3], PageRank centrality [12], HITS centrality [13], MADA-based centrality [14],
etc. The key disadvantage of these methods is that these features are highly depen-
dent on human experience and cannot fully reflect the structural information related
to information diffusion, so they often result in unsatisfactory results. Moreover, some
centrality metrics, such as the betweenness centrality, is too expensive to be calculated
on large-scale networks.

The second category of methods is based on probabilistic generative models, which
predicts the information diffusion by fitting the data with the underlying theoretical mod-
els. Shen et al. [5] used an enhanced Poisson process to fit the information propagation
process. Bao et al. [6] proposed a probabilistic model based on self-excited Hawkes
process (SEHP). Mishra et al. [7] proposed to use labeled Hawkes self-excitation point
process to model the information propagation process. Gao et al. [15] proposed a prob-
abilistic model based on mixed processes, Wang et al. [16] defined an information dif-
fusion model to predict the propagation process. These methods usually need to make
strong hypothesis to the models, so they usually exhibit poor scalability across different
datasets.

The third type of methods is based on user relationship network and historical prop-
agation data, which uses network representation learning method to extract user fea-
tures. In recent years, with the popularity of graph neural network model, it is gradually
favored by researchers. Typical examples include: representation learning method based
on thermal diffusion process [9], representation learning prediction method based on
Independent Cascade (IC) propagation model [10], forwarding network representation
learningmethodRNe2Vec [11], role-based network representation learningmethod [17],
representation learning method based on COSINE probability generation model [18],
Deep Collaborative Embedding (DCE) Model [19], etc. The advantage of such methods
is their high prediction accuracy. However, existing methods have not yet considered
the second rise phenomenon, and have not fully utilized the rich textual information in
repost comments, so there is still a large space for exploration.
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3 Methodology

3.1 Identification of Cascades with Second Rise

This paper aims to predict whether there will be a second rise in the diffusion process of a
message on Weibo1, which is rarely studied by previous studies. To this end, we need to
define the phenomenon of second rise and identify the cascades with this phenomenon.

Figure 1 shows an example, where the left subfigure shows a message with a second
rise while the right one not. To automatically identify whether a certain message has
second rise, calculation rules are defined as follows:

1) Divide the whole reposts of a message into 10 equal segments, each of which is
defined as Ri, i = 0, 1, · · · , 9.

2) Respectively calculate the corresponding temporal length Ti for each section Ri, i =
0, 1, · · · , 9.

3) Calculate the forwarding trend K, which is defined as K = ∑
iTi/

∑
iRi.

4) Define the state of each segment Ri as Si:

Si =
{
1, if (Ti/Ri) < K and (K − (Ti/Ri)) > p
0, else

(1)

where p is a tunable parameter. After small scale experiments, we choose p = K /2,
since it yields to best overall identification effect of second rise phenomenon.

5) Based on the state sequence S0S2…S9, if a subsequence ‘11001’ is observed, then
the message identified to endure the phenomenon of second rise.

Fig. 1. Repost number growth of Weibo messages with and without second rise.

3.2 Text Analysis

Repost Text Analysis: Considering that the text associated with reposts is likely to
be an important factor to distinguish whether the message will have a second rise, we
first conduct a textual analysis of repost text. Figure 2 shows the word cloud figures

1 https://weibo.com/.

https://weibo.com/
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of Weibo messages with (left subfigure) and without (right subfigure) second rise. A
significance in the important words can be observed between the two types of messages,
which conforms our assumption. Therefore, it can be concluded that textual analysis is
beneficial to the problem.

Fig. 2. Word cloud with (left) and without (right) second rise.

After removing the stop words, we find that for messages with second rise, the
most frequently used term in the repost texts is “initiate voting”. At the same time, the
most frequently referred account (through @account) is “City Supreme Music List”.
Actually, these words are all prominent characteristics that differentiate two types of
messages. The difference can reflect the significant influence of idol culture on social
media platforms. Specifically, the support of fans to their idols is a significant contributor
for the second rise of a message.

Representation Learning Based on Deep Walk: In order to extract the features from
the repost text effectively, this paper analyzes the repost text from four dimensions
(topic, @user, emoji and comment), which can be extracted through specific regular
expressions; The four bipartite graphs between the message and these four types of
repost textual objects are established respectively; Then we utilize the DeepWalk [20]
algorithm to generate node representations for the corresponding text features.

DeepWalk algorithmconsists of twomain parts:RandomWalkGenerator andUpdate
Process. The random walk generator uniformly samples a random node vi as the starting
point of the random walk Wi in the graph G. Moreover, every time a walk occurs, a
neighbor node is sampled uniformly and randomly from the neighbors of last visited
node until the walk reaches the maximum length t. The pseudo-code of the DeepWalk
algorithm is shown in Algorithm 1.

For each constructed bipartite graph, we first regard it as a homogeneous graph,
and the apply Random Walk sampling from each node to obtain node sequences. Then
SkipGram (as shown in Algorithm 2) model is applied to train these node sequences to
obtain representation vectors.Meanwhile, the Hierarchical Softmax technique is utilized
to improve the model training efficiency. Through these steps, we are able to obtain the
textual representation vectors for the four types of repost text, i.e., topics, @ users,
emojis, and forwarding words.
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4 Experimental Evaluation

4.1 Dataset

The dataset used in this paper is the Sina Weibo dataset, which contain a total of 27,000
original Weibo messages and 15.97 million corresponding repost records, provided by
the Data Castle competition platform2. Among them, each repost record includesWeibo
ID, repost user ID, source user ID, repost text, and the repost timestamp which is the
relative time interval between the repost behavior and the original message publication.

2 https://js.dclab.run/v2/cmptDetail.html?id=166.

https://js.dclab.run/v2/cmptDetail.html?id=166
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After appropriate preprocessing of the dataset, wefinally get 1058 samples consisting
of 500+ positive (with second rise) and 500+ negative messages (without second rise)
from the Weibo messages whose final cascade size is more than 300. The ratio between
positive and negative sample is close to 1:1 and the total number of associated repost
records is 792,110. Figures 3 and 4 show examples of original Weibo messages and the
repost records.

Fig. 3. Original Weibo messages from the dataset.

Fig. 4. Repost records from Weibo dataset.

On the basis of the aforementioned data, we aim to predict whether aWeibo message
will endure a second rise in the future based on the available data before the point when
the Weibo message reaches its first plateau, as shown in Fig. 5 (which is marked with
dotted line).
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Fig. 5. The time point when a Weibo message reaches its first plateau (marked with dotted line)

4.2 Comparing Methods

In this paper, we feed the learned features to several downstream machine learning
models, and compare their performance under different textual features, so as to see
how these features would benefit the prediction performance. The machine learning
models considered in this paper include: Logistic Regression (LR), Decision Tree (DT),
Multi-Layer Perceptron (MLP),K-NearestNeighbors (KNN), andRandomForest (RF).

4.3 Evaluation Metrics

In this paper, the performance of the machine learning models is evaluated by four
metrics: Accuracy, Precision, Recall and F1-Score, the calculation formulas of which
are as follows:

Accuracy = TP + TN

TP + TP + TN + FN
(2)

Precision = TP

TP + FP
(3)

Recall = TP

TP + FN
(4)

F1− score = 2Precision× Recall

Precision+ Recall
(5)

where TP (True Positive) is the number of cases correctly identified as second rise, FP
(False Positive) is the number of cases incorrectly identified as second rise, TN (True
Negative) is the number of cases correctly identified as non-second rise, and FN (False
Negative) is the number of cases incorrectly identified as non-second rise.
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4.4 Experimental Setup

Labelling the Samples: The second rise prediction problem studied in this paper is a
typical binary classification problem. To determine whether a certain Weibo message
has endured the second rise in the diffusion process, we use the identification method
introduced in Sect. 3.1, which automatically assign a label to the correspondingmessage.

Training and Testing Set Division: In this paper, we use 60% of the data for model
training, 20% for model parameter tuning, and the rest 20% for testing.

Experimental Environment: All the experiments were conduced on a workstation
with Intel E5-2630v4 CPU, 64GMemory, running the Ubuntu Linux Operating System.
The graph neural models were implemented with PyTorch while the machine learn-
ing models were implemented with Scikit-learn [21], a python-based machine learning
package.

4.5 Results

Results Under Different Textual Features: Wefirst compare the results of adding any
single textual feature (topic, @user, emoji, and repost comment) and the combination
of these features on the prediction performance of the learning models. The results of
accuracy and F1-score are shown in Table 1 and Table 2 respectively. By comparing the
experimental results of different machine learning models, we can see that the @user
textual feature exhibit the best prediction performance in single feature experiments,
where the highest accuracy value reaches up to 64%. However, when we consider the
combination of different textual features, the multi-layer perceptron (MLP) model gives
the best overall performance.When usingMLP to train combined text features, its Accu-
racy and F1-score both can exceed 61%. In addition, among the four textual features,
due to the relatively poor training performance of the topic feature, we choose the other
three text features (@user, emoji and repost comment) to combine and reduce the dimen-
sionality to 20 as the final text features. The 2-D visualization of dimension reduction
result for the combined text features is shown in Fig. 6.

Improvements with Textual Features: Table 3 shows the improvement of machine
learning models with textual features over the basic models without textual features,
evaluated by accuracy, precision, recall, F1-score. For the basic models, we first learn
the node features from the repost network using the DeepWalk method, and the aggre-
gate node features to obtain the message features. It can be seen from the results that
most of the evaluation metrics have been significantly improved with textual features.
Specifically, themost significant improvement is observed on the precisionmeasure with
the absolution percentage increase of 15%, which shows the effectiveness of the method
proposed in this paper.
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Table 1. Results of accuracy with text features

Accuracy Topic @User Emoji Words Combination

LR 0.5330 0.5896 0.5613 0.5755 0.5802

DT 0.5425 0.6415 0.5896 0.6179 0.5613

MLP 0.5047 0.6321 0.5613 0.5708 0.6179

KNN 0.5047 0.5613 0.5472 0.5236 0.5472

RF 0.5425 0.6415 0.5896 0.6179 0.5366

Table 2. Results of F1-score with Text features

F1-score Topic @User Emoji Words Combination

LR 0.5325 0.5892 0.5541 0.5724 0.5800

DT 0.5416 0.6320 0.5847 0.6106 0.5366

MLP 0.5022 0.6318 0.5570 0.5691 0.6177

KNN 0.4717 0.5517 0.5337 0.4512 0.4717

RF 0.5416 0.6320 0.5847 0.6106 0.5613

Fig. 6. Visualization of dimension reduction results of combined text features
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Table 3. Improvement over basic models with textual features

Evaluation With text
features

Without
text
features

Improvement
(%)

Accuracy 57% 48% +9%

Precision 63% 48% +15%

Recall 77% 83% −6%

F1-score 69% 63% +6%

5 Conclusion

In this paper, we investigated the second rise phenomenon of information diffusion
in social networks, which has rarely been investigated in previous studies. In order to
predict the second rise of information diffusion in social media, this paper proposed a
graph neural network-based method by incorporating rich information from repost texts.
Specifically, we first designed a simple but efficient algorithm to determine whether a
message has second rise. Then, text analysis was carried out on the repost comments, and
different message-text bipartite graphs were constructed according to different types of
textual information (topics, comments,@users, emojis).After that,we used randomwalk
to generate node sequences and apply skip-gram model to learn node representations,
followed by a PCA-based dimension deduction. The compressed textual features were
combined with embeddings learned from repost network, before they were finally fed to
downstream machine learning models to generate predictions. Experimental results on
the Weibo dataset showed that the overall prediction accuracy can be improved signifi-
cantly by incorporating the textual features. In sum, this paper investigated an interesting
problem. In the future, we will consider incorporating more information (e.g., image,
url, etc.) in the model to further improve its prediction performance. Interpretability
research by combining social and psychological theories to explain this phenomenon is
another promising direction, which will be considered in the future work.
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Abstract. Capturing a high-quality representation of clinical events in
Electronic Health Record (EHR) is critical for upgrading public medical
applications such as intelligent auxiliary diagnosis systems. However, the
relationships among clinical events have different semantics and different
contributions to disease diagnosis. This paper proposes a novel hetero-
geneous information network (HIN) based model named HPEMed for
disease diagnosis tasks. HPEMed takes advantage of high-dimensional
EHR data to model the nodes (with features) and edges of a graph. It
exploits meta paths to higher-level semantic relations among EHR data
and employs a pair-node embedding scheme that considers patient nodes
with rich features and diagnosis nodes together, which achieves a more
reasonable clinical event representation. The experimental results show
that the performance of HPEMed in diagnosis tasks is better than that
of some advanced baseline methods.

Keywords: Network embedding · Heterogeneous Information
Networks · Representation learning · Electronic Health Record

1 Introduction

The embedding of medical concepts in data sets can make it possible to learn
the correlation of clinical events, such as calculating the similarity between diag-
nosis and symptoms [3]. These medical concepts can be utilized as features in
the network to predict other medical tasks [2] in the future. Among the numer-
ous medical information, EHR [11] is full of adequate provision for detailed
information on a variety of clinical records that occurred during the patient’s
hospitalization. For instance, microbiology tests, procedures, and symptoms are
all examples of different types of events [5]. In the previous years, clinical records
are often utilized to extract medical concepts and predict diseases by traditional
feature engineering methods [10,14], which may result in missing values in EHR.
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In order to overcome the above problem and successfully capture the struc-
ture of EHR, previous methods concentrate on the use of admission history and
diagnosis history in EHR data to predict future diseases by the way of homoge-
neous networks [7]. In usual, a clinical event isn’t targeted for a specific disease,
the co-occurrence of multiple clinical events may indicate this disease. Gener-
ally, in the single diagnosis process, it is more important to carefully consider
the relationship between the clinical events (such as medical record and diagno-
sis) [5].

In the real world, many tasks can be modeled as two different types of nodes in
HIN, the pair-wise relationship between them can be analyzed by heterogeneous
information network-based embedding methods [9]. For instance, the pair-wise
relationship for disease diagnosis tasks can be defined as the patient-diagnosis
pairwise relationship. More specifically, the model can be constructed accord-
ing to the patient’s features and his/her diagnosis results. When constructing
the task-guided embedding models, especially in the field of disease diagnosis,
it makes sense to concentrate on modeling pair-wise relationships embedding
instead of the traditional node-centric embedding. To this end, we use heteroge-
neous networks for modeling medical data and implement pair-node embeddings
for tackling the potential semantics in pairwise relationships. In summary, we
list the research contributions of this paper:

– We put forward a HIN-based medical diagnosis model named HPEMed which
condenses the rich semantic relationships in EHR data into patients’ repre-
sentation features and tailors the patient-diagnosis node embeddings method
for the diagnosis task. This design can adapt to efficient diagnosis tasks and
enhance the performance of the diagnosis results.

– The experimental results quantitatively illustrate that HPEMed provides
important improvements on mainstream baselines in predicting disease codes
and lifting the proximity of diagnosis results.

2 Problem Definition

In this segment, we first provide some problem definitions and clinical terminol-
ogy that appear in our research. Secondly, we describe how to model the EHR
into a HIN. In the end, we formalize the disease diagnosis task.

2.1 Clinical Events and Patient Features

For each patient’s record, we summarize a series of basic information, admission
data, and treatment results of the patient into a clinical event. In consideration
of the different compositions of nodes in HIN, we formulize a clinical event c as
c = (n, t, v), where n, t and v represent the type of events, clinical terminology,
and value, respectively. For example, the blood glucose level of 4.0 can be viewed
as type = laboratory test, terminology = blood glucose, and value = 4.0.

From the perspective of the division of medical events, a clinical event C
shown in Fig. 1 consists of a patient event P and a diagnosis event D, which
can be formalized as P = {laboratory test, symptom, age, gender, ethnicity,
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Fig. 1. The structure of patient-diagnosis pair

microbiology test} and D = {diagnosis}. Patient events are the source of infor-
mation for patients and there are treated as the features of patient nodes.

2.2 Concepts Related to Heterogeneous Network

Heterogeneous Network. A HIN can be defined as a graph G =
(V,E, Tv, Te, ψ, φ), where node sets V and edge sets E in graph G have dif-
ferent types. Then, we map nodes v ∈ V to their type by the defined node
mapping function ψ : V → Tv , where Tv is the union of different types of
nodes. Meanwhile, we also map each edge e ∈ E to edge type mapping function
φ : E → Te, where Te is the union of various types of edges. Due to E is the
edge of heterogeneous network, we define |Tv > 1| or |Te > 1|.
Meta path. Set Ni ∈ Tv and Zi ∈ Te constitute a meta-path schema N1

Z1−→
N2

Z2−→ . . .
Zm−→ Nm+1, which shows a composite relation Z between objects Ni

and Nj . That is, Z = Z1◦Z2◦...◦Zl, where ◦ denotes the composition operator
on relations in a given meta-path.

Context path. We presume two nodes vi, vj ∈ V , a union of context paths
for all random walks w ∈ WP from vi to vj , where WP is a union of collected
random walks. P represents a specific meta-path P represented by CP

i→j .
The diagnosis task can be defined as follows:

Input: Given node sets which consist of patient-diagnosis pairs defined as
(vi, vj), and context path sets which node sets related to. (Particularly, the
single context path is defined as CP

i→j , and context path sets are distilled from
different random walks directed by a meta-path P in meta-path scheme S(P)).

Output: Calculate the possibility of the defined patient-diagnosis pairwise rela-
tionship between a specific pair of nodes (vi, vj) in V .
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3 Construction of Clinical Events for HIN

3.1 Structure of Clinical Events and Data Preprocessing

In this segment, we present a modeling method for building HIN from the EHR
dataset and the technology of extracting some clinical events from the original
text. For diagnosis nodes, we map diagnosis events established on the ICD-9
coding system [15]. We utilize Autophrase [12] to extract the common symptoms
in the original clinical records and provide clinical phrases for Autophrase, which
come from Medical Subject Headings (MeSH) and the (ICD-9) database.

3.2 Feature Representation of Patient Nodes from Clinical Events

In order to use heterogeneous network technique to acquire the latent embed-
ding of the patients from the context of words in a corpus, we apply metap-
ath2vec [4] to accomplish the meta-path guided random walk in conjunction with
the heterogeneous skip-gram model [1]. We define a HIN G = (V,E, Tv, Te, ψ, φ)
and a graph embedding function ξ : V → Rd that projects each node to a d-
dimensional vector. Finally, the purpose of ξ(v) is to maximize the possibility of
visiting the neighborhood N(v) of a node v:

argmax
ξ

∏

v∈V

∏

s∈N(v)

Pr(s | ξ(v)) (1)

we denote the possibility Pr(s | ξ(v)) as a softmax function, and normalize the
representation of all network nodes. More precisely, the probability of visiting a
neighbor s of a node v under path z with route V1 → ... → Vl, is represented as:

Pr(s | ξ(v), z) =
exp(ξ(s) · ξ(v))∑

y∈Vl
exp(ξ(y) · ξ(v))

(2)

Pr(s | v, z) = log σ(ξ(s) · ξ(v)) +
k∑

1

Eyl∼Pl(yl) log σ (−ξ (yl) · ξ(v)) (3)

We apply negative sampling [8] to attain the following objective function in
Eq. (3). Among them, one training step stochastically samples k negative nodes,
path z, two nodes v, and s connected under z. Then, we use Stochastic Gradient
Descent to update the embeddings and construct the clinical events of patients:

f(p) =
∑

t

wtf t(p), f t(p) =
∑

n∈Nt(p)

f(n)
|Nt(p)| (4)

where wt denotes different types of weights. We calculate the similarity s(p, d) =
f(d) · f(p) between patient event f(p) and diagnosis event f(d) to learn wt.
Finally, we utilize hinge loss max(0,−s(d, p) + s(∼ d, p) + σ) to update f and
wt, where ∼ d denotes negative sample, σ denotes hinge margin.

https://www.nlm.nih.gov/mesh/
http://www.who.int/classiications/icd/en/
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Fig. 2. Possible patient-diagnosis pairs and the related context path

4 The Proposed HPEMed Model

4.1 Method

In this segment, we propose a patient-diagnosis pairwise embedding method
based on HIN, whose model is shown in Fig. 3. First, we utilize the measure
mentioned in Sect. 3.2 to represent the patient’s features. Second, we implement
a random walk directed by several different meta-paths in HIN composed of
EHR data. Third, we extract the patient-diagnosis pairs and the related context
path of each pair from the specific meta-paths, after capturing patient-diagnosis
pairs and related context paths. Finally, we need to design a classifier to verify
whether pair embeddings and context path embeddings are effective for disease
diagnosis tasks.

Task: Disease Diagnosis. There are some patients with their diagnostic
records, each of which is related with more detailed information in MIMIC [6]
records (the processed format is shown in Fig. 2). Our task is to rank all poten-
tial diagnosis that existed in the diagnostic system, so that, the highest-ranked
diagnosis is the correct diagnosis. In order to better present the form of context
path, Fig. 2 presents how patient-diagnosis pairs and their related context paths
from the part of a random walk are directed by the specific path.

4.2 Pair Nodes of Patient-Diagnosis Embedding

We define a pair embedding of patient embedding pa ∈ Rk and diagnosis
embedding db ∈ Rk as Group(pa ∈ Rk,db ∈ Rk) ∈ R4k. The pair embedder
pairEM : R4k → Rd denotes an n-layer multi-layer perceptron that generates
a d-dimensional embedding for a patient-diagnosis pair(a, b). We have

h(l) =
{

ReLU
(
W (l) Dropout

(
h(l−1)

)
+ b(l)

)
, 0 < l < n

W (l)Dropout
(
h(l−1)

)
+ b(l), l = n

(5)
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Fig. 3. The HPEMed model

h(0) = Group (pa,db) = [pa;db;pa ◦ db;pa − db] ∈ R
4K (6)

pairEM(a, b) = h(n) ∈ Rd (7)

In Eqs. (5), (6), and (7), ReLU is denoted as ReLU(x) = max(0, x), Group(·)
is an MLP with two layers where each layer has 100 hidden units which ◦ means
element-wise vector multiplication. In addition, we use the Dropout [13] in the
hidden layers. Afterward, we will get the pair embedding from the last layer out-
put of MLP, where Inputa is the index of patient a, and PatientFeaEncoder(·)
is a heterogeneous network-based feature generator presented in Sect. 3.2 that
encodes a patient node with his/her records into an embedding. We adopt
PatientFeaEncoder(·) to generate the feature of patients, and it exploits meta
paths to extract important semantic relationships in HIN, to improve the pre-
ciseness of disease diagnosis results, i.e.,

pa = PatientFeaEncoder(Inputa) ∈ Rk (8)

4.3 Context Path of Pair Nodes Embedding

We define a set of context paths for patient-diagnosis pair(a, b) as CP
a→b. We

adopt a bi-directional Gated Recurrent Unit (GRU) [16] model to embed a con-
text path consisting of a series of nodes.
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We define a context path c ∈ CP
a→b, which is indicated as a series of nodes.

For example, c = {a, c1, c2, ..., cn−1, b}. We transform this node series into a K-
dimensional embedding vector {pa,f2,f3, ...,fn−1,db}, where we have pa = f1

and db = fn. For metapath P = Patient → Diagnosis → Patient, if ψ(c1) =
Patient, then we have ψ(c2) = Diagnosis and ψ(c3) = Patient. At unit t, GRU
calculates the hidden state ht ∈ Rd in view of the last hidden state ht−1 ∈ Rd

and the current context path input f t ∈ Rk. Thus, it can be understood as
ht = GRU(ht−1,f t). The computation of the GRU is represented as:

zt = sigmoid (W z · (ht−1‖f t)) , rt = sigmoid (W r · (ht−1‖f t)) (9)

h̃t = tanh (W h · (rt · (ht−1‖f t))) , ht = (1 − zt) · ht−1 + zt · h̃t (10)

where zt is the ratio of update gate and rt is the ratio of reset gate. The oper-
ator || is the concatenation. W h is a parameter matrix and W z and W r are
parameters for the update. HPEMed conducts bidirectional GRU computation:

−→
h t =

−−−→
GRU

(
f t,

−→
h t−1

)
,

←−
h t =

←−−−
GRU

(
f t,

−→
h t−1

)
(11)

ht = W proj

[−→
h t;

←−
h t

]
+ bproj (12)

where the top arrows stand for the direction of calculation. W proj ∈ Rd×2d and
bproj ∈ Rd stand for the parameters on the projection layer. The operator [·; ·]
stands for vector concatenation.

The purpose of the above is to embed nodes along with the context path
c ∈ CP

a→b into the matrix representation h. To better measure the importance
of different nodes in the c ∈ CP

a→b and represent the whole context path, we use
attentive pooling [17] to define the context path embedder as pathEM :

at = softmax (ght) =
exp (ght)∑n
i=1 exp (ghi)

(13)

pathEM(c) =
∑

t

atW attht (14)

The adoption of the attention mechanism allows the focus to be concentrated
on the context path whose contribution is much higher. Refer to Eq. (14), where
W att ∈ Rd×d and g ∈ Rd. We hope that pathEM(c) ∈ Rd encodes the disease
field related to the context path c.

4.4 Enrich the Context Details of Pair Nodes

Now we have designed a patient-diagnosis pair(a, b). We hope to maximize the
probability of the pair(a, b) within the context path c. We transform the objec-
tive into calculating the minimum of the negative log probability:

Lctx(a, b) =
∑

c∈CP
a→b

− log p((a, b) | c,P). (15)
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Table 1. The MIMIC III dataset utilized in our experiment

Table name Fields Explanations

Patients hadm id, dob, dod,
gender, ethnicity

Fundamental information about patients

Admissions admit time, disch time Admission information about patients

Laboratory itemid, value, flag Laboratory test results

Note events Text, Category Initial explanation of patients’ symptoms

Microbiology org itemid,interpretation Microbiological experiments and records

Diagnosis icd ICD-9 code Prescribed diagnoses codes

Procedure icd ICD-9 code Procedures records
represented by ICD-9-CM

More precisely, we acquire the context paths CP
∗ from WP as much as possible

and the probability of p((a, b) | c, P ) is denoted as:

p((a, b) | c,P) =
exp[(pairEM(a, b) · pathEM(c))]∑

c′∈Cp
∗ exp [(pairEM(a, b) · pathEM (c′))]

. (16)

In the same way, as directly calculating p((a, b) | c,P) in large-scale HIN is high-
cost, we denote k random sampled contents and employ negative sampling to
achieve further optimization as follows:

log p((a, b) | c,P) ≈ log σ(pairEM(a, b) · pathEM(c))+
k∑

j=1

log σ
(
−pairEM(a, b) · pathEM

(
cjrand

))
.

(17)

The purpose of HPEMed is to let pairEM(a, b) close to pairEM(c). How-
ever, when c is currently the context path between a and b, pairEM(a, b) should
retain itself disclose to the embedding of pairEM(crand), which stands for ran-
dom context paths. We can maximize Eq. (16) to achieve this purpose. At the
meantime, it promotes pairEM(a, b) to encode its associated disease field.

4.5 Diagnosis Prediction

We calculate the prediction result of HPEMed by outputting the pair-effective
classifier γ (·), which is defined as γ : Rd → R and represented by a binary
cross-entropy loss as below:

Lpv(a, b) = ja,bσ(γ(pairEM(a, b)))+(1 − ja,b) (1−σ(γ(pairEM(a, b)))). (18)

To be exact, we determine the true diagnosis of patient a and rank
σ (γ(pairEM(a, b))) for b ∈ B, where B indicates the union of diagnosis results,
to observe the number of positive results in the top-ranked diagnosis results.
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Table 2. Node statistics of HPEMed extracted from the MIMIC dataset

Node type Train Test

Patient 36610 10000

Microbiology 209 61

Laboratory 1867 1046

Symptom 1598 436

Age Group 3 3

Gender 2 2

Ethnicity 5 5

Diagnosis 5603 2739

Table 3. Comparison of predicting disease codes

Method Name MAP@3 MAP@4 MAP@5 MAP@10

Med2vec 0.75 0.75 0.78 0.79

Skipgram 0.73 0.74 0.76 0.77

HeteroMed-embedded 0.78 0.78 0.79 0.80

HPEMed 0.82 0.84 0.87 0.86

5 Experiment

5.1 Dataset and Evaluation Details

Our experiments operate on the MIMIC III dataset [6]. MIMIC III is divided
into 26 tables containing medical records for admitted patients and other gen-
eral information. By processing the dataset, we total apply 46,610 admitted
patients sample collection, meanwhile, we separate sample collection into a
10,000-instance test set and a 36,610-instance training set. Table 1 lists the data
tables used in the MIMIC dataset, the node types, and a brief description of
each table. Table 2 lists the number of different types of nodes in the network.

We define the evaluation process of disease diagnosis as a ranking prob-
lem where the object is the diagnosis code prediction, which is evaluated with
MAP@k. The prediction model exports a sorting diagnosis list where AP@k
indicates the average precision of all the contents in the list. The diagnosis list
requires that the diagnosis result is right and its index is less than k. The unsuper-
vised method extracts 200 negative diagnosis samples for every patient according
to the diagnosis node degree. In order to train the model and learn embedding
representations better, each training step uses a batch of 1000 patients and sets
the embedding vector size to 128.
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5.2 Comparison and Predict Performance

To better evaluate the HPEMed model, we compare it with three state-of-the-
art models and put forward a question when we need to predict accurate disease
codes? The models in comparison are as follows:

Table 4. Similarity search results for cold.

HPEMed HeteroMed Skipgram

Nasal edema General pain Fever

Runny nose Fever Sick contact

RTI Chill Constipation

Cough Sore throat Muscle pain

Respiration disturbance Swelling Recent travel

Pharyngitis Allergy Limb pain

Fever Tightness Urinary changes

Nasal obstruction Sinus congestion Cough

Nasosinusitis Cough Stiff neck

Sore throat Blurred vision Runny nose

− Med2Vec [3]: A multi-layer embedding neural network that uses a method
inspired by word2vec to learn the embedding of medical events and visits.
− Skipgram [1]: In this model, all clinical events related to admission are treated
as words and connected into sentences.
− HeteroMed [5]: This method uses the unsupervised representation learning
method introduced to learn node embeddings as the former method, and then
applies a supervised diagnosis method to rank the diagnosis code.

Predict Disease Codes. Table 3 shows the evaluation results in code predic-
tion, which shows that HPEMed is superior to all baseline models in terms of
accuracy. Meanwhile, HPEMed is better than the skip-gram embedding model
and other relation-aware embedding methods like HeteroMed.

Case Analysis. HPEMed needs to verify the sensitivity of the medical represen-
tation after modeling EHR data. Table 4 lists the results of three models accord-
ing to cold related symptoms and observations which are examined by medical
specialists. We implement a similarity search for the related symptoms(marked
in bold) of the common disease. The rank of related symptoms by HPEMed is
higher than that of HeteroMed and Skipgram model. HPEMed is also the most
powerful in understanding the relations of symptoms to diseases. Even for words
not marked in bold, HPEMed is closer to cold than other models.
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6 Conclusion

In this paper, we put forward a new framework named HPEMed for disease diag-
nosis tasks by heterogeneous information network embedding. HPEMed extracts
detailed information from the EHR data as the features of the patient nodes to
enrich the content of the node and simultaneously retains the construction and
relation of HIN when capturing the representation of medical records. The objec-
tive of HPEMed is to calculate the similarity of pairing between patient nodes
and diagnosis nodes and learn to embed node pairs between context paths con-
sidering their association. The output of our experiment indicates that HPEMed
is better than some advanced methods in the prediction of diagnosis codes.
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Abstract. With the rapid growth of the number and types of mobile applica-
tions, how to recommend mobile applications to users accurately has become a
new challenge. Graph convolution neural networks is a typical technique to facil-
itate mobile application recommendation. However, non-linear activation, feature
transformation, and other operations in the existing mobile application recom-
mendation based on graph convolution neural networks, which are used to model
and characterize high-order interaction relationships between users and mobile
applications, increase the difficulty of model training and lead to over-smoothing
effects, reducing recommendation performance. To solve this problem, this paper
proposes a mobile application recommendation method based on light graph con-
volution networks. In this method, firstly, a bipartite graph is used to model the
interaction between users and mobile applications. Then, light graph convolution
networks is utilized to smooth the features on the graph and extract the high-order
connection between users and mobile applications, and three convolution layers
are exploited to generate the feature representations of users and mobile applica-
tions. Finally, the inner product is used to predict the user’s preference for different
mobile applications and complete the recommendation task. “Shopify app store”,
a real dataset of Kaggle, is used to perform many groups of comparative experi-
ments, and the experimental results show that the proposed method is superior to
other methods.

Keywords: Mobile applications · Recommendation system · Light graph
convolution networks · High-order connectivity

1 Introduction

According to statistics, by the end of 2020, the number of mobile apps in China closes to
3.45million, ranking the first one globally. E-government, games, short videos, and other
rich applications will affect people’s necessities of life in an all-around way. Recently,
the number of mobile applications is growing exponentially. Aiming to these massive
mobile applications, it is difficult for users to choose suitable mobile applications for

© Springer Nature Singapore Pte Ltd. 2022
Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1492, pp. 376–390, 2022.
https://doi.org/10.1007/978-981-19-4549-6_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-4549-6_29&domain=pdf
https://doi.org/10.1007/978-981-19-4549-6_29


MR-LGC: A Mobile Application Recommendation 377

their personalized requirements. Therefore, it is necessary to provide a high-quality
recommendation to achieve a good experience for user.

Traditional mobile application recommendation methods, such as collaborative fil-
tering [1], matrix factorization [2], usually transform the mobile application recommen-
dation problem into a supervised learning problem. In essence, the user and the app are
initially embedded, respectively, and then the interaction information between them is
used to optimize the model and perform the recommendation. Although these methods
have good performance, the disadvantage is that they regard users and apps as indepen-
dent instances, ignoring the possible interaction and the original implied information
between them. The reason is that the interaction information is not embedded into the
initial input feature in the process of initial embedding. In recent years, mobile applica-
tion recommendation methods based on deep learning have become popular [3], such as
graph convolution networks (GCN) [4] and neural graph collaborative filtering (NGCF)
[5]. They explicitly encode the structural information between users and mobile appli-
cations, such as user-item bipartite graph, user-item high-order connectivity graph, etc.,
into the initial embedding of collaborative filtering task and complete recommendation.
However, their design is quite complicated and redundant, that is to say, many operations
are inherited directly fromGCNwithoutmodification or deletion. The twomost common
designs in GCN feature transformation and nonlinear activation make little contribution
to collaborative filtering, and these operations in the model will increase the difficulty of
training and reduce the recommendation performance. To solve this problem, He et al.
[6] proposed a new graph convolution neural network model, i.e., light graph convolu-
tion networks (LightGCN), which only retains the essential component (neighborhood
aggregation) in GCN for collaborative filtering. This simple, linear and concise model is
more comfortable in the process of implement and training. Inspired by this work, this
paper considers introducing LightGCN into mobile application recommendations and
proposes amobile application recommendationmethod based on light graph convolution
networks. As we all know, vector embedding of users and items is the core of current
recommendation systems, but nowadays, many algorithms only use the characteristics of
users or items to embed, and other related information is rarely used. In particular, Light-
GCN can represent users and mobile applications as a bipartite graph for initial vector,
and propagate them on the graph through algorithms to utilize interactive information
between users and apps.

Fig. 1. Interaction graph between user and mobile application, and high-order connectivity
diagram.
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As shown in Fig. 1 above, LightGCN displays and encodes the interaction informa-
tion between users and mobile applications into the user-item bipartite graph structure
(on the left side of Fig. 1), updates and learns the high-order interaction features between
users and mobile applications in the propagation process, so as to achieve the effect of
the high-order connectivity graph on the right side of Fig. 1. LightGCN only retains
the most critical component, i.e., neighborhood aggregation for collaborative filtering,
learns the embeddings of users and mobile applications by linearly propagating them on
the user-item interaction graph, and uses the weighted sum of the embedding learned
from all layers as the final embedding. Suppose amobile application preferred by user u1
needs to predicted, the right part of Fig. 1 is a tree structure expanded with u1 as the
root node, and the path length (or hop number) l = 1 indicates the app’s path that can
be reached in one step, including i1 → u1, i2 → u1, i3 → u1. At this time, when l =
3, it can be seen that the user’s interest in i4 is higher than that of i5 when the number
of hops in the outermost layer of i4 is the same, because two paths are starting from i4,
i.e., i4 → u2 → i2 → u1, i4 → u3 → i3 → u1. Therefore, through the tree structure,
we can observe the user’s preference for different mobile applications, and we can also
see which users may use a mobile application. This reflects the connectivity between
users and mobile applications, i.e., high-order connectivity. This kind of high-order
connectivity contains rich interaction semantics between users and mobile applications,
which can embed better and characterize mobile applications and users to improve the
recommendation results.

2 Related Work

Mobile applications recommendation method mainly includes content-based, net-
work structure-based and user interaction relationships-based mobile applications
recommendation.

The content-based mobile applications recommendation method recommends
mobile applications to users via exploiting the text description, tags and user infor-
mation. For example, according to Twitter followers’ characteristics of various mobile
applications, Lin et al. [7] used the LDA topic model to generate potential groups to pre-
dict the possibility of target users’ preferences for applications. Chen et al. [8] analyzed
the content similarity of mobile applications according to the meaning relationship and
category betweenmobile applications and then performed content-orientedmobile appli-
cation recommendation. Cao et al. [9] proposed a mobile application recommendation
framework focusing on application version information based on dual heterogeneous
data and update information within user application version. Peng et al. [10] designed
a mobile application recommendation method based on license and function. Xu et al.
[11] presented a mobile application recommendation method based on neural networks,
whichmakes use of the semantic way used bymobile applications to recommendmobile
applications effectively.

Mobile application recommendation based on network structure mainly uses the
similarity between mobile applications and builds a network to achieve mobile appli-
cation recommendation. Among this, Woerndl et al. [12] introduced social network
and context information into recommendation tasks at the same time and proposed a
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hybrid mobile service recommendation method. Xie et al. [13] acquired the relationship
structure and semantic information of applications and users through different informa-
tion networks and utilized weighted meta path and heterogeneous information networks
to recommend mobile applications. Upasna et al. [14] obtained users’ preferences by
using mobile applications initially installed on mobile phones and built similarity charts
of mobile applications to provide personalized recommendations. Guo et al. [15] pro-
posed amobile application recommendationmodel based on depth factor decomposition
machine by using classification information and text information of applications. Liu
et al. [16] designed a new structure selectionmodel, which uses the hierarchical structure
of the application tree to capture the competition between mobile applications and learn
fine-grained user preferences to perform recommendations.

In addition, some studies infer user preferences for mobile applications through user-
item interaction graphs and achieve mobile application recommendation based on user
interaction relationships. The HopRec model proposed by Yang et al. [17] in the early
stage, by combining graph-based and embedding-based methods, alleviates the problem
of model parameters lacking optimization objective function to a certain extent. Firstly,
the randomwalk algorithm is used to enrich the interaction between users and multi-hop
connectors. Based on the abundant user-item interaction data, theBPR function objective
training of matrix factorization is carried out, and the recommendation model is estab-
lished. Later, NMF proposed by He et al. [18] is an improved factorization model, which
seamlessly combines FM and neural networks tomodel the potential interaction between
users and mobile applications. Recently, Chen et al. [19] presented an interaction-based
mobile application recommendation method (MR-UI) based on the neural graph col-
laborative filtering model. MR-UI integrates collaborative signals into model-based CF
embedding function and uses the high-order correlation in the integration graph of users
and mobile applications to achieve the recommendation task of mobile applications.
However, it is not easy to train the model with nonlinear activation function in the high-
order interaction graph of users and mobile applications. Moreover, due to the excessive
smoothing effect of graph convolution, most GCN-based models cannot model more
in-depth features and interactions, resulting in the final recommendation performance is
not so well. Therefore, this paper introduces light graph convolution networks to solve
this problem to achieve more accurate mobile application recommendation.

3 Proposed Method

The proposedmobile application recommendationmethod based on light graph convolu-
tion network is named asMR-LGC, and its framework is shown in Fig. 2. In theMR-LGC
model, firstly, the nodes of user and mobile application are initialized and embedded in
the initial embedding layer. Secondly, three convolution layers (layer1/2/3) are used to
generate each layer’s embeddings in the lightweight graph convolution layer. The high-
order connection relationship between the user and the mobile application is extracted
by smoothing the graph’s features. The embeddings of each layer are further combined
to form the final embedding representation of the user or mobile application. Finally, in
the mobile application recommendation layer, the inner product is calculated through
the final generation representation of the user and mobile application, and the prediction
scores are generated and sorted to complete the mobile application recommendation.
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Fig. 2. The MR-LGC model.

3.1 Initial Embedding Layer

The embedding vector eu ∈ R
d represents the embedding matrix of user u and ei ∈ R

d

represents the embedding matrix of the mobile application i, where d is the embedding
dimension. Because the embedding dimension of the user or mobile application is the
same, it can be considered that the parameter matrixes are integrated into an embedded
large matrix, as shown in Eqs. (1) and (2):

Eu = [eu1 , eu2 , · · · , eun ] (1)

Ei = [ei1, ei2 , · · · , ein ] (2)

3.2 Light Graph Convolution Layer

In theLGC layer, only the normalized neighborhood embedding summation is performed
on the next layer, and the operations such as self-connection, feature transformation,
and nonlinear activation are removed, which significantly simplifies the GCN. In the
combination process of the LGC layer, each layer’s embedding is summed to obtain the
final vector representation. The basic idea of GCN is to learn the vector representation of
new nodes by aggregating the characteristics of mobile application nodes and user nodes
on the graph. To achieve this goal, the model iteratively performs graph convolution,
that is, aggregating the features of neighbors into new vector representations of target
nodes. This neighborhood aggregation can be abstracted as:

e(k+1)
u = AGG(e(k)

u , {e(k)
u : i ∈ Nu}) (3)
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Among them, AGG represents the linear aggregation function, and LGC only propa-
gates information fromneighbors, eliminating the ordinary self-join operation. Similarly,
the representation of a mobile application can be obtained by propagating information
from its connected users. Intuitively speaking, the interaction between users and mobile
applications can directly reflect users’ preferences. At the same time, users who have
used mobile applications can be regarded as the characteristics of corresponding mobile
applications and utilized to measure the collaborative similarity between two mobile
applications. In LGC, a simple weighted sum aggregator is used instead of feature
transformation and nonlinear activation function. The propagation rules in LGC are as
follows:

e(k+1)
u =

∑

i∈Nu

[ 1√
Nu

√
Ni

e(k)
u ] (4)

e(k+1)
u =

∑

i∈Nu

[ 1√
Nu

√
Ni

e(k)
u ] (5)

According to the formulas (4) and (5), taking the second-order propagation
embedding as an example, it is known that:

e(2)
u =

∑

i∈Ni

[ 1√
Ni

√
Nu

e(1)
i ]

=
∑

i∈Ni

1

Ni

∑

v∈Ni

[ 1√|Nu|√|Nv|e
(0)
v ]

(6)

From the above Eq. (6), it can be found:

• the more the number of common interaction items between the mobile application
node and the user node, the more significant the impact on feature updating.

• the lower the popularity of the interactions between the mobile application node and
the user node (that is, the lower the popularity of the interactive mobile application
can better reflect the user’s personalized preference), the more significant the impact
on feature updating.

• the lower the activity degree of v, the more significant the impact on feature updating.

In the LGC layer, the embedding of different layers captures different semantics.
For example, the first layer smoothes users and mobile applications with interaction.
The second layer smoothes users or mobile applications with overlapping interactive
applications or user and combines embedding and theweighted sum of different layers to
capture the effect of the graph convolution and self-connection. The simplified network
can alleviate the problem of excessive smoothing in graph convolution aggregation
operation by aggregating the embedding of different layers. The specific propagation
process is shown in Fig. 3 below.

For example, as for user u1, its three-hop neighbors i2, i4, and i5 begin to perform the
aboveweighting and then aggregate its two-hop neighbors u1 and u2 forweighting (at this
time, u1 completes the update) and update i2. Similarly, other mobile applications i1 and
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Fig. 3. An example of the LGC propagation

i3 will be updated accordingly. Finally, u1 is updated by i1, i2 and i3. Thus, through the
mutual updating and iteration, the high-order interactive feature learning and embedding
propagation of the LGC layer are completed. In LGC, the only model parameter that can
be trained is the embedding of layer 0, that is, e(0)

u (for all users) and e(0)
i (for all mobile

applications).
When the embedding of the layer 0 is given, the higher layers’ embedding can

be calculated by LGC propagation rules defined in formulas (4) and (5). By stacking
two embedded propagation layers, users (or mobile applications) can receive messages
propagated from their hop neighbors to form the final vector representation of users and
mobile application nodes:

eu =
K∑

k=0

αke(k)
u (7)

ei =
K∑

k=0

αke(k)
i (8)

In the above formula, αk is the weight coefficient that can be learned and adjusted,
and optimized by neural network training. After many experiments, it is found that when
αk is equal to 1/ (K + 1), the experimental performance is the best.

Next, matrix propagation rules are defined. To provide an overall view of embedded
propagation and facilitate batch implementation, the user-mobile application interaction
matrix is set to R ∈ �M×N , where M and N represent the number of users and mobile
applications, respectively. If u interacts with i, Rui is 1; otherwise, it is 0. Therefore, the
adjacency matrix of user-mobile application interaction is as follows:

A =
(

0 R
RT 0

)
(9)

where T is the embedded size. Given the embedding matrix of the layer 0, the equivalent
form of LGC matrix can be obtained:

E(k+1) = (D− 1
2AD− 1

2 )E(k) (10)
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where D is a diagonally positive definite matrix of (M + N ) × (M + N ), also known

as the degree matrix of adjacency matrix A, and D− 1
2AD− 1

2 is a symmetric normalized
matrix.

3.3 Recommendation Layer of Mobile Application

After LGC layers’ embedding propagation, multiple vector representations of users u
and mobile applications i can be obtained. According to the generated node vector
representation, the inner product calculation can predict the user’s preference score for
mobile applications based on the below formula (11):

y
∧

LGC(u,i) = eTu ei (11)

4 Experimental Evaluation and Result Analysis

4.1 Dataset Description

The experimental data came from the real dataset “Shopify app store” made public
by Kaggle (https://www.kaggle.com/usernam3/shopify-app-store). The dataset includes
2,831 mobile applications, 191,781 users and 292,029 pieces of information about the
interaction between users and mobile applications. Its details are shown in Table 1.
From the dataset, we observe that most users have few interaction records with mobile
applications, and there are usually only one or two records. To facilitate the verification of
the test set for the experimental process, the interaction records without user information
are eliminated. The data with four or more interaction records between users and mobile
applications is selected as the final data set from the cleaned data set, and 75% of them
are selected as the training set and 25% as the testing set.

Table 1. DataSet information.

User Interaction Sparsity

Original data set 191,781 292,029 0.00053

After processing 5,969 44,530 0.00264

Training set 5,969 30,320 0.00179

Testing set 5,969 14,210 0.00084

4.2 Evaluation Metrics

To evaluate the effectiveness of Top-K recommendation and user preference ranking,
three widely used evaluation metrics are used in the experiment, that are NDCG@K,
Precision@K, and Recall@K. The details of them are as follows:

https://www.kaggle.com/usernam3/shopify-app-store
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• Precision: the proportion of correctly related mobile applications Recom(Ai) in all
related mobile applications Real(Ai). Its formula is as follows:

Precision = |Real(Ai) ∩ Recom(Ai)|
Real(Ai)

(12)

• Recall: the proportion of correct and relevant mobile applications Recom(Ai) in the
total recommended mobile applications Real(Ai). Its formula is as follows:

Recall = |Real(Ai) ∩ Recom(Ai)|
Recom(Ai)

(13)

• Normalized Discounted Cumulative Gain (NDCG): an indicator to measure the rank-
ing quality of recommended mobile applications in the recommendation list. The
formula is as follows:

DCG@N =
N∑

1

2(reli) − 1

log2(i + 1)
(14)

DCG@N =
N∑

1

2(reli) − 1

log2(i + 1)
(15)

Among them, reli is the user’s rating on mobile application i,DCGmakes the results
that rank higher affect the final results, and IDCG is the biggest value of DCG under
ideal circumstances.

4.3 Baseline Methods

To verify the experimental performance, the following methods are employed as
comparative methods:

• Matrix Factorization (MF) [2]: firstly the matrix is built by the historical interaction
information between user and mobile application, then user or mobile application’s
ID is embedded directly as a vector through decomposition strategies such as SVD,
finally the interaction between users and mobile applications is modeled by using the
inner product.

• Neural Matrix Factorization (NeuMF) [18]: the potential features between users and
mobile applications are extracted, and then a more complicated operation is used in
place of the simple vector inner product to complete feature interaction to make up
for the defect that the target cannot be fully fit. This model can be used in combination
with the linear relationship of MF and the nonlinear relationship of DNNS to build a
model for the potential interaction between users and mobile applications.

• Graph Convolution Networks (GCN) [4]: integrates the node information and topol-
ogy structure naturally, expresses as user-user social network and user-mobile appli-
cation graph, and learns the potential characteristics of users and mobile applications.
The local first-order approximation of spectral convolution is used to determine the
vector representation of users and mobile applications.
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• Graph Convolution Matrix Completion (GC-MC) [20]: from the perspective of link
prediction, considering matrix complement recommended by mobile applications, a
graph automatic encoder framework based on distinguishable messages transmitted
on a bidirectional interaction graph is adopted.

• Mobile Application Recommendation Based on User Interaction (MR-UI) [19]: the
high-order connectivity of user-item is introduced into specific mobile application
recommendation, and an interaction function is used to make up for the shortcomings
of the embedded representation of mobile applications and users. TheMR-UI will be
used as the main contrast method for experimentation and analysis.

4.4 Experimental Performance

In this section, we will compare the performance of all methods and analyze the exper-
imental results. In this method, the number of embedded propagation layers is 3, and K
is equal to 20. The experimental results of various methods are shown in Table 2, and it
can be found that:

• The performance ofMF is the worst in all the comparison methods. Matrix factoriza-
tion is an early model, which directly projects the user’s single ID to the embedded
system. Its inner product cannot fully fit the complex interaction between mobile
applications and users, limiting the performance of the model to a certain extent.
NeuMF is always better than MF, which shows that the neural attention mechanism
distinguishes the importance of mobile applications in the interaction history during
the similarity calculation process of mobile applications. However, from the per-
spective of user-mobile application interaction graph, this improvement originated
from the user’s sub-graph structure. More specifically, its one-hop neighbor improves
embedded learning, but it does not explicitly model the connections in the process of
embedded learning.

• In most cases, GC-MC usually has better performance than GCN, which may be
attributed to the fact that the self-coding framework with matrix completion can
generate a more accurate embedded representation of users and mobile applications.

• On the whole, MR-LGC maintains preferable performance. In particular, when K is
20, MR-LGC increases by 166.55%, 50.77%, 116.75%, and 113.6% on Recall@K
compared with MF, NeuMF, GCN, and GC-MC. Also, it rises by 74.32%, 12.12%,
46.48%, and 43.90% on NDCG@K. The most significant improvement is that MR-
LGC increases by 127.46%, 44.51%, 127.05%, and 93.67% on Precision@K. By
stacking multiple embedding propagation layers, MR-LGC can explicitly explore
higher-order connectivity, while GCN and GC-MC only use the first-order neigh-
borhood to obtain the representations of mobile applications and users. This proves
the significance of capturing collaborative signals in embedding functions.

Compared to MR-UI, the experimental performance of MR-LGC is tested in detail
when K = 20, 40 and 60 and the number of embedded propagation layers, L, is 1, 2 and
3, respectively. The specific experimental results are shown in Tables 3, 4, and 5. From
these tables and figures, it can be found that:
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• Asmentioned in SectionX.B, LGCcan capture higher-order connectivity by stacking
convolution layers. The experimental performance of different layers in LGC also
verifies this point. When the number of convolution layer is set from one to three,
the experimental performance of each metric is continuously improved. At the same
time, it also proves that it is necessary to extract the semantics of overlapping items
and high-order connectivity in mobile application recommendation tasks.

• Compared withMR-UI,MR-LGC performs better in all cases using different embed-
ded propagation layers in terms ofRecall@K,Precision@K andNDCG@K.MR-LGC
performs better thanMR-UI in any metric, which verifies thatMR-LGC can not only
extract the semantics of interaction and even overlapping items through multi-layer
embedding propagation, but also verify that the simplified NGCF model can bring
better performance in mobile application recommendation task.

Table 2. Performance comparison of various methods.

Recall Precision NDCG

MF 0.03839 0.00498 0.03093

NeuMF 0.06787 0.00784 0.04810

GCN 0.04721 0.00499 0.03681

GC-MC 0.04790 0.00585 0.03747

MR-UI 0.07850 0.00989 0.05278

MR-LGC 0.10233 0.01133 0.05392

Table 3. Recall@K.

K = 20 K = 40 K = 60

MR-UI(L1) 0.08347 0.13324 0.17106

MR-LGC(L1) 0.09260 0.14157 0.18562

MR-UI(L2) 0.08659 0.14192 0.18520

MR-LGC(L2) 0.09675 0.15142 0.19273

MR-UI(L3) 0.07850 0.13335 0.18066

MR-LGC(L3) 0.10233 0.15496 0.19661
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Table 4. NDCG@K.

K = 20 K = 40 K = 60

MR-UI(L1) 0.00929 0.00749 0.00652

MR-LGC(L1) 0.01028 0.00796 0.00701

MR-UI(L2) 0.00956 0.00790 0.00692

MR-LGC(L2) 0.01071 0.00846 0.00723

MR-UI(L3) 0.00989 0.00792 0.00698

MR-LGC(L3) 0.01133 0.00868 0.00737

Table 5. Precision@K.

K = 20 K = 40 K = 60

MR-UI(L1) 0.00929 0.00749 0.00652

MR-LGC(L1) 0.01028 0.00796 0.00701

MR-UI(L2) 0.00956 0.00790 0.00692

MR-LGC(L2) 0.01071 0.00846 0.00723

MR-UI(L3) 0.00989 0.00792 0.00698

MR-LGC(L3) 0.01133 0.00868 0.00737

4.5 Model Training

In the mobile application recommendation scenario, the recommendation system needs
to recommend single-digit mobile applications to users in tens of millions of mobile
applications. To learn the parameters in the model, we need a loss function, which can
sort all themobile applications corresponding to each user according to their preferences,
and can better reflect the user preferences. The interaction should be given a higher
predictive value. Therefore, this paper selects the BPR loss function [21], which has
been widely used in mobile application recommendation, and use Adam [22] optimizer
as mini batch. The specific loss function is as follows:

LBPR = −
M∑

u=1

∑

i∈Nu

∑

j/∈Nu
ln σ

(
y
∧

ui − y
∧

uj

)
+ λ

∥∥∥E(0)
∥∥∥
2

(16)

where λ controls the weight of L2 regularization to prevent over fitting. The trainable
parameters of LGC are only embedded in layer 0, that is E(0). This makes the complexity
of the model is same as that of matrix factorization, i.e. O(|�|K) for one pass of all
observed entries.
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Fig. 4. Performance of 3-layer LGCw.r.t. Different Regularization Coefficient λ on Shopify App
Store.

To analyze the influence of super parameters λ on model accuracy. Experiments will
be carried out for different values of λ, and the results are shown in the Fig. 4. It can
be known from the above figure that when λ is set to 1e−3, the model has the highest
accuracy, whenλ is set from 0 to 1e−3, the training effect is improved steadily. However,
when λ is set from 1e−2 to 1e−1, the training effect decreased significantly, which may
be caused by the overfitting of the model.

5 Conclusion and Future Work

This paper proposes a mobile application recommendation method based on light graph
convolutional networks (MR-LGC). In this method, firstly, a bipartite graph is utilized to
model the interaction betweenmobile applications andusers, andhigh-order connectivity
(tree graph) is used for initial embedding. Then, in the lightweight graph convolutional
layer, embedding propagation is used to capture collaborative filtering signals along the
graph structure to further refine the embedding between mobile applications and users.
Finally, the preference of users for different mobile applications is predicted by inner
product, completing the recommendation task. The rationality and effectiveness of the
MR-LGC are proved by the comparative experiments on the real data set of Kaggle.
In the next work, we will consider introducing the association graph attention network
to mine the deep interaction between users and mobile applications, and use the self-
attention mechanism to calculate the weight and influence of different neighbor nodes,
so as to achieve more accurate mobile application recommendation.
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Abstract. Recommending conferences for scholars in academic social networks
(ASNs) not only can enhance communication between scholars, but also have
a power to promote the integration and development of the Internet and other
fields. This paper propose to design a neural matrix decompositionmodel based on
scholar influence to recommend conferences in ASNs, we define the scholar influ-
ence by measuring the local influence and global influence of scholars on ASNs
based on their papers, books and projects, as well as their followers, tweets. We
evaluate the effectiveness of our models on the SCHOLAT data set. The promising
experimental results demonstrate the effectiveness of the proposed model.

Keywords: Academic social network · Academic influence · Social influence ·
Neural matrix decomposition

1 Introduction

With the rapid development of Internet, social networks have also developed from the
early stage of conceptualization to becomingmore andmore complex andmature. Nowa-
days, the amount of information is growing explosively at an exponential rate, and the
efficiency of information use is not increasing but decreasing. Users cannot get what
they need, which leads to the problem of “information overload” [1]. How to obtain
high-quality information from such a huge information cluster is a common challenge
in various research fields. Therefore, recommendation system came into being. The rec-
ommendation system recommends information and products that usersmay be interested
in by mining users’ needs and preferences [2].

The initial academic social networkwasmainly an academic search engine. Thewell-
known Google scholar was founded in 2004 and covered most academic journals when
it was first published. Until 2008, research gate went online. Users can share academic
achievements, understand academic trends in their own field, and participate in some
interest groups. CiteULike is an academic knowledge base, which is usually used to
store, manage and share users’ academic papers. In 2009, the website SCHOLAT came
out. Scholar users can build their own academic home page, manage their own academic
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information and create their own scientific research team; At the same time, it has the
function of recommending scholars, recommending scholars with similar aspirations
for users, and sharing your academic achievements with them by publishing academic
trends. In addition, users have their own attention and fans, so as to establish their own
unique social circle.

Academic conferences can quickly spread advanced technology, facilitate scientific
researchers to exchange scientific achievements, and help to create a good education and
scientific research environment. However, in practical applications, researchers often
face one problem or another, as a result, users cannot obtain the conferences information
in time and accurately. Therefore, it is necessary to study the processing and calculation of
conference information in academic social networks and make personalized conference
recommendation for scholars.

2 Related Work

At present, domestic and foreign recommendation algorithms mainly include content-
based recommendation algorithm (CBF), collaborative filtering algorithm (CF), graph
based community discovery algorithm, knowledge-based recommendation, group rec-
ommendation, and hybrid recommendation algorithms combining two or more to
overcome some defects of a single algorithm [3].

The traditional collaborative filtering system considers that the behaviors of users
are independent of each other, and does not consider the influence relationship between
users [4]. However, as a node in the recommendation system, the impact of its various
interactive behaviors on other users can not be underestimated. Indraneil Paul [5] and
others studied the authenticated users of Twitter. They found that the activity of authen-
ticated users was not only high and stable, while that of ordinary users was the opposite,
so they predicted the authentication rules of Twitter and proved that authenticated users
had greater influence. Li [6] et al. modeled and estimated the influence of users in social
networks. They introduce the concepts of individual influence and type influence, and
found that only considering local neighbors and outdated information can get better
approximate values of individual impact, subtype impact and type impact. Shi [7] et al.
proposed a new rating prediction model- RTRM to study the impact of internal factors
on users, including users’ credibility and popularity. The results show that the accuracy
is greatly improved by using trust data mining to mine the internal factors affecting the
relationship between different users.

In recent years, deep neural network has achieved some results in recommendation
system.He [8] et al. combined the twoandproposed aneural collaborativefiltering (NCF)
model. Bai [9] et al. introduced the neighbor information of users in social networks and
proposed a neural collaborative filtering recommendation method based on community
interaction.

With the continuous improvement of social network, the of recommendation system
and recommendation algorithm are also innovating, and its application field is more
and more extensive. However, the research on conference recommendation is difficult.
Wongchokprasitti [10] and others designed a conference navigator. By processing the
data of the user’s community, the system finds out the interests of the participating
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scholars, and then adds themeeting that the usermay bemost interested in to the schedule
and exports it to the calendar program for recommendation. Zhang [11] and others
designed and developed a conference recommendation system - Confer, which aims to
help participants find interesting papers and speeches, even meet and communicate with
people with common interests, and use personalized conference schedule management.

Most of the above meeting recommendation systems or algorithms are for the
schedule of a single meeting. Recommending interested meetings for them cannot be
extended to academic social networks, the recommendation resultswill inevitably appear
one-sided and not convincing.

3 Model Design

The traditional method regards all users as independent individuals without considering
the interaction between users. Academic social networks generally have attention and
fan functions, such as Research Gate and SCHOLAT. Therefore, the more friends and
fans a scholar user has, the greater the user’s influence. The research of social science
[12] literature also shows that an authenticated user can increase the credibility of his
tweets and other behaviors in social networks.

3.1 Scholar Influence Mechanism

In social networks, influence is like a business card showing users’ confidence, similarly,
influence in academic social networks is also an important reference to measure the
academic value of a scholar. According to the coverage of influence, this paper divides
scholar user influence into academic influence and social influence.

Academic Influence. The behavior characteristics of academic users in academic social
networks can be divided into academic characteristics and active characteristics. Among
them, academic features include papers, works, patents, scientific research projects, etc.
Active features refer to the dynamic behavior of scholars in academic social networks,
such as publishing dynamics, attention, fans, etc.

To measure the academic value of a scholar in this field, we must use the academic
characteristics of scholar users, this paper extracts the papers, academic works, projects
and other information of scholars and users. Define the number of papers P, the number
of works B and the scientific research project Pj, where u represents the current scholar
user. Considering the timeliness value of papers, works and scientific research projects,
that is, with the change of time, their authority and value will gradually decrease or even
disappear; Therefore, in order to better and more accurately measure the influence of
scholars and users, this paper selects three time intervals, 1 year, 3 years and 5 years,
that is, the academic achievements in recent 1 year, 3 years and 5 years are counted
separately for selection. The specific calculation can be expressed as follows:

Au = SUM(Pu + Bu + Pju)

t
. (1)

In formula (1), Au is the academic credibility of the current scholar user. When Au is
lower than a certain threshold, the academic influence of the scholar user can be regarded
as 0. Academic credibility Au is defined as the academic influence of academic users.
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Social Influence. Social influence can be understood as the credibility of academic
users in the whole academic social network. Tang [13] defined the global influence as
the influence gained through statistical indicators of the network, and defined a unified
model framework to describe it. In this paper, the global influence of scholar users
will be measured and calculated from three perspectives: the number of fans concerned
by scholar users, the amount of dynamic likes and forwards, and whether they are
authenticated users.

Attention, Fans
The social network of scholar users in the SCHOLAR is mainly built by paying attention
and being concerned. The calculation formula of the number of concerns and fans defined
in this paper is shown in (2):

Fu = SUM(Fw + Fr)

�t
(2)

where Fw, Fr represent the number of concerns and fans respectively, �t is the time
difference, that is, the time interval from the registration of the scholar user’s account to
the present, Fu is the average growth of the number of followers and followers.

Dynamic
The dynamics published by users in the SCHOLAR is similar toMicroblog. The likes and
forwarding volume of a microblog can reflect its degree of attention [14]. The dynamic
number published by a scholar user in a certain period of time can reflect the activity
of the scholar user to a certain extent. When a scholar publishes a dynamic, its likes
and forwards can be used to measure the influence of the scholar’s users. Therefore, the
praise amount is defined as Tc and the forwarding amount is defined as Tr.

Tw =
∑n

i=1 (Tic,Tir)

t
(3)

Formula (3) is the dynamic calculationmethod published by scholars in their personal
space,Tw is the dynamic weight value, t is the time interval, which is the same as the
calculation method of academic influence, t ∈ [1, 3, 5], that is, the value of t is 1 year,
3 years and 5 years, and the most appropriate one is selected. n is the total number of
dynamics published by the scholar user in the current time interval of Tic, Tir respectively
represent the praise and forwarding of the i scholar user to the dynamics. When Tic =
1, it indicates that the scholar user likes this dynamic. On the contrary, when Tic = 0,
the scholar user does not like this dynamic. Similarly, when Tir = 1, it indicates that the
scholar user forwarded this dynamic message; If Tir = 0, there is no forwarding.

Certified User
Whether a user is an authenticated user or not, its credibility (communicability) is dif-
ferent. Define whether it is an authenticated scholar user, and the influence calculation
is shown in formula (4).

Ver = Vu

N
(4)

where, Vu refers to the total number of authenticated users in the SCHOLAR, and N
refers to the total number of scholar users. Therefore, Ver is a fixed value.
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3.2 Construction of Analytic Hierarchy Process Model of Scholars’ Influence

Analytic hierarchy process [15] (AHP) is a subjective weighting method based on the
idea of linear algebra. Generally speaking, it decomposes the influencing factors related
to decision-making into three parts: influencing factors, criteria and objectives, and then
carries out calculation, analysis and decision-making on this basis. It has a very good
effect in dealing with complex decision-making problems.

Construction of Scholars’ Influence. Based on the particularity of scholars’ influence
in academic social networks, combined with analytic hierarchy process, this paper
divides scholars’ influence measurement into target layer, benchmark layer and fea-
ture layer, as shown in Fig. 1. Among them, feature layer F is all the influencing factors
mentioned above in this paper. Academic influence includes the number of papers, works
and projects, and social influence includes the number of attention and fans, the number
of dynamic users and whether they are authenticated users.

Fig. 1. AHP model of scholar influence

Build a Judgment Matrix. In this paper, scholars’ influence has been divided into aca-
demic influence and social influence, and their influencing factors have been refined. In
order to more accurately measure the influence of scholars’ users, according to the char-
acteristics of scholars’ data in the SCHOLAR, first, artificially score each influencing
factor - expert score. Compare any two influencing factors with each other, and set the
scoring scale Xij of influencing factors as 1–9 according to the importance of influencing
factors i and j. when the importance of influencing factors i and j is the same, Xij = 1,
the more important the influencing factor i is compared with j, the higher the value of
Xij; When i is compared with j to get Xij, define j and i to get Xji = 1

Xij
.

Then, through the three-layer AHP structure model of scholar influence constructed
above, combined with the above scale Xij value method, the influencing factors are com-
pared and the judgmentmatrix is constructed.Considering the privacy and confidentiality
of the scholar data, in order to obtain more accurate expert scores while preventing the
disclosure of scholar user information, this paper investigates and fills in the scoring
questionnaire for the research and development personnel of the SCHOLAR laboratory.
After statistical analysis, most people believe that “project” is the most important, fol-
lowed by “paper”, The third is “dynamic”, “pay attention to fans”, “certified users” and
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“works”. Since the premise of AHP is to have a full understanding of the concepts in
the real situation, the expert scores of various influencing factors are shown in Table 1.
The scoring is based on filling the upper right corner and the lower left corner is the
reciprocal. Therefore, through the pairwise comparison of the above six factors, we get
the judgment matrix Xm×n of scholars’ influence. It can be seen from m = n that this
matrix is a square matrix Xn×n. Therefore, in this matrix xij > 0, xij = 1

xij
, xij = 1.

Table 1. Expert score of scholar influence factors

Influential factors Paper Book Project Follow fans Dynamic Authenticated user

Paper 1 3 1/5 4 5 1/3

Book 1 1/9 1/3 1/5 1/2

Project 1 5 3 7

Follow fans 1 1/2 2

Dynamic 1 3

Authenticated user 1

Hierarchical Ranking and Consistency Test

(1) Total hierarchy sorting:

After the previous two steps, we have obtained the judgmentmatrixXn×n of scholars’
influence factors. Normalize it by column, as shown in formula (5):

xij = xij
∑n

i=1 xij
(5)

Normalization is to convert the sum of elements in each column vector into 1, and
then calculate the row sum, as shown in formula (6):

Wi =
∑n

i=1
xij (6)

Formula (7) normalizes it:

Wt = Wi
∑n

i=1 Wi
(7)

The weight matrix Wn×1 is obtained. Finally, maximum characteristic value of the
matrix Xn×n is calculated by formula (8):

λmax = 1

n

∑n

i=1

Xn×nWn×1

Wt
(8)

where, Xn×n, Wn×1 is the multiplication of two matrices.
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(2) Conformance Inspection:

Imagine, what if the judgmentmatrix constructed above is unreasonable? The answer
is consistency test. if and only if When λmax = n is the consistency matrix. Therefore,
define the inspection index CI:

CI = λmax − n

n − 1
(9)

In formula (9), λmax is the maximum eigenvalue of the matrix and n is the order of
the matrix. When CI= 0, it indicates that the matrix has perfect consistency; The farther
the CI value is from 0, the more inconsistent the matrix is. By introducing the random
consistency index RI (the value range is shown in Table 2), the size of CI can be better
measured. At the same time, define the consistency ratio CR.

Table 2. Random consistency index

N 1 2 3 4 5 6 7 8 9

RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45

CR = CI

RI
(10)

Judgment matrix Xn×n is generally considered when and only when CR< 0.1 passed
the consistency test. Then, the calculated normalized eigenvector can be used as the
weight vector.

Hierarchical Total Ranking and Consistency Test

(1) Total hierarchy sorting:

The total hierarchy sorting is to calculate the weight of the relative importance of
feature layer F and reference layer B relative to target layer t from top to bottom. The
above has obtained the hierarchical single ranking f ij of the six factors in the feature
layer F relative to the two factors in the reference layer B, where I ε[1, 6], J ε [1, 2],
and the hierarchical single ranking b1, b2 of the target layer t by the reference layer
B. Therefore, the final total ranking of levels is obtained, that is, the weight of the six
factors of feature layer f on the scholar influence of target layer t is:

Fi =
∑2

j=1
bjfij (11)
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(2) Conformance inspection:

It is the same as the consistency inspection in hierarchical single sorting. Similarly,
if and only if CR < 0.1, the consistency inspection is qualified. So far, the weight values
of the six influencing factors of scholars’ influence are obtained.

Result Calculation

According to Table 1, our judgment matrix is

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 3 1/3 2 2 1/3
1/3 1 1/5 3 3 1/3
3 5 1 7 7 1/3
1/2 1/3 1/7 1 1/2 1/5
1/2 1/3 1/7 2 1 1/5
3 3 3 5 5 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

After calculationed, the maximum eigenvalues of feature layer F of academic influ-
ence and feature layer F of social influence are 3.038 and 3.054 respectively; CR values
were 0.021 and 0.03 respectively, which passed the inspection; The weights obtained are
[0.258 0.105 0.637]T, [0.113 0.179 0.709]T. Further, the maximum characteristic value
of reference layer B is 6.519 and CR value is 0.079, which passes the test. Finally, the
weight value of feature layer F relative to target layer T is obtained, that is, the weight
value of six influencing factors of scholar influence is [0.128 0.095 0.303 0.044 0.055
0.375]T.

3.3 Neural Matrix Decomposition

In this paper, the neural network layer is used to model the interaction between users
and projects, so as to deal with collaborative filtering completely, as shown in Fig. 2.

Fig. 2. Neural collaborative filtering model
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The input layer is the feature vector of scholars and conferences, which is represented
by u and c respectively. Here, the unique identification of scholars and conferences is
introduced u _ id and c_ id is used as the feature input, and then it is transformed
into a binary sparse vector and coded. Because this is a general representation of input
characteristics, users and meetings can be represented according to it, so as to solve the
cold start problem of data. The second layer is the embedded layer, which is a fully
connected layer, which represents the sparse vector projection of the input layer as a
dense vector. In the latent factor model, the embedding of scholars and conferences can
be regarded as the latent vector of scholars and conferences. The third layer contains
multi-layer neural networks, each of which can be customized, so as to explore the
potential characteristics between scholars and conferences more widely, that is, neural
collaborative filtering layer.

To sum up, the whole process can be described as formula (12):

ŷuc = f(PTVU
u ,QVC

c ) = �output(�N(. . . �2(�1(P
TVU

u ,QVC
c )) . . .)) (12)

where P, Q∈R are the potential factor matrices of scholars and conferences respectively,
and Vu, Vc are the eigenvectors of scholars and conferences respectively, Foutput, FN
represents the mapping function of the output layer and the N layer respectively, the
final predicted value is ŷuc, and there are N neural collaborative filtering layers in total.

Letmu =PTVU
u , nc =QVC

c , then themapping function of the first neural collaborative
filter layer is formula (13):

�1(mu, nc) = mu � nc (13)

where, � is the symbol of vector inner product operation. Then, map it to the output
layer to get:

ŷuc = as(W
T(mu � nc)) (14)

In formula (14), as is the activation function and WT is the weight. When WT = 1, it
is the matrix decomposition model; Since the matrix decomposition is linear modeling,
Sigmoid is selected as the activation function.Next,multiply the scholar influenceweight
obtained above to obtain the output result of the final model. Its calculation is shown in
formula (15):

ŷuc = as((I
T
wmu � nc)) (15)

Among them, ITw is the scholar influence weight vector obtained above.
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Fig. 3. SIMF model

Thus, the neural matrix decomposition model based on the influence of scholars
shown in Fig. 3 is obtained. The SIMF (academic influence matrix factorization) layer is
a single-layer neural network, that is, neuralmatrix decomposition based on the influence
of scholars.

3.4 Experimental Results and Analysis

In order to verify the effectiveness of the model proposed in this paper, the leave one
method is used for evaluation. For each scholar user, the latest interaction behavior is
selected as the test data, and other interaction behaviors are used as the training data; At
the same time, because the data set is too large, 100 samples without interaction with
scholar users are randomly selected by random sampling to rank the test data. Finally,
the conference recommendation results are measured by calculating the hit rate HR, the
average reciprocal ranking MRR and the formula normalized impairment cumulative
return NDCG.

This paper selects the following data of SCHOLAR for experiment:

(1) Basic data of scholar users, including ID and whether they are unauthenticated
users;

(2) Academic achievement data of scholars and users, including published papers,
conferences, works and projects under research;

(3) Social space data of scholar users, including paying attention to fans and dynamics.

By processing the conference paper data displayed by scholars in the SCHOLAR
personal space, we get the scholar conference list of each scholar user, and get the one-to-
one correspondence of 3847 scholars conferences. After manual de filtering, we finally
get the correspondence of 3064 scholars conferences.

As can be seen from Fig. 4, HR, MRR and NDCG have reached more than 0.45,
which verifies the effectiveness of the neural matrix decomposition model based on the
influence of scholars proposed in this paper and can achieve satisfactory conference
recommendation results.
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Fig. 4. HR@10, MRR@10, NDCG@10

4 Summary

Starting from the academic social network, this paper points out the necessity of con-
ference recommendation research. We propose to design a neural matrix decomposition
model based on scholar influence to recommend conferences in ASNs. We used the data
set of academic social network - scholar to carry out the experiment. Firstly, we define
the local influence and global influence of scholars, and calculate their weight by AHP.
Secondly, the traditional MF is extended to the neural network and multiplied by the
influence weight of scholars. Finally, an improved neural matrix decomposition model
based on scholar influence is obtained. The promising experimental results demonstrate
the effectiveness of the proposed model.
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Abstract. Open source software (OSS) development has become a
trend and many popular software systems are developed and maintained
by open source communities. In open source communities, developers
are loosely organized which brings difficulties to the management of OSS
projects. The events happening in the open source community may affect
the development of the OSS project, which should be taken care of by
the project organizers. Unfortunately, to identify these events from large
amounts of messages generated in the community, especially from multi-
ple sources, is still a big challenge. In this paper, a Domain-embedding-
based Open-source Community Event Monitoring Model (DOCEM) is
proposed to identify events from multiple sources. Specifically, DOCEM
is based on DualGAN and StarGAN. An event dataset for Tensorflow
project is constructed to train and test DOCEM. The experiment results
show that DOCEM has much better performance than counterparts.

Keywords: Open source community · Event monitor · Domain
embedding

1 Introduction

Internet is changing the way of working including software development. Open
source software (OSS) development on the Internet is becoming more and more
popular. Many successful software packages are developed and maintained by
open source communities.

In an open source community, developers coming from different organiza-
tions, different places even different countries work together in a self-organized
way. They submit codes, raise issues, answer questions, post review comments
and organize discussions to push the project forward. Unfortunately, most OSS
projects fail in practice and how to run OSS projects is still a big challenge.

It is unavoidable that events happen from time to time in open source com-
munities. Here, the event is defined as the reaction and discussion of users on
the Internet due to specific reasons within a given time [3]. These events should
be taken care of because they affect the development of the community, such as
the discovery of potential bugs, user complaints, and requests to new features.
c© Springer Nature Singapore Pte Ltd. 2022
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OSS project managers should notice the happening of these events and take
measures to handle these events in time to reduce the risk in the community
as early as possible. This has to bring a huge burden to managers. Some open
source platforms, such as GitHub, Gitee and Bitbucket, have implemented the
notification function, which only provides updates about the activity on plat-
forms that users subscribed to. In this paper, we try to discover important events
that often corresponds to multiple messages and it’s difficult to identify events
by reading messages and summarizing them by managers manually. Therefore,
we try to develop a monitoring model to identify the events happening in the
open source community automatically.

At the same time, some important events also appear outside of the open
source platform. For instance, members of an OSS project often form discussion
groups on Twitter, Stack Overflow or other technical forums. They exchange
ideas and discuss problems about an OSS project. Therefore, to identify events
needs making use of data from multiple sources. However, each technical forum
has it’s language style so that a model working well on a platform often perform
bad on another platform.

Therefore, we proposed a Domain-embedding-based Open-source Commu-
nity Event Monitoring Model (DOCEM) to detect events from GitHub, Stack
Overflow and Twitter. DOCEM can identify events in a timely manner, which
helps community manager take measures to reduce the risk of community oper-
ations and capture the common needs of community users.

The remaining of this paper is organized as follows. Section 2 reviews the
related work on event detection and open source community. In Sect. 3, we
introduce the framework of DOCEM and its three components: event detec-
tion module, event ranking module and event summarization module. Section 4
introduces the three models in event detection module, especially the domain
embedding model. Section 5 introduces the event ranking module and event sum-
marization module. Section 6 presents the experiment in detail. Conclusions are
given in Sect. 7.

2 Related Work

Event monitoring technology can be classified according to event type (specific or
non-specific), monitoring task (retrospective or new event type) and monitoring
method (supervised or unsupervised) [1]. The types of events in the open source
community are not known in advance and most of the data is not labelled.
For this task, a common framework can be adopted [8], which includes an event
detection module, an event ranking module and an event summarization module.

The core module is the event detection module, which can be classified into
three main classes: term interestingness, topic modeling and incremental cluster-
ing [8]. The method of event detection based on term interestingness is dependent
on the choice of keywords. This type of method often discovers potential key-
words from the text, and then uses search or clustering methods to detect events
[12,14,28]. Event detection based on topic modeling refers to the identification
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of possible events in the text information flow through possible topics [2,27]. The
event detection algorithm based on incremental clustering can grow the cluster
by itself as the data grows, which is the most suitable for the task of event
detection [7,15,19].

The event ranking module is used to find the most popular events. The event
can be ranked based on novelty score [12], information entropy [9,19] or user
diversity [9]. And the event summarization module can give a legible summary to
user, which can be constructed by TF-IDF [11], Phrase reinforcement algorithm
[23] or TextRank [13,16].

For the event processing of the open source community, Wahyudin et al. [25]
proposed an event-based OSS project monitoring system to find the risks in open
source community, but they only focus on subscription and other simple trigger
information, instead of the more important text information.

For the anomaly detection of the open source community, Goyal et al. [6] can
identify abnormal git commit, for example, new user, new language, too long
code and so on. However, it can only detect commit events.

3 A Domain-Embedding-Based Open-Source Community
Event Monitoring Model: DOCEM

In an open source community, project members not only discuss on the OSS
platforms, but also discuss on other platforms such as Twitter and Stack Over-
flow. Specifically, we find people are more likely to express their opinions towards
the project on social media, and describe their problems on technical forums.
Moreover, event detection based on the data from forums and social medias can
help community to find common requirements, discover potential bugs, recog-
nize product weakness and even identify the gap between product competitors.
Therefore, the data from open source platforms and other sources should be used
for event detection together.

We propose the Domain-embedding-based Open-source Community Event
Monitoring Model (DOCEM) based on multi-source data. As shown in Fig. 1,
DOCEM also consists of event detection module, event ranking module and event
summarization module. Event detection module discovers instance clusters from
multi-source instances as events; event ranking module is responsible for ranking
the events based on their information and popularity and event summarization
module extracts legible text summaries from events. Moreover, event detection
module consists of Embedding models, Domain Embedding model and Group
model. Embedding model maps the text from each domain to text vector; domain
embedding model is used to map text vectors from different domains to a specific
domain that can eliminate domain transferring cost; and group model clusters
instances based on text vector similarity.
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Fig. 1. The framework of DOCEM

4 Event Detection Module

4.1 Embedding Model

An embedding model can map the text into a fixed-length vector so that the
distance of the vectors mapped from semantically similar texts is close. In this
paper, we choose Doc2Vec [10] and SentBERT [21] as embedding models.

Doc2Vec [10] is a sentence embedding model, which represents each sentence
as a vector. Doc2Vec is further classified into two kinds of model including PV-
DM and PV-DBOW. We choose PV-DM in this paper, which uses frozen pre-
trained Word2Vec [17] to train paragraph matrix which represents the sentence.
The negative sampling [18] is used in the output stage instead of calculating the
loss from the total vocabulary.

The BERT [5] model has achieved State-of-the-Art (SOTA) in many NLP
fields, including machine translation, semantic similarity, etc. But because the
BERT model needs to pair sentences when performing semantic similarity calcula-
tions, the time complexity is very high. The SentBERT [21] model uses the Siamese
network model to input sentences into two BERT models with shared parameters,
and then obtains the representation vector of each sentence. There are three ways
for SentBERT to obtain fixed-length sentence vectors. One is to add [CLS] to the
beginning of each sentence as a vector representation of the entire sentence like
BERT, the next one is to take the mean pooling of the word vector of each word,
the last one is to take the maximum pooling of the word vector of each word. And
three different structures and objective functions are formulated for three different
task settings. We only use mean pooling to train SentBERT.

4.2 Domain Embedding Model

As shown in Table 1, the text data from different sources differs in style, length
distribution, vocabulary and information distribution, which lead to the domain
loss between vectors from different sources. Take text in Table 1 as an example,
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due to domain loss, although the first GitHub text and the first Twitter tweet
talk about the same topic (DLL load error while importing TensorFlow), their
cosine similarity under SentBERT embedding is 0.6782, compared to 0.7348
which is the cosine similarity between two different topic Twitter tweets in
Table 1.

Table 1. Table of different source text data about Tensorflow community

GitHub text Stack Overflow text Twitter tweet

Win10: ImportError: DLL
load failed while importing
tensorflow: A dynamic link
library (DLL) initialization
routine failed.

Keras model training
memory leak

Hi @Tensorflow i install you
but when i import you as
“import tensorflow as tf”
you will give a dll load error
of this plz help my Whole
Final Year Project is on you

Cannot use keras
estimator from model()
in distributed cluster

Tensorflow importerror:
dllload failed while
importing
pywrap tensorflow internal

I met a module missing error
when I install @Tensorflow.
pls help a friend out

Therefore, to eliminate loss between different domains, we propose the dou-
ble domain embedding model (DoubleDEM) based on DualGAN [26] and the
multiple domain embedding model (MultiDEM) based on StarGAN [4], which
exploit unsupervised methods to embed vectors from different domains into the
specific domain.

In this section, we will introduce DoubleDEM and MultiDEM in detail.

Double Domain Embedding Model (DoubleDEM). Inspired by Dual-
GAN used in image translation, we propose DoubleDEM which can transfer
vectors in two domain to each other. We trained DoubleDEM in an unsupervised
adversarial method. As shown in Fig. 2, the goal is training generator GA2B and
GB2A which can generate the target vector from source vector. The training
goals are following:

1. The Domain discriminators DA and DB need to distinguish the real vector
and fake vector.

2. The generators GA2B and GB2A can generate a fake vector in target domain
with a vector in source domain as input.

3. The generators GA2B and GB2A can reconstruct vectors by generating twice.
4. The generators GA2B and GB2A try to generate vectors that have similar dis-

tribution with the target domain, so as to confuse the domain discriminators
DA and DB .

As shown in Fig. 2, before the training, it is required to pre-train one or two
embedding models and froze them. Firstly, using an embedding model to embed
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Fig. 2. DoubleDEM training processing

two sentences from different sources into vectors in two domains. These vectors
are real vectors so they are denoted by green a and b. Then red fake vector
GA2B(a, z) and GB2A(b, z′) are generated by generators GA2B and GB2A, where
z and z′ are random noises. Meanwhile, domain discriminators DA and DB

distinguish the real vectors a and b, fake vectors GA2B(a, z) and GB2A(b, z′)
respectively. Finally, orange reconstructed vectors GB2A(GA2B(a, z), z′) and
GA2B(GB2A(b, z′) are generated by using generators GA2B and GB2A again to
obtain the reconstruction loss.

Training loss consists of two parts,i.e., adversarial loss and reconstruction
loss. Generator loss function and discriminator loss function are calculated cor-
respondingly. The two discriminator loss functions Ld

A and Ld
B in discriminator

DA and DB respectively, are defined by Eqs. 1 and 2.

Ld
A(a, b) = DA(GB2A(b, z′)) − DA(a) (1)

Ld
B(a, b) = DB(GA2B(a, z)) − DB(b) (2)

Due to the same goal of generators GA2B and GB2A, both generators share
the same generator loss function Lg. Generator loss function Lg is calculated
from the reconstruction loss Lg

Re and the adversarial discrimination loss Lg
Dis

according to Eq. 3.

Lg(a, b) = Lg
Re(a, b) + Lg

Dis(a, b) (3)



DOCEM: A Domain-Embedding-Based Open-Source Community 409

The discrimination loss lgDis is obtained by calculating the discriminator error
according to Eq. 4. The reconstruction loss Lg

Re is obtained according to the L1
error according to Eq. 5, where λA and λB are two constants.

Lg
Dis(a, b) = −DA(GB2A(b, z′)) − DB(GA2B(a, z)) (4)

Lg
Re(a, b) = λA||a − GB2A(GA2B(a, z), z′)||1 + λB||b − GA2B(GB2A(b, z′), z)||1

(5)
After training, we choose a specific domain, take domain A for example, then

exploit the trained generator GB2A as the domain embedding model. For embed-
ding vector in domain B, we use the domain embedding model to transfer it to
domain A. By doubleDEM, we can transfer the vectors from different domains
to one specific domain, which can eliminate the gap between two domains.

Multiple Domain Embedding Model (MultiDEM). DoubleDEM is not
suitable for multiple domain transferring task. When the number of domains
is n, it needs n2 generators to achieve domain transferring task. As shown in
Fig. 3, each double-headed arrow represents two generators. It will make the
model really complex.

Fig. 3. Multiple domain transferring with DoubleDEM

Therefore, we propose the Multiple Domain Embedding Model(MultiDEM)
based on StarGAN [4], which contains only one generator no matter of the
number of domains.

MultiDEM has only one generator G. Unlike ordinary generators, this gener-
ator takes text vector and target domain label as input, and outputs the target
domain vector. In addition, there is only one discriminator D to discriminate real
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and fake vector in training. This discriminator not only needs to distinguish the
real and fake vector, but also needs to classify the input vector into its domain.

Before training, it is still necessary to pre-train and freeze one or more embed-
ding models. As shown in Fig. 4, the MultiDEM is trained in sequence along the
blue, brown and pink paths. Firstly, the text are mapped to the green real vec-
tor v through the embedding module, corresponding to the domain S, and the
domain label is s. After that, the red fake vector G(v, t) in domain T is gener-
ated by the generator G with vector v and target domain label t as input. In the
next stage, orange reconstruction vector G(G(v, t), s) is generated by the source
field label s and the generated fake vector G(v, t). In this stage, reconstruction
loss LRe is calculated. Finally, discriminator D distinguishes and classifies the
fake vector G(v, t) and the real vector v. In this stage, adversarial loss LAd and
classification loss LCl are calculated.

Fig. 4. MulitDEM training process

In short, the goals of training are following:

1. The discriminator D needs to distinguish the true and false of the text vector
and be able to classify the text vector to the corresponding domain.

2. The generator G takes a certain domain vector and the target domain label
as input, and generates a fake vector in target domain.

3. The generator G can reconstruct the vector based on the source domain label.
4. The generator G tries to generate vectors that have similar distribution to

the target domain, in order to confuse the discriminator D.

As described in above, The loss of the MultiDEM training includes three
aspects. The first one is the adversarial loss LAd, which is determined by the
ability of discriminator D to distinguish the real and fake vector; the second one
is the classification loss LCl, which is determined by the ability of discriminator
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D to classify the vector domain; the last one is reconstruction loss LRe, which
is determined by the ability of generator G to reconstruct source vector.

For the adversarial loss LAd, it can be calculated by Eq. 6, where v is the
real source vector in domain S, G(v, t) is the fake generated vector in domain
T , and Dsrc is the function of the discriminator D to distinguish real and fake
vector, whose output is 0 or 1.

LAd = Ev[log Dsrc(v)] + Ev,t[log(1 − Dsrc(G(v, t)))] (6)

For the classification loss LCl, we divide it into discriminator classification
loss Ld

Cl and generator classification loss Lg
Cl, which are obtained by Eqs. 7 and

8, where s is the source domain label of real source vector v and DCl is the
function of the discriminator D to classify the vector domain, whose output is
the possibility of specific domain.

Ld
Cl = Ev,s[− log DCl(s|v)] (7)

Lg
Cl = Ev,t[− log DCl(t|G(v, t))] (8)

For the reconstruction loss LRe, it is similar with DoubleDEM’s reconstruc-
tion loss. With real vector v in domain S and the target domain label t, LRe is
calculated by Eq. 9.

LRe = Ev,s,t[||v − G(G(v, t), s)||1] (9)

According to the adversarial loss LAd, classification loss LCl and reconstruc-
tion loss LRe, we can get the discriminator loss LD and generator loss LG by
Eqs. 10 and 11 respectively, where λ1 and λ2 are both constants.

LD = −LAd + λ1L
d
Cl (10)

LG = LAd + λ1L
g
Cl + λ2LRe (11)

Since the input of the domain embedding model is the vector, the generator
G is constructed by a fully connected layers. The discriminator D needs two
outputs, so there are two output layers, which are the n-Softmax layer for domain
classification and the Sigmoid layer for true and false discrimination. The hidden
layers are built with fully connected layers.

After training, we exploit the generator G as MultiDEM. After selecting a
specific domain S, it is able to transfer the other domain vectors into domain S
with the domain label s as input.

4.3 Group Model

Group Model is used to group the similar semantic texts into same cluster by the
embedding vectors. Based on First Story Detection (FSD) [19,22] algorithm, we
propose the Time-based First Story Detection (TFSD) algorithm, whose main
difference with FSD [19,22] is that it uses the time span as the time window
threshold ws instead of time window length. In other words, when the time
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span of the window exceeds the threshold ws, the older instance will be pushed
out of the time window, while the traditional FSD algorithm will push out the
oldest instance out only when the time window length exceeds the threshold ws.
Therefore, the length of the time window W in the TFSD algorithm is unlimited.
The reason is that we hope the DOCEM can detect intensive events in a certain
period, without being bound by the length of the time window.

Algorithm 1: Time-based First Story Detection(TFSD)
Data: similarity threshold t, time window threshold ws, list of text vectors

sorted by time L
Result: Text vector cluster dictionary classification

1 initialization;
2 queue W := [], int c := 0;
3 dict classification := {} ;
4 for text vector v in L do
5 if W is empty then
6 classification[v] := c ;
7 c := c + 1 ;

8 else
9 vnearest := nearest vector of d in W ;

10 if cosine sim(v, vnearest) < t then
11 classification[v] := classification[vnearest] ;
12 else
13 classification[v] := c ;
14 c := c + 1 ;

15 end

16 end
17 if time interval of W > ws then
18 remove oldest vectors from W until time interval of W ≤ ws ;
19 else

20 end
21 push v to W ;

22 end
23 return classification;

Through the TFSD Algorithm 1, each instance vector will first perform sim-
ilarity calculation with each instance in the time window, and the neighbor
instance with the biggest similarity will be recorded. If the maximum similarity
exceeds the similarity threshold t, then the current instance will be divided into
the event cluster that this neighbor instance belongs. If the maximum similar-
ity does not exceed the similarity threshold t, then the current instance will be
treated as a new event cluster. If the time interval between the newest instance
and the oldest instance in the time window exceeds the threshold ws, the oldest
instance will be pushed out of the window W until the time interval of W ≤ ws.
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5 Event Ranking and Event Summarization

5.1 Event Ranking

A lot of instance clusters will be generated by event detection. An Event Ranking
module is required to find the most important event. We choose average atten-
tion score C and average information entropy E as ranking metrics. Average
information entropy E is the geometric mean of the information entropy from
each source, calculated by Eq. 12. Average attention score C is calculated by the
sum of the total number of comments on GitHub issue data, the total number
of votes and comments on Stack Overflow data, and the total number of likes
and retweets on Twitter data, then divide by the total number of instances in
the event cluster.

E = −
∑

w

nw

N
log

nw

N
(12)

5.2 Event Summarization

This paper uses the TF-IDF algorithm [11] as Event Summarization module to
summarize the keywords of the event cluster. After removing the stop words,
calculate TFw and IDFw of each word w separately according to the formulas
13 and 14, where nwi represents the number of times the word w appears in the
text i,

∑
w nwi represents the total number of words in the text i, |c| represents

the number of instance texts in the event cluster, and |i : w ∈ i| represents the
total number of instance texts in the event cluster that contain the word w. Use
the product of TFw and IDFw as the importance of the word w, and select top
six as the keyword summary of the event.

TFw =
nwi∑
w nwi

(13)

IDFw =
|c|

|i : w ∈ i, i ∈ c| + 1
(14)

6 Experiments

6.1 Datasets

We evaluate the embedding model and domain embedding model on a dataset.
Because there is no existing dataset for open source community event monitoring
task, we construct the dataset by ourselves.

First, we constructed the TensorFlow GitHub event dataset based on con-
nections between issue comments. In GitHub, as shown in Fig. 5, if a new issue is
similar to a previous one, the precedent comments might mention the previous
one. It is called mentioned event and is very common in open source community.
Therefore, we use PyGitHub to obtain the issue data from the TensorFlow com-
munity, then we utilize each issue as a node and connect two nodes if they have a
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mentioned event. A GitHub event dataset is constructed by choosing some large
issue sub-graphs that are disconnected from each other and each issue sub-graph
contains similar issues.

(a) new issue#49265 (b) previous issue#35747

Fig. 5. Similar issues in Tensorflow

Then according to the topic keywords extracted from GitHub events by TF-
IDF [11], Tensorflow Twitter dataset is obtained through Twint and Stack Over-
flow dataset is constructed through Google BigQuery. Some keywords are shown
in the Table 2. In addition, for some common errors reported by Stack Overflow,
such as “runtime error”, and some common complaints on Twitter, such as “hard
to use”, keyword search and filtering is performed to get the unique events.

Table 2. Some keywords extracted from GitHub Dataset

Event label Keywords

1 rnn, transformed, keras, error, executed, bug

2 tf.function-decorated, decorated, variables, valueerror, non-first call, error

3 gpu, cuda, set visible devices, setting up virtual devices, visible device, device

4 build, libtensorflow, libtensorflow cc.so, library, c++, config

5 bazel, cuda, gpu, build, error, dependency

Relying on the above method, the GitHub event dataset contains 40 events
and 834 instances; the Twitter event dataset contains 24 events and 523
instances; and the Stack Overflow event dataset contains 31 events and 723
instances. Among them, the Stack Overflow event dataset and GitHub dataset
overlap with 23 events, and the Twitter event dataset and GitHub event dataset
overlap with 21 events. The text in GitHub event dataset consists of issue title,
issue body after removing irrelevant text and the last line of the code; the text in
Stack Overflow event dataset consists of question title; and the text in Twitter
event dataset consists of tweets.
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6.2 Experiment Results

TFSD is used to group instances and Best Adjusted Rand Index(Best-ARI) is
selected as the main evaluation metrics. Best Adjusted Rand Index is defined
as the largest Adjusted Rand Index (ARI) [20] score under different similarity
threshold t in TFSD. Meanwhile, time window threshold ws is set to positive
infinity in evaluation. The purpose of all the above methods is to eliminate the
effect of the parameters of the TFSD algorithm.

We choose two embedding models in our experiment. Doc2Vec [17] is trained
on GitHub, Stack Overflow and Twitter data, denoted as Doc2Vec Source.
Another model is paraphrase-mpnet-base-v2 in the SentBERT [21] model which
uses mpnet-base [24] as the base model, denoted as SentBERT. Both of them
can choose DoubleDEM, MultiDEM or None.

The experiment results are shown in the Table 3. It can be seen that using
the domain embedding model is generally better than that of the single domain
embedding model. Especially for the Doc2Vec Source model that is trained by
domain dataset, the performance is more obvious.

Table 3. Best-ARI evaluation results of multi-source event detection

Github+Stack Overflow Twitter+Github+Stack Overflow

Doc2Vec Source 0.3589 0.3248

Doc2Vec Source+DoubleDEM 0.4828 \
Doc2Vec Source+MultiDEM \ 0.4862

SentBERT 0.4916 0.5176

SentBERT+DoubleDEM 0.5146 \
SentBERT+MultiDEM \ 0.5368

Table 4. V-Measure evaluation results of multi-source event detection

Github+Stack Overflow Github+Stack Overflow+Twitter

Homogeneity Completeness v-measure Homogeneity Completeness v-measure

Doc2Vec Source 0.8176 0.4707 0.5974 0.6741 0.4502 0.5399

Doc2Vec Source+DoubleDEM 0.6341 0.5236 0.5735 \ \ \
Doc2Vec Source+MultiDEM \ \ \ 0.6223 0.5469 0.5821

SentBERT 0.7142 0.5051 0.5917 0.7284 0.5291 0.6129

SentBERT+DoubleDEM 0.6349 0.5814 0.6069 \ \ \
SentBERT+MultiDEM \ \ \ 0.6849 0.6224 0.6521

In order to show the results more prominently, prediction results of above
models are also evaluated by V-Measure, which consists of homogeneity and
completeness. The result is shown in Table 4. After adding DoubleDEM and
MultiDEM, generally, homogeneity will decrease and completeness will increase.
The reason is that domain embedding can map different sources data belonging
to the same event into a closer position, which reduces the number of classes to
be divided.
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7 Conclusions

In this paper, we propose a DOCEM to monitor events from multiple sources
in the open source community. We design the domain embedding model to map
text vectors from different domains to a specific domain, which can estimate the
domain transferring cost. Besides, we established an event dataset to evaluate
event detection module and found domain embedding model performing better
in merging multi-source events.
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Abstract. Through the learner’s historical learning to study the knowledge state
over time, knowledge tracing can predict the learner’s future learning performance.
It is an important issue in personalized tutoring. Although there are many related
works on knowledge tracing, the existing methods still have some problems. For
example, the tracing exercises are limited to a single historical exercise, the con-
cept to be tested is limited to a single knowledge, and the semantic information
on multiple concepts is rarely explored. To address this issue, a Diversified Con-
cept Attention model for Knowledge Tracing (DCAKT) is proposed in this paper.
Our method makes up for the shortcoming of the single concept of tracing, which
applies natural language processing technology to get multiple concepts from
the attention layer of emotional consciousness over time. Then we use an atten-
tion mechanism that evaluates the correlation between the exercises to be tested
and historical concepts. This article uses the real datasets of the ASSISTments
intelligent tutoring platform and a college engineering course on statics to assess
the performance of DCAKT. In addition, our method can independently learn
meaningful exercise sequences containing correct concepts.

Keywords: Personalized tutoring · Knowledge tracing · Diversified concept ·
Attention layer of emotional consciousness · Attention mechanism

1 Introduction

A large-scale online learning courses and intelligent learning systems have emerged on
the Internet recently, learners obtain the relevant knowledge and appropriate guidance
necessary to complete the exercises from a variety of ways. Faced with a new question,
learners can guess the answer to the test exercises depended on a lot of concepts that has
appeared in many exercises. For instance, the learner answers the exercise “5 + 2 + 7”,
and then the learner masters the concepts of decimal and addition. When encountering
an exercise “8 + 2”, learners can answer this exercise based on the concepts they have
learned. In the learning process, how to systematically and accurately trace the knowl-
edge state of learners has become very important. Knowledge tracing is an important
link in the realization of personalized teaching. Therefore, the study of the knowledge
forgetting and updating is particularly important.

© Springer Nature Singapore Pte Ltd. 2022
Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1492, pp. 418–430, 2022.
https://doi.org/10.1007/978-981-19-4549-6_32

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-4549-6_32&domain=pdf
https://doi.org/10.1007/978-981-19-4549-6_32


Diversified Concept Attention Method for Knowledge Tracing 419

The knowledge tracing could predict the current learner’s concept mastery status
based on the learner’s historical exercise performance. The problem of knowledge trac-
ing is transformed into: the exercise label contains exercise key K = {k1, k2, . . . , kt−1}
and knowledge concept C = {c1, c2, . . . , ct−1}. The interactive sequence of historical
exercise answers and knowledge components are combined into a sequence contain-
ing knowledge state [2]. The current time is marked as t, and there are t − 1 his-
torical times in the time axis 1, 2, . . . . . . , t − 1. Record the sequence of historical
exercise answers as X = {x1, x2, . . . , xt−1}, and the sequence of exercise concepts as
C = {c1, c2, . . . , ct−1}. The tuple in the interaction sequence is defined as xt = (et, rt, t),
where et ∈ {1, 2, . . . ,E} is the sequence of exercises [7]. The learner’s answer vector
to the exercise key kt is denoted as rt . Finally, the model predicts the probability that
learners answer the exercises correctly, which is p = (rt = 1, kt |X). At present, rich
knowledge tracing methods have provided a basic solution to the exercise of a single
knowledge concept. However, this field also faces many challenges: Firstly, the knowl-
edge concepts contained in the exercises exist in various situations. Secondly, the state
of knowledge acquired by learners is dynamically changing [5]. Furthermore, how to
deal with the changing, dynamic and different learning ability of learners in time is
also a difficult problem. The development of knowledge tracing methods and related
technologies has become important.

In order to overcome the above obstacles and deal with the exercises of multiple
and complex concepts in all aspects, we transfer the problems of multiple fields to the
newly emerging exercises. Use the transformed exercise concepts to detect the cognitive
state of the test questions and predict the learner’s knowledge mastery. This paper pro-
poses a newmethod called Diversified Concept AttentionModel for Knowledge Tracing
(DCAKT). This method introduces the emotional awareness attention layer to capture
the multiple knowledge concepts in multiple domain problems, and first obtains the data
of several attention modules from the multiple concept attention modules. Then, in the
diversified semantic module, the content of the context and the semantic relationship of
the content are used to calculate the data of the context chunks. After that, the attention
mechanism is used for calculating the weight of the concept distribution of exercise keys
and multiply it with the vector of historical exercise answers to obtain the characteristic
scores of the learners’ answers to the test exercises. In order to trace related concepts of
historical exercises, this paper proposes a new method of calculating attention scores.
Finally, we apply four real datasets of the ASSISTments intelligent tutoring platforms
and international university engineering courses in statics to assess performance of our
algorithm.

The article is set up as follows: the related work of deep learning and multiple
semantic attention algorithms is discussed in Sect. 2, and the DCAKT is present in
Sect. 3, which including diversified concept module, diversified semantic module, and
attention classification layer. In Sect. 4, the comparative experimental analysis of the
DCAKT method is carried out. Finally, there are conclusions and prospects.
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2 Related Work

According to the learner’s historical performance, knowledge tracing infers mastery of
the concept. Then it predicts the learner’s answer to the newly emerging exercises, so
as to provide corresponding data support for future learning tutoring [13]. In teaching,
some assumptions are the premise of knowledge tracing. The exercises will contain
some similar and unique concepts. One topic can transform to multiple concepts, etc.
[4]. Due to the establishment of these conditions, researchers can better study the effect
of knowledge on learners’ performance in answering exercises. The general knowledge
tracing model contains the two steps. Firstly, we get the concepts depended on deep
learning. Secondly, we calculate the similarity between learning concepts based on the
content of the exercise context.

2.1 Concept Extraction Method Based on Deep Learning

Existing deep learning concept extraction models such as Deep Knowledge Tracing
(DKT) [3] and Dynamic Key-Value Memory Networks (DKVMN) [1].

Deep Knowledge Tracing uses recurrent neural networks for learning. Without the
explicit coding knowledge, the ability to express more complex knowledge states can
be obtained. DKT uses the Long Short-Term Memory [11]. For the interaction between
the DKT model and students, the input is xt = {qt, at}. Where at is the answer result, qt
is the exercise query.

Dynamic Key-Value Memory Networks are composed of concept correlation and
each traced concept state.When a new exercise qt arises, the qt needs to find the concepts
cit and c

j
t . Then we seek the corresponding knowledge states s

i
t−1 and s

j
t−1 to predict the

mastery cit and c
j
t under corresponding t timestamp, and the question answering situation.

After students solve the problems, our model will update the two concepts. All concepts
under this timestamp will be merged.

Deep learning [8] has become more and more popular. The nature of the traditional
exercise document leads to the knowledge information with few contextual links in the
description of exercises. This means that the concept extraction method based on deep
learning does not work very well in the semantics. Such as “soccer player” and “football
player” have the similar meaning, but the grammar does not associate together very
well. Thus, how to conduct more knowledge mining on semantics has become a major
challenge.

2.2 Diversified Semantic Algorithm

The diversified semantic algorithm divides all exercises into a number of semantic com-
binations through semantic division. For the exercises to be queried, the attention feature
is calculated in each of the divided semantic combinations. After that, the conceptual
information of all semantic combinations is integrated. At present, the scholars have
done much research for multiple semantic algorithms, which can contain semantics and
grammar.

Semantic-based attention method adopts an ontological approach to enhance seman-
tic descriptiveness. Combining the way of sub-concept matching, the concept matching
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problem is transformed into a bipartite graph expansion matching problem. In the cases,
the semantic-level attention algorithms are harmful to the effectiveness of knowledge
tracing algorithms.

Except the above shortcomings, most of the existing research ignores the diversity
of the characteristics of the exercises, which is very beneficial to obtain the difference
of conceptual information.

According to the above analysis, we apply the mention-aware attention layer to cap-
ture diversified concepts in multiple domains. Then, in the diversified semantic module,
the model uses the context content and content semantics to calculate the data of the
context chunks. Finally, the attention mechanism is used to calculate the relationship
of exercise concepts. This paper proposes an attention calculation method for exercises
combined with multiple semantics to discover global historical concepts and individual
nuances, which enhances entity type recognition. Our method has the global charac-
teristics of the concept and the overall representation of exercise concept, focusing on
the diverse and distracting characteristics of exercise descriptions. So as to achieve the
expected effect of knowledge state calculation.

3 The DCAKT Method

The DCAKT method takes the learner’s answering time at the entrance to the require-
ments. It analyzes the relationship between the statement descriptions of the exercises
anduses natural languageprocessing technology to extract the knowledge in the exercises
needed for knowledge tracing. At the same time, the model extracts similar elements
from the exercise description text and defines them as conceptual attributes, and then
measures the attention score between the knowledge requirements for the exercises to
be tested and the knowledge attributes contained in the learners’ historical exercises.
Finally, the knowledge of the exercises is sorted according to the attention score, and the
concepts with large attention scores are selected and returned to the learner [14] for their
choice. The following chapters are based on the extraction diversified conceptual atten-
tion needs and the integration of multiple semantic attention features. Figure 1 shows
the framework of the knowledge tracing in the article. The model contains three parts:

(1) Information required for diversified based on the learners’ historical answers.
(2) Diversified Semantic Module.
(3) Attention classification layer.

The data in the first part of the figure come from the ASSISTments intelligent
guidance platform and the engineering statics courses of international universities.
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Fig. 1. A framework of diversified concept attention model for knowledge tracing

3.1 Concepts Required Knowledge Tracing

The concepts needed for knowledge tracing are stored in the text describing the exer-
cises, which is the most direct and specific form that learners can obtain by reading
the exercises. The concepts required for traditional knowledge tracing are described in
natural language [10–12]. In the text, the elements required for multiple knowledge trac-
ing are described based on the learners’ historical answer sentences [13]. For example,
sum-of-interior-angles-more-than-three-sides.

The knowledge element of history exercises refers to the key elements that can
reflect the needs of knowledge concepts starting from the learners in the smart learning
platform, including finding the role of the learner, the demand for solving the problem,
and the expression of the calculation, as shown below:

The learner is the role of doing exercises. For example, “music player”. The specific
manifestations can be roughly divided into four types [11, 12]: single nouns, such as
learner, etc.; nouns modify nouns, such as chess learner; adjectives modify nouns, such
as good learner; mixed modified nouns, such as good chess learner. Obviously, the role
is only composed of two parts of speech, noun and adjective.

Requirement to ask for knowledge. For example, “music in website”. The specific
manifestations can be roughly divided into: transitive verb+ single noun, such as search
music; intransitive verb+ preposition+ noun, such as: sit on a chair; there are also roles
described in the role of adding adjectives or before nouns modifies the form of nouns;
The specific scenario used is: preposition + noun, such as: in the website. It can be seen
that the function of the question is composed of verbs, nouns, and adjectives, but due to
the distinction between main functions and usage scenarios, the nouns in the function
are refined into direct objects and indirect objects.

Operation is the mapping of the acquired new collection. For example, “five and
seven”. It is specifically related to form and knowledge.

3.2 Concept Extraction

The characteristics of the exercises are diversified. In order to better trace the learning
process of learners, this article needs to acquire diversified concepts. According to the
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learner’s exercise key k, the interactive sequence X of historical answers is divided into
M attention segments, and each attention segment has multiple different concepts. In
this way, the interactive sequence of answering the long historical exercises is divided
into several small attention segments. The size of each attention segment is different,
and the larger attention segment contains more knowledge and concept information [4].
In each attention segment, the knowledge concept c and the exercise key k are used
for attention mapping, and the exercise key of the data unit is obtained. In this model,
each embedding vector has a key, query and learner answer, we map the vector to a
large-scale output key, query and value, the dimensions of the vector are Dk ,Dq,Dv,
where Dk = Dq. Dh is the dimension of the hidden state.

The attention segment provides a wealth of exercise description elements, which.
is conducive to achieve better multiple knowledge description. The multi-concept

attention model can focus on more knowledge component information, we need to
combine the attention score of each data unit in the attention module. Then the model
obtains the output data of each attention module, and the calculation formula of the
output data Sm of the m−th attention segment is:

Sm =
∑m∗

i=1
αm
i k

m,i (1)

wherein m∗ represents the total number of an attention segment, km,i ∈ RDk×1 is the
exercise key in the m-th attention segment, αm

i ∈ RDv×1 represents the attention score
of data unit of the m-th attention segment.

αm
i = Softmax(emi ) = exp(emi )

∑m∗
j=1 exp(e

m
j )

(2)

where emi is the interaction between the weight matrixWm of them-th attention segment
and the exercise key km,i in the m-th attention segment, which is expressed as the
following calculation formula:

emi = Tanh(Wmkm,i) (3)

where Wm ∈ RDh×Dk is the calculated weight matrix of key km,i.

3.3 Diversified Semantic Module

Existing attention methods mostly focus on the distinction of conceptual features of
exercises, while ignoring the diversity of exercises in the process of solving the problems.
At the same time, we find that when learning entities and knowledge representative
features containing multiple semantic distinguishing words, the diversity of exercise
concepts is very important. For solving the above problems, the diversified semantic
module that includes an input layer, a mention-aware attention, and a long short-term
memory network integration. The LSTM integration layer as shown in Fig. 2.
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Fig. 2. A long shot-term memory network integration layer framework

3.4 Concept Input Layer

At each timestamp t, the output of each diversified concept segment St =
{st,1, st,2, . . . , st,m} ∈ RDh×Dk reaches the level of emotional awareness and attention.
TheKt = {kt,1, kt,2, . . . , kt,m} ∈ RDk×1 obtained at the same time represents the passage
of emotion in the diversified concept segment. The concept of contextualization after
the mention-aware attention layer. Where kt,i is the contextualized concept at the time t.

3.5 Mention-Aware Attention Layer

In the layer, we pay more attention to knowledge-containing exercises [4]. We apply
the content in the context and the semantic relationship of the content to calculate the
context chunk data cot . To better integrate multiple information, the context chunk data
cot , which is expressed as a calculation formula as follows:

cot =
∑N

i=1
αt,ikt,i (4)

where N represents the number of context chunks, kt,i ∈ RDk×1 represents the i-th
contextualized concept at t, αt,i∈ ∈ RDv×1 is the attention score of the context chunk at
t:

αt,i = Softmax(Wh
i ht−1+Wi(kt,i ⊕ Sm)) = exp(wh

i ht−1 + Wi(kt,i ⊕ Sm))
∑N

j=1 exp(w
h
j ht−1 + Wj(kt,j ⊕ Sm))

(5)

where ht−1 is the hidden state of the LSTM, Wh
i is the weight vector connecting the

ht−1 and the i-th attention score in the LSTM, Wi represent the weight for calculating
an attention ability of kt,i, and ⊕ represents the operation of matrix splicing in a row.

Finally, the attention feature vector int of the m-th attention module is formed by
diversified concept segment St,m of the multivariate concept segment at time t, and the
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context chunk data cot in a matrix row splicing manner, The calculation formula is as
follows:

intt = cot ⊕ St,m (6)

3.6 LSTM Integration Layer

The LSTM can handle events with a long time, so we apply it to integrate the conceptual
features in historical exercises [8]. The int is the input unit in LSTM, and then the
similarity between the context blocks is integrated in the LSTM. The LSTM in this
paper is composed of 1 memory tuple, 1 activation function and 3 gating units. The
gating unit is used to update the context chunk data cot , so as to trace the learner’s
knowledge states, which is expressed as:

cot = ft � cot−1 + it � gt (7)

gt = Tanh(Wg � (ht−1 ⊕ int)) (8)

ht = ot � Tanh(cot) (9)

where ft is the forgetting gate, which controls the forgetting situation of the concept; it
is the input gate, which controls the memory of the concept; ht is the hidden state in
LSTM. gt represents the effective data saved in the attention feature vector int , which
represents the concept retained by the mention-aware attention layer; Wg is the weight
matrix of int of the LSTM and the attention feature vector int spliced by rows; ot is the
output gate, which controls the output of the effective concept of the memory tuple. The
updated cot is marked as cot,τ for the prediction of feature information on the diversified
semantic attention model and the mapping of the next moment of attention.� represents
the basic productive operation of the matrix.

For the historical timestamp τ , splicing theupdated cot,τ andSt,m to form the attention
feature vector inmt,τ of the m−th attention segment, which is expressed as:

inmt,τ = cot,τ ⊕ St,m (10)

3.7 Attention Characteristics

This section mainly introduces in detail how to obtain the probability of the learner’s
correct answer to the exercises. Finally, in order to optimize the objective, this model
adopts the cross entropy loss.

The attention layer proposed in this paper could evaluate the relativeweights between
the questions and the knowledge of historical acquisition. The input of the attention
layer is the attention feature vector inmt,τ of the output of the LSTM integration layer.
The attention feature vector inmt,τ needs to interact with the exercises to be tested at time
t. In this article, the query qt represents the information of the exercises to be tested.
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Firstly, the historical attention feature vector inmt,τ and the query qt are used as the inner
product, and then taking the Softmax activation to obtain the relevant weights and store
them in the vector RWt,τ , the vector RWt,τ represents the relevant weights between the
exercises to be tested and the multiple concepts contained in the exercises, the formula
is as follows:

RWt,τ = Softmax(qTt in
m
t,τ ) (11)

where Softmax(yi) = eyi∑
je
yj .

3.8 Exercise Feature Scores

In the attention classification layer, multiply the relevant weight RWt,τ between the
diversified concepts [9] contained in the exercises to be tested and the historical exercises
by the vτ of the corresponding exercises for the current learner’s capability:

scores = RW t,τ × vτ (12)

where vτ ∈ RDv×1 represents the embedded vector of the historical timestamp τ learner’s
answer.

3.9 Optimization Goal

Due to predict the performance of learners in answering the exercise xt correctly. Our
model uses a sigmoid [6] to predict students’ capability to a series of exercises.

pt = σ(wT scores + b) (13)

where σ(x) = 1
e−x and the dimension of the calculation matrix w isDv ×Dv, pt ∈ (0, 1)

represents the probability that the learner answers the test questions correctly.
Where the diversified semantic attentive is trained, the cross entropy loss [16] could

evaluate the model convergence, and the back-propagation is applied for the parameters
converging. According to the learner’s answer at time t, the probability of the correct
answer to the current exercise uses the cross-entropy loss function as:

L = −
∑

t
(rt logpt + (1 − rt)log(1 − pt)) (14)

where rt represents the real result of the answer. pt represents the probability that the
students answer the test exercise correctly.

4 Experiment

All experiments are implemented in Python. The models are applied in Windows10,
AMD Ryzen 5 4600H CPU, 16G memory, 3.0 GHz and a single NVIDIA 1650 GPU.
The Python version is 3.7.0. The python framework is mainly pytorch 1.5.1, numpy
1.16.6 and pandas 1.0.5.

The methods apply 4 public datasets: Statics2011, ASSISTments2009, ASSIST-
ments2015 and ASSISTments2017. They are all collected from the answer data of
learners in real teaching. It can be found in Table 1 for details.
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Table 1. Dataset contents

Dataset Learners Exercises Responses

ASSISTments2009 4,151 110 325,637

ASSISTments2015 19,840 100 683,801

ASSISTments2017 1,709 102 942,816

Statics2011 333 1,223 189,297

4.1 ASSISTments2009

This dataset is collected on the ASSISTment intelligent tutoring platform. Due to the
duplication of tags in the published original dataset. Therefore, our experiment uses the
updated “concept builder” dataset in the paper. In the preprocessing, the data without
the knowledge name is discarded, while the tags that only appear once are retained.
After processing, this dataset contains 4,151 learners and 110 exercises, with a total of
325,637 answers to the exercises.

4.2 ASSISTments2015

In the dataset, we deleted all the sequences whose “is Correct” field is neither 0 nor 1.
Specifically, it is 683,801 problem-solving feedback messages from 19,840 learners to
100 exercises.

4.3 ASSISTments2017

The ASSISTments2017 dataset contains the learner’s answer value v ∈ {0, 1}, and the
total number of exercises answered is 942,816. At the same time, it collected 1,709 learn-
ers and 102 exercises. Each exercise contains one or more concepts. A few of learners
provided the most feedback on answering exercises, which shows that the learners of the
dataset interact well with the exercises, and the learners have the strongest willingness
to answer the exercises.

4.4 Statics2011

This is a dataset widely used in knowledge research. It originated from the engineering
statics courses of international universities. Specifically, this dataset contains 189,927
answer feedbacks, 333 learners and 1,223 exercises. We connect the problem name
with the step as a concept. Therefore, it is rare for learners to answer the same exercise
multiple times.

4.5 Evaluation Metric

This article uses the terms of Area Under Curve (AUC) to evaluate the performance of
the model. AUC [2] is the area under the ROC curve enclosed by the coordinate axis.
And the ROC curve is usually above the line y = x. The evaluation metric is 0.5 to 1.
The excellent performance of a model is demonstrated by a large AUC.
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4.6 Parameters of Knowledge Tracing Algorithm

In our experiment, we use the Adam optimizer [1], in which each batch size is set to
24 to ensure that each datum can be completely transmitted to our models. There will
be no loss of time caused by too many transmission batches. The initial learning rate is
1 × 10−5. A small initial learning rate shows that the learner’s initial learning ability is
weak, which is conducive to verifying the model’s strong answer prediction ability to
the new exercises. The initial dimensions of the exercise key, the embedding query and
the learner’s answer are all set to 50. In the initial state, we embed each variable into
more vectors, and then pass them into the model. We set the dropout rate in the network
to 0.05 to reduce overfitting. It is obtained empirically during our experiment. In some
classical knowledge tracing algorithms using neural networks, the hidden layers are all
set to 512, so we also choose the same number to facilitate algorithm comparison. In all
baseline methods, we apply 300 epochs as the maximum number of learning iterations
for experiment [2]. In this way, we can obtain the best performance of each method.

4.7 Baseline Methods

This section compares the DCAKT with DKVMN and AKT to verify the effectiveness
of the DCAKT.

DKVMN uses two storage forms: one is to store concepts with keys, and the other
uses a dynamic matrix to represent concepts that need to be updated. This method digs
out the mastery of the concept Mv

t (i), the formula as follows:

et = Sigmoid(ETvt + be) (15)

(16)

(17)

where the shape ofmatrixE isDv×Dv, vt is the original mastery, and be is the conversion
deviation. is the modification amount of the concept mastery at the t − 1, and
Mv

t (i) is the concept mastery at the t. ωt(i) is the correlation matrix, αt is used for
updating in memory.

AKT uses the attention mechanism to evaluate learners’ answers to exercises. The
method obtains the key, query and value embedding layer of the exercises from the
encoder and knowledge retriever. Then the model adds a time decay variable to calculate
the learner’s mastery of the test exercises, the formula as follows:

st,τ = exp(−φ × c(t, τ )) × qTt kt−τ√
Dk

(18)

αt,τ = Softmax(st,τ ) = est,τ∑
αt,τ

est,τ
(19)

where kt−τ ∈ RDk×1 represents the exercise key of historical time t − τ , qt ∈ RDk×1

represents the query for exercises at t, φ represents the attenuation parameter, c(t, τ )

represents the time distance between t and t − τ .
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In allmethods,we apply 60%of the data for training themodel, 20% for the validation
dataset, and the remaining 20% for the test. The evaluation results of the four knowledge
tracing methods are as follows (Table 2):

Table 2. Testing AUC of the comparison methods

Datasets Metric DKVMN AKT DCAKT

ASSISTments2009 AUC 0.8060 0.8154 0.8188

ASSISTments2015 AUC 0.7271 0.7652 0.8890

ASSISTments2017 AUC 0.7110 0.7238 0.8150

Statics2011 AUC 0.8103 0.8221 0.8433

Figure 3 shows the AUC of each knowledge tracing method. As shown in the figure,
DCAKT’s AUC is the best one on all datasets. The AUC of the DCAKTmethod reaches
0.889 on the Assistments2015. On the Assistants2017, our model’AUC is 0.815, which
is better than the DKVMN and AKT methods. DCAKT achieved an AUC in 0.8433
from the Statics2011, which is more advantageous than DKVMN and AKT.

Fig. 3. Testing AUC of the comparison methods

5 Conclusions and Prospects

In this article, we reveal a new DCAKT method to deal with knowledge tracing issues,
which applies natural language processing methods to get the context of exercise con-
cepts. At the same time, we set up a mention-aware attention layer to extract multiple
semantics and knowledge, and then evaluate the similarity between the historical exer-
cises the learners have answered and the exercises to be tested. Then themodel calculates
the characteristic scores of the answers to the exercises. The experimental data all come
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from the ASSISTments intelligent tutoring platform and the engineering statics courses
of international universities. Extensive experiments have verified our method. Exper-
iments demonstrate that our model has excellent performance over other classic for
classification and prediction.

For future tasks, combining time variables, we will evaluate whether our method
can reduce the impact of predictive changes brought about by memory decline. We will
research whether there is a dynamic relationship between the feature information on the
multiple semantic method and the concept mastery state.
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Abstract. Recently, cross modality hashing has attracted significant
attention for large scale cross-modal retrieval owing to its low storage
overhead and fast retrieval speed. However, heterogeneous gap still exist
between different modalities. Supervised methods always need additional
information, such as labels, to supervise the learning of hash codes, while
it is laborious to obtain these information in daily life. In this paper,
we propose a novel self-auxiliary hashing for unsupervised cross modal
retrieval (SAH), which makes sufficient use of image and text data. SAH
uses multi-scale features of pairwise image-text data and fuses them with
the uniform feature to facilitate the preservation of intra-modal semantic,
which is generated from Alexnet and MLP. Multi-scale feature similar-
ity matrices of intra-modality preserve semantic information better. For
inter-modality, the accuracy of the generated hash codes is guaranteed
by the collaboration of multiple inter-modal similarity matrices, which
are calculated by uniform features of both modalities. Extensive exper-
iments carried out on two benchmark datasets show the competitive
performance of our SAH than the baselines.

Keywords: Cross-modal retrieval · Multi-scale fusion · Cross-modal
hashing

1 Introduction

With the development of science and technology, more and more multimedia
data, such as images and texts, appear on the Internet. Owing to the explosive
increase of these data, the requirement of cross-modal retrieval increases sharply.
Cross-modal retrieval aims to search semantically related images (texts) with
text (image) query and vice versa. Image retrieval hashing is a long-established
research task to retrieve images with similar contents [17], it is common for
us to process images with VGG [19] or some other neural networks. For text,
Word2Vec technology is widely used, which also try to exploit latent seman-
tic [23]. One of the biggest challenges of cross-modal retrieval is how to bridge
the heterogeneous gap between two different modalities. The cause of the het-
erogeneous gap is the difference distribution between the feature from different
modalities. Data from intra-modality also have heterogeneous information, which
can be tackled from multiple views [5]. To tackle the problem of the heteroge-
neous gap between modalities, many cross-modal hashing methods have been
c© Springer Nature Singapore Pte Ltd. 2022
Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1492, pp. 431–443, 2022.
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proposed because of the advantages of low storage cost and high query speed by
mapping data into binary codes.

The development of cross-modal retrieval can be divided into two phases:
shallow cross-modal hashing and deep learning-based cross-modal hashing. Shal-
low cross-modal hashing is based on hand-crafted features and learns the hash
codes by linear functions. The advantage of these methods is easily implemented,
while they cannot fully explore the semantic information of two modalities.
Recently, with the development of deep learning, the deep neural network(DNN)
has been deployed to cross-modal hashing. DNN-based cross-modal hashing
can be divided into two categories: supervised hashing and unsupervised hash-
ing. Supervised methods, with label information, such as tags, always perform
remarkably. While in the real-life, it is a waste of time for us to obtain labels
of the image-text pairs. Unsupervised methods that do not use label informa-
tion in the training phase have also shown remarkable performance in recent
years. Unsupervised methods focus more on the information of raw features. As
a result, the quality of the hash codes that used in retrieval task is dramatically
concerned with the feature learning stage.

However, there are still some issues that should be tackled. Firstly, at the
feature extraction phase, these methods only focus on the single source feature,
neglecting the rich semantic information gained from multiple views. Secondly,
the general similarity matrix of features can not bridge the heterogeneous gap
well, because the distribution information or similarities of different scales are
not considered. In this paper, we propose a novel self-auxiliary hashing (SAH)
method for unsupervised cross-modal retrieval. SAH provides a two-branch net-
work for each modality, including the uniform branch and the auxiliary branch.
Each branch will generate specific features and hash codes. Moreover, based on
the features and hash codes of two branches, we construct multiple similarity
matrices for inter-modality and intra-modality. These similarity matrices will
be calculated to preserve more semantic and similarity information. Extensive
experiments demonstrate the superior performance of our method.

2 Related Work

Cross modality hashing can be roughly divided into supervised cross modality
hashing and unsupervised cross modality hashing. The task of cross modality
retrieval is to retrieve images (or texts) with similar semantics to the input
text (or image). Shallow cross-modal hashing methods [12,13,15,16] and deep
cross-modal hashing methods [1,2,11,22] are two stages of cross-modal hashing
methods development. Shallow Cross-Modal Hashing uses hand-crafted features
to learn the binary vector projection which is mapped from instances. However,
most shallow cross-modal hashing retrieval methods just deal the feature with
only a single layer and map data in a linear or nonlinear way. In recent years,
the deep learning algorithm proposed in machine learning has been applied to
cross modality retrieval. Deep cross-modal retrieval [18] also can be divided into
unsupervised methods and supervised methods.
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Supervised hashing methods [7,10,18,22] explore relative information, such
as semantic information, or some other relative information by labels or tags,
to enhance the ability of cross modality retrieval. Deep cross-modal hashing
(DCMH) [7] is an end-to-end hashing method with deep neural networks, which
can jointly learn hash codes and feature. In deep cross-modal hashing methods,
generative adversarial network (GAN) is used to make adversarial learning. Self-
Supervised Adversarial Hashing Networks (SSAH) [10] and Wang et al. [22] use
image and text adversarial networks to generate hashing codes of both modali-
ties, the learned features are used to keep the semantic relevance and preserve
the semantic of different modalities.

Although some supervised methods perform well in practical applications,
supervised information, such as label, is hard for us to collect, which is not
suitable in reality.

Unsupervised hashing methods aim to learn hashing functions without super-
vised information, such as labeled data. For example, inter-media hashing
(IMH) [20] considers the inter-media consistency and intra-media consistency
with linear hash functions, and learns the hash function of image modality and
text modality jointly. CVH [9] proposes a principled method to learn a hash
function of different modality instances. Collective Matrix Factorization Hashing
(CMFH) [4] learns the hash codes of an instance from two modalities and pro-
poses the upper and lower bound. Latent Semantic Sparse Hashing (LSSH) [26]
copes the instances of image and text with different methods and performs search
by Sparse Coding and Matrix Factorization. Unsupervised Deep Cross-Modal
Hashing (UDCMH) [24] makes a combination of deep learning and matrix fac-
torization, considering the neighbour information and the weight assignment of
optimization stage. Deep joint semantics reconstructing hashing (DJSRH) [21]
considers the neighborhood information of different modalities.

Although the performance of these methods are remarkable, the features
they focus on are not comprehensive. Moreover, they neglect the deep similar-
ity information of two modalities and have bad performance at bridging the
“heterogeneity gap”.

3 Proposed Method

3.1 Problem Fomulation

Assume the training dataset of our methods is a collection of the pairwise image-
text instances, written as O = (X, Y ). X is the instance of image modality
and Y is the text modal instance. The number of instances of each modality
is n. The goal of our method is to learn the modality-specific hash function
for image modality and text modality which can generate hash codes with rich
semantic information. For each modality, two branches (uniform branch and
modality-specific auxiliary branch) are used to generate different features for
each modality. MF ∗i

are the i-th multi-scale features of image or text modal-
ity, which generate from the auxiliary branch with different dimensions. MH∗i

denotes the i-th multi-scale hash code of image or text which is generated from



434 J. Xu et al.

MF ∗i
. F∗ and H∗ are the feature and hash code gained from the uniform branch

which is same as other unsupervised methods. The notations used in SAH are
summarized in Table 1.

Table 1. Notations and their descriptions.

Notations Descriptions Modality

SF
x,y Similarity of uniform feature (x, y) ∈ {(I, I), (T, T ), (I, T )}

SH
x,y Similarity of uniform hash code (x, y) ∈ {(I, I), (T, T ), (I, T )}

SCH
x,y Similarity of complex hash code (x, y) ∈ {(I, T )}

SMH
x,y Similarity of multi-scale hash code (x, y) ∈ {(I, I), (T, T )}

F∗ Uniform feature of image or text ∗ ∈ {I, T}
MF ∗i The multi-scale feature of image or text ∗ ∈ {I, T}
H∗ Uniform hash code of image or text ∗ ∈ {I, T}
H∗ mix The mix hash code of image or text ∗ ∈ {img, txt}
MH∗i The i-th multi-scale hash code of image or text ∗ ∈ {I, T}
MH∗ com The comprehensive hash code of image or text ∗ ∈ {I, T}
CH∗ The complex hash code of image or text ∗ ∈ {I, T}

3.2 Network Architecture

Figure 1 is a flowchart of our SAH. Our method is composed of two networks,
image network and text network, both of them can be divided into the uniform
branch and the modality-specific auxiliary branch. For image network, the uni-
form branch is composed of AlexNet [8]. Image auxiliary branch, shown by Fig. 2,
deals the input image with a fully connected layer and gains the auxiliary data.
For text network, the uniform branch consists of MLP. Text auxiliary branch,
drawn in Fig. 3, tackles the input text data with a pooling layer first and gets
the auxiliary data which is convenient for the later procession.

Feature Extraction. For image modality, we adopt the pre-trained AlexNet
as the uniform feature extractor which is widely used in unsupervised methods.
However, features gained from AlexNet are not comprehensive enough, which
is the common disadvantage of previous works. Features obtained from a single
scale often comes from the same measurement perspective, ignoring the details
that may be obtained from other perspectives. Benefit from feature learning
at multiple scales, multi-scale features can better represent the semantics of
instances.

To gain multi-scale features, we process the input of image modality by fully
connected layer and three pooling layers respectively. Then we get three sizes of
image feature which we called the auxiliary data. And we resize them into the
same size. These three auxiliary data are single-channel, we make them expand
to three channels. To tackle with the auxiliary data of image modality, we deal
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Fig. 1. The overview of our proposed SAH.

Fig. 2. Image auxiliary branch.

them with five convolution layer and three fully connected layer networks and
obtain three multi-scale features MF I1 , MF I2 and MF I3 . For text modality, we
set four pooling layers to tackle with the input text data respectively and get
four different size auxiliary data. Due to the character of text data is sparse, we
deal these four data just with a fully connected layer and get four multi-scale
features MFT1 , MFT2 , MFT3 and MFT4 of text modality.
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Fig. 3. Text auxiliary branch.

The reason for the difference in the amount of auxiliary data between two
modalities is that, image always contains more comprehensive information than
text. Therefore, we should explore the semantic information of text more com-
prehensively. To this end, we can obtain rich semantic features of each modality,
which can be utilized to construct similarity matrices and guide hash codes
learning. We calculate the similarity matrix of uniform feature based on cosine
similarity. SF

IT is intra-modal similarity matrix, SF
II and SF

TT are inter-modal
similarity matrices, defined as follows:

SF
x,y = cos(Fx, Fy),

s.t.(x, y) ∈(I, I), (T, T ), (I, T ).
(1)

Hash Code Generation. We will generate two kinds of hash code, uniform
hash code and comprehensive hash code for two modalities respectively. The
uniform hash codes (HI and HT ) is obtained by the uniform feature in uniform
branch with a simple hash layer for each modalities.

For image modality, we process three auxiliary image features and get three
same size hash codes MHI1 , MHI2 , and MHI3 with auxiliary branch of image
modality. We concatenate these three hash codes together through hash layer
HILayer to obtain the comprehensive hash code HI com which contains multi-
scale semantics. The concatenation will not change the semantic of each bit
dramatically, it can be seen as a way of data enhancement.

HI com = HILayer(ConCat(MHI1 ,MHI2 ,MHI3)), (2)

where ConCat() denotes the concatenation of vectors.
For text modality, we have four auxiliary features, and we process them with

four different hash layer and get four same size auxiliary hash codes, MHT1 ,
MHT2 , MHT3 , MHT4 . We also concatenate them four and make this hash code
into a hash layer HTLayer and get the comprehensive hash code HT com.

HT com = HTLayer(ConCat(MHT1 ,MHT2 ,MHT3 ,MHT4)). (3)
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Concatenation is a compression of semantic information which can preserve
different scales of semantic information and similarity. Furthermore, we fuse
the uniform hash code and the comprehensive hash code according to a certain
proportion μ (0 < μ < 1) and get the mixed hash code. The mixed hash code
can maintain more semantic information than the uniform hash code of each
modality.

Himg mix = μMHI com + (1 − μ)HI . (4)

Htxt mix = μMHt com + (1 − μ)HT . (5)

The inter-similarity matrix of uniform hash codes can be calculated by sim-
ilarity function:

SH
x,y = cos(Hx,Hy),

s.t.(x, y) ∈(I, I), (T, T ), (I, T ).
(6)

Similarity Matrices Learning. Since dimension reduction during the pro-
cession from features to hash codes will cause some semantic lose, we aim to
keep the semantic consistency of instance pairs. To this end, we introduce a loss
function that can measure the semantic consistency between hash codes and fea-
tures of intra-modality and inter-modality. The loss function L1 can be written
as follows:

L1 =
n∑

i=1

n∑

j=1

‖ SH
x,y(i, j) − SF

x,y(i, j) ‖ . (7)

For intra-modality, the multi-scale hash codes and the uniform hash codes are
generated from features of different scale, they preserve richer semantic infor-
mation of different view. Uniform feature similarity matrix SF offers us the
degree of similarity among different instances in a single modality. Loss function
L1 makes the multi-scale hash codes retains the semantic consistency, too. To
ensure the accuracy of hash codes, the similarity matrix of hash codes should
approximate to the feature similarity matrix. Therefore, we can minimize the
distance between the similarity of the multi-scale hash codes of each modality
and its intra-modality feature similarity. The loss function L2 can be written as
follows:

L2 =
3∑

ni=1

‖ SMH
Ini

− SF
I,I ‖ +

4∑

mi=1

‖ SMH
Tmi

− SF
T,T ‖ . (8)

For inter-modality, the similarity matrix of features should also contains the
inherent pair-wise information. The feature similarity of pair-wise instance of
different modalities can be seen as converging to the maximum value in the
cosine similarity. Apart from that, complex hash code will generate from the mix
hash code to make sure the mixed hash codes still retain similarity consistency.
To this end, loss function L3 and L4 can be written as:

L3 =
n∑

i=1

| SCH
I,T − E | +

n∑

i=1

| SCH
I,T − SF

I,T | . (9)
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L4 =
n∑

i=1

| SF
I,T − E | . (10)

where E is an identity matrix.

3.3 Optimization

As mentioned above, the final loss function can be written as follows:

min αL1 + βL2 + γL3 + δL4.

The goal of our method is to generate hash codes, a kind of discrete data. The
optimization of our objective function should satisfy the discrete condition. The
sign function can map the input into −1 or 1. The gradient of this function is zero
for all non-zero inputs, and may cause gradient explosion in backpropagation:

lim
δ→∞

tanh(ηx) = sgn(x). (11)

where η is a hyper-parameter and will rise during network training.
With sign function as the activation function, the network will finally con-

verge to our hash layer by changing the problem into a sequence of smoothed
optimization problems.

4 Experiment

4.1 Datasets

MIRFlickr25k [6] contains 25, 000 image-text pairs collected from the image
website Flickr. The image-text pairs are labeled from 24 categories. All the
images are denoted as SIFT feature. We use BoW vector to form the text tags
with 1386 dimensions.

NUS-WIDE [3] consists of 269, 648 pairs of images and texts. There are 81 label
categories in the dataset, but we only used the top 10 most frequent categories,
resulting in a total of 186,577 image-text pairs that can be used. The setup for
this dataset is the same as the other methods. We use BoW vector to form the
text tags with 500 dimensions.

4.2 Baselines and Evaluaton

We compare our SAH with 6 baseline methods, including CVH [9], IMF [20],
CMFH [4], LSSH [25], UDCMH [24], and DJSRH [21].
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Evaluation Criterion. Mean Average Precision (mAP) [14] and the top-K
precision curves are used to evaluate the performance of the proposed SAH
and baselines. Two instances of different modalities are considered semantically
similar if they have the same label.

4.3 Implementation Details

The network of each modality is composed of the uniform branch and the aux-
iliary branch. For image modality, our uniform branch is composed of AlexNet
which is same with UDCMH [24] for the sake of fairness. The auxiliary branch
deal with the input image data and get three scale auxiliary data of image, 1024
× 1024, 512 × 512, 256 × 256, respectively. For text modality, MLP is uni-
form branch. In auxiliary branch, the lengths of text auxiliary data in four scale
are 1024, 512, 256 and 128, respectively. For hyper-parameter, we set α = 1,
β = 0.1, γ = 1, δ = 1, and μ = 0.1 to achieve best performance. We implement
our method by PyTorch on the NVIDIA RTX 1660Ti. We fix batch size as 32
and the learning rate for image network and text network is 0.005. During the
optimization phase, we employ mini-batch optimizer to optimize our networks
of two modalities.

4.4 Comparison with Existing Methods

Results on MIRFlickr25k. Table 2 shows the MAP@50 on MIRFlickr25K
dataset of our proposed SAH and other previous methods. As can be seen, the
proposed SAH significantly outperforms the baselines. We show the curve of 128
bits length hash code and can easily find that our SAH has the best performance.
For the I→T retrieval, we get more than 50% improvement in MAP in 128 bits
compared with CVH. Compare with the latest method DJSRH, we get 3.1%
enhancement in 128 bits. For the T→I retrieval, we also achieve the superior
performance compare with methods. The difference value of I→T and T→I has
a shrink than any other works, which means that the auxiliary data bridges the
heterogeneous gap (Fig. 4).

Results on NUS-WIDE. Table 3 also shows the MAP@50 on NUS-WIDE
dataset of six methods, which shows that our SAH performs better than other
methods. It can be seen that we get the best performance on four kinds of
code length for two datasets, which means that our method is effective for cross
modality retrieval. The results indicate that the auxiliary data of both modalities
could mine more latent information in both modalities and remain the similarity
consistency.
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Fig. 4. Precision@top-K curves on two datasets at 128 bits.

Table 2. Mean average precision (MAP@50) comparison results.

Task Method MIRFlickr25K NUS-WIDE

16 bit 32 bit 64 bit 128 bit 16 bit 32 bit 64 bit 128 bit

I→T CVH 0.606 0.599 0.596 0.598 0.372 0.362 0.406 0.390

IMH 0.612 0.601 0.592 0.579 0.470 0.473 0.476 0.459

CMFH 0.642 0.662 0.676 0.685 0.529 0.577 0.614 0.645

LSSH 0.584 0.599 0.602 0.614 0.481 0.489 0.507 0.507

UDCMH 0.689 0.698 0.714 0.717 0.511 0.519 0.524 0.558

DJRSH 0.810 0.843 0.862 0.876 0.724 0.773 0.798 0.817

OURS 0.852 0.879 0.889 0.903 0.753 0.779 0.804 0.818

Task Method MIRFlickr25K NUS-WIDE

16 bit 32 bit 64 bit 128 bit 16 bit 32 bit 64 bit 128 bit

T→I CVH 0.591 0.583 0.576 0.576 0.401 0.384 0.442 0.432

IMH 0.603 0.595 0.589 0.580 0.478 0.483 0.472 0.462

CMFH 0.642 0.662 0.676 0.685 0.529 0.577 0.614 0.645

LSSH 0.584 0.599 0.602 0.614 0.455 0.459 0.468 0.473

UDCMH 0.692 0.704 0. 718 0.733 0.637 0.653 0.695 0.716

DJRSH 0.786 0.822 0.835 0.847 0.712 0.744 0.771 0.789

OURS 0.852 0.864 0.878 0.885 0.765 0.772 0.786 0.791
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4.5 Ablation Study

We verify our method with 3 variants as diverse baselines of SAH:

(a) SAH-1 is built by removing the intra-modality multi-scale hash codes seman-
tic enhancement;

(b) SAH-2 is built by removing the similarity matrices difference between uni-
form hash codes and uniform features;

(c) SAH-3 is built by removing the consistency between complex hash codes
similarity and uniform features similarity.

Table 3 shows the results on MIRFlickr25K dataset with 64 bits and 128 bits.
From the results, we can observe that each part is important to our method.
Especially the part of similarity consistency between features and complex hash
codes, which ensures the semantic consistency.

Table 3. The mAP@50 results for ablation analysis on MIRFlickr25k.

Method 64 bits 128 bits

I→T T→I I→T T→I

SAH 0.889 0.878 0.903 0.885

SAH-1 0.881 0.869 0.885 0.883

SAH-2 0.877 0.863 0.898 0.880

SAH-3 0.855 0.849 0.863 0.834

5 Conclusion

In this paper, we propose a novel unsupervised deep hashing model named self-
auxiliary hashing. We propose a two-branch network for each modality, mixing
the uniform hash codes and the comprehensive hash codes, which can preserve
richer semantic information and bridge the gap of different modalities. Moreover,
we make a full use of inter-modality similarity matrices and the multi-scale
intra-modality similarity matrices to learn the similarity information. Extensive
experiments conducted on two datasets show that our SAH outperforms several
baseline methods for cross modality retrieval.
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Abstract. Nowadays, extracting valuable information from user reviews of
mobile applications has been a critical channel to obtaining user requirements
in the process of mobile application development. However, it’s difficult to extract
accurately valuable information from massive reviews that are unstructured and
uneven. Existing works classify the user reviews to assist the process of require-
ment elicitation. However, due to the differences in wording, sentence structure,
and requirements of reviews, the generalization of existingmethods is poor. There-
fore, we propose a ReviewClassification using BERTmodel (RCBERT) for user
reviews classification. RCBERT contains the great capability of generalization
that can complete specific fine-tuning tasks only by providing less training data.
We evaluate the performance on an English dataset with 4014 user reviews and a
Chinese review dataset that contains 18331 user reviews. The experimental results
show that the approach proposed in this paper improves the review classification
accuracy effectively (F1-score of up to 88% on the English dataset and 91% on
the Chinese dataset).

Keywords: Application · User reviews · Transfer learning · Reviews
classification

1 Introduction

In the age of information, mobile applications (Apps) have spread across various
domains. The number of apps on the mainland Chinese market was 3.87 million by
the end of April 2021 [24]. After the Apps were released to the application store, users
can download or update the previous version to newest version of the App. At the same
time, users can rate the App and post reviews to feedback on program errors encountered
during use, suggest some new features, or describe the advantages and disadvantages of
the App. Related research [1] shows the interrelationship between App and user reviews.
The quality of the App will determine the user’s choice, and the reputation of users has
a significant influence on the success of the App: Apps with better reviews and ratings
will have a higher ranking in the application store, leading to higher downloads [1–3].
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User reviews and ratings are essential to the development of App and subsequent
evolution and maintenance. Classifying user reviews effectively according to different
types can help developers to satisfy the different requirements of users and provide
a new version that proves more popular with users, which is conducive to the rapid
development of the App. And we hold the opinion that analyzing requirements from the
perspective of users will shorten the distance between software teams and final users.
However, hundreds or even thousands of user reviews will be received every day after
the new version of the App is released, which contains a large number of low-quality
and meaningless reviews [2, 3]. For such a huge amount of user data, it is extremely
difficult and tedious to analyze and filter useless reviewsmanually. Furthermore, relevant
researches report that App user reviews have the following characteristics: 1): The text
of user reviews is short in most Apps [2]. User reviews are usually several words to
express the requirements of users, or a few short sentences summarizing their point of
view. Therefore, the length of reviews is usually short and seldom is published in the
form of paragraphs. 2): The proportion of valuable informative user reviews is low [2,
7–9]. Previous research has found that around 33% of the reviews contain messages that
are beneficial to the development of the App. 3): Unstructured expression of review [2].
The user reviews are written in free form, without using predetermined fields, and users
usually express their opinions freely with their own opinions. Therefore, it is necessary
to classify user reviews through an automated method.

Existing researches [4–6, 10, 12, 26] have done a lot of work on App review clas-
sification. Manually rules to preprocess the dataset and feature engineering is common
practice for review classification. In order to obtain more precise information from lim-
ited review texts,Maalej et al. [6] preprocessed the review text through stopword removal
and lemmatization. In addition, predefined rules are also used for review classification.
By examining 500 reviews from different types of Apps manually, Panichella et al. [5]
identified 246 recurrent linguistic patterns to access wide information.

The sentence structure of reviews highly depends on the review corpus, whichmeans
additional user reviews will affect the content of the existing corpus and even the effect
of the classification task. The existing approaches can’t achieve a satisfying result in
different review datasets. The results of Stanik et al. [4] show that traditional machine
learning model algorithms outperform classification results than those using CNNmod-
els because they lack a training set. Therefore, it is urgent to propose a new automated
classification approach with great generalization.

This paper focuses on how the performance of transfer learning in the review classifi-
cation task. In fact, the application of transfer learning is widespread in natural language
processing tasks. The underlying meanings and concepts of natural interlanguage are
captured by training on a large textual dataset. Afterward, fine-tuned for each different
specific task. These approaches are effective in improving the overall performance and
generality with comparatively small training data.

In this paper, we proposed our approach RCBERT which means Review
Classification usingBERT based on Bidirectional Encoder Representations fromTrans-
formers (BERT) [17].A large number of corpus has been used for the pre-training process
of BERT and can complete fine-tuning tasks only by providing less training data. We
present our approach that classifies user reviews in the App through the fine-tuning
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mechanism of BERT. The review dataset provided by Maalej et al. [6]. was applied to
our RCBERT approach and achieve F1-score of up to 88%. In addition, we construct a
Chinese dataset since there is not much Chinese user review data available. We conduct
a lot of comparative experiments, the result shows that our approach outperforms the
results of the deep learning approach by Stanik et al. [4] at 7% points (F1-score of 89%
vs. 82%). This paper includes the following contributions:

1) We investigate whether and to what extent transfer learning improves review
classification.

2) We create a new Chinese dataset which has been labeled as Inquiry, ProblemReport,
and Irrelevant.

3) We evaluate the performance of an approach based on transfer learning by applying
different datasets.

The rest of the paper is organized as follows. Section 2 presents the related work.
Section 3 explains how to fine-tune BERT for review classification tasks. Section 4
describes the study design including the research questions, data, and methodology.
Then, we present the experiment in Sect. 5. Finally, Sect. 6 concludes the paper.

2 Related Work

With the evolution of mobile applications, review classification is discussed by
researchers widely. User reviews contain information like requests for enhancements
to current features, suggestions for new features, or information about App errors that
are helpful for the development and evolution of the App. In addition, there is still a lot
of information in user reviews that are irrelevant to the App. Existing researches have
done a lot of work on review classification.

Pagano et al. [2] conduct an in-depth survey of large number of user reviews in
the Apple App Store. They listed 17 topics related to user feedback, and the quality
of those reviews varies considerably from another, in the form of useful opinions and
innovative perspectives to insulting remarks. Guzman et al. [14] proposed a taxonomy
based on the categories found in [2] which can detect App reviews that are related to
software evolution. In the study of [2], there are nine categories related to software
evolution. However, Guzman et al. [14] redefine some of those categories into more
descriptive termsbasedon their research. Finally, seven categories related to the evolution
of software were identified, including Feature shortcoming, Complaint, User request,
Feature strength, Usage scenario Praise, and Bug report. Gu et al. [15] proposed SUR-
Miner in order to classify review categories and measure user preferences, they obtained
user review data from 17 popular Apps in Google play, and trained a separate model
for each App to classify user reviews, and performed aspect opinion extraction and
sentiment analysis from the corresponding categories. In the study of Panichella et al.
[5] user reviews are classified according to whether they are related to the evolution of
the software. They obtained the classification by analyzing the sentence categories of
derived reviews and developer emails and used language rules and machine learning to
classify the reviews. The study ofGuzman et al. [14] is similar to theirs, but different from
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Panichella et al. [5], they do not exploit predefined rules, but rather evaluate individual
classifiers or integrated classifiers for classifying user reviews. Maalej et al. [6] designed
an annotation guide in which each review type is precisely defined, in addition, to reduce
manual annotation divergence, they also listed some examples to improve annotation
quality. The classification methods and dataset they created have been cited by a large
number of studies. Stanik et al. [4], similarly, wrote an annotation guide, which describes
reviews labeled as ProblemReport, Inquiry, and Irrelevant. In this paper, we refer to their
coding guide.

The automated classification of reviews has been the focus of researchers, which
resulting in many approaches. Guzman et al. [14] compared some machine learning
algorithms and the performance of neural networks, and they integrated these different
classifiers for predicting. In addition, to train each classifier they apply a series of manual
preprocessing. To consider the different sentences in the reviews, Gu et al. [15] utilize
the Stanford CoreNLP tool to split the original review text into each individual sentence,
with the split sentences carrying a timestamp and a specified rating. Furthermore, typos
and contractions in reviewswere replaced by regular expressions. They considered kinds
of aspects of the review text including sentiment and speech, which achieved promising
results. However, this approach shows some limitations because of the need for manual
preprocessing of parts specific to the dataset. The lexical and structural features created
by Gu et al. [15] were applied and a Convolutional Neural Network model was con-
structed by Shah et al. [10], and the experimental results of Shah et al. showed that since
they lack training dataset, traditional machine learning model algorithms were able to
achieve better classification results than CNN models. Maalej et al. [6] created a com-
plete dataset by removing stopwords, stemming, lemmatization, and tense detection.
They also considered the review metadata and added the user rating and review length
information into the classifier. However, their experimental results show that not more
preprocessing operations lead to better classification results, lemmatization decreased
the precision when predicting Feature Requests in their results. Their datasets were
applied to our experiments for comparison. Stanik et al. [4] aim at investigating whether
the application of deep learning algorithms can classify user reviews into Inquiries,
Problem Reports, and Irrelevant performance improvements. They report classification
results for both deep learning and machine learning models, and their results show that,
despite the thousands of reviews they collected, comparable results to deep learning can
still be obtained using traditional machine learning. Unfortunately, they did not publish
the dataset. We created a Chinese dataset based on their method, which can be seen in
Section IV. Furthermore, their classification approaches are also used to compare with
transfer learning.

The approaches described above are prospective in certain contexts and demonstrate
the ability of different techniques to review classification problems.However, in practice,
many approaches are infeasible because they have to be preprocessed manually, or are
highly data-dependent and can only target specific languages. Furthermore, the ability
of these approaches to generalize to different datasets is not stated, one of the reasons
for this is the lack of datasets available for training.
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Transfer learning is the transfer of model parameters to a new model, which leads
to a better trained model. Due to the large amount of relevant data and tasks, the param-
eters of the learned model can be shared with the new model, allowing the model to be
learned with maximum efficiency. While BERT stands for Bidirectional Encoder Rep-
resentations from Transformers [17] and applies pre-trained language representations to
down-stream tasks through a fine-tuning approach to learn the language representations.
Therefore, BERT is also a transfer learning model. Based on the approach of transfer
learning, a large number of researchers have applied it to the task of natural language
processing.

Because of the lack of available data on labeling hate speech, Mozafari et al. [11]
improve the detection of hate speech by BERT which had learned on English Wikipedia
and BookCorpus. And the evaluation results show that their approaches outperform the
works of Waseem et al. [16] and Davidson et al. [28] adopted a fine-tuning strategy
based on CNNs to combine syntactic information in a different encoder for the BERT
model. Similarly, due to the lack of standard labeled datasets, Islam et al. [25] created
two Bengali datasets for sentiment analysis, and they also reveal that the current work on
sentiment classification could be improved byusing transfer learning to trainmultilingual
association extension models.

We apply transfer learning approaches to classify reviews to ensure better perfor-
mance and generalization with less training data.

3 RCBERT: Review Classification Using BERT

Jacob Devlin et al. [17] proposed the BERT based on the Transformer architecture of
[22], which aims to pre-train unlabeled text by conditioning the contextual environment
in all layers so that it can achieve optimal performance on a large number of token-level
and sentence-level tasks, better than many task-specific architectures.

BERT consists of twomain components, i.e. pre-training and fine-tuning. The model
is trained on unlabeled data using both the Masked Language Model (MLM) and Next
Sentence Prediction (NSP) tasks during pre-training. For the MLM task, 15% of all
tokens are randomly selected. Of the 15% selected tokens, 80% of them are processed
for [mask], 10% of them are randomly replaced with another token, and the remaining
10% remain unchanged. For theNSP task, in each training sample, for a pair of sentences
A and B, there is a 50% chance that B is a later sentence of A, i.e. the two sentences A
and B are related (marked as IsNext), while there is a 50% chance that B and A are not
related and are randomly selected from the corpus (marked as NotNext).

Since a large corpus of text has already been used for pre-training BERT and only
a small amount of data is required for task-specific fine-tuning, we can fine-tune the
network structure of the pre-trained BERT model for the review classification task.

We investigate the performance of transfer learning on the review classification task
by fine-tuning the BERT. This decision is based on the expectation that the BERTmodel
will generalize better even with a small amount of training data, in order to improve
the classification of different datasets. For fine-tuning, as different language datasets,
we use the corresponding pre-training models, the BERT-base Cased and BERT-base
Chinese. The tokenizer of BERT can split the review sentences, so we don’t perform
preprocessing operations on the reviews.
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Fig. 1. Architecture used to fine-tune BERT for classification

Figure 1 shows how we fine-tune BERT for review classification. On the left is
the step of pre-training, trained by a large corpus, the pre-trained model can be used.
In this paper, we utilize the weight of the pre-trained model that has been trained to
fine-tune the downstream tasks, and we define different output layers for the different
review classification tasks based on the pre-trained models. The process of fine-tuning
is trained in the way of supervised learning, as shown on the right side of Fig. 1. The
sequence “I wish u could use offline” and the category was labeled are input into the
model, and the text content is token to “I”, “wish”, “U”, “could”, “use”, “offline”. The
input representation of each token is composed of corresponding token embeddings,
segment embeddings, and position embeddings. This paper research mainly on text
classification tasks, therefore the input in the fine-tuning process is a single sentence,
and the self-attention mechanism of BERT based on Transformer allowed modeling of
different downstream tasks for individual sentences or pairs of sentences. All parameters
are fine-tuned during the fine-tuning process. The first symbol before each input sample
is [CLS] for the classification token, and [PAD] in the sample is used for padding. For
classification, all tokens are pooled and aggregated output to the first [CLS], which is
the only output. This [CLS] is then fed into a single-layer feed-forward neural network,
which calculates the probability of the category towhich it belongs bymeans of a softmax
function. The specific logic is as follows.

loss = log(softmax
(
[C]H [W ]TK×H

)
) (1)

where [C]H represents the last layer of the vector corresponding to the first input token
“[CLS]”, and [W ]K×H is the hierarchical weight matrix, H is the hidden dimension of
each token, K is the category label.

4 Research Design

In this section, we identify the questions we are trying to solve and explain the dataset
and methods that we used.
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4.1 Research Questions

RQ1: What is the performance of transfer learning in App review classification?

We are interested in exploring how effective the use of transfer learning is in
classifying user reviews compared to other methods.

RQ2:Whether the generalization of user reviews for classification can be improvedwhen
applying a transfer learning approach?

As the relatively poor generalization of the existing approaches to review classifi-
cation, we aim to research the performance of transfer learning-based approaches in
generalization.

4.2 Existing Dataset

Wemade use of twodifferent language datasets to answerRQ1andRQ2.An existing data
set is fromMaalej et al. [6], they collected large amount of user review data, with approx-
imately 1.1 million reviews in the App Store, and 146,057 reviews from 40 apps in the
Google Play. In summary, they labeled 4,400 reviews as bug reports, feature requests, rat-
ings, and user experience, and we obtained 4014 reviews from this data indeed. Table 1
shows the categories distribution for the dataset ofMaalej. As can be observed fromTable
1, the distribution of categories in the review data is uneven seriously, the number of each
category varying greatly, with only 295 Feature Requests in the category with the lowest
number of reviews, and 2605Ratings in the categorywith the highest number of reviews.

Table 1. Categories distribution ofMaalej’s dataset

Category Feature requests Bug reports User experiences Ratings Total

Quantity 295 379 735 2605 4014

Proportion 7.3% 9.4% 18.3% 64.9% –

Furthermore, in this paper, 18331 reviews were crawled from App Store [29] in
the Chinese mainland to increase the diversity of data. We created a Chinese dataset
according to Stanik et al. [4]. First, we listed some typical examples based on the coding
guide provided by Stanik et al. Table 2 shows part of our example. Then, all the user
review data is assigned to three graduate students, who label the user review content as
Inquiry, Problem Report, and Irrelevant according to the coding guide and our typical
examples. After all the reviews are labeled, we discussed the inconsistency of the results
of the three coders of the same review data, or even the inconsistency of the label of
any two of the three, and determined the unique result, which is to ensure that each
review is labeled as the correct category. Finally, the truth dataset was obtained as can
be seen in Table 3. In our dataset, there is no significant difference in the quantity of
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Inquiry and Problem Report, while the categories of Irrelevant account for the highest
proportion. Useful information, i.e. Inquiry, and Problem Report reviews account for
about one-third, which is close to the result of [2, 7–9].

Table 2. Examples of our dataset

Review Category

Why can’t the avatar be changed! ! ! Inquiry

This software does not have a look-back function. Sometimes after a lesson,
there are places where I didn’t hear clearly and I can’t look back!

Inquiry

iOS13.3.1 freezes and restarts when using shared screen Problem report

It’s stuck to death, and the screen goes black, otherwise, there will be sound
and the screen keeps stuck

Problem report

Thank you for this app for letting us experience the joy of class at home,
thank you for enriching our empty vacation, and we must give you five stars
(in installments!

Irrelevant

Five-star staging Irrelevant

Table 3. Categories distribution of our dataset

Category Inquiry Problem
report

Irrelevant Total

Quantity 2504 2234 13593 18331

Proportion 13.7% 12.2% 74.2% –

4.3 Research Methodology

We apply the approach of this paper to the task based on the above dataset:

Task1: Classification of four categories on Maalej’s dataset.
Task2: Classification of three categories on our Chinese dataset.

In this paper, we evaluate the effectiveness of the classification task with Preci-
sion (P), Recall (R), and F1-score (F1) as evaluation metrics. Since our task of clas-
sification is multiclass classification, the true classification of reviews is indicated as
AC = {AC1,AC2,AC3} and PC = {PC1,PC2,PC3} indicates the category predicted
by the classifier, then the precision, recall, and F1-score are represented by the following
equations:

precision(PCi) = |ACi ∩ PCi|
|PCi| (2)
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recall(PCi) = |ACi ∩ PCi|
|ACi| (3)

F1 − score(PCi) = 2
precisionPCi

× recallPCi

precisionPCi
+ recallPCi

(4)

where |ACi| is the number of categories, |PCi| is the number of reviews which classified
into category PCi, and |ACi ∩ PCi| presents the number of reviews is classified into ACi

correctly.
In this paper, we conduct a variety of settings for the task. The training and test sets

are randomly divided by 7:3, i.e. 70% of the review dataset is allocated for training the
model and 30% for testing the classification performance of the model. In addition, for
reducing the coincidence arising from a single division of the training and validation
sets, we also adopted ten-fold cross-validation by dividing all the data into ten parts,
taking one data as the validation set and the other data as the training set for each of the
ten experiments.

We attempt to reduce the influence of highly unbalanced data sets through under-
sampling (US) and oversampling (OS) strategies. For categories with a high number of
reviews, we randomly sample from them by an undersampling strategy to equate their
number to the category with a lower number. In the case of categories with a small
number of reviews, the number of samples is increased from the training set through
an oversampling strategy to extend the number to match that of the more numerous
categories. Thus, the strategy of undersampling reduces the number of categories with a
relatively large number of samples, while the categories with a relatively small number
of samples are not affected, and the categories with a relatively small number of samples
are expanded by the strategy of oversampling samples, while the categories with a rel-
atively large number of samples remain unchanged. In both settings, we do not process
the test set.

5 Experiment and Evaluation

In this paper, the same training set and test set were duplicated five times for the same
experiment and the average was taken as the final result.

5.1 Task1. Classification of Four Categories on Maalej’s Dataset

For the first task, we are interested in evaluating the transfer learning classification
performance on a dataset labeled by Maalej et al. To investigate how well transfer
learning performs in review classification which mentions in RQ1, we adopt different
review classification approaches for comparison experiments. We compare our results
to the approach by Maleej et al. [6]. The study of Stanik et al. [4] compares the effect
of traditional machine learning with deep learning on review classification, where they
classify reviews into Inquiry, Problem Reports, and Irrelevant, and we modify the output
layer of their deep learning model as a baseline method. Table 4 reports the results of
our approach compared to the best results reported by the Maalej and Stanik methods.
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RCBERT achieves promising results with precision of 88%, recall of 89%, and 88% of
F1-score on average, better than the best results of Maalej et al. [6] and Stanik et al.
[4] by more than 10% points. On Ratings, RCBERT achieve better results than the
approach of Maalej et al. [6] which relied on manual rules. In contrast, RCBERT does
not require preprocessing of the dataset in advance. On User Experiences, Maleej et al.
obtained better F1-score through a model with BoW features and metadata, which could
be overfitted to the dataset and thus with poor generalization.

For the approaches of Stanik et al. [4], compared to deep learning, machine learning
achieves better classification results. The probable reason for this situation is the small
amount of data available for training, with only 4014 review data. Since the deep learning
based approach is to learn feature representation between texts by feeding raw text to
the neural network, so a large amount of data is required to train the model. We believe
that deep learning may perform better when there is more training data. For machine
learning, before the model is trained, the raw data is performed manual operations
such as preprocessing and feature engineering. Thus, compared to deep learning, with
feature engineering preprocessing, machine learning approach usually achieve better
performance with smaller training sets. However, this approach may have the issue that
it can only target specific data sets and does not provide good generalization capability.

Table 4. Classification results for the Maalej’s dataset. ML = Machine Learning, DL = Deep
Learning

Approaches Feature requests Bug reports Ratings User experiences Average

P R F1 P R F1 P R F1 P R F1 P R F1

Maleej’s 0.70 0.72 0.71 0.65 0.79 0.72 0.90 0.67 0.77 0.80 0.80 0.80 0.76 0.75 0.75

Stanik’s ML 0.73 0.81 0.77 0.65 0.73 0.69 0.77 0.88 0.82 0.75 0.72 0.73 0.73 0.79 0.75

Stanik’s DL 0.64 0.70 0.67 0.63 0.68 0.65 0.81 0.88 0.84 0.76 0.77 0.76 0.71 0.76 0.73

RCBERT 0.85 0.89 0.87 0.87 0.88 0.87 0.88 0.90 0.89 0.90 0.89 0.89 0.88 0.89 0.88

In contrast, the result of RCBERT reports higher precision, recall, and F1-score
without performing any text preprocessing. Furthermore, the dataset size does not restrict
the performance of RCBERTwhich is based on transfer learning approaches, using them
for the specific task requires very little training data. This can address the challenge of
not having a lot of available training data.

5.2 Task2. Classification of Three Categories on Our Chinese Dataset

In this evaluation, we evaluated the performance of transfer learning on the Chinese
dataset to answer the RQ2. We created a new Chinese dataset according to Stanik et al.
[4], and based on this dataset,we conducted several experiments to compare our approach
with theirs. However, their original approaches are only applicable to English and Italian.
Based on their work, we implemented their approaches, which can be applied to the
Chinese dataset as a comparison.

Table 5 reports the results. For the case of dividing the training set and test set by 7:3,
RCBERT achieves better effects than all but the highest scoring machine learning by
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Stanik et al. [4] for the majority category, i.e. Irrelevant, which depends on manual rules
to preprocess the dataset and feature engineering. On average, the F1-score of RCBERT
exceeds 90% and outperforms all the approaches proposed by Stanik et al. [4]. Compared
with the experiment on the dataset of Maalej et al. [6], the performance of the proposed
approach didn’t diminish when applied to different datasets as the results are similar. In
addition, undersampling and oversampling are adopted to address data imbalance. The
results show that the approaches proposed by Stanik et al. [4] using machine learning are
more influenced by the dataset. However, on the original dataset, deep learning achieves
a better result with F1-score of 84% on average which outperforms traditional machine
learning by more than 16% points, which indicates the approaches proposed by Stanik
et al. [4] lack of ability to generalize from different datasets.

The results of the 10-fold cross-validation are also reported in Table 5. RCBERT
outperforms the results of the deep learning approach by Stanik et al. [4] at 7% points
(F1-score of 89% vs. 82%) on original dataset. Even if undersampling or oversampling,
the F1-score of transfer learning exceeds deep learning by 6% points (US F1-score of
89% vs. 83%) or 5% points (OS F1-score of 89% vs. 84%), which indicated that transfer
learning provides better results than deep learning based on word embedding. Further-
more, the results of RCBERT exceeds all the results of traditional machine learning
with manual preprocessing and feature selection by Stanik et al. [4], and the F1-score
of RCBERT exceeds the traditional machine learning 26 (original), 19 (US), 24 (OS)
percentage points separately. In addition, manual preprocessing and feature engineer-
ing result overfitting of traditional machine learning as all the performance decreased.
Furthermore, compared with the .70-split, deep learning performs better than machine
learning in 10-fold cross-validation.

Table 5. Classification results for our dataset ori = original US = Undersampling OS =
Oversampling

Approaches Inquiry Problem report Irrelevant Average

P R F1 P R F1 P R F1 P R F1

.70-split Stanik ′sMLori 0.48 0.73 0.58 0.47 0.71 0.56 0.97 0.86 0.91 0.64 0.77 0.68

Stanik ′sDLori 0.80 0.78 0.79 0.83 0.80 0.81 0.95 0.90 0.92 0.86 0.83 0.84

RCBERTori 0.88 0.88 0.88 0.90 0.91 0.90 0.93 0.96 0.94 0.90 0.92 0.91

Stanik ′sMLUS 0.73 0.81 0.77 0.65 0.83 0.73 0.95 0.58 0.72 0.78 0.74 0.74

Stanik ′sDLUS 0.82 0.85 0.83 0.83 0.84 0.83 0.96 0.92 0.93 0.87 0.87 0.87

RCBERTUS 0.88 0.89 0.89 0.89 0.92 0.90 0.96 0.92 0.94 0.91 0.91 0.91

Stanik ′sMLOS 0.68 0.77 0.72 0.61 0.65 0.63 0.80 0.63 0.71 0.78 0.74 0.74

Stanik ′sDLOS 0.85 0.82 0.83 0.83 0.84 0.83 0.96 0.91 0.93 0.88 0.86 0.87

RCBERTOS 0.89 0.90 0.89 0.90 0.91 0.90 0.97 0.92 0.94 0.92 0.91 0.91

10-fold Stanik ′sMLori 0.42 0.63 0.50 0.44 0.67 0.53 0.92 0.80 0.86 0.59 0.70 0.63

Stanik ′sDLori 0.78 0.76 0.77 0.78 0.77 0.77 0.94 0.91 0.92 0.83 0.81 0.82

RCBERTori 0.88 0.86 0.87 0.85 0.91 0.88 0.95 0.93 0.94 0.89 0.90 0.89

(continued)
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Table 5. (continued)

Approaches Inquiry Problem report Irrelevant Average

P R F1 P R F1 P R F1 P R F1

Stanik ′sMLUS 0.69 0.77 0.73 0.60 0.71 0.65 0.81 0.64 0.72 0.70 0.71 0.70

Stanik ′sDLUS 0.79 0.83 0.81 0.80 0.81 0.80 0.88 0.86 0.87 0.82 0.83 0.83

RCBERTUS 0.85 0.89 0.87 0.88 0.87 0.87 0.93 0.90 0.91 0.89 0.89 0.89

Stanik ′sMLOS 0.66 0.73 0.69 0.58 0.63 0.60 0.75 0.60 0.67 0.66 0.65 0.65

Stanik ′sMLOS 0.80 0.84 0.92 0.81 0.78 0.79 0.90 0.93 0.91 0.84 0.85 0.84

RCBERTOS 0.87 0.85 0.86 0.88 0.90 0.89 0.95 0.91 0.93 0.90 0.89 0.89

Overall, task 2 answered RQ2, RCBERT improve the generalization ability of user
reviews classification. In contrast, the traditional machine learning approach requires
domain experts to mine text features from raw data to improve performance, which
needs a lot of manual effort. For the deep learning approach, it entails a pre-trained word
embedding model for a specific language based on the training set, and the performance
is limited by the dataset.

6 Conclusion

Users will seek the App they need from an application store. To get more downloads,
developers will continue to satisfying user requirements. In the context of the rapid
development of App, the acquisition of user requirements is no longer a single aspect of
domain experts and developers, but interactive with users. Users can post reviews after
downloading the App. However, the length and quality of the reviews are different. In
addition to eagerly proposing new functional requirements or finding some errors, the
reviews will also make a lot of complaints, including a lot of irrelevant information such
as verbal abuse, which makes it impractical to classify effective feedback information
manually.

In this paper, we propose RCBERT which is a review classification approach based
on transfer learning.We have conducted extensive experiments on two different language
datasets, and the results show that the proposed approach in this paper can effectively
improve the classification results even with a small number of reviews. F1-score of up to
88% for English dataset and 91% for Chinese dataset. This research is awork in progress.
Weare also constantly collectingdifferent types ofChineseApp reviewdata to expand the
user review dataset. In addition, we will combine the App update information to further
analyze the evolution process of the App and give some suggestions to developers.
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Abstract. By intervening in people’s behavior, governments in several
nations have established a variety of strategies to slow down the spread
of COVID-19 pandemic. At the same time, it has a different impact on
everyone. Data from the Steam platform online games between January
2018 and February 2021 was used for this project’s analysis. Through
the difference-in-difference model in Synthetic Control Methods to quan-
tify and analyze, crucial positive effect on Steam’s online players during
COVID-19 and the increase of the number of online players and the
released games of the platform in 2020 had been found. The machine
learning prediction model was created using the daily totals of the online
gaming players of the most popular games on the site. The Ridge regres-
sion, whose R squared reached 0.805, had been demonstrated by the
experimental results that it got the best performance. Simultaneously,
this work found the features of the COVID-19 pandemic and the fea-
tures of the human mobility, which helps to build a great majority of the
predictive models.

Keywords: Steam platform · COVID-19 · Machine learning · Online
game · Difference-in-difference

1 Introduction

Since the declaration of COVID-19 a world pandemic by the World Health Orga-
nization (WHO) on March 11, 2020 [5], COVID-19 has already spread to coun-
tries around the world. As of April 7, 2021, the cumulative number of infections
in the world exceeded 100 million and the cumulative number of deaths exceeded
2.8 million [18]. In order to combat the spread of the disease, governments around
the world have implemented a series of strict pandemic prevention and control
policies, such as quarantine measures, travel bans, canceled social events, and
closed public services [8]. These policies can effectively control the pandemic
and reduce the risk of people being infected, but they have also brought varying

c© Springer Nature Singapore Pte Ltd. 2022
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degrees of impact to various industries. [11]: the global stock market had evap-
orated 6 trillion dollars in just one week [14], global airlines had lost more than
half of the market share [7], the film industry lost about 5 billion dollars [13].

With the continuous spread of the COVID-19 pandemic and the imple-
mented policy have unprecedented consequences for human life and entertain-
ment. Under regular circumstances, people can gather for meals, travel, partic-
ipate in exhibitions, and other entertainment activities for amusement. But it
is difficult to achieve during the COVID-19 pandemic because of the restric-
tion of human mobility. According to a finding by Ortiz Luz in Italy, playing
online games is the fourth thing people most want to do when they are home
in isolation. Online games commonly refer to electronic games in which multi-
ple players engage in interactive entertainment through the computer Internet.
More recently, researchers have started exploring how to do data mining online
games. In 2009, Marcoux et al. addresses the issue of sales forecasting using a new
approach based on connectionist and subspace decomposition methods [12]. In
2011, Debeauvais et al. analyze mechanisms of player retention and commitment
in massively multiplayer online games. Measured the influence of gameplay, in-
game sociality, and real-life status on player commitment [6]. In 2012, Bauckhage
et al. introduced methods from random process theory into game data mining
in order to draw inferences about player engagement [2]. In 2014, Sifa et al.
conducted a large-scale analysis using player behavior data and identified four
different patterns of game time frequency distribution [17]. Runge et al. focuses
on predicting churn for high value players of casual social games and attempts
to assess the business impact that can be derived from a predictive churn model
[16]. Rezaei et al. examined the effects of values and behavioral intentions in
virtual environments, and their results can help game developers understand
what players expect from their games, thereby reducing or slowing churn [15].
In 2017 Liu et al. explored the motivations of gamers [10]. Ahn et al. using the
Bass diffusion model identify success factors that will help drive future growth
in the games industry [1]. In 2018, Baumann et al. reveal the specific behavioral
categories of hardcore players using an unsupervised machine learning approach
[3]. In 2019, Lin et al. studied the characteristics of game reviews over time [9].
Cheuque et al. tested the potential of the latest game recommendation model
based on decomposing machine (FM), Deep Neural Network (DeepNN), and a
new model derived from a mixture of the two (DeepFM) [4]. With the universal
of the internet, people’s gaming style is gradually changing from console games
to online games. So how to predict daily online players accurately becomes a key
question. An accurately and effectively predicted model can help game develop-
ers to adjust theirs sales strategies. And the game operator can reasonably assess
the carrying capacity of the game server to safeguard the server effectively.

For now, there has not been a reliable and valid quantified result of the
impact of COVID-19 on online games. The 2779 popular games data from Jan
2018 to Feb 2021 was used for this research to build a game research dataset.
Based on the established research game dataset, the DID estimator is proposed
to quantify the impact of COVID-19 on the number of game player on the
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Steam platform. At the same time, in order to better aid game developers, we
use machine learning to build a model and predict the number of online game
player. The main contributions of this work are as follows:

• Build a Steam platform research dataset that includes 2779 popular games
from Jan 2018 to Feb 2021.

• Quantified the impact of COVID-19 on daily online players by the difference-
in-difference method.

• Use machine learning, ensemble learning, and deep learning to build a pre-
dicted model of daily online players. And explore the impact of pandemic and
human mobility on the online game player predict model.

2 Data Exploratory Analysis

2.1 Data Description

For now, the Steam platform is known as the biggest digital distribution plat-
form in the computer game field around the world, which was released as a
game release platform by the US video game dealer Valve on 12, Sep 2003. This
work was based on data of Steam platform (https://store.steampowered.com)
to build a game research dataset from January 1, 2018 to February 14, 2021
containing 2,779 popular games, And also from Google’s COVID-19 commu-
nity mobility report website (https://www.google.com/covid19/mobility) and
the Hopkins website (https://coronavirus.jhu.edu/map.html) to obtain the data
to build human mobility dataset and the pandemic dataset, and finally merged
and cleaned them. For each day t, there are 32 features in the research dataset
as Table 1.

This paper proposes to build a predict model to predict the number of online
game players based on machine learning.

x(t) = {C(t), R(t),D(t),ΔC(t),ΔR(t),ΔD(t), E(t),
NT (t), N(t), NC(t), NA(t), NR(t), G(t), GS(t),

GI(t), GM (t), GD(t), GL(t), GA(t),WK(t),
W (t), NW (t), TD(t), TM (t), TN (t), TY (t)}

(1)

where x(t) ∈ R
889×1. Here, we provide m-day forecasts for n consecutive days

with quantified uncertainty based on machine learning models. In this work set
n = 7, m = 30. The prediction model is:

ŷ(t + n) = f(x(t − m), x(t − m + 1), · · · , x(t − 1)) (2)

where ŷ(t+n) represents the predicted value, f(·) stands for the machine learning
model. Then, the prediction problem can be formulated as:

min
f(·)

∑
‖y(t + n) − ŷ(t + n)‖22

s.t. ŷ(t + n) = f (x(t − m), x(t − m + 1), · · · , x(t − 1))
(3)

where y(t + n) is the true value.

https://store.steampowered.com
https://www.google.com/covid19/mobility
https://coronavirus.jhu.edu/map.html
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Table 1. Original database feature table

COVID-19 (C) Cumulative confirmed cases in each country C(t)

Cumulative recovered cases in each country R(t)

Cumulative deaths cases in each country D(t)

Daily confirmed cases in each country ΔC(t)

Daily recovered cases in each country ΔR(t)

Daily deaths cases in each country ΔD(t)

Daily existing confirmed cases in each country E(t)

Human mobility (H) In and Out of Retail and Recreation Index HR(t)

In and Out of Grocery Stores and Pharmacies Index HG(t)

In and Out of Park Index HP (t)

In and Out of Transit stations Index HT (t)

In and Out of Workplaces Index HW (t)

Residential Index Hh(t)

Steam (S) Daily online players in the top 20 games NT (t)

Daily online players N(t)

Daily online players of each game type NC(t)

Average daily online players NA(t)

Daily games released NR(t)

Daily games with players online G(t)

Variance daily online players GS(t)

Minimum daily online players GI(t)

Quartile daily online players GM (t)

GD(t)

GL(t)

Maximum daily online players GA(t)

Time (T) Weekend or not WK(t)

Week W (t)

Day of the week NW (t)

Day of the month TD(t)

Month TM (t)

Day of the year TN (t)

Year TY (t)

• The COVID-19 pandemic features include 7 countries: Brazil, Canada, China,
Germany, Russia, the United Kingdom and the United States. NC(t) include 23
type of the game.
• The Human mobility features include 6 countries: Brazil, Canada,
Germany, Russia, the United Kingdom and the United States.
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(a) (b)

Fig. 1. (a) A line chart comparing the total monthly release of games from 2018 to
2020. The x-axis represents the month. The y-axis represents the number of games
released; (b) A bar graph comparing the average number of released games in 2020
and 2018–2019. The x-axis represents the number of weeks, and the y-axis represents
the difference in game released number between 2020 and the average number of 2018–
2019.

2.2 Data Analysis

Daily Games Released. The number of games released means the number of
new games released, which can reflect the investment intensity of game devel-
opers to the game development. With the COVID-19 continues to spread, most
people have to stay at home or work online, thus increasing the demand for
games, which in turn has boosted the distribution of online games. Figure 1(a)
is the number of games released every month from 2018 to 2020. It can be found
that there is not much difference between the monthly game released in 2018 and
2019 in general, only in January and November is the difference more obvious.
The number of monthly releases in 2020 has increased significantly compared to
2018 and 2019, with an average increase of 190 games per month. Figure 1(b) is
the comparison of the average number weekly games released between 2020 and
2018 to 2019. It shows that only a few weeks in 2020 have seen a decrease in
the average number of game releases compared to the previous two years, and
the majority of weeks have seen an increase. The number of games released in
Jan 2020 increased by 75 games compared to Dec 2019, while the number of
games released in the whole year of 2020 showed an upward trend. The number
of games released achieved 1171 in Dec 2020. It means the number of online
games released has a significant improvement during the COVID-19 pandemic.
It reflects that many game developers intensify efforts to develop during the
pandemic to meet the people’s demand for the game.

Online Players. Daily online players can reflect the popularity of the online
game. Figure 2(a) is monthly online players from 2018 to 2020. It shows online
players per month trended downward in 2018 and 2019. But the daily online
players has a growth trend from Feb 2020 to Apr 2020, which coincided with
the COVID-19 pandemic. The Jan-Apr trends are similar between 2020 and
2018–2019. But after Apr 2020, the monthly online players has a certain growth
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(a) (b)

Fig. 2. (a) A line chart comparing the monthly online players of popular games from
2018 to 2020. The x-axis represents the month. The y-axis represents the online players
per month; (b) A bar graph comparing the monthly total online players of popular
games in 2020 and 2018–2019. The x-axis represents the number of weeks. The y-axis
represents the difference in online quantity.

than 2019 and 2018, which increased by 25,070,967 and 20,536,477 people times
respectively in July, increased by 21,591,836 and 25,291,587 people times respec-
tively in November. Figure 2(b) is the comparison of the weekly online players
between 2020 and 2018 to 2019. It shows starting in week 11, the total number
of weekly popular games online in 2020 has increased compared to the previous
two years, which shows the increase in demand for online games after the pan-
demic outbreak spread around the world. The most significant increase was in
week 14, with an increase of 1,722,382 people times. The trend of growth has
diminished after the 14th week of 2020, but it is still more than 2018 and 2019
on the whole.

3 Method

3.1 Difference-in-Difference Estimator

Difference-in-Difference (DID) estimator is a Synthetic Control Method used in
econometrics for quantitative evaluation of public policy implementation. The
DID estimator is a quantitative method to estimate the causal effect. Its basic
idea is regarding public policy as a natural experiment. In order to evaluate the
net impact of public policy implementation, it divides all sample data into two
groups: the group affected by the policy is the treatment group and the group
not affected by the policy is the control group. This study quantified the impact
of COVID-19 on daily online players by the DID estimator:

Yit = b0 + b1 · Tit + b2 · Ait + b3 · Tit · Ait + eit (4)

where Y is the explained variable which is daily online players, T is the time
virtual variable, A is the group virtual variable which is the year virtual variable,
T · A is the interaction term between the group virtual variable and the time
virtual variable. In the regression analysis, the explained variable is not only
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affected by some quantitative variables but also affected by qualitative variables
which is called the virtual variable. And e is residual, i = 0 and 1 represents
the control group and the experimental group respectively. Set t = 0 and t = 1
to before and after the COVID-19 pandemic(March 11, 2020) respectively. The
consistency of DID estimator estimate results depends on the parallel trend test.
If there is no external policy shock, then daily online players in the control group
and the experimental group should have the same trend of change.

3.2 Ridge Regression

Ridge Regression (RG) is a method of estimating the coefficients of a multiple
regression model when the independent variables are highly correlated. For the
data set D = {(X1, y1), (X2, y2), ..., (Xn, yn)}, where Xi = {x1

i , x
2
i , ..., x

m
i }. Ini-

tialization parameters to θ = (θ1, θ2, ..., θm), where n is the number of samples,
m is the number of features. Therefore the multiple linear regression is as follows:

hθ(x)i = θ0 + θ1x
1
i + θ2x

2
i + · · · + θmxm

i (5)

where Xi is the ith samples, yi is the ith true value, xj
i is the jth feature of the

ith samples. θj is the parameter of the model. Ridge regression adds a complexity
penalty factor after the objective function J(θ), that is, a regular term to prevent
overfitting. The cost function is:

J(θ) =
1

2m

m∑

i=1

(yi − hθ(Xi))
2 + λ

n∑

j

|θj | (6)

Finally, the optimal model parameters are found by minimizing the cost function.

3.3 Pearson’s Correlation Coefficient

Pearson’s correlation coefficient is a method to help understand the linear rela-
tionship between two variables. Its value range is between −1 and +1, −1 means
complete negative correlation, +1 means complete positive correlation, and 0
means no linear correlation. Pearson correlation coefficient of X and Y is defined
as:

ρ(X, y) =
∑n

i=1

(
Xi − X̄

)
(yi − ȳ)

√∑n
i=1

(
Xi − X̄

)2√∑n
i=1 (yi − ȳ)2

(7)

where Xi is the eigenvalue of sample i, yi is the predicted value of sample i, X̄
is the mean value of the feature value, ȳ is the mean of the predicted value.

4 Experiment

4.1 Quantified Results

Because the WHO announced the COVID-19 pandemic on March 11, 2020, so
set March 11, 2020 as the first day of the COVID-19 pandemic in the world. Set
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Table 2. Quantified result of the impact of COVID-19 on daily online players

Variable T ·A Constant R2 Sample size

791898*** (88,433) 3.942e+06*** (40,752) 0.393 669

• Robust standard errors in parentheses,
***, **, * indicate P < 0.01, P < 0.05 and P < 0.1 respectively.

11 March 2020 as the threshold point of time virtual variable before building
DID estimator. Set the 2019 daily online players as the control group, and the
2020 one as the treatment group. Table 2 showed the result of building the DID
estimator. The interaction coefficient of T and A is 791898, which shows an
evident positive effect in daily online players (P < 0.01). It means the 2020
daily online players increased 791898 people times. Figure 3 is the result of the
parallel trend test. It shows that there are no evident differences in daily online
players between the control group and the treatment group before the COVID-19
pandemic. In the parallel trend test, the estimated coefficients of the time virtual
variable have not reached 1% significance level (P < 0.01). It means the 2019
and the 2020 parallel trend assumption is true before the COVID-19 pandemic.

Fig. 3. The result of the parallel trend test. The x-axis represents the time dummy
variables of the advance and lag of the outbreak. The 0 in the x-axis represents the
first week of the pandemic. The y-axis is the estimated coefficient of the variable, and
draws the estimated coefficient and its 95% confidence interval (error bars). The dotted
orange line represents the week prior to the worldwide outbreak, from 4 to 11 March
2020. (Color figure online)
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Fig. 4. The absolute value distribution of Pearson’s correlation coefficient between true
variables and feature variables. The x-axis is the correlation coefficient after taking the
absolute value. The y-axis is the frequency. The red dashed line represents the selected
threshold. (Color figure online)

4.2 Predict Results

This work used the Pearson correlation analysis to select features. Figure 4 is
the absolute value distribution of Pearson’s correlation coefficient between pre-
dictor variables and feature variables. It shows that a long tail phenomenon
in the distribution of correlation analysis, and most absolute coefficient values
are less than 0.5. Therefore chose 0.5 as the threshold of the feature selection
after observing the graph. Finally, we chose 163 features which are Pearson’s
correlation coefficient of more than 0.5 as model input from 889 features. To
eliminate the influence of unit and scale differences between features, Z-score
standardization was used to standardize the selected features.

x∗
i =

xi − x̄

s
(8)

where x̄ = 1
n

∑n
i=1 xi, s =

√
1

n−1

∑n
i=1 (xi − x̄)2. The final dataset period is

from 29 Feb 2020 to 14 Feb 2021 and set 10 Dec 2020 as the split point between
the training set and testing set. And used the machine learning based on grid
search hyperparameter: Support Vector Regression (SVR), Ridge Regression
(RG), Decision Tree (DT), K-Nearest Neighbors (KNN). Ensemble learning:
Random Forest (RF), Gradient Boosting Decision Tree (GBDT), Extra-trees
Random Forest (EXT), and deep learning: Multilayer Perceptron (MLP). The
above 8 models perform data modeling predictions on daily online players.

And to evaluate the performance of the prediction model, regression evalu-
ation indicators are used: Root Mean Squared Error (RMSE), Mean Absolute
Error (MAE), Median Absolute Error (MAD), Mean Absolute Percentage Error
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(MAPE), and Coefficient Of Determination (R2). Set n is the sample size, and
each evaluation index is calculated as follows:

• RMSE: It represents the sample standard error between the predicted value
and the true value. It describes the degree of dispersion of the sample.

RMSE =

√√√√ 1
n

n∑

i=1

(yi − ŷi)2 (9)

• MAE: It represents a mean value of absolute error between the predictive
value and true value

MAE =
1
n

n∑

i=1

|yi − ŷi| (10)

• MAD: It is a robust metric. MAD is more flexible than MSE in dealing with
outliers in data sets and can greatly reduce the impact of outliers on data
sets.

MAD = median (|y1 − ŷ1| , · · · , |yn − ŷn|) (11)

• MAPE: It expresses accuracy as a percentage of error. Since it is a percent-
age value, it may be easier to understand than other accuracy measurement
statistics.

MAPE =
100%

n

n∑

i=1

∣∣∣∣
ŷi − yi

yi

∣∣∣∣ (12)

• R2: It is an important statistic reflecting the degree of model fit, and its value
reflects the relative degree of regression contribution.

R2 = 1 −
∑

i(ŷi − yi)2∑
i(yi − ȳi)2

(13)

Table 3. Predictive model evaluation results

Model ST HCST

RMSE MAE R2 MAD MAPE RMSE MAE R2 MAD MAPE

SVR 352888 293797 0.133 264513 6.006 283091 234736 0.382 218617 4.727

RF 347314 283993 0.161 248243 5.827 281522 229086 0.389 196459 4.717

MLP 937397 858666 −5.114 859229 18.502 2344609 2003713 −41.39 2278619 40.255

RG 446734 362648 −0.389 337588 7.296 159007 122909 0.805 100684 2.518

KNN 361039 296071 0.093 256343 6.139 369801 292320 −0.055 208040 5.873

GBDT 308194 250904 0.339 202034 5.258 218000 169394 0.634 126804 3.415

EXT 344764 281602 0.173 244365 5.79 247919 207426 0.526 186008 4.283

DT 309003 259469 0.336 212610 5.308 274835 234179 0.418 202812 4.7



468 S. Wu et al.

To explore the impact of COVID-19 features on modeling, this experiment
had divided into two parts. One dataset is the HCST, which added the COVID-19
features and the human mobility features. The other is the ST dataset, which did
not add the COVID-19 features and the human mobility features. The evaluation
results of all predict models where in Table 3. It shows that: In the ST dataset,
GBDT which R2 and MAPE reached 0.339 and 5.258 separately, had the best
predictive effect among the 5 evaluation index. And in the HCST dataset, RG
had the best predictive effect among the 5 evaluation index, and R2 increased
from −0.389 to 0.805.

The results of model SVR, RF, GBDT, EXT, and DT, whose R2 were
increased by 0.248, 0.228, 0.294, 0.353, and 0.081 respectively, had improved
compared to the results that did not add the COVID-19 features and the human
mobility. Whereas the models KNN and MLP, which simultaneously added the
COVID-19 and human mobility features, had a decrease in R2. According to
that, the two features were helpful in establishing models to predict the online
players’ numbers. In Fig. 5, it is the predictive and fitting result based on the
HCST dataset of model RG. A good fit and robustness are demonstrated.

Fig. 5. Fitting graph of prediction results. The x-axis represents time. The y-axis
represents daily online players. The blue dotted line represents the true value. The
orange solid line represents the predicted value of RG based on the HCST data set.
(Color figure online)

5 Conclusion

This work builds an online game research dataset that from January 2018 to
February 2021 containing data from the Steam platform, the COVID-19 epi-
demic, and human mobility. Through analysis of daily game released and daily
online players. Reveals that compared to 2020 the number of game releases and
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the number of online players in 2018–2019 has increased in varying degrees.
Among them, the online games released in 2020 is average more than 190 per
month than 2019-2018. And daily online players in 2020 begins more than 2018
and 2019 average in the 11th week. Finally, this work found that people’s demand
for the game has increased after the COVID-19 outbreak, promoting the devel-
opment of the online game industry. Then quantified the impact of COVID-19 on
daily online players by the difference-in-difference method. The result shows that
the impact of the COVID-19 pandemic on daily online players has a significant
positive effect. The weekly online players in 2020 is more than 791,898 people
times than control group 2019. In order for the online game developers and the
operators to better predict the demand for online games, this work used machine
learning, ensemble learning, and deep learning to build a predicted model, which
predicts daily online players, and explore the impact of epidemics and human
mobility on the online game player predict model. The result shows the COVID-
19 features and the human mobility features are helpful in most models when
predicting daily online players. And the RG is the best model, its R2 reach 0.805
and MAPE is 2.518.

Through the establishment of a predictive model, game developers and oper-
ators can adjust their investment in game development and marketing to obtain
more benefits, thereby promoting the steady development of the online game
industry. In the future, daily online players will be refined by game category,
data modeling of online numbers of various types of games will be carried out,
and the impact of the COVID-19 epidemic on each game type will be quantified.
In addition, if to improve the accuracy of the prediction model, more features
related to online games need to be included in future work.
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Abstract. With the rapid rise of social network platforms, more users share their
daily lives through social networks, which has led to a large amount of personal
privacy being leaked or stolen. Therefore, secure social network data publishing
has become the focus of research in the field of data publishing. Aiming at the
problem of low data availability caused by node weights that are not considered in
the existing privacy protectionmethods for publishing uncertain graphs, this paper
proposes a privacy protection method for publishing uncertain graphs based on
objectiveweighting. In this paper, the entropyweightmethod is used to objectively
weight the nodes, and then the Laplacian mechanism is used to add noise to the
edges and convert the noise into the probability of edges, and finally generate and
publish an uncertain graph. Experiments have proved that the method proposed in
this paper can effectively improve the usability of social network structure while
ensuring privacy.

Keywords: Social network · Entropy method · Objective weighting ·
Probability · Uncertainty graph

1 Introduction

With the rapid popularization of mobile devices such as mobile phones, the mobile
Internet has also developed rapidly, and social networking platforms have also taken the
opportunity to rise. Nowadays, more and more users use social networking platforms
to communicate, and at the same time conduct daily data release and sharing on social
networking platforms. This has led to the retention of a large number of users’ personal
information on social networking platforms, which includes sensitive information such
as social information, identity information, and location information. If this sensitive
information is obtained by people with ulterior motives, it is extremely easy to cause
infringements on the safety of users.

The structure of social networks is intricate and complex. Social networks include
not only nodes and node attributes, but also the relationship between nodes and nodes.
There are also many privacy protection methods for existing social networks, such as
differential privacy, anonymization and uncertainty graphs in social network data. The
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published privacy protection has a wide range of applications. Wang Tingting [1] pro-
posed a protection algorithm based on random projection and differential privacy in
response to the problem of poor data availability when publishing data on social net-
works. GuZhen [2] and others proposed a differential privacy protection algorithm based
on probabilistic principal component analysis for the problem of poor privacy protection
when high-dimensional data is released. Wang Leixia and Meng Xiaofeng [3] proposed
a hybrid privacy protection framework, ESA (encode-shuffle-analyze) framework, in
view of the poor data availability characteristics of local differential privacy technology
to improve the availability of data when data is released. Li [4] proposed a personalized
differential privacy data publishing algorithm in order to reduce the waste of privacy
budget when different users have different privacy requirements.

Esmerdag [5] found that the implementation of differential privacy is too cum-
bersome and requires additional additional protocols and changes to the database. In
response to this problem, a platform for differential private data analysis is proposed
for data release. Zhu Suxia [6], in order to further improve the accuracy of continu-
ous numerical data mean estimation by differential privacy, proposed a classification
transformation perturbation mechanism method that satisfies local differential privacy,
which improves the data availability when data is released. Liu Shuangying [7] proposed
a social network differential privacymodel that focuses on the protection of edgeweights
in view of the weak privacy protection of edge weights in social networks. Zhang Xiao-
jian [8] proposed a privacy protection model for data release and analysis in response
to the leakage of private data and sensitive data during data release and analysis. Jia Xu
[9] proposed a histogram data publishing model based on differential privacy in view
of the existing data publishing models mostly only simple aggregation. The histogram
data publishing model greatly improves the privacy of social network data publishing.
The users of social networks can be regarded as nodes, and the relationship between
users can be represented by edges. Therefore, research on social networks can be trans-
formed into research on graphs. Wu Zhenqiang [10] proposed a social network privacy
protection method that combines differential privacy and uncertain graphs. This method
has strong privacy protection, but its data availability needs to be improved. Song Yun-
ing [11] proposed a differential privacy protection method oriented to random graph
models. This method circumvents sensitivity analysis and cannot optimize the amount
of noise, resulting in a waste of privacy budget to a certain extent. Uncertainty graphs
are also widely used in the privacy protection of social networks. Boldi [12] proposed
a new social network anonymization method (k,ε)-obfuscation algorithm, which adds
uncertainty to the social network graph. So that the social network graph maintains a
high data availability. Yan Jun [13] proposed a privacy protection method for uncertain
graphs based on node characteristics in response to the network security problems caused
by the leakage of privacy data in social networks. There are also many traditional pri-
vacy protection methods for uncertain graphs. For example, a wander-based method for
publishing uncertain graph data is proposed to prevent chain attacks [14]. Nguyen [15]
analyzed the deficiencies in the uncertainty graph and proposed a method based on the
maximum variance method to measure the relationship between data utility and privacy.
Based on the previous work, Nguyen [16] proposed a fuzzy model UMA based on the
uncertain adjacency matrix based on the concept of uncertain graphs, and introduced
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UAM into the previously proposed variance maximization algorithm. In recent years,
the privacy protection of uncertain graphs has been widely used in social networks.

Although the uncertainty graph privacy protection method proposed in literature 10
has high privacy protection, the data availability is very low. Aiming at the problem
of low data availability, this paper proposes an uncertain graph data release based on
objective weighting. The privacy protection method improves data availability while
ensuring privacy protection.

2 Related Basic Knowledge

2.1 Objective Weighting Based on Entropy Method

The entropy weight method has a strong objective mathematical basis, which can objec-
tively analyze the amount of information of the node to measure the importance of the
node, so this article adopts the objective weighting based on the entropy weight method.
The information entropy formula is as follows:

Ei = −ln(n)−1
∑n

j=1
pijlnpij (1)

where: pij = yij/
∑n

j=1 yij, it’s the probability of a certain value. If pij = 0, then define
lim
pij→0

pijlnpij = 0.

Then, the weight is determined according to the entropy value:

wi = (1 − Ei)/(m −
∑n

j=1
Ej) (2)

where m is the number of nodes.

2.2 Differential Privacy and Related Concepts

Definition 1 (Differential privacy). There are two adjacent data sets D and D′, and
algorithmM.M(D) represents the output set of algorithmMon data set D, and represents
the set of all output values of algorithm M. If algorithm M Arbitrary output results on
data sets D and D′ satisfy the following inequality (3):

Pr[M (D) ∈ SM ] ≤ eε × Pr[M (D′) ∈ SM ] (3)

Definition 2 (Neighboring graph). Given graph G1 = (V1,E1) and G2 = (V2,E2), if
satisfies |V1 ⊕ V2| + |E1 ⊕ E2| = 1, then it is called adjacent graph.

In this article, because it does not involve adding or deleting nodes, so V1 = V2, as
long as |E1 ⊕ E2| = 1, it is called a neighboring graph. As shown in Fig. 1, Fig. 1 (a)
and Fig. 1 (b) are adjacent diagrams.
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Fig. 1. The example of neighboring graphs

Definition 3 (Sensitivity). Given a function f :G → G′′, whereG andG′′ have the same
set of vertices, the global sensitivity of function f is:

�f = max
G1,G2

||f (G1) − f (G2)|| (4)

where G1,G2 is the adjacent graph, G′′ is the graph output by the random algorithm, f
represents the query function, for the edge ei in G1,G2, query whether ei exists in the
same graph G1,G2, in Fig. 1 (a) and (b) Sensitivity �f = 2.

Definition 4 (Laplace mechanism). For function f: G → G′′, if the output result of
algorithm M satisfies the following equation, then algorithm M is said to satisfy ε-
differential privacy.

M (G) = f (G) + Lap(�f /ε) (5)

where lap is the noise of the Laplacian distribution with the expected μ = 0 position
parameter b = �f /ε added to the query result, and the magnitude of the noise value is
related to the sensitivity �f and ε.

2.3 Uncertainty Graph

Definition 5 (Uncertain graph). Given a graph G = (V ,E), if the mapping p: Vp →
[0, 1] is the probability function of each edge, then the graphG′ = (V , p) Is the uncertain
graph of graph G, where Vp set contains all possible fixed-point pairs in set V, namely
Vp = {(vi, vj)|1 ≤ i < j ≤ n}, |Vp| = n(n−1)

2 .

3 Uncertain Graph Publishing Privacy Protection Algorithm
for Objectively Empowered Nodes

3.1 Node Objective Weighting Based on Entropy Weight Method

First, transform the social relationship between users into a social network graph, and
define the graph G(V ,E) to represent the social network, where V = {v1, v2, …, vn}
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represents the set of nodes, and E = {e1, e2, …, em} represents the set of edges. Then
the graph G is transformed into an adjacency matrix. The adjacency matrix of the graph
is represented by An×n = (aij), aij = 1 means that the nodes vi and vj are directly
connected, otherwise aij = 0. Here i, j are the node numbers at both ends of the edge.
After transforming the graph G into an adjacency matrix, use formulas (1) and (2) to
weight each node into a graph G′(V ,W ), where V represents the set of nodes and W
represents the set of weights.

3.2 Privacy Protection Algorithm Based on the Release of Uncertain Graph Data

The UGDP algorithm proposed in literature 10 does not consider the weights of nodes
in the social network graph, resulting in low availability of published uncertain graphs.
In response to this problem, this article proposes a privacy protection algorithm (Pri-
vacy Preserving Algorithm for Uncertain Graph Data Publishing, PUGDP) based on the
release of uncertain graph data. The algorithm model is as follows (Fig. 2):

Fig. 2. Uncertain graph construction model of PUGDP algorithm

Where the PUGDP algorithm uses differential privacy to assign edge probabilities
to the objectively weighted social network graph to generate an uncertain graph for
publication. This algorithm mainly adds noise to the structure of social networks, so as
to achieve the effect of privacy protection. It mainly consists of the following 4 steps.

1) First, judge whether the two nodes are associated or not, if they are associated, find
the shortest path, and then calculate the sum of the weights of the path nodes to get
the average value β. The calculation formula for β is:

β = (
∑n

i=1
wi)/n (6)

A threshold α is set here. If β is greater than or equal to α, the two sides directly add
noise.

2) In order to construct an uncertain graph, each noise value yi corresponds to a
probability value pi, The probability value pi = Pr[yi] = F(yi).

3) The probability value pi is added to the graph G1 or G2 to form an uncertain graph,
and the probability value pi is used as the probability that there is an edge between
the vertex and the vertex.

F(yi) =
∫ yi

−∞
g(X )dX (7)
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where, g(x) is the Laplace distribution that obeys the expected value μ and the
position parameter b.

g(X ) = 1

2b
exp(−|X − μ|

b
) (8)

4) When publishing the constructed uncertain graph, in order to better protect the
information in the original graph, use the adjacent uncertain graph G′′ as the release
graph.

The algorithm is described in detail as follows:

Algorithm 1 is to transform the original social network graph into an uncertain graph
for publication. The first line gives objective weights to the original graph, the second
line calculates the differential privacy budget, and the fourth to 12th lines calculate the
shortest path of any two nodes in the original graph. If the number of shortest path edges
is 1, add noise directly, If the edge of the shortest path is greater than 1, calculate the
average value β of the node weights on the path, if β is greater than the threshold α, add
noise. Lines 14–16 convert the noise into probability and add it to the corresponding
edge, and finally return to the uncertain graph G′.
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3.3 Privacy Analysis

Theorem. The PUGDP algorithm satisfies differential privacy.

Proof: Let f (·) be the function f :G → G′′,G′′ is the neighboring uncertain graph
output by the algorithm,G1,G2 are the neighboringgraphs, that is, theHammingdistance
of the edge in the graph is 1. PG1 means PUGDP (G1, f, ε) probability density function,
PG2 represents the probability density function of PUGDP (G2, f, ε). The relationship
between probability and noise is yi → pi. G3 is the noise map generated by the Laplace
function during the algorithm. Because The post-processing technology of the process
from the noisemap to the uncertainmapmeets the differential privacy. Therefore, in order
to prove that the PUGDP algorithm meets the differential privacy, it is only necessary to
prove that the original map is converted to the noise map to meet the differential privacy.
The specific proof process is as follows:

The PUGDP algorithm not only has the privacy protection effect of the uncertain
graph, but also has the protection effect of differential privacy. Under the double privacy
protection effect, the PUGDP algorithm has a strong privacy protection effect. In the
privacy protection of uncertain graphs, we use α to control the number of edges. The
larger the α, the fewer edges will be added, and the smaller the privacy protection effect
on social networks, but the stronger the data availability, and vice versa. The more edges
you add, the stronger the privacy protection effect on social networks, but the smaller
the data availability, and the size of α can be controlled according to different data
requirements.

4 Experimental Analysis and Comparison

In order to evaluate the privacy protection effect of different algorithms, according to the
data characteristics of the uncertain graph, this paper introduces edge entropy tomeasure
the privacy protection effect of the uncertain graph generated by the algorithm. In terms
of data availability, a statistical indicator is introduced formeasurement. This article uses
Python language and the third-party function packageNetworkX to conduct comparative
experiments. The experimental data set is the gowalla data set publicly available on the
Stanford University website. The data set has a total of 196591 nodes. 50, 100, 200, and
500 nodes were selected for experiments. In order to reduce randomness, the experiment
was performed 10 times and averaged value.
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4.1 Objective Weighting Based on Entropy Method

Data availability is measured according to some metrics proposed in the literature 17,
18. where NE represents the number of edges in the structure graph, AD represents the
average degree of nodes in the structure graph, and DV represents the variance of the
node degrees in the structure graph.

In the social network structure graph, use d1, d2,…, dn to express the sequence of
the node degree in the structure graph, but the edges in the uncertainty graph exist in the
form of probability, and you cannot directly use the node degree in the original graph
to express the The degree of the node in the missing graph, in the uncertain graph d1,
d2,…, dn is a random probability sequence, where the expected degree of the node is
used to represent the degree of the node in the uncertain graph, that is, the probability
of the edge connected to the node is used The sum to represent the degree of this node.

Such as the following equation:

dv =
∑

p(i, j) (9)

In formula (10), i = v or j = v and i �= j.
Formula (11) and formula (12) are the calculations of NE and AD in the original

graph. For the calculation of NE′ and AD′ in the uncertain graph, please refer to for-
mula (14) and formula (15), where DV is in the original graph and the uncertainty The
calculation in the figure is consistent with formula (13).

NE = 1

2

∑
v∈V dv (10)

AD = 1

n

∑
v∈V dv (11)

DV = 1

n

∑
v∈V (dv − AD)2 (12)

NE′ = 1

2

∑
v∈V

∑
u∈V\v p(u, v) =

∑
e∈V2

p(e) (13)

AD′ = 1

n

∑
v∈V

∑
u∈V\v p(u, v) = 2

n

∑
e∈V2

p(e) (14)

4.2 Privacy Measurement

Because the edges of uncertain graphs are strongly random, this paper introduces edge
entropy Ente to measure the privacy protection effect when measuring the privacy of
uncertain graphs. Entropy is used to measure the degree of chaos in a system in informa-
tion theory. The larger the information entropy, the more chaotic the system, the smaller
the information entropy, the more orderly the system, and the side entropy reflects the
degree of chaos in the graph structure. The definition of Ente is shown in the following
formula:

Iei = −p(ei) × log2p(ei) (15)
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where, ei ∈ G′, p(ei) is the probability that the edge exists.

Ente =
∑

e∈G′ Iei (16)

The larger the Ente value reflects the more chaotic the structure of the uncertain
graph, that is, the greater the degree of uncertainty, the better the privacy of the published
uncertain graph.

4.3 Data Availability Analysis

While ensuring privacy protection,NE, AD, andDV are used tomeasure data availability.
The closer the three metrics of NE, AD, andDV in the uncertain figure are to the original
figure, the better the data availability. Table 1 andTable 2 list the data availability compar-
ison between the original graph and the UGDP algorithm at ε = 0.01, ε = 0.1, ε = 1.
Through a large number of experiments, when the PUGDP algorithm threshold α is
around 0.02, the privacy protection does not decrease too much, but data availability is
greatly improved. When α is 0.02, the algorithm effect is the best. so this article only
lists three values 0.01, 0.02, and 0.05 for comparison experiments, so Tables 3, 4 and 5
list ε = 0.01, ε = 0.1, ε = 1 when α = 0.01, α = 0.02, α = 0.05 Comparison of data
availability.

Table 1. Data availability comparison between the original graph and the uncertain graph
generated by the UGDP algorithm when ε = 0.1.

Metrics Nodes

The original image Uncertain graph ε = 0.1

NE AD DV NE′ AD′ DV ′

50 81 3.18 46.69 618.55 12.12 150.80

100 264 5.23 105.80 2522.17 24.97 630.83

200 731 7.27 217.46 9955.64 49.53 2469.53

500 3735 14.91 696.03 62568.19 124.89 15638.55

Table 2. Usability ratio of uncertain graph data generated by UGDP algorithm when ε = 0.01
and ε = 1.

Metrics Nodes

Uncertain graph ε = 0.01 Uncertain graph ε = 1

NE′ AD′ DV ′ NE′ AD′ DV ′

50 647.59 12.70 164.12 631.76 12.39 157.51

100 2507.17 24.82 623.30 2537.78 25.13 623.13

200 10061.30 50.06 2520.88 10126.38 50.38 2555.28

500 62581.82 124.91 15641.60 62684.87 125.12 15692.18
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Table 3. Comparison of availability of uncertain graph data generated by PUGDPalgorithmwhen
ε = 0.01, α = 0.01, ε = 0.01, α = 0.0 2 and ε = 0.01, α = 0.0 5.

Metrics Nodes

PUGDP ε = 0.01,
α = 0.01

PUGDP ε = 0.01,
α = 0.02

PUGDP ε = 0.01,
α = 0.05

NE′ AD′ DV ′ NE′ AD′ DV ′ NE′ AD′ DV ′

50 606.51 11.89 146.67 344.79 6.76 51.56 175.51 3.44 18.80

100 1323.15 13.10 186.75 839.28 8.31 90.05 435.18 4.31 42.04

200 3171.28 15.78 292.96 1871.03 9.31 131.53 980.53 4.88 72.40

500 9513.41 18.99 490.63 5833.85 11.64 279.12 3477.14 6.94 207.02

Table 4. Comparison of the availability of uncertain graph data generated by the PUGDP
algorithm when ε = 0.1, β = 0.01, ε = 0.1, α = 0.0 2 and ε = 0.1, α = 0.0 5.

Metrics Nodes

PUGDP ε = 0.1, α = 0.01 PUGDP ε = 0.1, α = 0.02 PUGDP ε = 0.1,
α = 0.05

NE′ AD′ DV ′ NE′ AD′ DV ′ NE′ AD′ DV ′

50 626.23 12.30 156.54 330.35 6.48 47.22 182.40 3.58 21.50

100 1319.36 13.06 184.57 828.11 8.20 86.32 419.50 4.15 38.15

200 3181.64 15.83 297.19 1881.16 9.36 132.22 1008.51 5.01 76.44

500 9442.04 18.84 474.04 5841.73 11.66 275.89 3468.14 6.92 212.69

Table 5. Comparison of the availability of uncertain graph data generated by the PUGDP
algorithm when ε = 1, α = 0.01, ε = 1, α = 0.02 and ε = 1, α = 0.05.

Metrics Nodes

PUGDP ε = 1, α = 0.01 PUGDP ε = 1, α = 0.02 PUGDP ε = 1, α = 0.05

NE′ AD′ DV ′ NE′ AD′ DV ′ NE′ AD′ DV ′

50 614.00 12.04 150.66 334.54 6.55 49.63 178.52 3.50 20.73

100 1313.73 13.00 180.64 801.49 7.94 81.49 430.64 4.26 37.55

200 3186.73 15.85 296.17 1875.95 9.33 128.28 986.72 4.90 67.06

500 9484.90 18.93 493.72 5778.94 11.53 270.22 3476.72 6.94 216.13
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By comparing the data obtained from the original map, UGDP and PUGDP, the
PUGDP data is closer to the original map to a certain extent, so it can be concluded that
PUGDP has higher data availability than the UGDP.

4.4 Privacy Analysis

This paper uses edge entropy to measure the privacy of existing algorithms and the
proposed algorithms. The UGDP algorithm was verified by experiments at ε = 0.01,
ε = 0.1 and ε = 1. When the PUGDP algorithm and UGDP algorithm ε are the same,
the experiments are verified when α is 0.01, 0.02 and 0.05. Table 6 shows the UGDP
algorithm. The edge entropy changes, Tables 7, 8, 9 are the edge entropy changes of the
PUGDP algorithm.

Table 6. Changes in edge entropy in UGDP algorithm.

Metrics Nodes

ε

ε = 0.01 ε = 0.1 ε = 1

50 471.47 455.59 453.60

100 1821.83 1824.89 1819.58

200 7242.42 7265.50 7231.89

500 45132.72 45123.00 45198.44

Table 7. PUGDP algorithm changes in edge entropy when ε = 0.01.

Metrics Nodes

ε, α

ε = 0.01, α
= 0.01

ε = 0.01, α
= 0.02

ε = 0.01, α
= 0.05

50 463.37 238.71 131.53

100 934.63 603.38 315.86

200 2284.45 1344.04 714.65

500 6846.42 4161.70 2529.68

Through the comparison of Tables 6, 7, 8, 9, the side entropy of UGDP is always
larger than the side entropy of PUGDP. According to Tables 7, 8, 9, when ε is equal, the
side entropy gradually decreases with the increase of α. Therefore, the privacy protection
of UGDP algorithm is better than that of PUGDP algorithm.For the PUGDP algorithm,
privacy protection gradually becomes smaller as α increases, and the size of α can be
adjusted according to different application scenarios.
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Table 8. The change of edge entropy of PUGDP algorithm when ε = 0.1

Metrics Nodes

ε, α

ε = 0.1, α =
0.01

ε = 0.1, α =
0.02

ε = 0.1, α =
0.05

50 458.50 243.53 135.09

100 949.96 611.78 322.65

200 2287.83 1327.69 730.36

500 6859.00 4191.55 2506.25

Table 9. The change of edge entropy of PUGDP algorithm when ε = 1

Metrics Nodes

ε, α

ε = 1, α =
0.01

ε = 1, α =
0.02

ε = 1, α =
0.05

50 445.90 243.70 129.53

100 948.71 607.86 318.61

200 2277.78 1345.85 720.66

500 6846.50 4192.39 2502.28

5 Conclusion

Aiming at the poor data availability of traditional uncertain graphprivacy protection algo-
rithms, this paper proposes a privacy protection method for uncertain graph data release
based on objective weighting. This method not only has the dual protection effects of
differential privacy and uncertain graphs, but also corrects whether it is not. The algo-
rithm for publishing the deterministic graph has been improved to objectively assign
weights to nodes, making the published uncertain graph data more usable. Through a
large number of experimental verifications, the PUGDP algorithm improves data avail-
ability while ensuring data privacy. This article adopts the entropy weight method for
objective weighting. The entropy weight method has a strong mathematical basis, but
the entropy weight method only analyzes the structure of the social network, and does
not analyze the node attributes. Therefore, in the next step, we will explore the study of
weighting methods that combine social network structure and node attributes.

Acknowledgments. This work was supported by The Natural Science Foundation of China.
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Abstract. The research on community detection is usually based on the
topological structure and attribute information of complex networks to
improve computation precision. However, as more and more people pay
attention to the disclosure of personal privacy, detecting communities
without leaking sensitive information has become a hot topic in complex
network analysis. In this paper, we first propose a distributed privacy-
preserving graph learning model. Second, we develop a multi-label propa-
gation algorithm (MLPA) based on the model to detect overlapping com-
munities securely on the horizontally distributed networks with attributes.
A novel perturbation strategy is combined with homomorphic encryption
to achieve flexible privacy control and strict privacy protection. Moreover,
a node similarity calculation method is proposed to consider the struc-
tural and attribute influences of each node’s neighbors in label propagation
no matter the attributes are numeric or categorical. The experiments on
real-world and artificial networks demonstrate that our algorithm achieves
identical results as the standalone MLPA and higher accuracy (200%) than
the simple distributed MLPA without federated learning.

Keywords: Multi-label propagation · Neighbor node influence ·
Community detection · Federal learning · Attributed network

1 Introduction

Community detection aims to mine the community structure of a complex net-
work to help us obtain an in-depth understanding of the functions and behaviors
of its nodes and edges. Label propagation algorithms (LPAs) [2] are a type of
typical community detection algorithm that have many merits. First, their time
complexity is near-linear to network size, which makes them particularly suit-
able for large networks. Second, they rely on the iterative propagation of node
c© Springer Nature Singapore Pte Ltd. 2022
Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1492, pp. 484–498, 2022.
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labels to let the communities composed of nodes with the same labels emerge
automatically. Therefore, we do not have to input the number of communities
in advance. To extend LPAs to handle networks with overlapping nodes, a node
is allowed to carry multiple labels, which means that it can belong to multiple
communities. The representatives of such improved MLPAs include COPRA [3],
SLPA [4] and so on. Furthermore, BMLPA [5], LPANNI [6] and NALPA [7] were
proposed to eliminate the randomness of label propagation, which makes MLPAs
run more steadily.

With people’s increasing concern about personal privacy, detecting com-
munities without leaking sensitive information has become a prerequisite in
secure complex network analysis. The anonymization-based methods such as
k-anonymity [8], l-diversity [9] and differential privacy (DP) [10], have been
used for community detection. However, they all incur inevitable accuracy loss
because the noises added to a network, such as added or removed nodes and
edges severely interfere with the detection of the true communities. In con-
trast, cryptography-based methods such as homomorphic encryption [21], secret
sharing [22] can protect the sensitive information of networks strictly. However,
the intensive encryption and decryption operations are time-consuming, which
makes them inapplicable to large networks.

The paradigm of federated learning [1] was first proposed by Google which
provides a possible solution to the above problems. Federated learning is a new
fundamental technology of artificial intelligence to solve the problem of data
island. It establishes a machine learning model by combining the datasets dis-
tributed on multiple participants. All participants carry out collaborative train-
ing to share only the intermediate results instead of their private data.

In this paper, we first propose a federated graph learning model (FGLM)
for privacy-preserving network data mining on distributed networks. Second,
depending on the model, we propose a horizontal MLPA based on neighbor
node influence (NNI) for community detection on attributed networks (HF-
MLAPNNI-AN). A novel node perturbation strategy is designed to conceal net-
work privacy in label propagation without losing any accuracy. Besides, a new
node similarity calculation method is developed to consider both the structural
and attribute influences of a node’s neighbors. The theoretical analysis and the
experiments on real-world and artificial networks demonstrate that our algo-
rithm achieves identical results as the standalone MLPA while providing full
protection on network privacy. They also gain higher accuracy over the simple
distributed MLPA without federated learning. The main contributions of our
study are as follows:

1. The proposed FGLM is suitable for horizontal federated learning paradigms.
We can develop the horizontal federated versions of a standalone network data
mining algorithm based on the same model, which is proved in this study.

2. The node perturbation strategy is combined with homomorphic encryption
to achieve flexible control over privacy-level without accuracy lost and strict
protection on the intermediate results in distributed label propagation.
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3. The node similarity computation method not only considers the structural
and attribute similarity between the nodes and the influence of their neighbors
but also utilizes all numeric and categorical attributes of the nodes, therefore
improving the computation precision.

2 Related Work

2.1 Multi-label Propagation Algorithm

The COPRA algorithm [3] proposed by Gregory et al. is the pioneering work that
extends LPA to overlapping community detection by relaxing LPA’s constraint
on the number of labels. Wu et al. proposed a balanced pair label propagation
algorithm (BMLPA) [5] which eliminated the randomness of label propagation
according to a concept of balanced attribution coefficient. Lu et al. proposed an
improved LPA overlapping community detection algorithm (LPANNI) [6] which
uses a fixed label propagation sequence based on the ascending order of node
importance scores and a label update strategy based on NNI to detect over-
lapping communities. In 2020, Zhang et al. proposed an LPA based on node
capability (NALPA) [7] which adopts four-node capabilities (propagation capa-
bility, attraction capability, launching ability and sender capability) and label
influence and a new label propagation mechanism to improve the stability and
efficiency of LPA.

2.2 Privacy Protection Community Detection

At present, only the technique of anonymization has been applied to privacy-
preserving community detection. Sarah et al. proposed a (k, x) isomorphism
method [8] to protect personal privacy in weighted social networks. For some
social networks where nodes and their labels have structural attributes, Tripa-
thy et al. proposed an algorithm [9] that can be used to realize k-anonymity
and l-diversity on the networks. Ji et al. proposed a DP community detection
(DPCD) scheme [10] which detects communities in social networks through a
probability generation model. The anonymization-based community detection
algorithms run fast and provide flexible control over privacy-level. However, they
have to sacrifice accuracy for privacy because the added noises make discovering
communities more difficult. Although encryption is another popular technique
for privacy-preserving graph data mining [23,24], it has not yet been applied to
privacy-preserving community detection.

2.3 Federal Learning on Graphs

Wang et al. proposed the first federated learning framework (GraphFL) [11]
for semi-supervised node classification of graphs. The framework is driven by
a meta-learning method that solves the non-IID problem in federated graph
learning and handles new labels well. Ialitha et al. proposed a distributed point-
to-point federated learning algorithm [12] to train deep neural networks (DNNS).
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Mei et al. proposed an adjacency matrix protection method [13] based on DP
to protect a network’s topology and an adjacency matrix aggregation method
to improve a global model with multiple local models based on GNN (Graph
Neural Network).

3 Preliminaries

3.1 Network Privacy

We assume that our framework is carried out under the semi-honest adversary
model. Each participant does not disclose his information actively or attack other
participants. A privacy protection algorithm on the graph is mainly to prevent
the following two parts of information from being leaked out:

1. The topology of a network, including nodes ID, nodes degree and edges exis-
tence. On a complex network, the degree of most nodes may be different, so
attackers can accurately locate the location of nodes through different node
degrees. Moreover, the attacker can determine whether two nodes are con-
nected through edges, although the two nodes’ ID may not be known.

2. The attributes of nodes and edges, including type, weight, profile, and so on.
In large complex networks, few nodes and edges have the same attributes.
Therefore, if the attributes of sensitive nodes or edges are compromised, the
attacker can accurately locate them.

3.2 Standalone MLPANNI-AN Algorithm

We present a general standalone MLPA based on LPANNI [6] for attributed
networks (SMLPANNI-AN) which plays as a template to design the federated
MLPA. SMLPANNI-AN contains the following three stages.

Stage 1: NNI computation. We first calculate node importance (NI) and the
similarity between each pair of nodes (s). Then, the NNI is calculated based on
NI and s. A new attribute similarity method is designed to calculate s.

STEP 1: NI computation. Calculate the NI value of each node according to Eq.
(1).

NI(u) =
ku

n
(1)

where n indicates the number of nodes and ku the sum of the attribute-
based similarity between the node and its neighbors. ku is calculated according
to Eq. (2).

k(u) =
∑

v∈Nb(u)

sa(u, v) (2)

where Nb(u) denotes the set of neighbors of node u, sa (u, v) represents the
attribute-based similarity between nodes u and v, which is calculated according
to Eq. (3).

sa(u, v) =
1
w

w∑

k=1

{
I(auk, avk), categorical

|auk − avk|, numeric
(3)
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where auk is the value of the kth attribute of node u. I(x, y) is the indicator
function. When a categorical attribute values of node u and node v are identical,
I = 1; otherwise, I = 0. Both categorical and numeric attributes are supported
by Eq. (3).

STEP 2: Node similarity computation. Calculate the similarity between two
nodes according to sa(u, v) and an α-hop distance between the nodes, as shown
in Eq. (4).

s(u, v) =
st(u, v)2∑

x∈Nb(u)
sa(u, x) +

∑
y∈Nb(v)

sa(v, y)
(4)

st(u, v) =
α∑

|p|=1

A
|p|
uv

|p| (5)

where p represents the path from node u to node v directly or indirectly, |p|
indicates the path length of p and A|p| denotes the measure of p. For unweighted
network, A|p| = 1, α is a parameter of the path length. As suggested in [6], α = 2
or 3 suffices to obtain acceptable results.

STEP 3: NNI computation. Calculate the influence of neighbor node v on node
u according to Eq. (6).

NNI(u, v) =

√
NI(u) × s(u, v)∑

h∈Nb(u)
s(u, h)

(6)

Stage 2: Label propagation.

STEP 1: Label initialization. Each node initializes its label dictionary according
to Eq. (7).

Lu = {(c1, b1) , (c2, b2) , ..., (cv, bv)} , v ∈ Nb(u) (7)

where c denotes the label of node u, b denotes the belonging coefficient of label
c.

STEP 2: Label update. The belonging coefficient of node u to label i is updated
according to Eq. (8).

bi =

∑
v∈Nb(u)

Lu(c) × NNI(u, v)
∑

c′ ∈Lu.keys

∑
v∈Nb(u)

Lu(c′) × NNI(u, v)
(8)

where Lu.keys denotes a set of key values of the dictionary Lu.

STEP 3: Label selection and normalization. For each node, remove the labels
whose belonging coefficient is less than 1

L
u

′ from its label set and normalize the

belonging coefficients to the remaining labels according to Eq. (9).

b
′
i =

bi∑
c′∈Lu.keys Lu(c′)

(9)

Stage 3: Community generation. Merge the nodes with the same label into
a community and output the communities.
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4 HF-MLPANNI-AN Algorithm

4.1 FGLM

The scenarios of horizontal federated learning are often met in the real world. For
example, the banks in different cities offer services to different customers with
similar account features. We can easily extend the horizontal federated learning
to graph or network data. Nodes play the role of customers and node attributes
are similar to customer features. Given this, we design a federated graph learning
model (FGLM) as shown in Fig. 1. The nodes belonging to different participant’s
local networks are rendered in different colors. Vectors aA,i and aB,i denote the
attribute vectors of node vi in participants A and B, respectively.
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Fig. 1. Federated graph learning model

For the FGLM model, we first add the missing edges in the dotted line to
each participant’s network according to the vertex-cut-based graph partition
rule [25] to ensure that there are no missing edges when the two subgraphs are
combined. Second, we use the private set intersection (PSI) [19] protocol pro-
posed in De et al. to match the overlapping of two networks without revealing
the ID of other nodes. Third, the two participants send the encrypted infor-
mation of the overlapping nodes Ya and Yb to the coordinator for intermediate
information exchange, where [·] represents the encryption algorithm including
hash, homomorphic encryption, etc. Finally, participants A and B can conduct
data mining by exchanging intermediate information with the coordinator many
times without disclosing any sensitive information. It seems clear that FGLM
can be extended to the situation where more participants work.

4.2 Implementation of HF-MLPANNI-AN Algorithm

HF-MLPANNI-AN is composed of four stages, as shown follow.

Stage 1: Node ID Matching. We use the PSI protocol to match the overlap-
ping node set Xh of each participant.
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Stage 2: NNI computation. Stage 2 includes three steps to calculate the NNI
values.

STEP 1: NI computation. First, each participant calculates sa according to Eq.
(3). Second, they calculate Yh =

{
H(u), E

(∑|Nb(u)|
i=1 sa(u, v)

)}
, where u ∈ Xh,

v ∈ Nb(u), H() and E() are a hash function such as SHA [20] and a homomorphic
encryption function, respectively. After all Yhs are sent to coordinator T , it sums
up all Yh (H (u))s to YT and sends back YT to each participant. Finally, each
participant calculates the NI value of each node based on D (

∑p
i=1 YT (H(u)))

according to Eq. (1). D() is a homomorphic decryption function and p is the
number of participants.

STEP 2: Node similarity computation. For each node u ∈ Xh, a participant
first sends a dictionary Yh = {H(u),H(v) ∪ H (u′)} to coordinator T , where v ∈
Nb(u) and u

′
is a set of noise nodes generated according to the node perturbation

strategy shown in Fig. 2, the grey and red circles represent the overlapping and
non-overlapping nodes, respectively. The orange circles are the added noise nodes
with random indices that are used to obfuscate the true overlapping nodes to
conceal their true degrees. The coordinator merges all Yh (H (u))s into YT and
sends back YT to each participant. Second, each participant calculates st(u, v)
according to Eq. (5). Third, they send Yh′ =

{
H(u), E

(∑|Nb(u)|
i=1 st(u, v)

)}
to

coordinator T , where v ∈ Nb(u). The coordinator sums up all Yh′ (H(u))s and
sends back the sum YT ′ to all participants. Finally, the value of s is calculated
according to Eq. (4) and D (

∑p
i=1 YT ′ (H (u))).

Fig. 2. Node perturbation strategy

STEP 3: NNI computation. First, for Yh =
{

H(u), E
(∑|Nb(u)|

i=1 s(u, v)
)}

, all
participant send it to coordinator T for each node u ∈ Xh. Second, the coordina-
tor sums up all Yh (H (u))s and sends back the sum YT to all participants. Finally,
each participant calculates each node’s NNI value based on D (

∑p
i=1 YT (H (u)))

according to Eq. (6).
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Stage 3: Label propagation. The stage of label propagation contains three
steps.

STEP 1: Label update. When this step is first to run, each participant initializes
each node’s label to its index and the belonging coefficient of the label to 1.0 to
build an initial label set Lu, as shown in Eq. (7). Otherwise, each participant
updates his label set according to equation (8).

STEP 2: Label set length computation. Each participant adopts a homomorphic
encryption system [14] which supports mixed operations of integer addition and
comparison in a dense state to encrypt the lengths of the updated label sets and
sends them to coordinator T . Coordinator T sums up all lengths and returns
the sum L

′
u to all participants.

STEP 3: Label selection and normalization. Each participant removes the labels
whose belonging coefficient is smaller than 1

|L′
u| and normalizes the remaining

labels according to Eq. (9).

Stage 4: Community generation. Merge the nodes with the same label into
a community and output the communities.

4.3 Time Complexity Analysis

Let k be the average degree of nodes, T the maximum iteration number, p is
the number of participants and w is the number of node attributes. The time
complexity of our algorithms is analyzed as follows. In stage 1, the time for
running the PSI protocol is O(n×p2). Stage 2 contains 3 steps. In step 1, the time
complexity of computing sa and ku are O(w) and O(k) respectively. The time for
attribute similarity computation on the coordinator side is O(n). Therefore, the
time for computing NI is O(w ×k ×n× p). In step 2, computing st(i, j) requires
O(k) time. The computation conducted by the coordinator requires O(n) time.
Therefore, the time for computing s(u, v) is O(k × m × p). In step 3, the time
complexity of computing NNI is O(m×p). The total time complexity of stage 2 is
O (w × k × n × p + (1 + k) × m × p). Stage 3 contains 3 steps. In step 1, the time
complexity of label update is O(n×k). In step 2, the time to compute the length
of the updated label sets is O(p×n+n). The time of step 3 is O(n×k). The total
time complexity of stage 3 is O(T ×n×k×p). In stage 4, the time for community
generation is O(n × k). In summary, the time complexity of HF-MLPANNI-AN
is O(((p+(w×T )×k)×p+k)×n+((1+k)×p)×m) ≈ O(h×n+ l×m), which
can be reduced to O(n+m) because h, l are constants and w, T, k, p, h, l � n,m.

4.4 Correctness Analysis

Theorem 1. The communities generated by HF-MLPANNI-AN are identical to
those generated by the SMLPANNI-AN.

Proof. We prove the theorem by analyzing the correctness of the four stages of
HF-MLPANNI-AN.
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In stage 1, the PSI protocol guarantees that the overlapping vertices between
each pair of participants are correctly identified.

Stage 2 contains three steps to compute NNI. In step 1, the NI values of the
non-overlapping nodes are computed locally because their neighbors are all in the
local network. The neighbor nodes of the overlapping nodes may be distributed
among different participants. Each participant sends the correct sum of sa of the
overlapping nodes to coordinator T . Coordinator T sums up the sas in ciphertext
and returns the correct YT . Therefore, each participant can calculate the NI
values for the overlapping nodes correctly by decrypting the returned YT . The
node perturbation strategy guarantees that the coordinator can not deduce the
true number of neighbors of the overlapping nodes in step 2. The security of step
3 can be analyzed similarly to step 1. Therefore, stage 2 of HF-MLPANNI-AN
obtains the same results as stage 1 of SMLPANNI-AN.

Stage 3 contains three steps of label propagation. Steps 1 and 3 are the
same as steps 1 and 3 of SMLPANNI-AN. In step 2, each participant employs
an improved homomorphic encryption function [14] to encrypt the length of
their updated label set and send them to the coordinator for summation. The
correctness of the sum is guaranteed by the addition property of homomorphic
encryption. Therefore, step 2 of HF-MLPANNI-AN is also identical to step 2 of
SMLPANNI-AN.

Stage 4 is equivalent to running stage 3 of the SMLPANNI-AN for each
participant.

In summary, the results of each stage of HF-MLPANNI-AN are consistent
with those of SMLPANNI-AN. Therefore, the communities detected by the two
algorithms are identical, which proves the correctness of HF-MLPANNI-AN.

4.5 Privacy Protection Analysis

We analyze the possibility of privacy disclosure of the four stages of HF-
MLPANNI-AN to prove its security.

Stage 1 is secure because the PSI protocol ensures that no participant can
decrypt the local nodes of other participants from the encrypted messages he
receives. The proof can be found in [19].

Stage 2 contains three steps. In step 1, the participants use homomorphic
encryption to encrypt the attribute similarity of the overlapping nodes and send
it to coordinator T . Since homomorphic encryption satisfies IND-CCA (indis-
tinguishability under chosen-ciphertext attack), the coordinator T cannot get
the node information of participants through the encrypted attribute similarity
values. In step 2, the coordinator or other participants cannot deduce the true
number of neighbors of a participant’s overlapping nodes because of the node
perturbation strategy. The security of step 3 can be analyzed similarly to step 1.

Stage 3 contains three steps. Steps 1 and 3 are conducted locally, there-
fore not causing any privacy leakage. In step 2, participants use an improved
homomorphic encryption system [14] to compare two integers in a dense state.
Therefore, the lengths of each participant’s update label sets are not disclosed
to the coordinator or other participants.
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Stage 4 is conducted only on each participant’s local network and causes no
privacy leakage.

In summary, each stage of HF-MLPANNI-AN does not disclose any local
network privacy of any participant. Therefore HF-MLPANNI-AN is secure to
the semi-honest adversaries’ attack.

5 Experiments

5.1 Datasets

Six real-world networks and two sets of artificial networks are used in the exper-
iments. There are two non-overlapping real-world networks of Cora1 and Wash-
ington2 and four overlapping networks which are a set of Facebook ego networks
and Twitter ego networks.3 The detailed description of the networks is shown
in Table 1. We use a method, which proposed by Huang et al. [15] to generated
node attributes in artificial networks. The description of the artificial networks is
shown in Table 2 and the meanings of LFR parameters are explained in Table 3.

Table 1. Real-world networks

Networks n m w

Cora 2708 5278 1433

Washington 230 417 1704

FB-1684 792 14024 319

FB-1912 755 30025 480

T-356963 126 495 247

T-745823 242 4372 1174

5.2 Evaluation Metric

Normalized Mutual Information (NMI) [16] metric is an objective metric to
evaluate the accuracy of a community division compared with the true one.
However, it cannot apply directly to overlapping community detection. Aaron
et al. proposed a new Overlapping Normalized Mutual Information (ONMI) [17]
which overcame the problem. ONMI is defined as:

ONMI =

1
2

[H(X) − H(X/Y ) + H(Y ) − H(Y/X)]

max(H(X),H(Y ))
(10)

where H(X) and H(Y ) are the information entropy values of X andY , respec-
tively. H(X|Y ) denotes the entropy of X conditioned on Y .
1 https://linqs.soe.ucsc.edu/data.
2 http://www.cs.cmu.edu/afs/cs/project/theo-20/www/data/.
3 http://snap.stanford.edu/data/.

https://linqs.soe.ucsc.edu/data
http://www.cs.cmu.edu/afs/cs/project/theo-20/www/data/
http://snap.stanford.edu/data/
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Table 2. Artificial networks

Networks n k maxk mu minc maxc om on

D1 1000–5000 10 50 0.4 10 50 2 100

D2 3000 10 50 0.1–0.7 10 50 2 100

Table 3. Real description of parameters in artificial networks

Parameter Description

n Number of nodes

k Average degree

maxk Maximum degree

mu Mixing parameter

minc Minimum for the community sizes

maxc Maximum for the community sizes

om Number of memberships of the overlapping nodes

on Number of overlapping nodes

5.3 Consistency Experiment

In Fig. 3, the number following the name of HF-MLPANNI-AN denotes the
number of participants. From the figures, we can see that the ONMI values of
SMLPANNI-AN and HF-MLPANNI-AN are identical. The experimental results
shown in the figures demonstrate that the node perturbation strategy and homo-
morphic encryption adopted in HF-MLPANNI-AN do not affect the correctness
of HF-MLPANNI-AN, which is consistent with Theorem 1.

(a) Real-world networks (b) Artificial networks (D1)

Fig. 3. Consistency experiment of HF-MLPANNI-AN and SMLPANNI-AN
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5.4 Attribute Influence Experiment

We define the SMLPANNI-AN algorithm without attributes as SMLPANNI. As
shown in Fig. 4, the accuracy of HF-MLPANNI-AN is higher than that of SML-
PANNI in both real-world and artificial networks. Specifically, on the artificial
networks, when mu > 0.4, the improvement is far more than 50%. The experi-
mental results show that the new node similarity computation method can effec-
tively improve the algorithm’s accuracy by measuring the similarity between two
nodes more finely according to structural and different types of attributes.

(a) Real-world networks (b) Artificial networks (D2)

Fig. 4. Accuracy of HF-MLPANNI-AN and SMLPANNI

5.5 Ablation Experiment

In the ablation experiments, we define a simplified version of HF-MLPANNI-
AN as SHF-MLPANNI-AN by removing the mechanism of federated learning
and the processing of overlapping nodes. That is, each participant discovers his
local communities independently. The accuracy of the algorithms is computed
by averaging the ONMI values calculated on the local communities found in
each participant’s network. For SHF-MLPANNI-AN, a two-step post-process is
conducted. First, we compute the Jaccard coefficient [18] by comparing the local
communities of each participant with that of others. Second, the two communi-
ties with the largest Jaccard coefficient greater than 0.5 are merged.

As shown in Fig. 5, the accuracy of HF-MLPANNI-AN is significantly higher
than SHF-MLPANNI-AN (over 200%). Moreover, with the increase of the
number of participants, the accuracy of SHF-MLPANNI-AN drops remarkably
because it cannot utilize the overlapping nodes provided by other participants.
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(a) FB-1684 network (b) Network in D2 with mu=0.4

Fig. 5. Ablation experiment of HF-MLPANNI-AN and SHF-MLPANNI-AN

(a) Artificial networks (D1) (b) FB-1684 network

Fig. 6. Results of the running time experiment

5.6 Runtime Experiment

As shown in Fig. 6a, the running time of HF-MLPANNI-AN increases linearly
with the number of network sizes, which is consistent with the theoretical analy-
sis in Sect. 4.3. Moreover, as shown in Fig. 6b, most of the running time is spent
on the encryption/decryption operations (more than 70% of the total time) and
the attribute similarity computation because the existing homomorphic encryp-
tion technique is still very time-consuming and there are many intermediate data
to transfer under the distributed computing environment.

6 Conclusion

In this paper, we first propose a federated graph learning model for privacy-
preserving data mining on distributed attributed networks. Second, an algo-
rithm of HF-MLPANNI-AN is developed based on the model to execute privacy-
protecting distributed community detection. The node perturbation strategy and
homomorphic encryption are used to protect the sensitive network information
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of each participant’s local network without sacrificing accuracy. The theoretical
analysis and experimental study on real-world and artificial networks verify the
correctness and efficiency of our algorithm. In the future, we plan to integrate
the vertical federated learning and federated transfer learning paradigms into
the FGLM model and develop more privacy-preserving distributed community
detection algorithms on it. More complex networks such as dynamic and hetero-
geneous networks will also be tested in our experiments.
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Abstract. In today’s academic society, the trend of complexity, internationaliza-
tion, diversification and interdisciplinary of scientific research activities is becom-
ing more and more obvious. Although people are increasingly interested in aca-
demic cooperation in different fields and disciplines, people still know little about
cross-field and interdisciplinary cooperation mechanism in academic big data. In
order to further understand the topic and structure change pattern of academic
big data, and explore the collaborative relationship, we propose a visual analytics
framework to explore the time evolution of the dynamic academic network in the
context of its structure in an interactive way. The first step is to learn the potential
representation of the structure and attribute characteristics of nodes in the network
based on graph convolution neural network (GCN). The second step is to optimize
the learning process based on the end-to-end network combinatorial optimization
algorithm, and then find communitieswith similar structures and similar attributes.
The third step is to design AcaVis, a visual analytics framework to enable users to
explore the topic and structure change characteristics of nodes, communities and
the whole network in the academic social network. We demonstrated the effec-
tiveness of our approach through three case studies conducted with real-world
datasets and positive feedback from users. Code for our method is available at
https://github.com/VIMLab-hfut/AcaVis.

Keywords: Dynamic academic network · Graph convolution neural network ·
Combinatorial optimization · Visual analytics

1 Introduction

Scientific collaboration is becoming not only an important feature of scientific activities
inmodern academia, but an important research topic, and gradually developed into one of
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the important forms of knowledge production. Researchers and students tend to choose
experts and scholars who are still active in a certain field. However, they often encounter
some problems, such as the experts with whom they seek cooperation may have retired
or changed their research interests, and some may only start to study in this field in
recent years. In the end, they can’t find a suitable collaborator. In addition, the seeker
also needs to know more about the changes of experts’ research interests, and compare
with peers who have similar statistical data of publications and research fields.

Academic social network analysis methods traditionally focus on the static network
representation of graphs. However, by representing dynamic academic data as static
networks, the group structure may be difficult to identify or may not be fully displayed
in a short time, resulting in the disappearance of some groups’ evolutionary behavior.
In view of this, we can explore the time pattern of researchers’ cooperative relationship
in the context of evolutionary structure through the combination of static and dynamic
methods to reveal their career development pattern, and then provide the trajectory view
of dynamic network evolution on the time axis.

Therefore,we aim to summarize the time evolution in the context of network structure
and support exploration from node, community and network levels to promote compre-
hensive dynamic academic network analytics. For the first requirement, we apply graph
convolution neural network (GCN) to the node embedding of academic network. We
use GCN to express the link relations and attributes of nodes as dense vectors in high-
dimensional vector space, so that we can retain the features of structure and attributes.
Since the generated vectors can represent the characteristics of nodes, we can use k-
means clustering nodes in the graph embedding space to solve the optimization prob-
lem, and finally extract the communities. From these two aspects, our method is novel
and provides new insights for dynamic network analytics. According to the proposed
method, we design AcaVis, an interactive visual analytics framework that enables users
to effectively explore the time evolution of dynamic academic network. The interested
reader can try the framework at https://driverlin.github.io/academicNetwork/#/Sankve
r2MOD.

In a word, this paper makes three main contributions:

(1) We use node embedding of GCN to realize the fusion of structure and attribute
information in academic network;

(2) We use end-to-end combinatorial learning to realize community detection in
academic network;

(3) We design AcaVis, a novel visualization framework that enables users to analyze
and explore the evolution pattern of dynamic academic network.

2 Related Work

2.1 Community Discovery

The discovery of community structure on a certain time slice is inseparable from the
community discovery algorithm. The importance of community discovery in social net-
works has been widely concerned, and Javed, M. A. summarized the classic community
discovery algorithms [1]. In recent years, deep learning methods have been applied

https://driverlin.github.io/academicNetwork/#/Sankver2MOD
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to graph related tasks, such as link prediction and node classification [2], and several
methods have been proposed in community detection [3, 4, 7]. Particularly, graph neu-
ral network (GNN) shows more accurate and scalable potential in graph representation
learning [5, 6].

In recent work, Wilder, B. proposed an end-to-end combinatorial learning model
(ClusterNet) [8], which mainly includes three steps: firstly, node embedding based on
GCN, secondly, node clustering based on k-means, thirdly, the combination of learn-
ing and optimization process in a network. The loss of the final optimization task can
be backpropagated to the learning task, and the network parameters can be optimized
together to improve the performance of the model in the optimization task. Based on this
inspiration, we apply this end-to-end combinatorial learning model to community detec-
tion of academic network. In this model, the community is identified by node embedding
based on GCN and node clustering based on k-means, and good results are achieved.

2.2 Learning and Optimization on Graph

There are many traditional network representation learning algorithms based on network
structure [9–12]. In addition to connecting with other nodes, the nodes also have other
rich attribute information, such as scholars’ academic influence, gender, institutions
and other personal information. Therefore, the network representation learning method
combining with external information will be better represent scholars with vectorization.
The graph convolution neural network (GCN), which appeared in recent years, can also
generate useful feature representations of nodes in graph network, and has achieved
good results [13].

The combination of learning and optimization can improve the performance of solv-
ing real-world problems [14–17], and many people are interested in training neural
networks to solve combinatorial optimization problems related to graphs [18, 19]. A
recent work pointed out that mainly focused on the combination of graphic learning and
optimization, and its model solves an optimization problem that gives complete infor-
mation input [8]. This work is not only to learn the potential feature representation of the
network, but also to solve the optimization problem after graph embedding. Inspired by
this end-to-end combinatorial optimization algorithm,we focus on the problemoffinding
highly combinatorial communities. We first use GCN to generate the feature represen-
tation of nodes in the network, and then use k-means in graph embedding space to solve
the optimization problem. The results show that the learning optimization model based
on graph learning can detect academic communities, which have good performance.

2.3 Visualization of Dynamic Academic Network

Researchers have proposed many visualization technologies to explore and analyze the
dynamic evolution pattern of network structure. Dynamic network analytics and visual-
ization methods are mainly divided into animation method and timeline method, as well
as their comprehensive use.

The method based on animation enables users to browse snapshots at different times.
Each snapshot is usually visualized based on the node graph to display its structural
features [20, 21]. The methods based on the timeline can display the snapshot in any
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time step of the still image which allows users monitor network changes by comparing
network snapshots with different time steps [22, 23].

In recent related research, some researchers also used the hybrid technologies of
animation and timeline to visualize the network structure [24, 25]. We use graph con-
volution neural network to express the link relationship and attributes of nodes as dense
vectors in high-dimensional vector space. With this method, we can retain the structure
and attribute features, and record the network snapshot at each time on the time axis. This
can not only provide users with a good time overview, but also allow users to explore
the detailed network structure of a certain time slice.

3 End to End Network Model

In this section, we introduce the end-to-end network model, including node embedding
and graph optimization.

3.1 Node Embedding Based on GCN

Dynamic networks usually contain activities with timestamps. We model dynamic net-
works as a series of snapshots, each of which is a directed graph or an undirected graph
GT = (VT, ET, T ), T is a time slice. Snapshot GT has a time window with a width of
w, that is [Ti − w/2,Ti − w/2] .

The learning embedding of nodes has been widely used in network analytics, and
we embed nodes based on graph convolution neural network (GCN). Traditional neural
network models and deep learning models are mostly used for data mining and feature
extraction on Euclidean datasets. However, with the gradual expansion of the field of
practical problems to be solved, more and more practical application scenarios often
have non-Euclidean characteristics of the objects to be processed, and the traditional
convolution operation can not be implemented on non-Euclidean datasets, therefore, we
need to introduce the graph convolutionmethod to extract data features. At present, graph
convolution can be divided into two types: spectral convolution and spatial convolution.
The latter has beenwidely usedbecause of its obvious advantage in algorithmcomplexity.
The essence of graph convolution neural network (GCN) is to extract features. The
network transforms the features of nodes in the hidden layer, then the features of layer
l + 1 are as follows:

X (l+1) = σ(AX (l)W (l) + b(l)) (1)

where X(l) is the feature of layer l nodes, σ is the activation function,W (l) is the weight
matrix of the first layer, and b(l)is the intercept of the first layer.

If the neighbor nodes are normalized by degree matrix D, then:

X (l+1) = σ(D− 1
2AD− 1

2X (l)W (l) + b(l)) (2)

let Â = A + I , I is the identity matrix, that is, adding self-circulation to the original
connection so that each node can start from itself and then point to itself. D̂ is the degree
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matrix corresponding to Â . At the same time, in order to simplify the formula, let b =
0, then the node characteristics of layer l + 1 are as follows:

X (l+1) = σ(D̂− 1
2 ÂD̂− 1

2X (l)W (l)) (3)

The graph convolution operator is as follows:

x(l+1)
i = σ(

∑

j∈Vi
D̂− 1

2 ÂD̂− 1
2 x(l)

j W (l)) (4)

where Vi is all neighbor nodes of node vi, x
(l+1)
i is the feature of node vi in layer l + 1,

x(l)
j is the feature of vj in layer l.

It can be seen from the above, GCN model is a first-order model, which can be used
to deal with the feature information of the first-order neighbor centered on a node in
the graph. For nodes in academic network, each node needs to be considered not only
the features of neighbor nodes, but also the influence of others nodes around this node.
Therefore, a two-layer GCN is used to improve the processing ability of the model. In
order to alleviate the problem of overfitting and increase the sparsity of the network, relu
is selected as the activation function σ of the first layer GCN, and softma is selected as
the activation function σ of the second layer GCN. We adopt cross entropy function as
the loss function of the evaluation model.

Loss =
c∑

j=1

p(j) log2 q(j) (5)

where p(j) represents the real value, q(j) represents the output value of GCN model, c is
the total label category, j = 1, 2 . . . . . . , c .
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Fig. 1. Node embedding of GCN. The second-order neighbor nodes are aggregated, and Z is the
feature of the aggregated nodes.

In GCN model, node features can not be extracted directly in one step. As shown
in Fig. 1, GCN needs to calculate the loss value by using the above loss function and
update the weight parameters in the model by comparing the predicted and reasoned
features with the real eigenvalues in the network topology data. In the training process,
the above process is repeated and iterated until the loss value does not change to make
the model converge, and we can obtain the best characteristic Z of the output nodes of
GCN model.
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3.2 End to End Network Optimization

People are more and more interested in the flexible combination of learning and opti-
mization process. The main idea is to combine learning and optimization to ensure the
improvement of performance in the process of solving practical problems. These prob-
lems need to be made decisions based on machine learning prediction. Wilder, B., et al.
proposed that the optimization problem be regarded as a differentiable layer, and then the
initial problem can bemapped by learning a representation so that the interested problem
can be transformed into an example of a simpler problem [8]. Based on this idea, we
combine the node features in previous section with k-means clustering. The purpose of
clustering is to let the graph neural network embed the nodes into a continuous space
so that we can use optimization in the continuous embedding space to approximate the
optimization on the discrete graph. To detect the communities, our optimization strategy
is to use modularity.

The modularity of a community network is a measure to evaluate whether a com-
munity network is divided well or not. It means the difference between the number of
connected edges of nodes in a community and the number of edges in a random situation.
Its value range is (0, 1), and its definition is as follows:

Q = 1

2m

∑

i,j

[
Ai,j − kikj

2m

]
δ(ci, cj) (6)

δ(u, v) =
{
1 when u == v
0 else

(7)

where Aij represents the edge weight between node i and j (when the graph is not
weighted, the edge weight can be regarded as 1), and ki represents the edge weight sum
of adjacent edges of node i, m is the edge weight sum of all edges in the graph, ci is the
community number of node i, and Q represents the value of modularity.

Firstly, in the graph embedding layer, we use the learned node features to embed the
graph nodes into the continuous space. Secondly, we implement the k-means optimiza-
tion layer, which embeds the continuous space as the input, and uses them to generate
the solution x of the graph optimization problem, assigning the nodes to the community,
and finally form the community.

4 Overview

4.1 Task Analysis

The proposed visual analytics methodology enables an integrated exploration of evolu-
tion from the node, community, and network levels to help users understand the structural
and temporal properties of dynamic academic networks.

To explore the dynamic academic network effectively, we extract a task list.

T1: Evolution analysis of the whole academic network. The evolution pattern of the
whole network over time can guide users to view the structure of the network globally
so that they can focus on important periods.
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T2: Evolution analysis of dynamic nodes. Finding dynamic nodes in each time step
can facilitate the identification of changing nodes in each time step.

T3: Structural analysis of stable nodes. In the stable state of dynamic network, the
stable node under a certain time slice is of great significance to understand the network
structure.

T4: The evolution analysis of dynamic community. The community with time
characteristics is helpful to understand the network pattern.

T5: Structural analysis of stable community. In the stable state of dynamic network,
a stable community is very important to understand the network structure.

T6: Statistical analysis of key nodes and communities. In order to find the specific
statistical information of nodes and communities, users should be able to explore a group
of data with similar attributes.

4.2 Framework Architecture

Based on the above requirements, we designed AcaVis, which consists of two parts:
the back end and the front end. The back-end pattern based on FSM is implemented
with node.js, and the framework integrates the end-to-end combinatorial learning min-
ing model. The front-end, written in JS and TypeScript, runs in the modern web browser,
allows users to explore and analyze the complex propagation pattern interactively,
through topology, propagation process and pattern instance.

5 Visual Design

5.1 Design Goals

Based on the above task analysis, we propose a set of design goals and design a visualiza-
tion framework. In the next section, we will describe the framework with visualization
and interaction to address these design goals.

G1: Time-oriented dynamic visual analytics. At the node level, users are allowed to
explore the evolution pattern of nodes over time.We adopt the flowSankey graph to show
this dynamic evolution pattern, and users can pick out objects of interest and highlight
their time-varying patterns (T1,T2). At the community level, users should be allowed to
explore the evolution of the community over time. One of the strips in the Sankey graph
represents a community, and users can dynamically study the dynamic patterns of when
the community appears and when it dies based on the community they are interested in
(T4). Flow graphs allow users to focus on important periods.

G2: Static visual analytics of key nodes and communities. At the node level, in the
process of exploring the dynamic node evolution pattern in the timepattern, Sankey graph
enables users to analyze the special node that they are interested in. Contour package
graph and circular scatter graph enables users to explore the link pattern between this
node and other nodes in detail, as well as its influence in the network (T3). At the



506 Q. Lu et al.

Fig. 2. Our visual analytics framework for dynamic academic network analysis.

community level, users are supported to analyze and explore larger communities in the
Sankey graph. Wrapped Contour graph and circular scatter graph allow users to explore
in detail the composition of nodes in the community, the distribution of topics and the
size of the influence of the community in the network (T5).

G3: Multiple visual metaphors. A view will imply as many meanings as possible. For
example, flow visualization based on Sankey graph, lines will represent nodes and bands
will represent communities. An interface should integrate different visual metaphor
views with a consistent style and allow the user to adjust the views according to the
characteristics of the data at specific intervals, making it easier for the analyst to adjust
the visual representation to the task at hand, at the same time, it also achieves more
comprehensive coverage of the task (T6).

5.2 Trend View

The trend view is shown in Fig. 2A. provides a temporal evolution pattern of network
structure in context from the node and community levels. The evolution of nodes is a
high-dimensional trajectory, which is difficult to understand and visualize. Therefore,
we project these trajectories into a lower two-dimensional plane.

Design based onflow is often used to showevolution,which encodes time to a vertical
or horizontal axis and we also adopt this idea. We propose a flow graph based trend view
representation method, which maps the projection points to the vertical axis, and then
locates them along the horizontal time axis. If two nodes have similar attributes, they
will be coded closely in vertical position. The evolution of the community is represented
by a band, that is, the band is composed of lines in the community.
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Trend view can reveal some key events of the node and community evolution in time
pattern, which correspond to different evolution patterns. We can define a set of covered
rules to clarify these key events.

Birth: When a dynamic community appears and still exists after one time step, a new
dynamic community appears in the network N.

Death: The disappearance of dynamic community occurs when at least d consecutive
time steps are not observed (i.e. there is no corresponding step community).

Reappearance: The reappearance of dynamic community occurs after d time steps of
community disappearance are observed again.

Splitting: If a dynamic community splits into two distinct communities at one time,
new branches will no longer share the same time axis at the next time.

Merging: Merging occurs when two different dynamic groups are observed to overlap
at a certain time. These communities share the same time axis from a certain point in
time.

Expansion: If the corresponding community size of a dynamic community at a certain
time is significantly larger than that of the previous time, the community will expand or
grow.

Contraction: If the corresponding community size of a dynamic community at a certain
time is significantly smaller than that of the previous time, then the community shrinks
or decreases.

5.3 Topic Distribution View

As shown in Fig. 2B, we use the deformed circular scatter graph to show the statistical
information of a certain time step.We use the sector size to encode the activity of a certain
field and the nodes are mapped to the 2D plane and evenly distributed in the view. A
single node may have multiple field features, therefore, a node in the topic distribution
view is mapped to multiple nodes according to the number of research fields it belongs
to. The distance between the node and the center indicates the level of activity in the
field. If the node is close to the center of the circle, it means that the node is very active
in the field. Otherwise, if the node is far from the center of the circle, it means that the
node is less active in the field.

5.4 Structure View

Contrary to the trend view of time characteristics, structure view supports further explo-
ration of view structure of specific time slice and visualizes academic network structure
based on structure node clustering (including the stable community of stable nodes and
the evolution of dynamic nodes in a stable state). To depict the relationship between
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more than two communities, we project them into 2D space in the structure view, as
shown in Fig. 2C.

Each point is a metaphor for an egocentric. The distance between points represents
the closeness between individuals, the distance between communities metaphors the
closeness between communities. The emergence of the community and its change pattern
in the life cycle depends on the link structure relationship and topic similarity, that is to
say, the community is mainly formed by the link relationship and topic similarity within
the community. If the link relationship dominates, we will show the community formed
by this relationship in the form of a bubble, for the community formed by this kind of
relationship, we use ribbon as a metaphor, ribbon community and bubble community
are coded with different colors. A large node indicates that it is active, whereas a small
node indicates that it is inactive.

6 Evaluation

To demonstrate the effectiveness and practicability of the end-to-end analysis method
based on graph convolution neural network (GCN), we apply the visual analytics frame-
work to real-world academic social network datasets. There are two types of datasets,
one is the author co-authored network dataset, the other is the paper citation network
dataset. IEEE VIS is a subset of the DBLP dataset [26], which includes all papers from
three major visualization conferences (IEEE SciVis, IEEE InfoVis and IEEE VAST).
We have prepared the publication dataset from 1990 to 2020, which includes two sub
datasets: the author co-authored dataset of IEEE Vis publications from 1990 to 2020,
and the paper citation dataset of IEEE Vis publications from 1990 to 2020. By analyzing
and exploring these datasets, our method enables users to better understand the structural
and temporal properties of the evolution from the node, community, and network levels.

In order to prove the wide applicability of our framework, we also apply our frame-
work to an email dataset, which contains 1.2 million lines of communication records
of employees in Hacking Team company. We try to classify employees and explore the
development process of Hacking Team company through our visual analytics frame-
work. For the case analysis of the email dataset and the paper citation dataset, please see
our attachment (https://github.com/VIMLab-hfut/AcaVis).

In this case study, we demonstrate how our framework can effectively insight into the
subtle changes of dynamic academic network from the node, community and network
levels. We collected the author co-authored dataset of IEEE Vis publications from 1990
to 2020. Each paper contains the title, author, year of publication, abstract and keyword
information. The dataset contains 6885 nodes and 24356 edges from 1990 to 2020.

First of all, we use the trend graph to explore the time evolution pattern of nodes and
communities. Firstly, at the node level, each line in the flow Sankey graph represents
the evolution track of a node over time. We can see that each line in the graph develops
over time. We search for interested nodes and code them with highlighted colors. For
example, we search Wei Chen, and Fig. 3a below shows the distribution of his personal
research fields. We can see that Wei Chen’s main research topic was visual analytics
in 2014–2016, and in 2017, Wei Chen focused on high-dimensional data visualization.
After 2017, Wei Chen’s research scope is more extensive. In addition to visual analytics,

https://github.com/VIMLab-hfut/AcaVis
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Fig. 3. (a) Distribution of research topics of Wei Chen, (b) evolution pattern of a scholar
community from 2014 to 2020.

he has also interested in visual evaluation and scatterplot. In 2020, Wei Chen’s research
scope is more extensive, which can be said to be a year of fruitful scientific research
output. He not only continues to pay attention to visual analytics and high dimensional
data visualization, also has research achievement in the research topics of information
visualization, graph visualization and deep learning.

Secondly, at the community level, we use highlight color coding to represent the
evolution pattern of the community. As mentioned above, a community contains multi-
ple nodes, and nodes are metaphorized by lines, therefore lines come together to form a
“band”, which means the community. Figure 3b shows the evolution pattern of a scholar
community from 2014 to 2020. We can see that the community is mainly composed of
“deep learning” enthusiasts in 2017. As time goes on, the scholars in the community
begin to split, and the community also begins to split into multiple “sub communities”.
By 2018, the members of the community gradually flow to machine learning, infor-
mation visualization and other fields. From 2016 to 2020, there are scientific research
achievements on deep learning, and we think that visualization research method based
on deep learning is a hot research direction at present and in the future. It is worth noting
that the purple line in Fig. 3b indicates the change of Wei Chen’s deep learning research
community. It can be seen that during 2017–2020, no matter whether the field of deep
learning is hot or not, Wei Chen has been investing in this field.

In addition, our framework can further explore the detailed structure information
of a certain time slice node and community. Figure 4a below shows the distribution of
scholars’ research topics in 2020. The nodes represent scholars.We can see that the main
research topics in 2020 include visual analytics, information visualization, deep learning
and dimensional reduction, etc., and the scholars are the most active in the field of visual
analytics, the nodes represent scholars. The connections between scholars depend on
whether they have co-authored papers. We can see that there are many communities, and
there is overlap between communities in Fig. 4b. For example,Wei Chen cooperatedwith
many scholars in 2020, and the research topics include visual analysis, deep learning,
dimensional reduction andother fields, therefore, ProfessorChenWei belongs tomultiple
communities.
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visual analytics
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dimensionality reduction
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information visualization
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deep learning
community visual analytics
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Fig. 4. (a) Distribution of scholars’ research fields in the scholars’ co-authored dataset. Each node
represents a scholar. The closer the node is to the center of the circle, the more active the scholar
is in the field, (b) the outline of scholar collaboration in the scholar coauthor dataset. the wrapped
contour represents a community.

7 Conclusion and Future Work

In this study, we propose a new visual analytics method for the analytics of nodes and
communities in dynamic academic networks. In our work, we extract communities from
academic networks based on graph convolution neural network and combinatorial learn-
ing optimization algorithm, which are used to aggregate nodes with similar attributes
and connection patterns. We designed AcaVis that integrates novel visual views. These
new views present the evolution trajectory of dynamic nodes and communities on the
time axis and helps users explore the attributes and structural patterns at different levels
and scales of nodes, communities and networks. Three examples and user interviews
verify the effectiveness of the framework (please refer to the attachment for email contact
network cases and user interview records). For future work, we plan to further improve
our dynamic community extraction method. In addition, we also consider applying our
research analytics method to more other entity networks (such as schoolfellow network,
disease transmission network) for analytics.
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Abstract. Today’s social networks present multiplex and heterogeneous
attributes, and they are becoming more and more difficult to grasp the unique
attributes and structures of the network from the whole network structures. The
attribute factors such as Degree Centrality and Closeness Centrality are inade-
quate in the study of social networks if they are not modified and taken fully
into account the real characteristics. Although the evolution of a social network
is a macroscopic process, the state of each node at different moments determines
the trend of the overall state on the network. In order to better identify the key
nodes in the social network and more really simulate information diffusion pro-
cess, this paper proposes the method using WIE (Weighted Information Entropy)
to measure node’s influent force and importance degree based on the concept of
information entropy in information theory, which carries higher-order local infor-
mation of each node rather than only contains first-order local information like
degree does. Different from the conventional SIR model, this paper realizes the
dynamic calculation of the diffusion probability β in the improved SIR model
according to node’s local influence and weighted value. Finally, four kinds of
real social networks are selected and analyzed. The experiment shows that the
WIE measurement and the dynamically calculated diffusion probability can more
truly reflect the information transmission in real social networks, and the node
sets selected by WIE values have at least 10 percent improvement in diffusion
efficiency.

Keywords: Social networks · Local influence · Global selection · SIR model

1 Introduction

In the past when person-to-person communication was still underdeveloped, the gov-
ernment and news media were the main information disseminators, and the informa-
tion interaction between people was mainly concentrated in a small range of limited
areas. Nowadays, with the increasing diversification of communication means, social
networks are becoming more and more complex. Everyone is the producer and transmit-
ter of information, and the distance of communication is no longer a limitation. Because
of this, the study of complex networks has gradually shifted from the macroscopic uni-
versal law among different networks to the study of community structure, group structure
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andmicroscopic node properties themselves, and explored the different attributes among
different networks through amore in-depth detailed study.Many studies [1–3] found that
macroscopic research would “average” the characteristics displayed by individuals, and
such “average” led to that we could only give qualitative explanations in statistical sense,
but it was difficult to give quantitative prediction results. Due to the transformation of
the research in the whole field of network science from the macro statistical character-
istics to the community order and then to the node and link order, the important node
search focusing on the overall characteristics of the network and individual attributes
has become the focus of research in recent years [4–8].

With the development of related disciplines, information dissemination has expanded
from its own specific information to public opinion [9], disease and other aspects with
a common nature. Research on information transmission under different backgrounds
can help us to quickly know the law of information transmission [10–14], predict the
transmission process [15], and make corresponding interventions according to different
situations [16] to provide a theoretical basis for the realization of public opinion control.

2 Related Works

2.1 Diffusion Model

In the past decade, due to a large number of available real data and the emergence of
complex network theories, network research based on infectious disease transmission
model has attracted extensive attention [17]. In the early 1760s, Daniel Bernoulli studied
the transmission of smallpox virus through ordinary differential equations and proposed
the Bernoulli equation [18], which became one of the earliest transmission dynamics
models. In 1926, McKendrick and Kermack developed a simple, deterministic model
by studying the transmission patterns of the Black Death around 1665 and the plague
in 1906, known as the SIR chamber model in modern mathematical epidemiology, in
which individuals infected with infectious diseases in a given area, they are divided
into several species according to their physical health, and each species is called a
chamber. It has successfully predicted the outbreak behavior ofmany recorded epidemics
[19]. Infectious disease model is a relatively mature model in the field of information
transmission [20]. Thismodel believes thatwhen the disease transmission rate of infected
people is greater than a certain critical value, infected people will spread the disease to
susceptible people, and this process will continue until the whole network of infected
people is in a stable state [21]. In addition to the classic SIR model, there are also
SI model and SIS model [22], which have evolved into several variants in the process
of development, such as cascading model similar to SI [23] model and SIRS model in
heterogeneous network.Xiong et al. [24] proposed aSCIRmodel to divide the population
in the network into four categories. That is, the susceptible group S (susceptible), the
susceptible group C (Contacted), the infected group I (Infected) and the refractory group
R (Reached), The model considers that I and R are the final stable states of message
propagation. Li et al. [25] proposed an improved SIQRS model, in which Quarantined
Individuals Q (Quarantined Individuals) were added to study the propagation dynamics
model in scale-free networks. Xiong et al. [26] introduced the role of lurker and proposed
the SIR (Susceptible-Infected- latent-refractory) model, etc. The propagation process of
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this type of model is contact. Virus or rumor propagation occurs between two nodes.
Except for the time cost, there is generally no transmission cost.

2.2 SIR Model and Information Entropy

Infectious diseasemodel of differential equation is used to establishmathematicalmodel,
which can accurately describe the individual information in the process of communica-
tion with the state change of time, so as to find out the rule of information dissemination,
found that influence factors in the process of information transmission, and then to
effectively control the spread of information, enhance the effectiveness of information
communication, in addition to the scope and the trend of information communication
of users to predict in advance. In the study of modern information transmission model,
researchers liken the transmission process of information to the transmission process
of infectious diseases. The user nodes in social networks are divided into three cate-
gories: Nodes that have never heard of the message (S), that have received the current
information and are willing to tell other neighboring nodes (I), and that have received
the current information but are not willing to tell other neighboring nodes (R). The
communication rules are defined as follows:

(1) If an infected node contacts its neighboring uninfected nodes, the healthy node will
become infected node with probability β;

(2) In the process of transmission, a propagation node loses interest in transmission
with probability γ and becomes an immune node. After becoming an immune state,
the node will no longer carry out information transmission and its state will remain
unchanged forever.

(3) The dynamic equation of SIR information transmission model is:

dS(t)
dt = −βS(t)I(t) (1)

dI(t)
dt = βS(t)I(t) − γ I(t) (2)

dR(t)
dt = γ I(t) (3)

Shannon borrowed the concept of thermodynamics and pointed out that there is
redundancy in any information, and the degree of redundancy is related to the probabil-
ity or uncertainty of each symbol (number, letter or word) in the information. In general,
there is uncertainty about what symbols are sent from a source, and the degree of uncer-
tainty can be measured by the probability of symbols appearing. Large probability, more
opportunities, less uncertainty, and vice versa. In information theory, information entropy
is defined as follows. Given a discrete random variable X, it has possible values of xi,
and the probability of each value occurring is pi, i = 1, 2, …, n, among them, pi ≤ 1,∑n

i=1pi = 1, so entropy H of X is defined as [27]:

H (X ) = −
n∑

i=1
pilogbpi (4)
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generally b is 2, 10 or e. Dehmer [28] recommends introducing an array of non-
negative integers (t1, t2, . . . , tn) , and that gives you a probability distribution p =(
p1, p2, . . . , pn

)
, the calculation formula of pi is:

pi = ti∑n
j=1tj

, i = 1, 2, . . . , n (5)

3 WIE and Improved Diffusion Model

3.1 Weighted Information Entropy

The object of this paper is directed graph, G (V, E) (shorthand for G) stands for the
network, a collection of nodes in a network is denoted by V = {v1, v2, . . . , vn} , |V|
= n, the set of edges in the network is denoted byE = {e1, e2, . . . , em}, |E| = m. eij
is the directed edge from node i to node j, the weight of this edge is how close node i is
to node j. �i = {vk| vk ∈ V,(vi, vk) ∈ E} represents the set of all nodes that have a
connecting edge to node i, that is the first order neighbors of node i.

In graph theory, the concept of degree is the number of edges that a node connects
to other neighbor nodes. Many node mining algorithms will use the local information
of the node, so the degree of the node has become the basic index for most algorithms
to measure the influence of the node itself, and further algorithm design is based on this
index. However, this index only contains the first-order local information of a node, that
is, the degree of a node cannot distinguish the importance of its neighbors. As is shown
in the Fig. 1.

Fig. 1. (a) The degree of the colored node is 5; (b) The degree of the colored node is 5. However,
the distributions of the two nodes’ neighbors are obviously uneven.

The colored nodes in image (a) and image (b) have the same degree, since the degree
only contains the local information of the first order of the node, it is impossible to
distinguish the importance of the node’s neighbors in the measurement process of the
node. As can be seen from the second-order neighbors of the nodes in the figure, the
colored node in image (a) has more important position than the colored node in image
(b). But how to prove it? We introduce the concept of information entropy and modify
it according to the actual situation of social network, the improvement is due to the
following two problems:
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(1) In the social network graph, node with high degree only has more opportunity to
transmit information to more nodes, but it is not guaranteed that the success rate of
transmission is proportional to the number of edges of the node itself.

(2) Even a node with a small degree, if its connection weight with its neighbors is large,
it should have a high probability to realize the success of information transmission.

According to the summarized problems, the improved weighted information entropy
is defined as follows:

Ev = ∑

u∈�v

Hvu = ∑

u∈�v

−PvulogbPvu (6)

Pvu =
ku∑

q∈�v kq

∑
i∈�u Wui

∑
u∈�v

ku∑
q∈�v kq

∑
i∈�u Wui

(7)

In the original formula (4), P is the probability of information i. In the improved
formula (6), P is the probability of node v sending information to node u. In the formula
(7),

∑
u∈�v

pvu = 1, k represents the outdegree of the node, � represents the set of
adjacent nodes of the node, W represents the weight of the edge from one node to
another.

Now go back to the situation shown in Fig. 1, we use Formulas (6) and (7) to calculate
and get that the WIE of the two nodes are 0.45 and 0.02 respectively. Thus, it is proved
that the node in image (a) has more important network location than the node in image
(b), it can be seen that it is more accurate to measure the importance of nodes through
WIE.

3.2 The Dynamic Calculation of the Infection Probability β

In the original SIR model, the probability of infection β was determined by a con-
stant set according to experimental experience and network structure. However, in the
actual social network, the value of β largely depends on the intimacy of the relationship
between nodes, so this value should change dynamically in the process of information
transmission. For each node in the social network, the ratio of its influence and con-
nection weight to the probability of successful transmission should be considered in the
process of information transmission. Nodes with high influence certainly have a greater
chance to contact other nodes, but for nodes with low influence, if it has close neighbors,
it should also have a greater probability to realize the success of information transmis-
sion. In these two cases, weight and influence have different effects on the β value.
Therefore, this paper proposes the following formula for the calculation of β value:

βvu = αZv + (1 − α)Cvu (8)

In the formula (8), β represents the propagation probability of one node to another,
Z represents the probability distribution of weighted information entropy of nodes, and
C represents the probability distribution of weights between nodes.
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4 Proposed Algorithm

In this section, we mainly introduce the pseudocode implementation of WIE and β

values. WIE comes from the concept of information entropy proposed by Shannon in
Informatics, the previous section illustrates by example that WIE is a better measure
of the importance of nodes in the social network structure than the degree of nodes in
it. The β value is also dynamically calculated according to the attributes of the nodes
themselves and the connection weights between nodes. Through the improvement of
these two parts, the simulation experiment of information transmission can be carried
out more realistically in the information transmission model.

4.1 WIE Function Based on the Information Entropy

This paper proposes a new algorithm called Weighted Information Entropy to measure
the importance of the nodes in social networks. The algorithm comes from the idea,
which is that not only the node with high degree having more opportunities to contact
other nodes should be considered, but also the node with low degree and high weight
with neighboring nodes should also be paid attention to.

The WIE algorithm is described by pseudocode in Algorithm 1.
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In Algorithm 1, all the neighbors of node v are obtained through traversal, and
the outdegree and the sum of the weights of all the edges starting from the node u
are successively calculated. The method similar to mathematical expectation is used to
calculate and represent the important situation of node u in the neighbors of node v.

4.2 Improved Dynamic Calculation Function of β

Based on the better node importance measurement function WIE, this paper proposes a
comprehensive calculation of β value which uses the α value to determine the ratio of
the WIE and the connection weight between two nodes to it.

The improved β function is described by pseudocode in Algorithm 2.

In Algorithm 2, the probability distribution of weights can be calculated by accumu-
lating the number ofweights of each value in the data set. And the probability distribution
of WIE is also computed by a similar calculation. For each node in the state of informa-
tion received, the β value will be calculated through algorithm 2 before the information
is transmitted to a neighboring node that has not received the information. Through
the determination of α, the proportion of weight and WIE value can be adjusted in the
calculation process.
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5 Experiments

In order to prove the validity of the above functions through experiments, this paper
selects four real social network datasets with directed and weighted that are avail-
able online (http://www-personal.umich.edu/~mejn/netdata/). The selected network size
varies from several thousand to tens of thousands of nodes, and their network structures
are also different from each other. Experiments and analysis on these different data are
the best way to assess the true effectiveness and general applicability of the WIE and
the improved β value functions. The detailed data sets’ contents are shown in Table 1.

(1) netscience. Co-authorship network of scientists working on network theory and
experiment, as compiled by M. Newman.

(2) hep-th. Weighted network of co-authorships between scientists posting preprints
on the High-Energy Theory E-Print Archive.

(3) cond-mat-2005. Weighted network of co-authorships between scientists posting
preprints on the Condensed Matter E-Print Archive.

(4) astro-ph. Weighted network of co-authorships between scientists posting preprints
on the Astrophysics E-Print Archive.

Table 1. Data sets description.

ID Data sets Nodes Edges Average
degree

1 netscience 1589 2742 1.726

2 hep-th 8361 15751 1.884

3 cond-mat-2005 40421 175692 4.347

4 astro-ph 16706 121251 7.258

5.1 Comparison Method Description

There are many explanations for the importance of nodes, and the measures to deter-
mine centrality are different under different explanations. But the most major measure-
ments at present areDegreeCentrality, ClosenessCentrality, BetweennessCentrality and
Eigenvector Centrality.

Degree Centrality measures the degree to which a node in the network is associated
with all other nodes, with values ranging from 0.0 to 1.0, where 0.0 is associated with
no nodes and 1.0 is associated with every node. Closeness Centrality is reflected in the
degree of proximity between a node and other nodes in the network. In other words, for
a node, the closer it is to other nodes, the more centrality it has. Betweenness Centrality
refers to the number of times that one node acts as the shortest paths’ bridge between
two other nodes. The more times a node acts as a “mediator,” the more centrality it
becomes. The basic idea of Eigenvector Centrality is that the centrality of one node is a

http://www-personal.umich.edu/~mejn/netdata/
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function of the centrality of adjacent nodes. In otherwords, themore important the people
you connect with, the more important you are. Eigenvector Centrality is different from
Degree Centrality. A node with high Degree Centrality that has many connections may
not have high Eigenvector Centrality, because all connectors may have low Eigenvector
Centrality. Similarly, high Eigenvector Centrality does not mean that it has high Degree
Centrality. It can also have high Eigenvector Centrality if it has few but very important
connectors.

5.2 Performance Evaluation

By setting the values of k for different initial node group sizes, the effect of the algorithm
is measured under different initial diffusion scales. Set the information immunity rate
γ of the propagation model, γ = 1/〈k〉 . The information propagation probability β is
calculated by using the improved function (8) in this paper. Measure the propagation
range of different node sizes in a specific same time step. According to the node sizes of
the network, the variation range of the size of the initial node group with different data
is also different.

(a) netscience (b) hep-th

(c) cond-mat-2005 (d) astro-ph

Fig. 2. An influence contrast of the different proposition of top k on diffusion range at time t,
when the proposed method is applied in four types of datasets. Here, seed node sets with different
sizes depend on k/|v|.

As shown in Fig. 2, the same proportion of seed set size is used for experimental
research on different data sets. In every subgraph, with the increase of the size of seed
node set, the corresponding dispersal range is also obviously on the rise. In this exper-
iment, the β value of WIE in function (8) was set to 0.5 in advance, other methods’
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probability of information diffusion. Nevertheless, the first k nodes picked out using
WIE still have the largest propagation range over the same time period. For group (a)
experiments, the sets of nodes selected by different methods are not far apart in the final
propagation range, in the remaining experimental groups, the diffusion ranges of the
node sets selected by WIE and DC were significantly larger than that of the node sets
selected by other methods. It can be seen from the figure that the seed node sets found
by CC, EC and BC are not far apart, a significant part of this is due to the inherent nature
of the datasets themselves. From what has been discussed above, It can be concluded
that usingWIE to measure node influence can more accurately calculate and distinguish
different nodes according to their actual status in the network. In addition, by querying
the WIE of each node to select the node with a large value, the information can be
diffusing in a shorter time.

5.3 The Optimal Parameter

As shown in function (8), α can change the importance ratio of the influence of the
node itself and weight between nodes to β of information diffusion. But what should α

be for different social networks? If the value tends to 1.0, then for β, the main factor
determining the value of β is the influence of the node itself, on the contrary, if the
value of α approaches 0.0, then the weight of the connection between the two points
becomes the main factor affecting the value of β. Therefore, it is necessary to determine
the optimal α values for different data sets. The details are shown in the Fig. 3.

(a) netscience (b) hep-th

(c) cond-mat-2005 (d) astro-ph

Fig. 3. Different information diffusing ranges for different values of α in sets of seed nodes with
the same size of top k at time t. Each subplot denotes the influence of diffusion ranges on different
α in four kinds of datasets, respectively.
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In Fig. 3, what we can see is that the curves of experiments (b) and (c) show a similar
upward trend, their optimal α values are 0.9 and 0.7, respectively. This indicates that in
these two data sets, the influence of the nodes themselves can determine the success of
information transmission to a greater extent than the weight of the connection between
nodes. In other words, nodes with high WIE values result in more efficient diffusion of
information on both networks. In contrast, experiments (a) and (d) concluded that the best
α value is 0.5, and that leads to the conclusion, which is that the influence of the nodes
themselves are as important as the weights of the connections between nodes in both
datasets. Therefore, for these two networks, to realize efficient information diffusion,
the influence of the nodes themselves and the weights of the connecting edges between
nodes should be considered comprehensively.

6 Conclusion

In order to better distinguish the key nodes in the social network andmore really simulate
information diffusion process, this paper proposes a new attribute, which can be calcu-
lated by improved information entropy formula considering both the node’s attributes
and characteristics of the information transmission in society, to measure the importance
of nodes. Unlike most measurements, which only contain first-order local information
and are inadequate in the study of social networks, WIE applies to directed weighted
graphs. The local importance of the current node can be calculated more effectively by
considering second level neighbors’ information of the node. Experiments show that
the node sets selected by WIE values have at least 10 percent improvement in diffusion
efficiency.

In addition, according to the intrinsic characteristics of information transmission
mode in social network, this paper also proposes to dynamically calculate the β value
of information propagation probability in the diffusion model according to different
nodes’ own conditions. It solves the problem that when information is diffused in social
networks, the actual transmission probability cannot accurately reflect the relevancy
between specific nodes and their own characteristics. The experimental results show that
the diffusion probability β calculated dynamically in the improved SIRmodel according
to node’s local influence andweighted value is not only better than the conventional node
importance measurement method, but also more consistent with the principle of social
network information dissemination for different social networks.
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