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Preface

Welcome to ChineseCSCW 2021, the 16th CCF Conference on Computer Supported
Cooperative Work and Social Computing.

ChineseCSCW 2021 was organized by the China Computer Federation (CCF) and
co-hosted by the CCF Technical Committee on Cooperative Computing (CCF TCCC)
and the Hunan University of Science and Technology, in Xiangtan, Hunan, China,
during November 26–28, 2021. The theme of the conference was “Human-Centered
Collaborative Intelligence”, which reflects the emerging trend of the combination of
artificial intelligence, human-system collaboration, and AI-empowered applications.

ChineseCSCW (initially named CCSCW) is a highly reputable conference series
on computer supported cooperative work (CSCW) and social computing in China
with a long history. It aims at connecting Chinese and overseas CSCW researchers,
practitioners, and educators, with a particular focus on innovative models, theories,
techniques, algorithms, and methods, as well as domain-specific applications and
systems, covering both technical and social aspects in CSCW and social computing.
The conference was initially held biennially since 1998, and has been held annually
since 2014.

This year, the conference received 242 submissions, and after a rigorous double-
blind peer review process, only 65 were eventually accepted as full papers to be orally
presented, resulting in an acceptance rate of 27%. The program also included 22 short
papers, which were presented as posters. In addition, the conference featured six keynote
speeches, six high-level technical seminars, the 2nd Hengdian Cup ChineseCSCW Big
Data Challenge, an award ceremony for senior TCCC members, and a forum titled
“Mobile Computing and Social Computing” jointly hosted by CCF Changsha and CCF
YOCSEF Changsha. We are grateful to the distinguished keynote speakers, Tianruo
Yang from Hainan University, Bin Hu from the Beijing Institute of Technology, Jiade
Luo from Tsinghua University, Jing Liu from the Guangzhou Institute of Technology,
Xidian University, Peng Lv from Central South University, and Tao Jia from Southwest
University.

We hope that you enjoyed ChineseCSCW 2021.

November 2021 Yong Tang
Jianxun Liu
Yuqing Sun

Dongning Liu
Buqing Cao
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Abstract. Theoretically, cross-department predictive modeling can
improve the operational efficiency of an enterprise, particularly on enter-
prise resource planning. For example, a model that predicts the volume
of purchase goods will be more generalizable if the predication is based
on the data from multiple departments. Most existing cross-department
predictive models rely on a centralized technology, in which security and
robustness are ignored, including unreliable single-point or malicious
modification of records. Therefore, our works propose a decentralized
framework to combine Blockchain technology with exited model so as to
apply in predictive enterprise resource planning. In detail, model parame-
ter estimation will be trained by without revealing any other information,
which means only model-related data are exchanged across departments.
In order to apply transaction metadata to disseminate models, we intro-
duce neural networks combine with a private Blockchain network. In
addition, we design an algorithm to train the neural networks that com-
bine the loss function from each local model to achieve the smallest global
level validation loss. Finally, we implement the experiments to prove the
effectiveness of our framework by applying it to multi typical tasks in
enterprise resource planning. Experimental results reveal the advantages
of this framework on both tasks.

Keywords: Cross-department predictive · Blockchain · Neural
networks

1 Introduction

Cross-department interoperable predictive modeling can improve the operational
efficiency of an enterprise, particularly on enterprise resource planning. For
example, as an important task of enterprise resource planning, a model that
predicts the volume of purchase goods will be more generalizable if the predica-
tion is based on the data from multiple departments.

As we all know, parameters of the predictive model can be estimated with
data that is not their own but from the other departments. However, it is
c© Springer Nature Singapore Pte Ltd. 2022
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non-trivial to use all data to train a predictive model because the data are
from various departments with uncontrollable noise, which can lead to improper
prediction outcomes. Furthermore, some departments may have the requirement
of privacy-reserving which means they do not want to share data with others.
Therefore, it is common to use some centralized algorithms to only transfer pre-
diction models instead of disseminating data from individual department [1,2].
However, there are quite a few potential risks for a client-server architecture in
an enterprise, e.g., single-point-of-failure [3]. In addition, In addition, participat-
ing departments have no permission to join/leave the network at all hours for
the reason that server needs to repair problem if analysis process is interrupted.
Furthermore, a new department will not be able to participate in the network if
it have not authentication and reconfiguration of the central server [4]. Last but
not least, it is valuable to know that synchronization issues are need to be solved
on distributed networks, in which the participating departments need to agree
on the aggregated model in the circumstance that each department maybe stop
working due to accidents, which is the typical Byzantine Generals Problem [5].

To make up the above-mentioned defeats, we introduce the Blockchain tech-
nology [4,6,7] because a Blockchain-based distributed network is designed as a
decentralized architecture as shown in Fig. 1. We utilize a certain mechanism
to test every transaction, e.g., majority proof-of-work voting, therefore, each
department is able to get control of their computational resources [3,4]. Obvi-
ously, the risk of single-point-of-failure will be decreased for this architecture,
and each department is able to join/leave the network freely, during which the
central server will not increase overhead, and there is no need to interrupt the
machine learning process.

Fig. 1. Decentralized architecture
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In our work, a decentralized framework is proposed to apply Blockchain tech-
nology in predictive enterprise resource planning. Model parameter estimation
will be trained by participating department without revealing any other informa-
tion, which means only model-related data are exchanged across departments.
We combine online learning using neural networks with a private Blockchain
network so as to utilize transaction metadata to disseminate models. In addi-
tion, we design an algorithm so as to train the neural networks. The relevant
parameters will be updated back to the local learning model of each department
when the training is finished. Through our intuitive analysis, it is valuable to
know that the incremental feature of machine learning is helpful to adapt it to
peer-to-peer networks such as Blockchain.

We show the effectiveness of our framework by applying it to a few traditional
tasks on enterprise resource planning. Experimental results reveal the strength
and robustness of this framework compared to exited typical approaches on all
tasks. The three main contributions of our proposed works are below:

1. We innovatively propose a decentralized framework to adapt Blockchain tech-
nology for predictive enterprise resource planning. In this framework, each
participating department is helpful to train model ability of parameter esti-
mation without revealing any other information so that the cross-department
predictive enterprise resource planning can be properly completed.

2. We integrate online learning combine neural networks with a private
Blockchain network so as to utilize transaction metadata to disseminate
models.

3. We design an algorithm so as to train the appropriate neural networks and
update the information back to each department so that the concept of con-
sensus can be realized.

The main content of this paper will be organized as follows. Section 2
describes related work on cross-department predictive modeling and Blockchain
technology for various applications. Section 3 introduces the technical details of
the model on our proposed framework. Section 4 reports the experiments of our
model and discusses the results. Section 5 makes a conclusion for our work and
has a talk about our future work.

2 Related Work

Cross-department predictive modeling and machine learning can improve the
operational efficiency of an enterprise, particularly on enterprise resource plan-
ning. However, sensitive information may be exposed at risk if data have a unrea-
sonable information exchange. Early, a lot of algorithms have been proposed
in order to have a protection to the privacy of individuals, in which includes
partially-trained machine learning models with transfer ability, but not dissem-
inating data from personal departments [1,2,8,9]. Even though these machine
learning models have been proposed, however, which exit some defects such as
update the parameters of model in a batch and online fashion. These models
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are strongly dependent on a centralized network architecture, and inferiority of
these algorithms are pointed out before such as single-point-of-failure.

Blockchain is widely sought after because of its new situation of distributed
database, for the reason that it is able to store arbitrary data with transaction
metadata form, so it is more suitable for financial transactions [10,11]. In detail,
partially trained online machine learning models are disseminated by transac-
tion metadata among participating departments. As a decentralized platform
with smart contracts, Ethereum [12] becomes famous and popular Blockchain
2.0 system. The distributed database has a complex context, in which smart
properties play the role of data entries and smart contract store procedures.
In this paper, the proof-of-information algorithm model can be also achieved
by Blockchain 2.0 architectures, which combine with smart contracts so as to
update parameters and properly transfer the partial models.

Recently, in order to introduce applications for currency, economy, and mar-
kets, Blockchain 3.0 came into being [13,14]. Blockchain technology has broad
application prospects, and medical healthcare system is a typical case. Early, Irv-
ing et al. proposed a distributed tamper-proof public ledger through Blockchain
technology, which is helpful to save proof of endpoints of clinical trial [15]. Oth-
erwise, McKernan make full of the feature of decentralized Blockchain, which
proposed to utilize it to store genomic data [16]. Inspired by the application of
genomic data, Jenkins proposed a novel framework with the bio-mining ability
for biomarkers, which enhances data security through multi-factor authentica-
tion [17]. In the medical field, some researchers try to utilize Blockchain to store
electronic health records [18] and to record the flow of drug transactions [19].
What’s more, there are another kinds of application cases such as [20–24]. How-
ever, to the best of our knowledge, we are the first to utilize Blockchain to
improve the performance of enterprise resource planning predictive modeling.

3 Proposed Framework

In this article, we propose a decentralized framework to adapt Blockchain tech-
nology for predictive enterprise resource planning. We first design a Block struc-
ture as shown in Fig. 2. As we can see from this Figure, each block has its own
hash that is computed by the hash algorithm, and the status of the block is
able to indicate the action a department has taken to a model. In addition, the
hash of the model to save storage spaces, each block adjusts the model itself
with relevant parameters setting and the validation loss of the model. Note that
there are three types of actions we defined in the whole process, namely, “INIT”,
“TRAINED”, and “UPDATE”. We will explain them in the following sections.

Next, we give an overview of our proposed framework as shown in Fig. 3. In
this framework, because each department is presented as a node in a Blockchain
network, therefore, if we treat the Blockchain network as neural networks, then
each department/node can be treated as an input at a certain time. Particularly,
each time a node got updated in the Blockchain network, a transaction is created
with the latest information from this node to other nodes until all nodes of
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Fig. 2. Block structure

Blockchain network are synchronous using a certain consensus protocol. Since the
information is propagated in a cycle manner, recurrent neural networks (RNN)
[25] is suitable in this situation. In each time step t, we will use the information of
current node Xt plus the output of last time step Yt−1 as input to get a output Yt.
Obviously, since the information is different in each department, the input vector
Xt will also be different, which certainly can improve the comprehensiveness of
the model.

Fig. 3. Proposed framework

Though the framework is simple because we only use the traditional RNN
in this framework according to the Fig. 3, but the training and testing steps are
not common considering the Blockchain network concept is getting involved. We
have explained the major points of this framework as below:

1. Assume there are N nodes in the Blockchain, and every node associated with
a local model trained used local data, then each training iteration will have
N time steps.
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2. The RNN will be trained in the manner of online learning based on the loss
function of each local model in each iteration. Since we have N local models,
then for each local model Mi, we have θi represents all of the parameters to
be trained to get the highest probability to get the correct answer, or say to
have the smallest local validation loss L(θi). Therefore, we can define the loss

function of the network Lossall = min
N

Σ
i=1

L(θi), which means our goal is to

get the combination parameters from all models that can achieve the smallest
global level validation loss during training.

3. Note that each time a node gets updated, e.g., the data used by the depart-
ment to train local model, e.g. M1, is changed, which means the θ1 also will
need to be changed. In this case, we borrow the concept of online learning
and retrain the network with the new value in order to achieve the smallest
validation loss. Once the latest Lossall is gained, we then update the latest
information back to each node in the Blockchain network, e.g., the model with
relevant parameters setting, according to Fig. 2. This process clearly shows
the fact that we use the RNN as a consensus model to synchronize all nodes.
Then, next time a new request comes to this node, e.g., predict the sales for
next month, the node will use the new parameters setting to predict and get
new validation loss.

Next, we will introduce relevant algorithms for different scenarios/actions.

3.1 Initialization Stage

Algorithm 1 shows the main algorithm for the initialization stage of the pro-
posed framework. To initialize the framework, we first need to train each
node/department in the Blockchain network using their own data to get the
first learning model with local validation loss. We then create a transaction for
each department with relevant information as shown in line 3. Once the loss
information from all N departments on the network is received, we stop the
process and return all the learning models M .

3.2 Training Stage

In this stage, we train the RNN using the data from each department in order
to produce the model Mall that combines information from cross-department as
shown in Algorithm 2. In each time step, we use the data Xi from a department
plus the output Yi−1 from the previous department and perform a concatenation
operation to put Xi and Yi−1 together to gain the embedding information as
input of the RNN. After a certain time of iterations, until the RNN is converged,
we can get the optimal model Mall. Similar to the initialization stage, we again
create a transaction for each department with relevant information as shown in
line 7. But this time, the θi is generated by the RNN, not from Mi.
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Algorithm 1: Algorithm for Initialization Stage
Input: A set of participating departments D, Total number of participating

departments N
Output: the latest models M = {M1...Mn}, Mi is the learning model for each

department
1 for each department di ∈ D do
2 Learn the local data and compute the local validation loss L(θi);
3 Create a transaction from di to di itself with status= INIT, hash =

HASH(Mi), loss= L(θi), parameters= θi;

4 Wait until loss (status = INIT) from all N departments on the network are
received;

5 return M

Algorithm 2: Algorithm for Training Stage
Input: Data Xi and loss function L(θi) from participating departments D,

Total number of participating departments N
Output: the model Mall for RNN

1 for each department di ∈ D do
2 if i == 1 then
3 Input the Xi to RNN and get the output Yi;

4 else
5 Input the Xi + Yi−1 to RNN and get the output Yi;

6 Adjust θi and repeat the line 1-5 certain times until Lossall = min
N

Σ
i=1

L(θi);

7 for each department di ∈ D do
8 Create a transaction from di to di itself with status= TRAINED, hash =

HASH(Mi), loss= L(θi), parameters= θi;

9 Wait until loss (status = TRAINED) from all N departments on the network
are received;

10 return Mall

3.3 Update Stage/Testing Stage

As shown in Algorithm 3, once a node gets updated, we can either retrain the
network with the new value in order to achieve the smallest validation loss or
produce the prediction outcomes directly based on the new Xi. If we choose to
retrain the network, once the latest Lossall is gained, we need to update the
latest information back to each node in the Blockchain network as shown in line
4–7. This process clearly shows the fact that we use the RNN as a consensus
model to synchronize all nodes. Note that the Algorithm 3 can also handle the
situation for a new department to an existing network because it is the same
situation as an existing department with new data.
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Algorithm 3: Algorithm for Update Stage/Testing Stage
Input: New Data Xi from a departments di

Output: the model Mall for RNN
1 Learn the new local data Xi and compute the local validation loss L(θi);
2 if We want to get prediction outcomes directly then
3 Input the Xi to Mall and generate the output Yi;

4 else

5 Adjust θi and retrain the Mall using Xi until Lossall = min
N

Σ
i=1

L(θi);

6 for each department di ∈ D do
7 Build a transaction from di to di with status= UPDATE, hash =

HASH(Mi), loss= L(θi), parameters= θi;

8 Wait until loss (status = UPDATE) from all N departments of network are
received;

9 return Mall

4 Experiments

In this section, we discuss and analyze the empirical performance of proposed
framework on two traditional enterprise resource planning prediction tasks: sales
prediction and raw material purchase prediction.

4.1 Datasets and Preparation

We use the data from a clothing manufacturer to perform sales prediction and
raw material purchase prediction The data contains the amount of daily sales
and raw material purchase with associated information from five departments in
the past ten years.

To simplify our evaluation, we use RBF neural networks [26] and RNN [25]
as a learning model, and RMSE [27] as evaluation indicator for all departments.
Since we use 80% data for training and 20% data for testing, therefore, we
compare the average RMSE value from the 20% data.

4.2 Evaluation Results

According to Table 1, we can see whatever RBF neural networks or RNN, com-
pared to running only based on the data from individual departments, our pro-
posed framework can always perform well on both tasks. Our framework can
achieve an average of 18.5 RMSE values for sales prediction, and 43.5 RMSE
values for raw material purchase prediction, respectively, if using RNN. This
result is at least 20% improvement to the department at the second place.



Decentralized Predictive Enterprise Resource Planning Framework 11

Table 1. Evaluation results

Models Sales prediction Raw material purchase prediction

RBF neural networks RNN RBF neural networks RNN

Department 1 65 32.5 150 77

Department 2 70 50.5 148 91

Department 3 44 25.2 106 61

Department 4 65 48.5 78 51.6

Department 5 58 43.4 80 76

Proposed framework 33.6 18.5 57.6 43.5

5 Conclusion and Future Work

In our work, we describe our proposed decentralized framework to adapt
Blockchain technology for predictive enterprise resource planning. Each partic-
ipating department is helpful to train parameter estimation ability of model
without revealing any other information. We integrate online learning combine
neural networks with a private Blockchain network so as to utilize transaction
metadata to disseminate models. In addition, we design an algorithm to train
the neural networks combines the loss function with associated parameters from
each local model to achieve the smallest global level validation loss. An online
learning algorithm is also proposed to handle the case of new data or a new
department joins the network. We show the effectiveness of our framework by
applying it to two traditional prediction tasks on enterprise resource planning.
With the help of Blockchain, we improve the quality of distributed enterprise
resource planning predictive modeling.

In the future, we intend to test our framework in other areas, such as health
care and government affairs, and hope to realize cross-institutional predictive
modeling rather than only cross-department predictive modeling.
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Abstract. With the expansion of application scale, the dependence of microser-
vices becomes more and more complex, which makes it difficult to accurately
locate the root cause of failure. At present, many microservices fault diagnosis
methods have the problems of high cost of fine-grained location and difficult to
predict the fault propagation path, which leads to more false positives and low
diagnosis efficiency. Therefore, this paper proposes a microservice fault diag-
nosis method based on correlation analysis. Firstly, the historical exception and
fault data of microservices is collected and processed, and the exception event is
defined. Secondly, the machine learning algorithm is used to mine the correla-
tion between microservices and abnormal events, and the hierarchical correlation
graph is constructed. Finally, a microservice fault diagnosis mechanism based on
a hierarchical correlation graph is designed to infer the root cause of the fault and
provide effective diagnosis information for administrators. Experimental results
show that the mechanism can quickly locate the fault location and infer the root
cause of microservice failure in a more fine-grained way.

Keywords: Microservice · Correlation analysis · Fault diagnosis · Cloud
computing

1 Introduction

With the rapid development of applications and the improvement of delivery require-
ments, microservice architecture to support fine-grained division and independent
deployment has become one of the mainstream architectures in current project devel-
opment. The application of lightweight container technology based on docker provides
rapid packaging, flexible deployment and efficient management for microservices [1].
In the complex cloud environment, any software defects, configuration discomfort, net-
work instability and other issuesmay lead tomicroservice failure. Secondly, failuresmay
spread with the expansion of dependency relationships, which makes the application of
microservices very fragile. According to the research data [2], the average downtime
caused by faults may cause a loss of about 10 million RMB per 10 min.
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Container management tools (such as Kubernetes, Swarm, Mesos, etc.) provide
container choreography and fault recovery management for microservices, but lack of
enough dependency management on microservices. Therefore, it is necessary to com-
bine link tracking tools to monitor and manage the call tracks and dependencies of
microservices, such as Google dapper [3]. Administrators usually set alarm policies to
check application exceptions and analyze the root cause of failure. But the diagnosis
process is not simple. The faults may involve multiple related microservices, or show
a variety of abnormal states, resulting in a large number of potential fault cause sets,
and manual diagnosis will become very heavy, time-consuming and error prone. The
more the number of microservices, the more complex the microservice dependency and
the lower the diagnostic efficiency. Therefore, it is necessary to find a diagnosis method
which can quickly locate the fault range and analyze the fault cause automatically.

This paper proposes a microservice fault diagnosis mechanism based on correlation
analysis:

Firstly, a method of dynamic construction of a hierarchical correlation graph is
designed. The dependence strength is evaluated according to the correlation between
microservice failure events, and FP growth [4] algorithm is used to mine correlation
rules between abnormal events. Then, the correct correlation rules are screened out by
using a random forest algorithm, and the hierarchical correlation graph is constructed.

Secondly, a framework of Correlation-analysis based Diagnosis for Microservice
Faults (CDMF) is designed. Based on the hierarchical correlation graph model to infer
the suspicious source of the fault, and according to the inference results, further optimize
the correlation graph to improve the accuracy of reasoning.

2 Related Work

In order to improve the efficiency of finding fault source, researchers have proposed a
variety of diagnostic methods. In reference [5], the fault location was determined by
tracking program frequently executing trajectory calculation program’s suspiciousness.
[6] identifies errors related to the document execution chain. These methods need to
test the application, and focus on the detection of single process or internal call defects,
which are difficult to deal with the distributed interaction problem of a large number of
microservice applications.

Model based fault diagnosis method is a hot spot in recent years. Reference [7–9]
studied the microservice dependency graphs for detecting microservice abnormal oper-
ations by tracking microservice call trajectories. However, they only focus on a single
node and do not support fault correlation analysis between multiple nodes. Reference [5,
10] established the dependence probability graph model to analyze the correlation of not
adjacent nodes. However, due to only considering the characteristics of path execution
frequency, there is a lack of in-depth mining. In addition, some researches adopt the
method of combining machine learning with graph model. In order to conduct more
fine-grained fault diagnosis, literature [11] constructs a hybrid graph model of microser-
vice dependency graph and program execution graph by mining the normal execution
flow between and within microservices. The integrity of the graph mainly depends on
the detail level of the log, and the resource overhead is high. At the same time, it is
difficult to provide more failure cause analysis.
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Comparedwith the existing fault diagnosismethods, theCDMF frameworkmeasures
the microservice dependence from the correlation of fault events, which can predict
the fault propagation path. Based on the application characteristics of microservices, it
extracts the possible fault events from multiple dimensions as the cause analysis, and
constructs the hierarchical correlation graph model to infer the root cause of the fault.
The strategy can quickly locate the fault location and infer the root cause of microservice
failure in a more fine-grained way.

3 Problem Analysis

The main work of this paper is to provide more detailed and instructive diagnostic
information for administrators. The CDMF framework adopts the method from rough
to detailed to establish the hierarchical correlation graph model, which can reduce the
scope of fault location and quickly locate the fault source. The architecture of CDMF
is shown in Fig. 1, which mainly includes monitor, the hierarchical correlation graph
generator and fault diagnosis modules. Microservice dependency evaluation and event
correlation rule mining is realized by using the hierarchical correlation graph generator.

Fig. 1. CDMF architecture

The diagnosis process of CDMF framework is mainly divided into two parts, offline
training and online diagnosis. In the training of offline model, the dependence strength
between microservices is measured by calculating the correlation coefficient between
historical fault events, and themicroservice dependence graph is constructed to locate the
fault range, so as to avoid the interference of a large number of unrelated abnormal events
on fault diagnosis. FP growth algorithm is used to mine the correlation rules between
the abnormal events in the historical fault scene, and the random Sen is used. In order
to ensure the accuracy of correlation graph, a random forest algorithm is used to filter
the rules. In the process of on-line diagnosis, according to the abnormal events collected
from the fault scene and the hierarchical correlation graph model, the suspicious root
cause of the fault is inferred, and the result tag feedback is used to further optimize the
correlation graph, so as to achieve accurate and rapid fault location.
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4 The CDMF Mechanism

4.1 Data Collection and Processing

Fault events are the main concern of diagnosis, and abnormal events are powerful clues
for diagnosis. The collected fault events are described by multiple groups, and the basic
characteristics of the events are recorded.

Definition 1: Fault event. FaultEvent = (FName, FStarttime, FEndtime, FLocation,
FType) is used to describe the fault situation in the system, where FName represents
the name of the fault event, FStarttime and FEndtime indicate the start time and end
time of the fault respectively, FLocation represents the location of the fault, and FType
represents the fault type.

In order to effectively analyze the root cause of the failure, we analyze the abnormal
changes of each indicator from the three dimensions of node, container andmicroservice.
The basic data information collected is shown in Table 1.

Table 1. Basic data information

Data dimension Event description Data type

Nodes CPU consumption relative to its CPU limit;
CPU utilization;
Memory consumption relative to its memory limit;
Memory utilization;
Disk utilization;
Bandwidth utilization;
The number of microservice;
CPU utilization;

Time series; event
sequences

Container Memory utilization;
Bandwidth utilization;
Port state; Running state, etc.

Time series; event
sequences

Microservice The CPU limit is relative to that of nodes;
The memory limit is relative to that of nodes;
The CPU consumption is relative to its CPU limit;
The memory consumption is relative to its memory
limit;
The call frequency of microservice instance;
Execution time of microservice call;
HTTP response status of the call;
Track operation condition;
Microservice status;
Microservice request failure rate;
Configuration update; Microservice upgrade, etc.

Event sequences
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In order to construct the fault cause set more comprehensively, we transform the
collected time series and event sequencemetrics into an event description of an abnormal
state. Each abnormal state is a possible cause of failure.

Definition 2: Abnormal event. AbnormalEvent = (AName, AStarttime, ALocation,
AType) is used to describe the abnormal state of system runtime data, where AName
represents the name of the exception event, AStarttime indicates the timestamp when
the event occurs, ALocation records the location of the event, and AType represents the
event type.

4.2 Hierarchical Correlation Graph Modeling

In order to reduce the fault influence range according to the strength of the dependency
relationship in the fault inference process. The dependency strength is measured by
analyzing the correlation of fault events. The higher the dependency strength is, the more
likely the fault will pass along with the dependency relationship. It supports correlation
analysis and diagnosis of multiple nodes. Secondly, considering the direct or indirect
correlation between the abnormal events, we construct the event correlation graph to
describe the relationship between the fault cause sets. Next, this section describes the
construction process of the hierarchical correlation graph.

Microservice Dependency Graph
If two microservices fail at the same time or successively, and they belong to a node
or have a dependency relationship, then the two microservices are more likely to be
affected. Therefore, the intensity of microservice dependence is measured by calculating
the temporal and spatial correlation of fault events. Suppose that the time interval is equal{
t1, t2, . . . , tn−1, tn

}
, whenmicroservice Si and Sj at time tn has a fault, and the exact fault

time may be between tn−1 and tn. If the fault time of microservice Si and Sj is recorded
as tni and tnj, the average time between failures of all time periods of the system is as
follows:

�t = 1

n − 1

∑n

m=1

∣∣tmi − tmj
∣∣ (1)

Based on the consideration of time distance, this paper uses spherical covariance to
calculate event correlation. Assuming that the time of each node is consistent and the
time distance between fin and fjm is df in,jm, the correlation Cf (df ) between fault events
is calculated:

Cf
(
dfin,jm

) =
{
1 − 3

2

(
dfin,jm

�t

)
+ 1

2

(
dfin,jm

�t

)
, 0 ≤ dfin,jm ≤ �t,�t > 0

0, dfin,jm > �t
(2)

Cf (df in,jm) represents the correlation between the n th fault event on microservice Si
and the m th fault event on microservice Sj. When the distance df tends to 0, the event
correlation degree reaches the maximum value, and the maximum value is 1. When the
distance df is greater than the mean time between failures, the event correlation degree
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is 0. The greater the correlation coefficient of fault events between microservices is,
the higher the dependence intensity is. In addition, there are spatial constraints between
microservices, and the probability of fault propagation will increase when twomicroser-
vices communicate frequently. In order to consider the influence of time and space, the
dependence strength SRij between any two microservices Si and Sj is expressed as:

SRij =
∑

fin,jm
Cf

(
dfin,jm

) × Pij (3)

Pij is the proportion of the total number of calls between microservices Si and Sj.
the larger the proportion value, the stronger the dependence between microservices. The
graph theory is used to describe the microservice dependence structure and correlation
strength of the whole microservice system:

Definition 3: Microservice dependency graph—DGraph. DGraph = (Microservice,
Edge), Microservice is the collection of microservices in the system, Edge represents
the set of dependencies between microservices, and each directed edge has a weight,
that is, the dependency strength of microservices.

When SRij ≥ α (the threshold set tomeasure the strength of dependency), it indicates
strong dependency.

The currentmicroservice failure ismost likely to spread to othermicroserviceswhich
are closely related to it. Through the microservice dependency graph, the scope of fault
influence can be preliminarily determined, and the microservice abnormal events within
the scope can be associated together to analyze the cause of failure, and eliminate the
interference of unrelated microservice abnormal events. Next, the fault cause is further
analyzed by building event correlation graph. The example of Microservice dependency
graph is shown in Fig. 2.

Fig. 2. Microservice dependency graph

Event Correlation Graph
There will be more abnormal events in the fault site. It will be a hard work to check
all the abnormal events. This paper uses FP growth algorithm to mine correlation rules
between historical abnormal events.
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Definition 4: Abnormal symptom event rules—AseRules. If abnormal event ai and aj
constitutes an correlation rule, that is, ai→ aj, which means that ai occurs earlier than
aj, and ai leads to the occurrence of aj, then the Rule(ai → aj) is expressed as a Rule.

The abnormal events are sorted according to the time series and recorded as abnormal
list. The time window is set to divide the abnormal list into transactions, and each of
which is marked as lm = {a1, a2, …, ai}, and lm ∈ AbnormalList. The frequent itemsets
of abnormal events that occur in the same transaction are counted, and the correlation
characteristics of the events are mined, as shown in Table 2.

Table 2. Feature of rules

Rule(ai → aj) Feature description

Support Event ai and aj the frequency of simultaneous occurrence of the same
transaction

Confidence1 Conditional probability P(ai|aj)
Confidence2 Conditional probability P(aj|ai)
Lift P

(
ai|aj

)
/P(ai)

KULC P
(
ai|aj

) ∗ 0.5 + P
(
aj|ai

) ∗ 0.5

IR P
(
ai|aj

)
/P

(
aj|ai

)

Pearson Pearson correlation coefficient

Location relation Event ai and aj Whether J occurs in the same host, node or microservice, or
the dependency strength between microservices

Pcorrect Probability of correct rules

Because the collection and statistics of event sequence data in database is not real-
time, there is a problem of data delay. Therefore, in the calculation of Pearson correlation
coefficient, this paper uses the method of moving time window to shift the time series
List(ai) and List(aj) of two kinds of abnormal events, so that the start time of the two
events is relatively equal to get a new event time series List(ai)∼ and List

(
aj

)∼, The
Pearson correlation coefficient is calculated as follows.

Pearson = Cov(List(ai)∼,List
(
aj

)∼
)

√
Var(List(ai)∼)var(List

(
aj

)∼
)

(4)

where Pearson ∈ [−1, 1].
The closer the correlation coefficient of two events is to the value of both ends, the

stronger the correlation is, and the closer to zero, the weaker the correlation is. In each
timewindowWL, if ai always occurs before aj , we can infer that ai causes the occurrence
of aj, and the correlation rule is expressed as Rule(ai → aj). If both always occur at the
same time, ai and aj may interact with each other and save the rules Rule(ai → aj) and
Rule(aj → ai).
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In the mining correlation rules, there are a large number of weak correlation and
redundant rules, which are easy to interfere with the accuracy of learning. Therefore,
in this paper, a rule filter is established by using a random forest [12] algorithm to
eliminate the error rules. Compared with Decision Trees [13] and Naive Bayes [14] and
other representative machine learning classification algorithms, Random Forest method
performs better in the face of multidimensional data features.

In the rule features, Pcorrect is defined to record the correct probability of the rule,
and its initial value is set to 0.5, indicating the uncertain state. The value of Pcorrect is
updated after getting the optimal classification result of correlation rules every time.
When Pcorrect is greater than 0.5, it means that the rule is more likely to be correct, while
Pcorrect less than 0.5 means that the rule is more likely to be wrong. After the correlation
rules are trained, the correct rules are obtained. The support degree of each rule is taken
as the weight of the edge to construct the abnormal event correlation graph dynamically,
and then the subsequent fault cause inference is carried out. The mining and filtering
process of correlation rules is shown in Fig. 3.

Fig. 3. The process of mining and classifying correlation rules

Definition 5: Event correlation graph—EGraph. EGraph = (Event,Rule), Event is
the set of exception events, and Rule is the set of correlation rules between events, and
the support degree of each rule is taken as the value of the directed edge of the correlation
graph, and then each exception event is linked to form a directed graph.

The hierarchical correlation graph, which is composed of microservice dependency
graph and event correlation graph, can reduce the suspicious range of fault and provide
effective information for analyzing the root cause of failure. Next, the process of fault
inference will be described. The example of event correlation graph is shown in Fig. 4.

4.3 Fault Diagnosis

When a microservice failure occurs, the diagnostor first locks all related microservices
which have strong dependence according to the microservice dependency graph. Then,
based on the trained correlation rules, it collects the abnormal events of all related
microservices on the fault site, and dynamically builds the correlation graph, and then
infer the root cause of the fault according to the correlation path. The most observable
case is that the real cause of the fault can be ranked first in the list.
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Fig. 4. Event correlation graph

Fig. 5. Inference process of root cause of fault

In Fig. 5, the working process of microservice fault cause inference based on the
hierarchical correlation graph is shown. The process of exception eventsmainly includes:

Step 1: Locate the fault range preliminarily. Suppose a4,a7 is the cause of failure
a0, When SR > α, the microservice is saved to the related microservice collection
(RService). In Fig. 3, all the microservices B, C, D related to fault microservice a0 are
locked. The search is continued until all related microservices are locked.

Step 2: Constructing the event correlation graph. The arrow symbol represents the
direction of Event Correlation, and the event correlation graph with the support degree
of each rule as the edge weight is built.

Step 3: Reason inference. To start with the fault event, the fault event a0 as the
starting node of the search, depth first search method is used to search the leaf node one
by one from the directional edge with high weight. Then, the node is used as the starting
point to find the nodes with higher weight and not visited, until all the root nodes and
their access paths are saved, and the inference list of fault root causes is obtained.
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In the process of diagnosis, the administrator checks the inference path and marks
the correlation rules with classification errors, so as to update the event correlation graph
in the next correlation rule learning. Next, the effectiveness of the proposed method is
verified by experiments.

5 Experimental Evaluation

We verify the effectiveness of CDMF on a controlled Kubernetes cluster. Five physical
servers with E5-2620CPU and 32GBmemory are used as testing.Multiple virtual nodes
are established in the cluster. Each node is configured with 4 CPU cores, 4 GB memory
and 100 GB disk space, and Centos7.6 system and docker container are deployed. In
the experiments, the sock Shop application [15] is deployed, which is an open source
small and medium-sized microservice benchmark application, including 8 microser-
vices and 10 tracking types. Secondly, it integrates Prometheus component for cluster
state monitoring, and Jaeger component for microservice running track monitoring and
dependency discovery. Finally, the CDMF diagnosis prototype system designed in this
paper is deployed to the nodes for experimental verification.

In order to collect the fault event data, the faults are injected dynamically to simulate
the CPU, memory, network and abnormal transmission conditions, resulting in applica-
tion interruption. Each failure lasts for 30 s, and then returns to normal. The experiment
simulates about 2260 microservice failures, and selects the most frequent fault event a0
to simulate the collection of abnormal event data. The time window of the fault site is set
as 15 min, and then the related abnormal events occur simultaneously or successively
in this time period. The time interval between the two events is not more than 10 s, and
some disturbing abnormal events are set randomly. Through this simulation method, the
fault events are collected, and there are 42 kinds of abnormal events.

5.1 Data Collection and Processing

Evaluation of Microservice Dependence Intensity
The failure events are divided into three stages: 500, 1000 and 2000, and themicroservice
dependence intensity is calculated. The evaluation results are described in the form of
thermal diagram, as shown in Fig. 6. The darker the color, the higher the dependence,
otherwise the lower. Secondly, in order to eliminate the influence of Autocorrelation
value on α, the value is set to 0.

According to the experiment, when the fault event is 500, the value of threshold α

is 8.94. If the fault event is 1000, the value of threshold α is 17.35. And when the fault
event is 2000, the value of threshold α is 33.39. In Fig. 6, when SR ≥ α, it indicates that
there is a strong dependency between the two microservices and is marked with a red
border. With the increase of fault events, the value of microservice dependence strength
is continuously accumulated, and the relationship between microservice dependence
strength and weakness is gradually stable.
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a. FaultEvent is 500 b. FaultEvent is 1000 c. FaultEvent is 2000 

Fig. 6. Microservice dependency matrix heat map (Color figure online)

Through the evaluation of microservice dependence strength, the microservices
which have strong dependence on each other are gathered, the scope of fault transmission
is foreseen, and the correct direction for preliminary fault location is determined.

Trusted Rule Mining
42 kinds of abnormal events were collected in the experiments by simulating the fault
event scene, and 1722 correlation rules were formed between the abnormal events. After
mining the correlation features between them, the rules with support degree greater than
20 as the learning samples are selected, and 128 credible rules are screened. However,
according to the professional domain knowledge, only 13 correct rules were involved,
and these 13 positive rules were positive the correlation diagram composed of definite
rules is shown in Fig. 7.

Fig. 7. Event causal legend

In Fig. 7, root node a0 means fault event, a1 ∼ a13 is the cause of the fault event,
while the leaf node a3, a6, a11, a12, a8, a13, a10 is the source of random triggering failure
events. The possible triggering event a is listed in Table 3.

If a1 (CPU utilization > 80%) and a2 (memory utilization > 80%) is trigger a0, and
a1 is defined by a3 (HTTP response exception) or a4 (response time delay), according
to the relationship between the abnormal events, we can find out the root cause of the
failure. Therefore, the more accurate the constructed correlation graph is, the higher
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Table 3. Cause of triggering failure event a_0

Abnormal events Description Abnormal events Description

a0 The microservice is not
available

a7 The request failed

a1 CPU utilization > 80% a8 The call frequency is too
high

a2 Memory usage > 80% a9 Microservice memory limit
is higher than node
memory limit

a3 HTTP abnormal response a10 Microservice memory
consumption is higher than
node memory limit

a4 Response time delay a11 The microservice network
is abnormal

a5 Execution time delay a12 Perform track offset

a6 Microservice CPU
consumption is higher than
node CPU limit

a13 Configuration update

the accuracy of the inference result is. Next, we need to use the rule learning model to
identify the 13 correct rules, and to infer the fault cause accuracy.

5.2 Evaluation of Diagnosis Effect

In the inferential list, the higher the ranking of the root cause of the fault is, the more
beneficial it is for administrator to check the real cause of the fault. The root cause of the
fault is arranged in the top three of the inference list as the goal to verify the accuracy
of the inference method. Every time the fault root cause is inferred, the correct rate of
the inference results in the inference list and the ratio of top-3 as the fault root cause are
recorded, and then the tag feedback is used to infer again. The correct fault source is
obtained after multiple inference. The experimental results are shown in Fig. 8.

In the classification of correlation rules, correlation rules can be classified correctly
after 6 times of learning and 24 times of inference. As shown in Fig. 8, the root cause
of all suspected faults can be inferred after the 16th inference. At the same time, after
21 inferences, the top three of the list can completely list the suspected fault sources,
which has both efficient and accurate inference results.

In order to verify that the CDMF framework has certain advantages in dealing with
and inferring the relationship between more complex abnormal events, more abnormal
events are added in the time window of 0, which increases the fault complexity of the
whole system and the scale of event correlation graph. According to the three different
scale rules listed in Table 4, the learning effect and inference accuracy are analyzed.
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Table 4. Correct rules of different scales

Event nodes Trusted rules Correct rules Root cause of failure

50 496 49 31

100 825 99 54

150 1247 149 81

By learning rules of different scales, the classification accuracy (the ratio of correct
rules to all rules in correct class) and the coverage rate of correct rules (the probability
that correct rules are divided into correct classes) are recorded, as shown in Fig. 9.

a. Accuracy of classification  b. Coverage of correct rules 
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Fig. 9. Learning accuracy and inferential accuracy under different scale rules

As shown in the experimental Fig. 9(a), the more event nodes, the more complex
the rule relationship formed, and the accuracy rate of rule classification is also relatively
reduced. However, as shown in Fig. 9(b), the coverage rate of real rules of classification
results can be maintained at a high rate. After 300 inferences, the correct coverage rate
of rules of three scales is close to 100%. The probability comparison of fault source in
top-3 inference list under different scale rules is shown in Fig. 10.
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Fig. 10. Inferential accuracy under different scale rules

Experimental results show that with the increase of the number of event nodes, the
inference effect of CDMF framework decreases. However, after 280 fault inferences,
the correct fault source can be arranged in the top-3 of the inference list in most cases,
which can still ensure the correctness of fault source inference.

6 Conclusion

Aiming at the problems that the existing fault diagnosis methods are not fine enough and
the ability of correlation diagnosis is weak, a microservice fault diagnosis method based
on correlation analysis is proposed. The CDMF framework fully considers the influence
of the correlation of fault events in time and space on the strength of microservice
dependence, and effectively predict the fault propagation path and narrow the scope
of fault location. In addition, the rule features between abnormal symptom events are
deeply mined, and the causal graph for fault suspicious root inference is dynamically
constructed through rule learning, which provides accurate inference information for
fault location. Through the experiment, results show that the mechanism can infer the
root cause of the fault and effectively improve the diagnosis efficiency. In the future
work, more effective features will be excavated from many aspects to describe the more
accurate hierarchical correlation graph model and provide more accurate information
for microservice fault diagnosis.
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Abstract. Statistical heterogeneity problem in federated learning is mainly
caused by the skewness of the data distribution among clients. In this paper,
we first discover a connection between the discrepancy of data distributions and
their model divergence. Based on this insight, we introduce a K-center clustering
method to build client groups by the similarity of their local updating parame-
ters, which can effectively reduce the data distribution skewness. Secondly, this
paper provides a theoretical proof that a more uniform data distribution of clients
in training can reduce the growth of model divergence thereby improving the
training performance on Non-IID environment. Therefore, we randomly divide
the clients of each cluster in the first stage into multiple fine-grained clusters to
flatten the original data distribution. Finally, to fully leverage the data in each fine-
grained cluster for training, we proposed an intra-cluster training method named
pseudo mini-batch SGD training. This method can conduct general mini-batch
SGD training on each fine-grained cluster with data kept locally. With the two-
stage clustering mechanism, the negative effect of Non-IID data can be steadily
eliminated. Experiments on two federated learning benchmarks i.e. FEMNIST
and CelebA, as well as a manually setting Non-IID dataset using CIFAR10 show
that our proposed method significantly improves training efficiency on Non-IID
data and outperforms several widely-used federated baselines.

Keywords: Federated learning · Clustering · Non-IID data

1 Introduction

Federated Learning [1] is a novel distributed collaborative machine learning that can
cooperatively train high-performance models. Unlike centralized machine learning, fed-
erated learning applies model-to-data strategy, in which the computation of the network
training is largely conducted locally, hence data privacy protection can be encapsulated
on the device. The conventional federated learning paradigm includes the following
cyclical processes: (1) The server first distributes the initialize model to devices. (2)
Each device receives a model from the server and continues the training process using
its local dataset. (3) Each device uploads its trained model to the server. (4) The server
aggregates models from all online devices to a single model using a weighted averaging.
Representative algorithms for this paradigm are FedAvg [2] and FedProx [3].
c© Springer Nature Singapore Pte Ltd. 2022
Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1491, pp. 29–43, 2022.
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However, this paradigm poses a major challenge to federated learning: performance
degradation occurred in Non-Independent and Identically Distributed (Non-IID) envi-
ronment [4]. The IID sampling of the training data is important to ensure the stochastic
gradient is an unbiased estimate of the full gradient [5,6]. But such IID assumption is
hard to guarantee in reality. Moreover, federated learning tries to learn a globally shared
model to fit all clients’ data distribution, but when data across clients is heterogeneous,
the model will deviate from its optimal direction, resulting in performance degradation.

In this paper, we no longer follow the conventional learning paradigm of federated
learning. Scientifically, we mitigate the problem of data distribution skewness funda-
mentally by incorporating two-stage clustering into federated learning. We first employ
K-Center clustering to group all the clients into multiple clusters, each of which corre-
sponds to a different central server. Our first stage clustering strategy can train multi-
ple disjointed models that are targeted to clusters of similar clients, which reduces the
data distribution skewness. Then we randomly group clients in each cluster into multi-
ple fine-grained clusters and each cluster conducts a pseudo mini-batch SGD to train a
local model. Our second stage clustering strategy can flatten the data distribution among
clients and reduce the growth of model divergence caused by Non-IID environment.

Major contributions are:

– We discover a connection between the discrepancy of data distributions and their
model divergence. Therefore, a K-Center clustering method is adopted to build client
groups, aiming to reduce the discrepancy of clients data distributions and speed up
the convergence.

– We provide a theoretical proof that an uniform data distribution of clients in train-
ing is more likely to reduce the growth of model divergence, thereby improving
the training performance on Non-IID environment. Hence, a fine-grained clustering
method is further adopted to flatten the original data distribution.

– We propose an intra-cluster training method, named pseudo mini-batch SGD train-
ing, that can conduct general mini-batch SGD training on each fine-grained cluster
with the data stored locally.

– We evaluate our method on two federated benchmarks and CIFAR10 given a manu-
ally Non-IID setting. The results show that superior performance is obtained by our
two-stage clustering method compared to other baselines. Both theoretical and prac-
tical analysis is provided to prove the effectiveness and robustness of our method.

2 Related Work

Federated learning has become one of the most popular learning paradigms for its capa-
bility of learning a powerful shared model from massively distributed clients without
having to access their local data. Albeit its popularity, many challenges of federated
learning remain to be solved [7]. Among these challenges, four core challenges are (1)
Communication Efficiency [2], (2) Systems Heterogeneity [3], (3) Statistical Hetero-
geneity [8] and (4) Privacy Concerns [9,10]. Other challenges [11], such as scalability
[12] and personalized models [13] in federated learning have also attracted lots of inter-
est from many researchers.
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In recent years, there is rapidly growing attention on the non-IID problems in con-
ventional federated settings. For example, Li et al. [14] analyzed the convergence of
FedAvg algorithm on non-IID data and establish a convergence rate for strongly convex
and smooth problems. Karimireddy et al. [15] proposed tighter convergence rates for
FedAvg algorithm for convex and non-convex functions with client sampling and het-
erogeneous data. Some novel framework extended the existing FL framework to tackle
the data heterogeneity problems. For example, Sattler et al. [16] proposed clustered fed-
erated learning (CFL) by integrating federated learning and bi-partitioning-based clus-
tering into an overall framework. Thapa et al. [17] proposed a hybrid distributed learn-
ing approach, named SplitFed, that bring federated learning and split learning together
to combine the advantages of both.

3 Background and Motivation

In this section, we introduce the model divergence problem in federated learning and
demonstrate two enlightening thought that can help us to tackle Non-IID challenges.

3.1 Model Divergence in Federated Learning

Zhao et al. [18] analyzed the negative effect of Non-IID data on the performance from
a unique perspective. He inferred from experiments that the model divergence, which
quantifies the difference of weights from federated training setting and the centralized
training setting with the same weight initialization is associated with the skewness of
the data distribution. He further drew the conclusion that the root cause of the model
divergence is the distance between the data distribution on each client and the popula-
tion distribution, which can be formulated as Proposition 3.1 in [18]:
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mT denotes the weighted average global model after the m-th aggregation while
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mT denotes the weight after mT -th update in the centralized setting, gmax(w) =

maxC
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Lipschitz constanst λx|y=i for each class i ∈ [C].
The term

∑C
i=1

∥
∥p(k)(y = i) − p(y = i)

∥
∥ is earth mover’s distance (EMD)

between the data distribution on client k and the population distribution. If the train-
ing data is IID, then the EMD is 0, which means no more model divergence between
federated settings and centralized setting. In such case, federated learning is equivalent
to centralized learning. If the training data is Non-IID, then the EMD will exist, causing
the model divergence increase after each aggregation.
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3.2 Federated Learning with Multiple Clusters

In traditional federated learning, data distributions among clients naturally diverge and
only one identical global model will be learned, hence it is extremely challenging to
provide every client with a model that optimally fits the local data distribution. To over-
come this problem, we adopt a clustering algorithm to generate multiple clusters and
each cluster contains clients with approximate IID data.

We provide a rationale for this observation. Defining our training loss with the
widely-used cross-entropy loss, given the initial global model winit at round t, the local
model on client k after one iteration of SGD training can be represented by:

w
(k)
1 = winit − η

C∑

i=1

p(k)(y = i)∇wEx|y=i[logfi(x,winit)].

Thus, the model divergence between client k and client k′ can be measured as∥
∥
∥w

(k)
1 − w

(k′)
1

∥
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∥. Following the same derivation process in [18], we can derive the upper

bound of the model divergence after the first iteration at round t.
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where gmax(winit) is only related to weights of centralized training. This implies that
if different clients are initialized by an identical global model winit at each round of
training, then their discrepancy of data distributions can implicitly reflect the magnitude
of their model divergence.

Based on the sights above, we design an experiment to show that this cluster-
ing strategy can reduce the discrepancy of clients data distributions and speed up the
convergence.

We use the concept “Degree of Non-IID” from [19] as themetric, which is defined as:

1
n

n∑

k=1

‖∇fk(x) − ∇f(x)‖2 ,∀x ∈ Rd (2)

where fk(x) := Eξ∼Dk
[Fk(x; ξ)] is the local objective function and f(x) :=

1
n

∑n
k=1 fk(x) is the global objective function.
In this experiment, to create the Non-IID environment, we follow the data prepro-

cessing steps in [3] that distribute the data among 1,000 devices such that each device
has samples of only two digits and the number of samples per device follows a power
law and train a two-layer CNN model.

We first perform 10 rounds of federated training for all clients and obtain the initial
model winit. At the 11-th round, each client trains only one iteration of SGD using
the local data to get w(k)

1 , k = 1, 2, .., 1000. We then apply the K-Center clustering

algorithm onto w
(1)
1 , ..., w

(1000)
1 to group the 1000 devices into 3, 4 or 5 clusters. After

clustering, each client cluster performs conventional federated learning independently.
As shown in Fig. 1, after 10 rounds of training, the clustering algorithm converges

faster than FEDAVG algorithm with the degree of Non-IID dropped faster. This exam-
ple implies that it is possible to reduce the discrepancy of clients data distributions and
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improve the performance of federated learning by grouping the clients into multiple
clusters based on their weights.

Fig. 1. Training a CNN model on non-IID MNIST data.

3.3 Reduction of the Growth of Model Divergence

Intuitively, if we flatten the data distribution among clients, we can improve the perfor-
mance on Non-IID data. We think the explanation behind this intuition is that we can
reduce the growth of model divergence by flattening the data distribution. We provide
some mathematical reasoning for this explanation. Firstly, to obtain clients with more
uniform data distribution, we simply divide all the clients into multiple groups of equal
size and pool the data of clients in each group together to a new node.

Assume there are K clients participating training in federated learning, we divide
every S clients into a group (we generate K

S new nodes in total). Let ks,j repre-
sent the index of s-th client in the j-th group, where s ∈ [S], j ∈ [KS ]. Then,
Nj = {k1,j , k2,j , ..., kS,j} denotes the j-th node which contains the pooled data of
clients in group j. Next the new upper bound of the model divergence in scenario where
we let K

S nodes participate in federated learning is derived.

Let w′(j)
t denote the weights of node j at iteration t. Refer to formula (1), we can

easily derive the new model divergence:
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We provide the detailed proof of P ′
1 ≤ P1 and inequality (4) in Appendix1.

Inequality (4) indicates that the EMD between the data distribution on node j and
the population distribution is less than before grouping clients into j-th group, which
illustrates that such simple clustering strategy can help us flatten the data distributions.

Since P2, P ′
2 are constant, sup{
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increase by factors of O(P1) and O(P ′
1) after each round of aggregation, which illus-

trate the model divergence when training with original clients increase more faster than
when training with the new generated nodes (we train with the same initial weights in
all settings).

To summarise up, flattening the data distribution can reduce the growth of model
divergence to improve performance of federated learning in Non-IID environment.

4 Two-Stage Clustering for Federated Learning

Based on Sects. 3.2 and 3.3, we implemented two-stage clustering method both can be
included in federated learning to solve the Non-IID problems.

4.1 The First Stage Clustering

First, given all the clients on the global joint model trained up to round t − 1, at the
clustering step(at round t), we perform a communication round involving all the trained
clients. The updated local model from all clients is then used to judge the discrepancy
of clients data distributions and we employed K-Center clustering algorithm to gener-
ate clusters of clients. The determined clusters of clients are trained independently but
simultaneously, initialized with the joint model at its current state.

Assuming clusters are indexed by c, under the first stage clustering setting, a spe-
cialised global model w(fc) will be trained for every cluster c of similar clients, and
each model has different objectives such that:

∀c ∈ [C], Ep(k) [�(w(k))] = �(w(fc)), k ∈ c

4.2 The Second Stage Clustering

As illustrated in Sect. 3.3, to even out the data distribution, we simply divide all the
clients into multiple groups of equal size. Unlike the first stage clustering, which we
group all clients based on their model weights. In the second stage, the way to cluster
the devices depends on the specific application scenario. We provide two representative
clustering approaches as follows.

RandomClustering. The typical way is to group devices into multiple clusters of equal
size uniformly at random, which is simple and does not require additional information.

1 The appendix document can be viewed on https://gitee.com/JianqingWeng/appendix-
ccscw2021.

https://gitee.com/JianqingWeng/appendix-ccscw2021
https://gitee.com/JianqingWeng/appendix-ccscw2021
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Fig. 2. Accessing the pooled data by using pseudo mini-batch SGD training.

Region-Based Clustering. Devices(or clients) are often distributed over the world,
one can group the devices based on their geo-distribution. Such clustering strategy can
usually reduce communication costs

4.3 Pseudo Mini-batch SGD Training

Having the second stage clustering completed, we need to pool the data of each cluster
of clients to the new nodes as we demonstrated in Sect. 2.3. But in federated learning,
to protect the data privacy, it requires data on devices can not be transferred to outside.

Since we cannot implement the operations of pooling data into one node, we find
a way to achieve the purpose of accessing the pool data by transforming our origi-
nal training method from “data-to-model” mode to “model-to-data” mode. Based on
the new model, we proposed a novel training method called pseudo mini-batch SGD
training, which allow us to fully leverage the pooled data in clusters of clients to train a
model like the general mini-batch SGD training. The word “pseudo” indicates that it’s
not a real mini-batch SGD because the data of clients in each cluster still remain locally
rather than pool together.

Assume we group S devices into cluster c. Each device k,∀k ∈ [S] possesses a
local data set D(k). Denote wc

0 as the initial model and t as the training iterations. As
shown in Fig. 2, instead of using the pooled data D =

⋃S
k=1 D(k) that we can’t get to

train a model wc
t , we can access the pooled data to train a model w′c

t .
We describe how pseudo mini-batch SGD training works. First, we pass wc

0 to the
first device of cluster c as its initial model. Let device k,∀k ∈ [S] train with t(k) iter-
ations where

∑S
k=1 t(k) = t. Then, we pass the semi-trained model wk

t(k) to the next
device k + 1 as it’s initial model wk+1

0 and keep training with t(k+1) iterations. When
k + 1 > S, we stop the training process and get the trained model wS

t(S) = w′c
t .

To better understand pseudo mini-batch SGD training, we can think of each client
as a data storage station that retains part of the data in the data pool. In distributed
machine learning area, this form of data division is usually called local shuffling, which
is: (1) shuffle the training data, (2) partition the data into non-overlapping subsets and
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Algorithm 1. Two Stage Clustering For Federated Learning

1: Initialize clients’ model
{
w(k)

}
and server’s model w(f)

0

2: for round t ∈ [1, T1] do
3: w

(f)
t ← FederatedAveraging(w(f)

t−1, K)
4: end for
5: Generate C clusters by K-Center Clustering �1st-stage
6: Initialize {w(fc)

0 , c ∈ C} ← w
(f)
T1

7: for each cluster c ∈ C do � In parallel
8: Generate fine-grained clusters in cluster c �2nd-stage
9: for round t ∈ [1, T2] do
10: {w(j,c)} ← PSEUDO-MB-SGD (w

(fc)
t−1 , c)

11: w
(fc)
t ← ∑

j∈c
n(j,c)

∑
j∈c n(j,c)w

(j,c)

12: end for
13: end for
14:
15: function PSEUDO-MB-SGD(w(fc)

t−1 , c)
16: for each fine-grained cluster j ∈ c do � In parallel
17: w(tmp) ← w

(fc)
t−1

18: while have not accessed all the data in j do
19: for each client ks,j ∈ j do
20: w(k) ← w(tmp)

21: {Bi} ← Split D(ks,j) into batches

22: for iteration i ∈ [1, t
(ks,j)

1 ] do
23: w(k) ← w(k) − η∇�(w(k), Bi)
24: end for
25: D(ks,j) = D(ks,j) − {Bi}
26: w(tmp) ← w(k)

27: end for
28: end while
29: w(j,c) ← w(tmp)

30: end for
31: return {w(j,c)}
32: end function

allocate each subset to a local worker. Batch size data can only be obtained from a
specific data storage station (a random client) for training at each iteration.

4.4 The Entire Training Process

The entire training process is described in Algorithm 1. The function “FederatedAver-
aging” inputs a initialized modelw(f)

t−1 for round t−1 and K selected clients to perform

the FedAvg algorithm, and outputs the weighted average model w(f)
t for round t.
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To be noticed, in the second stage, we will not pass the model wk
t(k) after training

the whole t(k) iterations to the next client because continuous training of the same
batch size of data will open up the possibility of over-fitting. We adopt a strategy called
multiple partial iterations that we only train t

(k)
1 , t

(k)
1 < t(k) iterations on client k, but

each client k need to train t
(k)
2 times so that t(k)1 · t

(k)
2 = t(k).

5 Experiments

In this section, we evaluate our proposed Two-Stage clustering method on feder-
ated learning benchmarks in comparison with baseline and state-of-the-art methods.
A detailed analysis is also provided.

5.1 Experiments Setup

Dataset and Local Model. In this experiment, we used two federated benchmarks
datasets—FEMINST [20] and CelebA [21] in LEAF [22]. These two datasets have been
pre-processed in advance so that they satisfy the federated setting environment well in
realitys. In FEMNIST, we partitioned the handwritten images based on the writer of the
digit/character. For CelebA, we partitioned the images by the celebrity on the picture
and developed a classifier to recognize whether the person smiles or not. We provide
statistics on these datasets in Table 1 and detailed network architecture in Table 2.

Table 1. Statistics on FEMNIST and CelebA datasets

Dataset Number of devices Samples Samples per device

Mean Stdev

FEMNIST 3200 678644 212.08 79.86

CelebA 9343 200288 21.44 7.63

Table 2. Network architecture of local model

FMNIST CelebA

Input Input

Conv1(5 × 5 × 32)a Conv(3 × 3 × 32)

Pool1(2 × 2, strides = 2) BN

Conv2(5 × 5 × 64) Pool(2 × 2, strides = 2)

Pool2(2 × 2, strides = 2) Conv(3 × 3 × 32)

BN

Fc1 Pool(2 × 2, strides = 2)

Fc2 Fc

Softmax Softmax
aConv(H × W × N). H, W, N represent the height, width
and number of filters.
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Table 3. The comparison of our proposed method with other baselines on FEMNIST and CelebA.
Acc@Rounds denotes the average accuracy within a specific number of rounds.

Dataset FMNIST CelebA

Metrics (%) Acc@Rounds Top-Acc Acc@Rounds Top-Acc

30–50 50–100 100–150 30–50 50–100 100–150

FedDist 16.9 35.8 59.7 66.0 61.8 64.4 72.7 78.5

FedProx 21.9 47.7 66.1 69.9 68.0 83.2 86.8 87.4

FedCluster 11.6 49.2 70.7 76.0 70.3 72.6 74.8 77.8

FL+HC 39.7 67.4 77.7 79.8 74.7 83.5 86.8 87.8

FedAvg(1) 35.9 62.1 73.7 75.8 68.0 82.9 86.7 87.6

FedAvg(3) 71.3 76.6 79.5 80.3 75.5 84.2 86.6 87.3

FedAvg(5) 74.4 77.9 80.1 80.8 82.1 86.1 87.3 87.8

FedSEM(2) 36.7 66.1 77.5 80.3 70.7 81.4 87.4 87.6

FedSEM(3) 32.7 62.1 75.1 77.7 67.1 71.7 79.1 84.1

FedSEM(4) 32.2 60.2 73.3 75.9 68.9 76.2 80.7 81.1

TSC+FL(3) 68.1 81.6 85.3 86.0 70.4 85.4 87.3 88.0

TSC+FL(5) 75.6 84.5 86.7 87.1 76.5 87.1 88.2 89.0

TSC+FL(10) 82.8 87.2 88.1 88.3 70.0 85.2 87.0 87.8

Baselines. We chose several classic and highly-relevant methods as baselines. (1)
FedAvg(E): The traditional federated averaging algorithm from [2]. E denotes the local
epoch. (2) FedDist: a distance based-objective function in Reptile meta-learning [23] to
federated learning setting. (3) FedProx: Similar to FedAvg, but adding a proximal map-
ping term to constrain the local model from deviating too much from the global param-
eter [3]. (4) FedCluster: Enclose FedAvg into a hierarchical clustering framework [16].
(5) FL+HC: a modification to FL by introducing a hierarchical clustering step to sepa-
rate clusters of clients [24]. (6) FedSEM(M): A multi-center federated learning method
solved via federated SEM (FedSEM) with M centers [25].

Training Details. We randomly selected 355 clients on FEMINIST and 422 clients
on CelebA at baseline experiment. For each client’s data, we used 80% for training
and 20% for testing. We used a batch size of 10 and a learning rate of 1e−3 for local
optimizers. For our proposed two-stage clustering method, we set local epoch to 1 for all
clients. In the second clustering stage, an increasing number of clients per fine-grained
cluster will introduce additional communication overhead, hence we set the number of
clients per cluster to 3,5 and 10. We trained 150 rounds on both datasets and report the
average accuracy of 30 to 50 rounds, 50 to 100 rounds, 100 to 150 rounds as well as the
top accuracy.
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5.2 Empirical Results

Baseline Comparison Experiments. In this experiment, we use TSC+FL to represent
our proposed method, two-stage clustering for federated learning. The number in brack-
ets represents the number of clients in each fine-grained cluster. As shown in Table 3,
our method outperforms other widely-used baselines, especially by a large margin in
FEMNIST. In the FEMNIST experiment, when we set the number of clients in each
fine-grained cluster to 3, the convergence rate of TSC+FL in 30–50 rounds is slower
than FedAvg(3) and FedAvg(5). This is reasonable because the number of training itera-
tions is less than FedAvg(3) and FedAvg(5) when we set the hyper-parameter to 3. After
50 rounds, the accuracy began to rise rapidly, exceeding FedAvg(3) and FedAvg(5). It
shows our proposed method can effectively reduce the growth of model divergence than
other baselines.

In the CelebA experiment, though the network performs a simple binary classifi-
cation task, our proposed method still outperforms other baselines in the later stage of
training. The experiment shows that our two-stage clustering strategy can significantly
improve the training efficiency on Non-IID data.

Fig. 3. Test set accuracy vs. communication rounds for the CIFAR10 dataset in manually setting
non-iid environment. α control the skewness of the data distribution among client’s data
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Experiments on Manually Setting Non-IID CIFAR10 Dataset. We follow [26] to
obtain a synthetic non-identical CIFAR10 dataset for 100 clients. We use a concentra-
tion parameter α, (α > 0) to control the dependency of clients’ data. The smaller α,
the more skewness of the data distribution. p-mini(N) represents our pseudo mini-batch
SGD training method with N clients per cluster. We skip the first stage clustering and
directly adopt pusedo mini-batch SGD training on each cluster of clients. As shown
in Fig. 3, FedAvg methods started to converge before reaching an accuracy of 0.6 and
0.5 (when α = 0.05). While our proposed methods start to converge after reaching
the accuracy of 0.64 and 0.6 (when α = 0.05). Particularly, when the data is divided
evenly, we can observe the similar growth curve in the early stage of training between
FedAvg(3) and p-mini(3) as well as FedAvg(5) and p-mini(5). This is due to roughly
the same amount of training iterations. But in the late stage of training, because of the
slow rate of model divergence, our method can continuously improve the accuracy. The
result intuitively shows our second clustering strategy with pseudo mini-batch SGD
training effectively slow down the growth model divergence and thus improving train-
ing in Non-IID environment.

(a) CIFAR10 α = 0.05

(b) CIFAR10 α = 0.5

Fig. 4. Mini-batch SGD training vs Pseudo mini-batch SGD training for the CIFAR10 dataset in
α = 0.05 and α = 0.5

Mini-batch SGD Training vs Pseudo Mini-batch SGD Training. To further demon-
strate our pseudo mini-batch SGD training can train a model like the usual mini-batch
SGD training, we compare their training performance in Non-IID environment. We use
the same synthetic non-identical CIFAR10 dataset, seting α to 0.5 and 0.05. We divide
every 5 clients into one cluster so that there are total 20 clusters. In the mini-batch SGD
training, we pool the data of clients in each cluster to new devices and let these devices
participate in training. In pseudo mini-batch SGD training, we can view each cluster of
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clients as a “new node” that we can access the data of all clients without transferring
them, which achieve the goal of training a model using pooled data in another way.
We let mini denote the mini-batch SGD training and let p-mini{M} denote the pseudo
mini-batch SGD training that each time we only train M iterations on each client.

As shown in Fig. 4, when α = 0.5, the convergence rate of the two methods is
roughly the same. The highest accuracy of mini-batch SGD training is only 0.05 higher
than pseudo mini-batch SGD training. When α = 0.05, although mini-batch SGD train-
ing converges faster, by the end of training, the accuracy of pseudo mini-batch SGD
training gradually caught up. This experiments illustrate that our pseudo mini-batch
training can replace mini-batch SGD in Non-IID environment and achieve the similar
training effect.

Table 4. Ablation experiment on FEMNIST with different data size

Size Stages Acc@Rounds(%) Top-Acc

30–50 50–100 100–150

100 1st-stage 35.5 64.4 75.9 78.4

2nd-stage 77.3 82.5 83.4 84.0

Two-stage 78.0 83.5 84.5 85.1

200 1st-stage 42.0 67.3 77.3 79.2

2nd-stage 79.2 83.8 85.3 85.7

Two-stage 81.5 85.7 87.2 87.7

300 1st-stage 40.3 67.2 77.6 79.9

2nd-stage 77.7 82.5 84.0 84.4

Two-stage 82.5 86.7 87.4 88.0

5.3 Ablation Experiment

As we mentioned above, the two stages of clusterings are mutually beneficial and com-
plementary with each other. With the execution of each stage, the negative effect of
non-IID on training can be incrementally eliminated. To demonstrate the coupling and
effectiveness between these two clustering stages, we separate each stage and compare
each of them with the entire two-stage clustering method on FEMINIST with different
data sizes.

As shown in Table 4, two-stage clustering for federated learning outperforms the
methods with a single stage of clustering. To further compare the effectiveness of the
two stages of clustering, the second stage shows better performance than using first
stage clustering only, which indicates that reduction of the growth of model divergence
has better effect than clusters clients according to the similarity of their model weight
when training on non-IID data.
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6 Conclusion

In this paper, we proposed a two-stage clustering method for federated learning to
resolve the non-IID challenge in the traditional federated setting. Our approach first
reduces the data distribution skewness by grouping the clients into clusters according
to their weights. To eliminate the growth of model divergence, a fine-grained clustering
is further conducted on clients of clusters and a pseudo mini-batch SGD is performed
within each fine-grained cluster to simulate the mini-batch SGD training while ensure
the data are kept locally in each device. This two-stage process is able to stabilise the
gradient descent in Non-IID environments and improve the convergence of learning.
The experimental results on FEMINST and CelebA datasets show our method outper-
form many federated baselines, especially by a large margin in FEMNIST. Other related
analysis are also provided to support the effectiveness and robustness of our method.
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Abstract. Many intelligent applications of Cloud and Edge can be
modeled to be stochastically arrived workflows. Elastically provision-
ing resources such as containers to these applications is crucial to mini-
mize resource costs while fulfilling deadlines. Most of existing workflow
scheduling algorithms are either not for randomly arrived workflows from
users of Edge Computing or only consider workflows in pure Cloud Com-
puting. In this article, an elastic resource scheduling method, which inte-
grates loosely coupled workflow scheduling with resource auto-scaling,
is developed for stochastically arrived workflows in Cloud and Edge to
minimize long-term operating costs while meeting deadline constraints.
Experimental results illustrate that our approach achieves a lower overall
cost and a higher success ratio compared with the state-of-art algorithm.

Keywords: Edge computing · Cloud computing · Microservice ·
Containers · Workflow scheduling

1 Introduction

The geography distribution of edge devices and real-time data processing require-
ments of intelligent applications in the field of Internet of Vehicles, smart cities,
and augmented reality make traditional Cloud Computing face huge challenges
in realtime response [1,2]. As a result, Edge Computing emerged, which is a new
computing model that performs computing tasks at the edge of the network. Dif-
ferent from Cloud Computing, Edge Computing is geographically closer to users
and is able to meet the low-delay requirements more easily [3]. However, resources
of Edge Computing nodes are limited. Combining Edge Computing with Cloud
Computing is a reasonable solution, because the flexibility and scalability of
Cloud Computing is able to amend the shortcomings of Edge Computing. Each
request of intelligent applications mentioned above usually consist of multiple
tasks with dependencies which can be modeled to be workflows [4,5]. In the
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Cloud-Edge environment, a large number of requests from end users generally
arrive randomly leading to stochastically arrived workflows. As a lightweight vir-
tualization technology, containers are widely used to provide processing capacity
to workflows [6] in the Cloud and Edge uniformly. Thereare many public Clouds
provisioning container renting service directly rather than virtual machines [7].
From the perspective of application providers, it is crucial to develop container
provisioning algorithms to minimize container renting costs while meeting dead-
line constraints.

The main challenge of workflow scheduling in Cloud-Edge is how to balance
between fast response and making provisioning plans considering more work-
flow instances appropriately encountered with stochastically arrived workflows.
Most of existing workflow scheduling algorithms are tailored for large-scale work-
flows which is not able to deal with such stochastically arrived instance-intensive
small workflows [8,9]. Only a few of them are designed for stochastically arrived
workflows. For example, resource renting and scheduling plans are made by accu-
mulating multiple workflows of every fixed time interval in ESMS [6] and SCS
algorithm [10] which is beneficial to saving cost by considering multiple work-
flows together. However, workflows are delayed and scheduled together increasing
response times greatly. Meanwhile, these methods are designed for pure Cloud
Computing environment without considering the selecting between Cloud and
Edge resources of this paper. Further more, most of existing algorithms for the
workflow scheduling in Cloud-Edge environments considered in this paper [11]
are meta-heuristic algorithms which are very time consuming to find approx-
imate optimal solutions. Their computation times will increase rapidly as the
increase of the number of requests [12]. Therefore, they are not suitable for
low-latency scheduling in Cloud and Edge Computing.

In this paper, an elastic workflow scheduling algorithm for Cloud-Edge envi-
ronment is proposed, which consists of loosely coupled workflow scheduling
and auto-scaling. The scheduling part schedules workflows based on priority
and deadline distribution whenever they are received, and a scaling strategy is
designed and invoked every fixed time interval to minimize the long-term cost
which consists of rescheduling based scaling up and arrival-rate-proportion based
scaling down. The main contributions of this paper are as follows:

1) A scheduling architecture for workflow applications in Cloud-Edge environ-
ment is proposed, which supports the scheduling of containers.

2) An online workflow scheduling algorithm is proposed to quickly assign tasks
while reducing the waiting time of the stochastically arrived workflows.

3) A scaling strategy taking advantages of historical execution information and
rescheduling of historical workflows is designed to avoid blind leasing and
releasing of containers, which is loosely coupled with the scheduling algorithm.

The structure of the rest of this article is as follows. Section 2 introduces
related work and Sect. 3 describes the workflow scheduling architecture in Cloud-
Edge environment, and a detailed description of the two proposed algorithms.
The experimental configuration and experiment results is introduced in Sect. 5.
Section 6 includes the conclusion and future work.
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2 Related Work

There are many workflow scheduling algorithms for traditional distributed sys-
tems such as grid computing. At the same time, many existing works are designed
for workflow scheduling in Cloud and Edge Computing.

2.1 Workflow Scheduling in Cloud and Edge

Compared with traditional distributed systems, Cloud service providers charge
users based on the performance and usage time of resources. As the budgets
of users and application deadlines change, users need different algorithms to
achieve specific requirements. Most of the list scheduling algorithms are based
on the expansion or improvement of the HEFT algorithm [13–16]. The core idea
of this type of algorithm is to generate a scheduling list by assigning priorities
to tasks, and then map the tasks to appropriate resources according to the
order in the scheduling list. These algorithms are mainly used in heterogeneous
computing systems, and the optimization goal is the total execution time of
the tasks. In addition, some list scheduling algorithms solve the problem of
workflow scheduling in cloud computing through methods such as distributing
sub-deadlines and searching for scheduling gaps [17–20].

Workflow scheduling algorithms in Edge Computing are mostly meta-
heuristic algorithms, such as UARP algorithm [21], IGS algorithm [22] and
SA-QL algorithm [23]. These algorithms are all improved on the basis of meta-
heuristic algorithms, and the objective function is optimized through iteration.
There are also some algorithms for workflow scheduling in a Cloud-Edge environ-
ment, such as the COM algorithm [5] and the DNCPSO algorithm [11]. However,
the above meta-heuristic algorithms usually are very time consuming. Therefore,
in this paper, fast heuristic algorithm are designed.

2.2 Scheduling of Stochastically Arrived Workflows

The aforementioned algorithms only consider scenarios where workflows are sub-
mitted once. However, in the real environment of edge computing considered in
this paper, workflows arrive stochastically and the workload changes at any time,
and resource scheduling should be a continuous process. The scheduling algo-
rithm needs to deal with the lease and release of resources. The service processing
stochastically arrived workflows is usually called WaaS (workflow-as-a-service)
[12]. The above algorithms are difficult to solve this kind of problem. Mao et al.
[10] proposed the SCS algorithm, which combines task scheduling and resource
scaling to ensure that streaming workflows are completed within their deadlines
with the least total cost. Wang et al. [6] proposed the ESMS algorithm, which
determines the priority of tasks based on the urgency of tasks, and proposed an
automatic scaling algorithm for a two-layer architecture of containers and VMs.

Compared to existing algorithms, the instance-intensive small-scale workflow
considered in this article is characterized by large numbers and short execution
time. In addition, The existing methods usually embed the scaling method into
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the scheduling algorithm, while they are loosely coupled and more flexible in our
method.

3 Stochastically Arrived Workflow Applications

The number of user requests from the edge of the network changes over time, and
each request sent to the Edge generates a corresponding workflow instance. This
type of application is called stochastically arrived workflow application. Each
workflow is represented by a directed acyclic graph (DAG). Let G = (V,E)
denote a DAG, where V = {vi | 1 ≤ i ≤ m} represents the set of m tasks in the
workflow, E = {(vi, vj) | vi, vj ∈ V ∧ i �= j}represents the dependency between
tasks in the workflow. ωi represents the computation load of task vi, and di,j
represents the amount of data transmission between vi and vj . Let pre(vi) and
suc(vi) be the direct predecessor task set and the direct successor task set of task
vi respectively. vi can be executed only when all tasks in pre(vi) are executed.
The tasks without a predecessor or successor task are called entry task ventry
or exit task vexit respectively. Common notations are shown in Table 1. R =
{r1, r2, ..., rs} represents s containers in the current resource pool provided by
the Cloud and Edge, cn represents the processing rate of rn, and bn,k represents
the bandwidth between rn and rk. The execution of each task needs to load a
fixed image, and each container executes only one task at the same time [24,25].

In the workflow of a cross-media retrieval application [26], features of text
and pictures in the request are firstly extracted respectively after data prepro-
cessing, then the maximally correlated subspaces of these features are learned
and the semantic spaces are produced by logistic regressors, and finally the
retrieval results are obtained by text-image distance. In the process of workflow
execution, both task execution time and data transmission time need to be con-
sidered. When a task vi is assigned to the container rn and its predecessor task
vj is assigned to the container rk, the execution time of task vi and the data
transmission time from task vi to task vj are defined as:

ET (vi, rn) =
ωi

rn
(1)

TT (vi, vj) =
di,j
bn,k

+ ln,k (2)

where ln,k represents the delay that occurs when transmitting data.
The cost of the container rn is costn, and changes according to the deployed

location and configuration. Containers deployed in the Edge charge more than
containers deployed in the Cloud:

costn =

{
Pe × υn, rn is deployed in the Edge
Pc × υn, rn is deployed in the Cloud

(3)

where υn is the duration time of container rn, including the initialization time of
the container. Pe and Pc represent the price of containers in the Edge and Cloud
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respectively. According to the state of the container, the initialization IT (rn)
time of container rn has three values:

IT (rn) =

⎧⎪⎨
⎪⎩

0, rn is running
InitT, rn is initialized in the Edge
InitT + PullT, rn is initialized in the Cloud

(4)

When the container rn is running, it can be used immediately. The edge envi-
ronment has container images by default, and only the startup time is needed.
When the container is initialized in the Cloud, additional pull time of image is
required.

Fig. 1. Workflow scheduling architecture in Cloud-Edge environment

The workflow scheduling architecture in Cloud-Edge environment is shown in
Fig. 1. The workflow scheduler accepts workflows from users and allocates work-
flows to resources based on scheduling algorithm. The auto-scaling controller
starts periodically and scales the number of containers according to historical
performance.

The earliest start time (EST) of task vi is determined by two factors, one is
the completion time and data transmission time of all its precursor tasks, and
the other is the earliest available time avail(rn) of the container rn, which is
related to the state of the container:

EST (vi, rn) = max{avail(rn),maxvj∈suc(vi){AFT (vj) + TT (vi, vj)}} (5)

avail(rn) = max{IT (rn),maxvj∈sche(rn){AFT (vj)}} (6)
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where AFT (vj) is the actual completion time of task vj . sche(rn) represents all
tasks assigned to the container rn. The estimated completion time EFT (vi, rn)
of the task can be calculated as follows:

EFT (vi, rn) = EST (vi, rn) + ET (vi, rn) (7)

The overall completion time of the workflow WFl is called makespan kl, which
is determined by the actual completion time of its exit task vexit:

kl = AFT (vexit), vexit ∈ WFl (8)

Let Dl represents the deadline of the workflow WFl, so the optimization goal of
this article can be defined as meeting the deadline constraints of each workflow
while minimizing the overall cost:

min.
∑
rn∈R

costn

s.t. kl < Dl,∀WFl,

(9)

Table 1. Common notations

Parameter Definition

vi The l-th task in a certain workflow

rn The n-th container

ωi The computation workload of vi

cn The computation speed of rn

pre(vi) The direct predecessor task set of vi

suc(vi) The direct successor task set of vi

ventry The entry task of a certain workflow

vexit The exit task of a certain workflow

4 Elastic Resource Scheduling Algorithm

In this article, a Loosely Coupled Stochastically arrived workflow Scheduling
algorithm (LCSS) is proposed which is the hybrid of a rule based dynamic
scheduling method and a prediction based resource auto-scaling method.

4.1 Rule Based Dynamic Scheduling

In LCSS, the workflow is scheduled to containers immediately after it is received,
i.e., the First Come First Serviced rule (FCFS) is applied. In this article, a
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Rule based Dynamic Scheduling method (RDS) is applied to schedule every
stochastically arrived workflow which divide the workflow deadline into task
deadlines first and schedule tasks to containers with the cheapest execution cost
under deadline constraints.

In this paper, ready tasks are ordered based on the lengths of critical paths
from each ready task to the exit task [13], which ensure that each task will not
be assigned before its predecessor tasks are assigned. For each ready task vi,
rank(vi) is the length of the critical path from task vi to vexit, including the
execution time of vi as follows

rank(vi) = ET (vi, r∗) + maxvj∈suc(vi){TT (vi, vj) + rank(vj)} (10)

where ET (vi, r∗) represents the average calculation time of task vi on all con-
tainers. A higher rank value means a higher priority, and tasks are scheduled
based on their priorities one by one.

Distributing the whole workflow deadline into tasks is the basic of workflow
scheduling. It is a common method to assign sub-deadline sdi to each task vi
according to the length of critical path [4,6] as follows

sdi = Sl + (Dl − Sl) × rank(ventry) − rank(vi) + ET (vi, r∗)
rank(ventry)

(11)

where Sl is the submission time of workflow WFl.
When a task is selected by the priority and to be scheduled to containers.

There might be multiple containers fulfilling deadline constraints. In this paper,
the container with the cheapest execution cost is selected.

Ci(vi, rn) =
ωi

cn
× Prn (12)

If all current instances cannot complete the task within its deadline, the container
with the smallest EFT is selected.

The formal description of the scheduling algorithm is shown in Algorithm 1.
When a workflow WFl arrives, the rank and sub-deadline of each task in WFl

are calculated. These tasks are sorted in descending order according to their
ranks to satisfy the dependencies between tasks. For a task vi, the EFT of vi
in each container that can execute it is calculated. For all containers that make
EFT less than the deadline, find the container with lowest cost (Lines 4–11 in
Algorithm 1). If two containers need the same execution cost, the one with lower
EFT is chosen. Finally, if there is no container can fulfill the deadline constraint,
the container with lowest EFT is chosen (Lines 12–14 in Algorithm 1). If each
workflow has n tasks, the complexity of calculating EST and sdi is O(n2). When
there are s containers, the complexity of the task mapping step is O(n2 × s).
Therefore, the total complexity is O(n2 × s).

4.2 Historical Success Ratio Based Resource Auto-scaling

Because the workload of stochastically arrived workflows changes with time,
the type and number of rented containers should be adjusted dynamically to



Elastic Container Scheduling for Stochastically Arrived Workflows 51

Algorithm 1. RDS
Input: the l-th workflow, resources in the Edge and Cloud
Output: the scheduling solution M

1: Calculate rank and sub-deadline for each task in WFl

2: Sort tasks in descending order according to their ranks
3: for each task vi in the task ordering do
4: for each container rn that can execute vi do
5: calculate EFT (vi, rn) via (7)
6: if EFT (vi, rn) ≤ Dl and minCost ≥ Ci(vi, rn) then
7: minCost ← Ci(vi, rn)
8: minEFT ← EFT (vi, rn))
9: chosenC ← rn

10: end if
11: end for
12: if chosenC = null then
13: chosenC ← the container with the least EFT
14: end if
15: M ← M + 〈vi, chosenC〉
16: end for
17: return M

minimize resource cost while fulfilling system performance requirement. In this
paper, a Historical Success Ratio based Resource Auto-Scaling algorithm (HSR)
is proposed to adjust the number of rented containers every time interval Δt.

Past information reflects the matching degree of tasks and resources, and can
be used to determine whether resources need to be increased or decreased. At
time t0, the success ratio of the workflows in the last scheduling interval (SRL)
is calculated to determine whether to lease or release the container:

SRL =
λ

μ
(13)

where λ is the number of workflows which meet the deadline within the schedul-
ing interval [t0 − Δt, t0], and μ is the total number of received workflows in the
scheduling interval [t0 − Δt, t0].

All workflows in the last scheduling interval are collected, assuming that
these workflows are deployed in the current resource pool. For each workflow,
the scheduling algorithm mentioned before is used for scheduling. The difference
is that for a task vi, if all current instances cannot complete the task, a new
container needs to be created. The minimum calculation speed minMips of the
new container used to ensure that the task is completed within the deadline is
calculated.

minMips =
ωi

sdi − IT (rn)
(14)

The number of containers is adjusted according to the change trend of the
workflow arrival rate. If the workflow arrival rate increases, the container will
not be released. Otherwise, according to the proportion of the decrease in the
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arrival rate of the workflows, the corresponding proportion of the number of
containers is released. When the leased resources of the scheduling algorithm
are reasonable, this proportional resource adjustment is also reasonable. For all
containers in the current resource pool, Scale is the scale of the containers to
be released and Relk is the number of containers of each type that needs to be
released.

Scale = 1 − μ

ν
(15)

Relk = Scale × Typek (16)

where ν is the total number of workflows submitted in the scheduling interval
[t0 − 2Δt, t0 − Δt]. Typek is the number of running containers of type k.

The formal description of the scaling algorithm is shown in Algorithm 2. In
order to avoid blindly releasing the container, the number of containers of each
type is counted. If SRL is less than 1, new containers need to be leased. For each
workflow WFl in the last scheduling interval, assuming that WFl is deployed in
the current resource pool by the RDS algorithm. If there is no container can meet
the deadline, create a new container and calculate its minMips. When choosing
where to deploy the new containers, the Edge has higher priority. For each host in
the Edge, the host is selected according to the best fit (BF) strategy (Lines 6–13
in Algorithm 2). If the containers created in all hosts cannot meet the deadline
constraints of the task, a container is applied for in the Cloud. If SRL is 1, some
containers need to be released. Scale and Relk are calculated first. If Scale is
greater than 0, for each type of container, release the corresponding number of
idle containers according to Relk, and ensure that at least one container of each
type is reserved (Lines 16–21 in Algorithm 2). When leasing a container, suppose
the number of hosts of the Edge server is h, the number of containers is s, and
the complexity of the leasing container step is O(m2 ∗ n2 ∗ (s + h)).

5 Performance Evaluation

In this section, the performance of the proposed algorithm is evaluated using a
real cross-media information retrival application on a simulation platform estab-
lished based on WorkflowSim [27], which supports workflow and deployment of
multiple data centers [11]. By combining timestamps of user requests and events,
the platform is modified to support stochastically arrived workflows. The plat-
form runs on a Windows 10 computer with an i5 2.80 GHz CPU and 8 GB
RAM.

5.1 Experiment Setting

The characteristics of the workflows generated by the cross-media retrieval appli-
cation are shown in Table 2, where group A and group B respectively contain
some workflows with short and long critical paths. The workloads used in this
paper are generated according to the Wikipedia access rate [28], and these
requests are converted into workflow submissions in proportion. In order to
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Algorithm 2. HSR
Input: Typek, SLR, workflow list WF in the last scheduling interval
Output: New container list NL, List of containers to be released RL

1: Typek ← ∅
2: for each container rn in the container list do
3: Typek ← Typek + 1, the type of rn is k
4: end for
5: if SLR < 1 then
6: for each workflow WFl in WF do
7: calculate chosenC by Line 3 - 11 in Algorithm 1
8: if chosenC = null then
9: calculate minMips via (14)

10: selecte the host by the BF strategy;
11: NL ← NL + rn
12: end if
13: end for
14: else
15: Calculate Scale and Relk via (15) and (16)
16: for each container rn in the container list do
17: if rn is idle and Relk ≥ 1 then
18: RL ← RL + rn
19: Relk ← Relk − 1
20: end if
21: end for
22: end if
23: return NL, RL

obtain a reasonable deadline for each workflow, α is used to control the urgency
of the deadline, which is a number greater than 1.

Dl = Sl + α × rank(ventry) (17)

The resource parameters in the Edge and the Cloud, such as the number of
resources, bandwidth, and price, are shown in Table 3. Container initialization
times in Edge and Cloud are set to be 6 s and 10 s based on experiments, respec-
tively. LCSS is compared with ESMS which considers the scheduling of stochasti-
cally arrived workflows in pure Cloud Computing, because other scheduling algo-
rithms are not aimed at the rapid deployment of stochastically arrived workflows
in containers. Therefore ESMS is modified to support the running in Cloud-Edge
environment by changing the cost calculation method and deployment strategy
when the new container cannot complete the task.

Because the information of the last scheduling interval is used to run the auto-
scaling algorithm, the scheduling interval has a great impact on the performance
of the algorithm. In order to get the appropriate value of Δt, some experiments
are carried out with different values of Δt while keeping the duration and load
fixed. The Δt with the highest success ratio is chosen. If the highest success ratio
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Table 2. Characteristics of the small-scale workflows

Type Number of tasks Average CP (s) Average input data (KB)

CrossMedia 4 6.13875 468.69375

Group A 4 3.86 97.44

Group B 4 7.72 877.13

Table 3. Parameters of Cloud and Edge resources

Server Number of
hosts

Price per vCPU
(USD/s)

Price per GB
(USD/s)

Bandwidth
(Mb/s)

Edge 4 0.0000144 0.0000015 100

Cloud 2000 0.000011244 0.000001235 50

corresponds to two different Δt, choose the one with lower cost. The success ratio
and cost are important metrics to evaluate the performance of algorithms.

1) The success ratio is the ratio of the number of workflows completed within
their deadlines to the number of all submitted workflows. The higher the
success ratio, the better the performance of the algorithm.

2) The cost is the running cost of all containers leased and calculated by (3).
The lower the cost, the better the performance of the algorithm.

5.2 Experimental Results

The Impact of Workloads. In order to evaluate the performance of each
algorithm under workloads with different arrival rate. 20 workloads followed the
same pattern are configured, and their arrival rate gradually increased. α is set
to 1.4. The cost and success ratio of each algorithm varying with workload are
shown in Fig. 2. Figure 2(a) shows that as the arrival rate of workload increases,
the costs of the two algorithms also increase. The cost of LCSS is lower than
that of ESMS, and the cost growth rate of LCSS is relatively slow. Figure 2(b)
shows that LCSS has a stable and high success ratio. The success ratio of ESMS
is relatively low and does not change much as the workload changes. Since ESMS
transforms multiple workflows into a single workflow for scheduling, many tasks
wait until the algorithm starts, which increases the urgency of these tasks [6].
In addition, the frequent expansion of renting and releasing containers in ESMS
greatly increases the response time of the workflow. Using historical information
and resource estimation based on rescheduling, LCSS guarantees a high success
ratio.

The Impact of Deadlines. In order to evaluate the impact of deadlines on the
performance of each algorithm, different values are used for α. From workload
1 to workload 4, the arrival rate gradually increases. The cost and SR of each
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Fig. 2. The cost and the success ratio with different workloads

Fig. 3. The cost and the success ratio with different deadlines

algorithm varying with the deadline are shown in Fig. 3. Figure 3(a) illustrates
that LCSS is generally better than ESMS in terms of cost, and sometimes reach
particularly low costs. Figure 3(b) shows that the success ratio of ESMS fluctu-
ates greatly with the change of α. This is because the workflow in the workflow
queue has a certain waiting time, which makes it difficult for the ESMS to per-
form well in the case of an urgent deadline. Only a more relaxed deadline can
make the ESMS perform better. The success rate of LCSS is relatively stable
and the performance of LCSS has a huge improvement over ESMS.

The Impact of Workflow Types. Workflows in group A and B are used to
evaluate the impact of workflow types on the performance of each algorithm. In
addition, the HSR is combined with ESMS as a new comparison algorithm, which
is called ESMS-HSR. α is set to 1.4 and use the same workloads in Fig. 2. The
results in Fig. 4(a) and 4(b) show that the cost-effectiveness of ESMS is inferior
to the other two algorithms, and the average cost of each algorithm to process
the workflows in group A is lower than that in group B. As shown in Fig. 4(c), the
success ratio of LCSS is more stable than the other two algorithms. However,
the success ratio of LCSS in Fig. 4(d) is not as stable as ESMS-HSR. When
using small workflows, it is easier for LCSS to find the appropriate scheduling
interval and thus LCSS has better performance. The conclusion is that in the
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Fig. 4. The cost and the success ratio with different workflows

environment of directly renting containers, the expansion strategy for the two-
tier architecture of containers and VMs in ESMS has poor performance.

6 Conclusion and Future Work

In the paper, an elastic resource scheduling method has been proposed to sched-
ule stochastically arrived workflows in Cloud-Edge environment. Experimental
results show that the LCSS reduces the overall cost of long-term operation and
maintains a high success ratio. The online workflow scheduling algorithm is able
to response to arrived workflows quickly and reduce the average waiting time
of them, and the scaling algorithm is helpful to reducing the long-term running
cost while ensuring the success ratio. Finding more accurate resource require-
ment estimating method is a promising future work.
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Abstract. In product conceptual design, and/or/not function tree is a very com-
mon functional model, but the modeling of functional tree is often a tough prob-
lem in this field. Previous modeling was done manually by domain experts, which
can be difficult for larger function trees. For this reason, the symmetric quintu-
ple implicational method is introduced, and then the symmetric quintuple impli-
cational controller is proposed, and the function tree modeling method guided
by the symmetric quintuple implicational controller is put forward. Firstly, the
theoretical structure of fuzzy and/or/not function tree is described, and the sym-
metric quintuple implicational method is reviewed. Secondly, a symmetric quin-
tuple implicational controller is proposed from the point of view of rule base,
fuzzier, inference machine, fuzzier and numerical determination. Thirdly, based
on the requirement of functional tree modeling, a new fuzzy and/or/not function
tree establishing method has been put forward by using the symmetric quintuple
implicational controller as the core. Finally, the whole process of functional tree
modeling is demonstrated through an application example, and the validity of
the scheme is verified. It provides a new breakthrough direction for solving the
problem of fuzzy and/or/not function tree modeling, and promotes the progress of
product collaborative conceptual design, fuzzy control and related fields.

Keywords: Conceptual design · Collaborative design · Fuzzy reasoning ·
Function tree

1 Introduction

Conceptual design is a design method that uses design concept and takes it as the main
line throughout the whole design process, which has a very important impact on the
whole life cycle of the product [1]. This impact is not only reflected in the performance,
reliability and safety of products, but also in the cost of product development and many
other aspects [2, 3]. According to some data, although the actual input cost in this stage
only accounts for 5% of the total product development cost, it has the decision power of
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70–80% of the total product cost [4]. Therefore, how to get the scheme more efficiently
and quickly to form a stronger competitiveness is hurdle to be overcome in the current
conceptual design domain [5].

The core problem of conceptual design [6] lies in the process of functional modeling
and functional solution of conceptual design, that is, forming a function-structure model
(referred to as functional model) and transforming it into a design scheme that can be
realized. A large number of scholars have proposed many functional models, among
which the and/or/not function tree model is the most typical and widely used [7].

At present, a large number of experts have conducted large-scale studies on different
models of and/or/not function trees. Among them, Chakrabarti and Bligh [8] discussed
the inference method of functional method tree. Ren et al. [9] proposed the optimal
solution of multicast tasks supported by network function virtualization based on service
function tree embedding problem, which greatly reduced the cost of multicast traffic
transmission. Luo et al. [10] proposed to combine multiple service function chains into
a function tree of security services, so as to reduce the demand for resources when
allocating virtual security functions.

For function tree, the conventional language was used to describe. But in fact, this
often leads to less detailed analysis of the problem. Moreover, it is difficult to consider
the problem thoroughly only by relying on human thinking, so the artificial function tree
model often exposes the problem of incomplete information. To make clear the function
tree in more detail, we introduce the idea of fuzzy inference. The specific fuzzy values
are added to the nodes of the and/or/not function tree, and it is known as the fuzzy
and/or/not function tree.

There exist lots of schemes of fuzzy inference, in which some typical ones are
the CRI algorithm, the BKS algorithm [11], the triple I algorithm [12], the universal
triple I algorithm [13, 14], the symmetric implicational algorithm [15, 16] and so on.
Among them, the newly proposed symmetric quintuple implicational algorithm [17] is
recognized as a relatively advanced method in this field.

In the aspect of function tree modeling, the previous modeling is mainly manually
established by domain experts, which is quite difficult for large scale function tree. To this
end, a novel scheme of function treemodeling is studied here. In this study, the symmetric
quintuple implicational algorithm is token as the intrinsic inference mechanism, and is
developed to the category of fuzzy controller, thus we propose the modeling method of
function tree guided by symmetric quintuple implicational algorithm.

2 Modeling Method of Function Tree via the Symmetric Quintuple
Implicational Algorithm

2.1 Fuzzy and/or/not Function Trees

Definition 1. A and/or/not function tree is the superposition of and, or, note operations on
a functional trees. “And” gate decomposition is denoted by ∧, “or” gate decomposition
is equivalent to ∨ and “not” gate is expressed by negation operation ′.

Definition 2. The function tree uses the same variable to express the same leaf nodes,
referred to as a basic variable. It is expressed by an atomic proposition xi. If xi = 1,
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then it means that the node satisfies the demand. If xi = 0, then it implies that the node
does not satisfy the demand. We use extension variable Mj to express the gate node of
the function tree. The variables and extension variables are collectively referred to as a
tree proposition. H(Mi) denotes the function for a function tree with the top node Mi.

Definition 3. The logical function φM1(X) = φ(x1, . . . , xm,M1, . . . ,Mn) is a tree
function for a function tree H(M1). If φM1(X) = 1, then it means the total demand
is satisfied. Otherwise, φM1(X) = 0 implies that the total demand is not satisfied. The
function tree containing only basic variables is called the target tree function.

Definition 4. A fuzzymembership value is added to the nodes in the and/or/not function
tree, then the new tree is known as fuzzy and/or/not function tree.

Functional solution is an important part of conceptual design. To be precise, it is to
obtain the corresponding concrete implementation scheme from the functional require-
ments, in which its core is to obtain the structural scheme. Therefore, functional structure
deduction is the most important in this process. The previous function structure deduc-
tion is mainly carried out by the user. Here we deal with it through the computer aided
way.

In particular, assume that there is a fuzzy function tree,which has nothing but function
nodes. The fuzzy function tree is quantized by numerical filling, so the structure of the
function tree can be realized by the symmetric quintuple implicational algorithm in the
fuzzy controller.

2.2 The Symmetric Quintuple Implicational Algorithm.

The basic fuzzy inference model is FMP (Fuzzy Modus Ponens) problem. As shown
below:

FMP : ForA → Band input A∗, calculate the output B∗. (1)

For the FMP problem, its outcome is the minimum fuzzy set such that the following
formula gets its maximum value:

(A(x) → B(y)) → ((A∗(x) → A(x)) → (A∗(x) → B∗(y))). (2)

Definition 5. Let B ∈ F(Y), A,A∗ ∈ F(X). If B* makes

(A(x)→1B(y))→2((A
′
(x)→1A(x))→2(A

′
(x)→1B

′
(y))) (3)

get the maximum for all x ∈ X, y ∈ Y. Then B* is referred to as a FMP-symmetric
quintuple implicational solution. The minimum solution is called a MinP-symmetric
quintuple implicational solution.

Theorem 1 [17]. If →1,→2 are two R-implications, and ⊗1 is the operation associ-
ated with →1, and ⊗2 is the operation associated with →2, then the MinP-symmetric
quintuple implicational solution of the symmetric quintuple implicational algorithm is

B∗(y) = sup
x∈X

{A∗(x)⊗1((A∗(x)→1A(x))⊗2(A(x)→1B(y)))}, y ∈ Y (4)
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2.3 Symmetric Quintuple Implicational Controller

Based on the symmetric quintuple implicational algorithm, a symmetric quintuple impli-
cational controller is proposed here. Specifically, the fuzzy controller is dealt with from
five aspects: knowledge base of fuzzy controller, fuzzier, inference machine (i.e., the
symmetric quintuple implicational algorithm), defuzzier and numerical determination.

Firstly, in the aspect of knowledge base design, triangular fuzzy set clan (i.e., the
structure composed of several triangular fuzzy sets) is mainly used to process. It is used
to express the required inputs and outputs. Let the peak distances of the fuzzy sets in the
fuzzy set clan be equal. As shown in Fig. 1, the leftmost and rightmost are right triangle
fuzzy sets, and the middle ones are isosceles triangle fuzzy sets.

Fig. 1. Fuzzy set clan

Secondly, the singleton fuzzier is used. Specifically, a singleton is adopted for the
input as follows:

A∗
x′ = A∗(x) = {1, x = x

′

0, x 	= x
′ . (5)

Thirdly, according to the requirements of product conceptual design field, the
symmetric quintuple implicational algorithm is used for fuzzy inference.

In actual processing, we employ→1 = ILK and→2 = IFD. In the symmetric quintu-
ple implicational algorithm, such combination of implication possesses great reducibility
together with response property.

For the case of→1 = ILK,→2 = IFD, according to Theorem 1, theMinP-symmetric
quintuple implicational formula is:

B∗(y) = sup
x∈E

{A∗(x)⊗2((A
∗(x)→2A(x))⊗2R1(x

′
, y))} (6)

in which Ey = {x ∈ X|(A∗(x)→FDA(x)) + R1(x
′
, y) > 1, ((A∗(x)→FDA(x)) ∧

R1(x
′
, y) + A∗(x) > 1,A

(
x

′)
> R

1
(x

′
, y)}.

For the input x
′
, considering that A∗

x′ = A∗(x) = {1, x = x
′

0, x 	= x
′ . We easily find

B∗(y) = {R1(x
′
, y), x

′ ∈ Ey

0, x
′
/∈ Ey

.
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For any x
′
, we let x

′ ∈ Ey. It is easy to find two fuzzy sets AmAm+1 satisfying

Am

(
x

′)
,Am+1

(
x

′)
correspondingly. Then one has:B∗ y R1 x', y m ' 1Bm x' →1B ym ' Bm ' Bm mm m m m y (7)

where m,m + 1 ∈ {1, 2, . . . , n}, and Am

(
x

′)
,Am+1

(
x

′)
> 0,A1

(
x

′) =
. . .Am−2

(
x

′) = Am−1

(
x

′) = Am+2

(
x

′) = Am+3

(
x

′) = · · · = An

(
x

′) = 0,

meanwhile we let am ∼= Am

(
x

′)
, am+1 ∼= Am+1

(
x

′)
.

Here Am,Am+1 are two consecutive fuzzy sets. According to the rules Am →
Bm,Am+1 → Bm+1 in the knowledge base, we can get Bm,Bm+1. So Bm,Bm+1 are
not necessarily two consecutive fuzzy sets (it may also occur Bm = J3, Bm+1 = J1). The
following is similar.

In addition, there are other possible results, that is, if there is only one fuzzy set Am

such that Am

(
x

′)
> 0 (let Am

(
x

′) = 1). Then B∗(y) = am × Bm(y) = Bm(y) can be

obtained.
The above two cases correspond to simple single-input single-output (SISO) scenar-

ios, while the symmetric quintuple implicational algorithm is used for fuzzy inference.
In order to solve the relatively complex single input and multiple outputs problem, the
above two cases cannot be satisfied, and the following calculation ideas can be adopted:

For A → (B1,B2, . . . ,Bm) and A∗, find (B1
∗,B2

∗, . . . ,Bm
∗).

This can be treated separately according to the subterms. In detail, we get B1
∗ with

A → B1 andA∗, and get B2
∗ with A → B2 andA∗. Thus we obtainB1

∗,B2
∗, . . . ,Bm

∗,
and finally synthesize the full solution (B1

∗,B2
∗, . . . ,Bm

∗).
Following that, the center average defuzzier is used in the defuzzier.
Specifically, the corresponding values B∗(y) can be obtained by using a central

average defuzzier, in which M represent the union or intersection of multiple fuzzy sets.
Its formula is as below:

y∗ =
∑M

p=1
ypωp/

M∑
p=1

p, (8)

where yp stands for the center of the p-th fuzzy set, meanwhile the weightωp is its height
(p = 1, 2, . . . ,M). From (7), one has

B∗(y) = (am × Bm(y)) ∨ (am+1 × Bm+1(y)), (9)

y∗ =
∑n

i=1 yiB
∗(yi)∑n

i=1 B
∗(yi)

= ypB∗(yp) + yp+1B∗(yp+1)

B∗(yp) + B∗(yp+1)
= ypam + yp+1am+1

am + am+1
, (10)
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where yp, yp+1 respectively are the center of the fuzzy set Bm, Bm+1.
Finally, we carry on numerical determinations. After we gety∗, the general function

and structure can be considered to boil down to concrete classes. It is convenient to
calculate the distance from y∗ each Bi(y) to the center yi (i = 1, . . . , n). Let d =
min{|yi − y∗|, i = 1, . . . , n}, and then we take

y∗∗ = max{yi
∣∣d = |yi − y∗∣∣, i = 1, . . . , n}. (11)

For multiple outputs y∗
1, . . . , y

∗
r, the corresponding output y

∗∗
j can be obtained by

processing according to (11). At the end, we achieve y∗∗ = (y∗∗
1, . . . , y

∗∗
r).

2.4 Modeling Process of Function Tree Guided by the Symmetric Quintuple
Implicational Controller

The main steps of function tree modeling are as follows. To begin with, we design and
input a fuzzy and/or/not function tree containing only functional nodes. Then we carry
out the function-structure deduction by symmetric quintuple implicational controller.
Finally we can build a complete fuzzy function tree with complete functional nodes.
Based on this process, we come up with a modeling scheme guided by the symmetric
quintuple implicational controller.

Algorithm 1: A function tree modeling method guided by the symmetric quintuple
implicational controller.

Input: Initializes the fuzzy and/or/not function tree.
Output: Expanded tree.
Step 1: We use breadth traversal to transform the fuzzy and/or/not function tree. The

initial node is the first leaf node in the fuzzy and/or/not function tree.
Step 2: We deal with the leaf node demanded to be processed. Otherwise, jump to

Step 7.
Step 3: We transform leaf nodes into A∗(x).
Step 4: We deduce A∗(x) to B∗(y), and find the corresponding fuzzy rules of the

sub-knowledge base in the rule base. Then carry out the fuzzy inference of the symmetric
five-element implication algorithm.

Step 5: We calculate B∗(y) according to the center average defuzzier.
Step 6: We carry on numerical determination, and save the structure nodes

corresponding to the current leaf nodes. So a function-structure deduction is completed.
Step 7: For the original tree, we make the current node employ the next leaf node,

and jump to Step 2. If not, go on.
Step 8: We put the resulting structural nodes to the final tree.

3 An Application Example

The conceptual design of maglev train is a case study of showing the steps of modeling.
Among them, themaglev function and drive function aremainly described in two aspects.
Maglev function is divided into magnetic repulsion and magnetic suction. We just dis-
cuss the case for the magnetic repulsion. In the meantime, for functional integrity, the
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implementation strategy of the driver is also given. The realization of magnetic repulsion
function mainly includes magnetic-magnetic mode and magnetic-inductor mode.

Around the functions discussed above, assume that the initial tree have already
obtained, which is shown in Fig. 2.

Fig. 2. Initial tree for maglev train

Firstly, function requirement and fuzzy inference rule library are constructed as
follows.

1) Magnetic repulsion function by virtue of magnetic-magnetic mode.
Such mode can be used to make the train bottom and track have magnetic properties.
The input of this function is the magnetism at the train bottom (based on magnetic-
magnetic mode), mutually exclusive magnetism and rail magnetism. The relevant
results are Y∗

1,Y∗
2,Y∗

3. Among them, the magnetism at the train bottom takes
five-fuzzy set clan (that is, the combination composed of 5-triangular fuzzy sets).
The mutually repulsive magnetism employs 2-fuzzy set clan, the rail magnetism
takes 3-fuzzy set clan. Table 1 shows the fuzzy inference rule library of homologous
parts.

2) Magnetic repulsion function by virtue of magnetic-inductor mode
To realize the track sensing the magnetism at the train bottomwhile keeping the cost
low, the magnetic repulsion function by virtue of the magnetic-inductive method
can be adopted. Three conditions including the magnetism at the train bottom (via
magnetic-inductor mode), the induction of the track, and the mutually repulsive
magnetism, are used for input. The output results W∗

1,W∗
2,W∗

3 are taken as 5-
fuzzy set clan, 3-fuzzy set clan and 2-fuzzy set clan respectively. Table 2 shows the
fuzzy inference rule base of relevant parts.
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Table 1. The rule library for magnetic-magnetic-based magnetic repulsion

Table 2. The rule library for magnetic-inductor-based magnetic repulsion

The inference steps of functional structure on the strength of fuzzy inference is as
follows:

1) Deduction of magnetic repulsion function-structure by virtue of magnetic-magnetic
mode
According to Fig. 2, for the input “magnetic repulsion by virtue of magnetic-
magnetic/12”, i.e., x

′ = 12. The fuzzy inference step is as follows.

For x
′
, we employ A∗

x′ = A∗(x) = {1, x = 12
0, x 	= 12

. Then we have am+1 =
Am+1

(
x

′) = F
(
x

′) = 0.65 and am = Am

(
x

′) = F2
(
x

′) = 0.35. From Table

1, one has Am = F2 and Am = F3 each has two output schemes denoted as B1
1,B

2
1

and B1
2,B

2
2. Therefore, 4 schemes can be obtained.
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(i) Firstly, we take Am → B1
1,Am+1 → B1

2 as an example, where
B1
1 = (B11,B12, B13) = (F1,E1,D1),B1

2 = (B21,B22,B23) =
(F2,E0,D1) (referring to Table 1). We’re going to do a calculation
here to gain (B∗

1,B∗
2,B∗

3). That is, we use Am → B11,Am+1 →
B21 to calculate B∗

1. Others are calculated in a similar way. We get:

Then, according to the center average defuzzier, the following results can
be obtained:

For B∗
1, we have

For B∗
2, we have

For B∗
3, we have

So, we can gain y∗ = (
y∗

1, y
∗
2, y

∗
3
) = (8.7, 9.9, 12).

Then, with regard to the classification question of y∗, i.e., y∗
is transformed into y∗∗ = (

y∗∗
1, y

∗∗
2, y

∗∗
3
)
. One has y∗∗

1 =
max

i∈{1,...,n}
{yi| min

j∈{1,...,n}
∣∣yi − y∗

1

∣∣ = ∣∣yi − y∗
1

∣∣ = 8}, y∗∗
2 = 10, y∗∗

3 = 12.

Lastly one has y∗∗ = (
y∗∗

1, y
∗∗

2, y
∗∗

3
) = (8, 10, 12).

(ii) For Am → B1
1,Am+1 → B2

2, and B1
1 = (F1,E1,D1), B2

2 = (F2,E2,D1), we
similarly get y∗∗ = (

y∗∗
1, y

∗∗
2, y

∗∗
3
) = (8, 12, 12).

(iii) For Am → B2
1,Am+1 → B2

2, we get y
∗∗ = (

y∗∗
1, y

∗∗
2, y

∗∗
3
) = (8, 7, 10).

(iv) For Am → B2
1,Am+1 → B2

2, we get y
∗∗ = (

y∗∗
1, y

∗∗
2, y

∗∗
3
) = (8, 8, 10).

So here are the four schemes.

2) Deduction of magnetic repulsion function-structure by virtue of magnetic-magnetic
mode.
According to Fig. 2, for the input “magnetic repulsion by virtue of magnetic-
inductor/10”, that is, x

′ = 10. We can use a singleton fuzzy set, that is A∗
x′ =

A∗(x) = {1, x = 10
0, x 	= 10

. Similar to the above process, corresponding conclusions can

be drawn. Finally, two schemes can be obtained, which are (7, 6, 8) and (7, 7, 8).
3) The complete fuzzy function tree is obtained.

According to the implementing schemes of the drive, we complete the drive through
the linear motor, ac linear induction motor driver board, dynamo armature. Finally,
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Fig. 3. Entire fuzzy function tree of train

a complete fuzzy function tree can be obtained by combining the function-structure
deduction with the fuzzy function tree, we can see this in Fig. 3.

The method of function solving is not expanded here due to space limitations, but
can be carried out by lossless solving algorithm [18], as shown in Fig. 4. As you can
see from Fig. 4, 30 concepts of function solving can be obtained here. For example,
x1∧x3∧x8∧x15∧x16 is an example. The specific meaning of the structure is that x15 is
used to represent the equipped with superconducting electromagnet. x16 represents the
aluminum closed loop on the track. When the train is moving, x8 denotes the exclusion
of the induced current in the closed loop. Finally x3 represents the dynamo armature.
The cost of the improved design scheme is high, and it is not an ideal scheme for the
optimization study of maglev train.

In fact, another function-structure design can be adopted. For example, x1 ∧ x5 ∧
x8 ∧ x9 ∧ x11 ∧ x18 is a better idea. Its structure includes the bottom of the car body,
magnetic field mutual repulsion, drive board and other magnetic excitation track and
dynamic tracking operation. The results show that the cost of such scheme is low, which
is a relatively ideal design scheme.
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Fig. 4. Matrix display of EFVM reduction algorithm

The advantages of this study are mainly reflected in the following aspects:

1) A symmetric quintuple implicational controller is proposed from the perspectives of
rule base, fuzzier, inference machine, defuzzier and numerical determination. The
symmetric quintuple implicational algorithm (which is advanced in the field of fuzzy
inference) is adopted.

2) A new modeling method of fuzzy and/or/not function tree is proposed, which
employs the symmetric quintuple implicational controller as the core and takes it as
the driving strategy of function tree expansion.

3) The knowledge of experts is described in the way of fuzzy set clan to form a fuzzy
rule base, which is applied to the modeling of function tree as a pointcut.

4) The idea of fuzzy control is taken as the driving mode of function tree modeling. On
the one hand, it makes full use of the knowledge of experts, and on the other hand,
it can intelligently and automatically build fuzzy and/or/not function trees. This is
particularly significant for large function trees.
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4 Summary and Outlook

Asymmetric quintuple implicational controller is proposed in this study, and a function
tree modeling method guided by the symmetric quintuple implicational controller is
proposed. The main work are listed below:

1) The academic structure of fuzzy and/or/not function tree is analyzed, and the
symmetric quintuple implicational algorithm proposed previously is reviewed.

2) A symmetric quintuple implicational controller is proposed from the perspectives
of rule base, fuzzier, inference machine, defuzzier and numerical determination.

3) Based on the in-depth requirements of functional treemodeling, a new tree establish-
ing method is developed by using the symmetric quintuple implicational controller
as the core.

4) The whole process of function tree modeling is explained through an application
example, and the practical effect of the presented modeling approach is proved.

In future studies, more fuzzy inference methods are going to be ulterior researched
to build a new fuzzy controller. They will be used as a new kernel of tree modeling.
In addition, a new function solving method will be explored based on the latest fuzzy
inference strategy.
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An Adaptive and Collaborative Method Based
on GMRA for Intrusion Detection
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School of Computer Science and Technology, Guangdong University of Technology,
Guangzhou 510006, China
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Abstract. Generally, the detection configuration in the normal state cannot cope
with the detection during sudden network peaks. Moreover, a kind of attack detec-
tion algorithm is suitable to detect some attack types. Based on the two cases, we
formally present the above-mentioned problems by applying Group Multi-Role
Assignment (GMRA) model and propose an adaptive detection model that is
composed of many parallel detection algorithms.

The formalization of the above questions makes it easier to solve by applying
the IBM ILOG CPLEX optimization package (CPLEX). In order to find the opti-
mal parallel algorithms, we assign legitimately detection resources in real time
according to the detection time of different attack. The proposed approaches are
verified on two different data sets of UNSW-NB15 and NSL-KDD. Comparative
experiments verify the effectiveness and advantages of the proposed model.

Keywords: Role-Based Collaboration (RBC) · Group Multi-Role Assignment
(GMRA) · Intrusion detection · UNSW-NB15 · IBM ILOG CPLEX optimization
(CPLEX) package

1 Introduction

Intrusion detection is an important means to ensure network security. Many researchers
develop various intrusion detection algorithms and achieve some excellent results. How-
ever, with the explosive growth of data transmission and the wide application of high-
speed networks, especially under the modern multimedia network that integrates voice
and video services in the big data and cloud computing environment, the real-time data
traffic of the network during peak periods has skyrocketed. The detectors cannot effi-
ciently copewith these emergencies. In order to effectively save cost, adaptive adjustment
of detection resources is very important.

Generally, in order to deal with such emergencies, traditional method can only use
historical data to make statistics analysis, and many resources are used to detect the
real-time transmission traffic. This also causes invalid consumption of the detection
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resources. Being idle for time causes a waste of resources. Moreover, for some common
types of attacks, some more adaptive detection algorithms have not been chosen.

In fact, in real-time intrusion detection, we can deploy multiple detection systems
with different numbers on different servers, and then one detection system can detect
multiple attack types, and one attack type can also be detected by multiple detection
systems. Then each test system can be responsible for testing one or more attack per-
formance that is more suitable for itself (Considering from the two aspects of detection
time and detection rate), in addition detection resources can be adjusted according to
the size of real-time traffic (The number of test servers open). On this basis, through
group multi-role assignment (GMRA), we form the real-time adaptive parallel intrusion
detection problem.

In fact, GMRA [1] is a sub-model of Environments – Classes, Agents, Roles, Groups,
and Objects (E-CARGO) [2–4], which is a general model of Role-Based Collaboration
(RBC) [3, 4]. RBC is a collaboration methodology that uses roles to facilitate an organi-
zational structure to collaborate, and coordinate group activities with or within systems.
ThroughRBCand its E-CARGOmodel, complex problems can be formalized and solved
efficiently. It has been revealed as complex processes through the life cycle of RBC, that
is, role negotiation, agent evaluation, role assignment, role playing, and role transfer,
where role negotiation is a complex and highly domain-oriented task.

According to RBC, in order to solve the above-mentioned intrusion detection prob-
lem, we use the attack types in the two UNSW-NB15 [19] and NSL-KDD [20] data
sets and different detection systems to form roles and agent sets respectively, and then
reasonably evaluate the roles of different agents. Finally, more efficient and flexible allo-
cation algorithms are used to improve the overall detection rate and make it adaptive in
a reasonable time.

More exactly, different detection systems can be used as agents, and the types of
attacks contained in the data set are roles. Based on these abstractions, this paper for-
malizes the intrusion detection problem through Group Role Assignment (GMRA), and
proposes a role negotiation method based on the AHP algorithm. The formalization of
the intrusion detection problem makes it easy to find a solution using the IBM ILOG
CPLEX [5] optimization package (CPLEX).

The main contributions of this paper include the following aspects:

1) A concise formalization of Intrusion detection problem based on GMRA;
2) A pertinent role negotiation way to make the Intrusion detection problem be solved

reasonably and efficiently;
3) A practical Intrusion detection problem solution based on the IBM ILOG CPLEX

optimization package (CPLEX) [5], and a thorough simulation experiment.

The structure of this paper is as follows. It describes the real-world scenarios related
to the proposed problem in Sect. 2; the GMRA and E-CARGO models are presented
in Sect. 3. The Sect. 4 introduces the CPLEX solution and simulation experiments, the
results of which prove that the proposed solution is feasible. The Sect. 5 reviews the
related work and summarizes and points out the future work.
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2 Related Work

In the computer network intrusion detection, many efficient and feasible detection
methods have been proposed.

A. Ahmim et al. [7] proposed a classifier method based on decision trees and rules,
which was composed of REP tree, JRip algorithm and ForestPA. The REP tree algorithm
and JRip algorithm were used to classify network traffic data into anomaly or normal
data. In addition to taking the output of the REP tree algorithm and JRip algorithm
as its own input, ForestPA also uses the characteristics of the initial data set as labels.
Compared with the current state-of-the-art solutions, they have certain advantages in
terms of accuracy, detection rate, false alarm rate and time overhead.

In order tomake full use of the advantages ofmisuse detection and anomaly detection,
Chun Guo et al. [8] combined the two and focused on intrusion detection. This method
is a two-stage hybrid solution consisting of two anomaly detection components and
one misuse detection component. In phase one, an anomaly detection method with low
computational complexity is developed, and the detection component is constructed
using this method. The k-nearest neighbor algorithm becomes crucial when the two
detection components are established in the second stage. The detection component of
stage one participates in the process of establishing the two detection components of
stage two. These two detection components reduce the false positives and false negatives
generated by the detection components of stage 1. The experimental results on the KDD
1999 data set [19] and the Kyoto University benchmark data set [20] show that the hybrid
method can effectively detect network anomalies, and it has a low false positive rate.

Teng et al. [9] introduced Collaborative computing and Particle computing to intru-
sion detection, and proposed a cooperative multi-agent intrusion detection model, in
which each agent plays a role of a detector, and these agents form a distributed intrusion
detection model.

Table 1. The detection rate of different detection systems for different types of attacks (unit:
Percent)

BayesNet JRip DTNB DescisionTable J48Consolidated MLP LogitBoost PART

Normal 81.08 99.99 99.99 100.0 100.0 100.0 100.0 100.0

Backdoor 19.20 11.67 18.17 7.38 26.29 0 12.55 21.86

Analysis 11.40 11.94 21.20 16.81 43.78 0 15.18 23.21

Fuzzers 63.52 86.46 83.13 78.54 86.77 0 84.20 87.96

Shellcod 65.89 57.32 57.74 53.14 88.70 0 5.23 60.25

Reconnaissance 69.34 57.32 71.99 74.99 81.21 99.31 68.24 75.44

Expoits 42.30 69.20 56.95 85.89 49.00 40.10 89.64 80.00

Dos 72.67 0 70.50 6.49 38.62 0 5.200 23.25

Worms 87.09 35.48 8.06 1.61 78.50 0 0 45.16

Generic 97.80 98.06 97.79 97.80 97.96 97.81 97.84 98.47
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Table 2. The detection time of different detection systems for different types of attacks (unit: s)

BayesNet JRip DTNB DescisionTable J48Consolidated MLP LogitBoost PART

Normal 0.551 0.152 0.490 0.194 0.105 3.007 0.598 1.217

Backdoor 0.016 0.004 0.014 0.005 0.003 0.090 0.018 0.036

Analysis 0.019 0.054 0.174 0.068 0.003 0.106 0.021 0.043

Fuzzers 0.179 0.049 0.159 0.063 0.034 0.979 0.195 0.396

Shellcod 0.011 0.003 0.010 0.004 0.002 0.064 0.012 0.026

Reconnaissance 0.103 0.028 0.092 0.036 0.019 0.566 0.112 0.229

Expoits 0.327 0.090 0.291 0.115 0.062 1.788 0.356 0.723

Dos 0.12 0.033 0.10 0.04 0.02 0.66 0.13 0.27

Worms 0.001 0.0004 0.001 0.0005 0.002 0.008 0.001 0.003

Generic 0.395 0.109 0.352 0.139 0.075 2.157 0.429 0.873

Collaboration research is a challenging topic in a variety of domains [10–13]. In
collaboration research, roles and agents are used to describe collaboration activities
[15–17]. Zhu et al. define the relationship between roles and agents. They develop an
engineeringmethodology for RBC [3, 4] and their E-CARGO [2–4]model. Current RBC
research focuses on accurate task assignment and task transfer to save the workload of
later collaboration [18–21]. One of the kernels of RBC is GroupMulti-Role Assignment
(GMRA). In GMRA, the process of task assignment aims to propose an assignment
with optimal team performance based on agent evaluations. Many studies focus on
assignment problems with various constraints tailored to different applications. Roles
and agents have many constraints, including mutual exclusion, number, time and etc.
which make assignment problems complex.

3 Problem Formalizations with E-CARGO Model

In order to clarify the problem that each detection system in intrusion detection hasmulti-
ple attack type more suitable for its own detection, wemodel it through GMRA, which is
a sub-model of E-CARGO. The E-CARGO model abstractly describes the components
of the collaboration system with a 9-tuple

∑ ::= < C,O,A, M,R, E,G, ∫ ′,H>.
Among them, C indicates a class;O indicates an object;A (Agent) indicates a collection
of individual units; M indicates a message set; R(Role) indicates a set of roles (that
is, abstraction of tasks and requirements) E is used for an abstract collaboration envi-
ronment; G (Group) Indicates the group set; ∫0 is the initial state of the system; H is a
group of users.

When discussing group multi-role assignment [1, 2], the environment (e) and group
(g) are formalized with vectors and matrices. Among them, this paper uses a non-
negative integer m (=|A|) to indicate the size of set A; n(= |R, |) indicates the size of
set R; i0, i1, i2, i3 . . . to indicate the subscript of an agent, specifically referring to
each agent; j0, j1, j2, j3 . . . to indicate the subscript of a role, specifically referring to
each role.
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In particular, regarding the allocation of different detection systems, the attack types
can be regarded as roles, and different detection systems can be regarded as agents.

Definition 1 [4]: A role is defined as r:: = <id, ®> where id is the identification of r
and ®r is the attribute set of the role.

In the intrusion detection problem, different types of attacks in a data set is used as
the role, then a data set usually contains different types of attacks.

Note that Table 1 and Table 2 are based on UNSW-NB15 data set as an example, the
NSL-KDD data set is similar.

Definition 2 [4]: An agent is defined as a:: = <id, Q>, id is the identification of a, and
® is the set of values corresponding to the required attributes for matching a role. Q =
{“detection time”, “detection rate”} is shown in Table 1 and Table 2. For example, the
“detection time”, “detection rate” of role r are named r.k and r.d respectively.

Note that in the intrusion detection problem, an agent refers to different types of
intrusion detection system.

Definition 3 [4]: An ability limit vector La is an m-vector, where La[i] (0 ≤ i < m)
indicates how many roles can be assigned to agent i at most.

In the intrusion detection problem, in order to better adapt to changes in network
traffic, we divide the network traffic state into normal state, busy state and peak state.
Based on the mining and analysis of data sets and historical traffic data, we can get the
total traffic size and the proportion of various attack types in the total traffic in a certain
period of time under normal conditions. Therefore, taking UNSW-NB15 as an example,
we can get an initial range vector La = [3, 1, 1, 1, 1, 1, 1, 1, 1, 2], NSL-KDD is similar.

Note that when the amount of network traffic changes from the normal state to the
busy state, the range vector La will correspondingly change to La = [6, 2, 2, 2, 2, 2, 2,
2, 2, 4]; when the network traffic changes from the busy state to the peak state, the range
vector La will change to La = [12, 4, 4, 4, 4, 4, 4, 4, 4, 8].

Definition 4 [4]: A role range vector L is a vector of the lower bound of the ranges of
roles in environment e of group g.

Based on Definition 3, we set L = [2, 2, 2, 2, 2, 2, 2, 2] in the normal state, L = [2,
2, 2, 2, 2, 2, 2, 2] in the busy state and L = [4, 4, 4, 4, 4, 4, 4, 4] in the peak state to
deal with the detection demand of different network conditions. The above values have
all been UNSW-NB15 as an example, NSL-KDD is similar.

Definition 5 [4]: The role weight vector W indicates the weight of each role and is
indicated by a vector W, where W

[
j
]
(0 ≤ j < n) indicates the weight of rj.

In different application scenarios, different types of attacks will have different
impacts on it. Public websites should pay more attention to some types of denial of
service attacks such as DDOS, while individual users should pay more attention to
attacks such as worms. Therefore, different attack types have different weights in dif-
ferent scenarios. In this article, we use the AHP algorithm [21] to evaluate the general
weights of different attack types in the UNSW-NB15 data set, which is W [j] = [0.099,
0.095, 0.083, 0.097, 0.142, 0.107, 0.079, 0.102, 0.095, 0.101].

https://doi.org/10.1007/978-981-19-4546-5_1
https://doi.org/10.1007/978-981-19-4546-5_2
https://doi.org/10.1007/978-981-19-4546-5_1
https://doi.org/10.1007/978-981-19-4546-5_2
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Note that in different data sets, the types of attacks included are different, so the
corresponding weights are also different. This article takes the UNSW-NB15 data set as
an example, and the NSL-KDD data set is similar.

Definition 6 [4]: A qualification matrix Q is an m × nmatrix. Q
[
i, j

] ∈ [0, 1] indicates
thatai(0 ≤ i < m) is responsible for the performance score of rj (0 ≤ j < n).Q

[
i, j

] = 0
indicates the lowest value, Q

[
i, j

] = 1 represents the highest.
In the intrusion detection problem, we need to obtain the Deterate (detection rate)

andDetetime (detection time) of different detection systems for different types of attacks
in the data set, which can be known from Table 1 and Table 2. Secondly, we combine
theW vector in Definition 5 to obtain the Q matrix.

Normalizing the values of the Deterate and Detetime;

Detetime
[
i, j

] = Detetimeinitial
[
i, j

] − min{Detetimeinitial}
max{Detetimeinitial} − min{Detetimeinitial} [0, 1]

Detetime
[
i, j

] = Detetimeinitial
[
i, j

] − min{Detetimeinitial}
max{Detetimeinitial} − min{Detetimeinitial} [0, 1]

Based on Table 1 and Table 2, as well as the weight of a role, Qinitial is the sum of
different detection systems’ scores for different types of attacks.

Table 3. Represents the scoring matrix Q obtained after the normalization process

REPTree JRip J48Consolidated DecisionTable J48 SPAARC LogitBoost Bagging

Normal 0.160000 0.098629 0.124684 0.142663 0.154221 0.127895 0.133674 0.136884

Backdoor 0.384332 0.000000 0.084975 0.022915 0.404859 0.095000 0.067789 0.380513

Analysis 0.059000 0.000000 0.112500 0.029500 0.029500 0.029250 0.029500 0.031908

Fuzzers 0.150963 0.077744 0.109733 0.124747 0.148949 0.106598 0.137800 0.126642

Shellcod 0.205207 0.100534 0.142000 0.143791 0.196992 0.200708 0.111714 0.217138

Reconnaissance 0.168354 0.099393 0.135444 0.128995 0.156943 0.127837 0.140406 0.147244

Expoits 0.187997 0.079000 0.056314 0.090943 0.160198 0.084287 0.081311 0.115544

Dos 0.136545 0.000000 0.108480 0.074831 0.145026 0.080130 0.036545 0.144636

Worms 0.156623 0.104123 0.095000 0.112248 0.137623 0.047123 0.035500 0.153874

Generic 0.06500 0.060308 0.124853 0.132146 0.160166 0.131524 0.098224 0.140999

Qinitial is as follows:

Qinitial
[
i, j

] = (
Deterate

[
i, j

] + Detetime
[
i, j

]) × W
[
j
]

It is then normalized in [0, 1]

Q
[
i, j

] = Qinitial
[
i, j

] − min{Qinitial}
max{Qinitial} − min{Qinitial} ∈ [0, 1]

Definition 7: A role assignment matrix T is an m × n matrix. That T
[
i, j

] ∈ {0, 1}(0 ≤
i < m, 0 ≤ j < n) indicates whether or not ai is assigned to role rj. The value of
T

[
i, j

] = 1 means yes and 0 no.

https://doi.org/10.1007/978-981-19-4546-5_1
https://doi.org/10.1007/978-981-19-4546-5_2
https://doi.org/10.1007/978-981-19-4546-5_1
https://doi.org/10.1007/978-981-19-4546-5_2
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Based on Table 3 Q matrix, Fig. 1 represents the role assignment matrix T obtained
after the normalization process;

Fig. 1. T matrix

We can get the role assignment matrix T of the UNSW-NB15 data set through the
IBM ILOG CPLEX optimization package (CPLEX), σ = 2.221414.

Definition 8: The group performance σ of group g is defined as the sum of the assigned
agent’ qualifications.

σ =
m−1∑

i=0

n−1∑

j=0

Q
[
i, j

] × T
[
i, j

]

Definition 9: Role j is workable in group g if it has been assigned i.e.

m−1∑

i=0

T
[
i, j

] = L
[
j
]

Definition 10: T is workable if each role j is workable, i.e.
∑m−1

i=0 T
[
i, j

] =
L
[
j
]
(0 ≤ j < n), Group g is workable if T is workable. From the above definitions,

group g can be expressed by Q, L and T.

Definition 11: The problem of assigning the number of different types of charging piles
is finding a feasible T that:

max σ =
m−1∑

i=0

n−1∑

j=0

Q
[
i, j

] × T
[
i, j

]

Subject to

T
[
i, j

] ∈ N (0 ≤ i < m, 0 ≤ j < n) (1)
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n−1∑

j=0

T
[
i, j

] ≤ La[i](0 ≤ i < m) (2)

n−1∑

j=0

T
[
i, j

] ≤ L
[
j
]
(0 ≤ j < n) (3)

Where expression (1) is a natural number constraint; (2) denotes that the sum of
the rows of the role assignment matrix cannot greater than the respective values of the
vectorLa; (3) indicates that the sum of the number of each column of the role assignment
matrix, is equal to each value of the vector L respectively.

From this formalization, the intrusion detection problem is formalized with GMRA,
which can be processed by the IBM ILOG CPLEX optimization package.

4 Solution and Experiments

4.1 The Solution and Flow Chart

The whole project model can be divided into the construction of intrusion detection part
and the adaptive part. Among them, the construction of intrusion detection includes two
parts: Event generator and Event detector. The adaptive part is composed of Response
unit of ECARGO adaptive mechanism. As shown in Fig. 2, the Event generator in
the intrusion detection part is composed of Agent Evaluation, Role Assignment and
the preselected Li in Historical date; Event detector is composed of Parallel detection;
Response unit is composed of response unit. The intrusion detection part uses parallel
detection model based on ECARGO to detect real-time traffic data. When the QMatrix
has been calculated and theRoleAssignmentMatrix has been calculated, when the traffic
data enters the detection model through the TAP device [24], it will be copied into the
same number of copies to enter the detection modules located on different hosts. After
that, through the linkage of the firewall and rules of the host, the data corresponding to
its Role is taken in each black box, and other data will be filtered out.

In addition, the response unit will activate ECARGO adaptive mechanism according
to the size of the real-time traffic, and readjust the value of the L vector according to
whether the pre-selected Li satisfies the ratio of various attack types in the real-time
traffic to change the number and types of agents participating in the detection. The
model diagram under the UNSW-NB15 data set is similar to it.

4.2 The Results and Analysis

A detection model with better performance should have a higher detection rate and a
lower false alarm rate. Therefore, in order to evaluate the effectiveness of the proposed
model and make meaningful comparisons with other detection models, we choose false
positive rate (FPR) and detection rate (DR) as evaluation metrics. These measurement
methods are described below.

FPR = FP

FP + TN
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Fig. 2. The overall detection flow chart based on the NSL-KDD data set

DR = TP

TP + FN

In this comparative study, in addition to FPR andDR,we also compared the detection
time.

The composition of the training and testing subsets using the UNSW-NB15 dataset
in this paper is shown in Table 1. In fact, 20.4M have been used in the experimental data
of the Role Assignment The UNSW-NB15 test set respectively simulates the initial flow,
so as to obtain L = [3,1,1,1,1,1,1,1,1,2] for the extreme point with a total preselected
flow of 20M, without loss of generality, it is assumed that the preselected L vector is
exactly the ratio of the various attack types in the current actual traffic Roughly the same.
Table 2 summarize the overall performance of our model and other classifiers under two
data sets. our model gives the highest overall detection rate (DR overall) of 82.02% and
93.69%, false alarm rate (FAR) of 18.60% and 2.45%, and test time of 0.20 s shown in
Table 4.

Table 4. Our comparison of the overall performance of our detection model and other detection
models on the NSL-KDD dataset

Date
set

UNSW-NB15

Model Our
model

REPTree JRip J48Consolidated DescisionTable J48 SPAARC LogitBoost Bagging

FPR 2.45% 4.7% 7.9% 0.5% 3.5% 1.0% 1.0% 1.4% 1.1%

DR 93.69% 65.30% 79.00% 84.70% 87.3% 86.40% 85.80% 75.50% 87.40%

Test
time

0.60s 0.48s 0.69s 0.60s 0.59s 0.5s 0.59s 0.58s 0.56s

https://doi.org/10.1007/978-981-19-4546-5_1
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4.3 Detection Under Real-Time Network

The experiment verifies the following two scenarios, taking the NSL-KDD data set as an
example. From the above paper 16.2M NSL-KDD data set test set are used to simulate
the real-time traffic of two different scenarios.

Scene One:
When the real-time traffic enters the model, the initial L = {3, 1, 1, 1, 1}, and the number
of Agents participating in the Role Assignment is 8. After finishing the assignment after
0.003s. Details are shown in Table 5.

For example, Table 4 is the detection time and detection rate after the Parallel detec-
tion module. It can be seen that when L = {3, 1, 1, 1, 1}, the number of Agents is 8.
The overall detection accuracy of the model is 82.83%, and the detection time is 0.31
s. From this, the actual detection data volume of the entire model is 26.13 M/s (8.1 ×
0.3226 = 26.13 M/s). After the Response Unit, it can be concluded that the actual attack
type ratio in the real-time traffic within 1s is L = [2, 2, 1, 1, 1]. The adaptive mechanism
will re-adjust the value of the L vector, and Re-assign the Agent within 0.004 s, such as
Table 6.

Table 5. Parameters of adaptive multi-agent parallel cooperative intrusion detection model at L
= {3, 1, 1, 1, 1}.

NSL-KDD

L 3 1 1 1 1

Role Normal DOS PROBE R2L U2R

The distribution of
the agent

DescisionTable +
ForestPA + JRip

LogitBoost SPAARC PART J48Consolidated

Average accuracy 97.28% 82.31% 84.20% 7.5% 24.46%

Average detection
time

0.23s 0.31s 0.13s 0.15s 0.14s

For example, Table 5 is the detection time and detection rate after the Parallel detec-
tion module. It can be seen that when L = {3, 1, 1, 1, 1}, the number of Agents is 8.
The overall detection accuracy of the model is 82.83%, and the detection time is 0.31
s. From this, the actual detection data volume of the entire model is 26.13 M/s (8.1 ×
0.3226 = 26.13 M/s). After the Response Unit, it can be concluded that the actual attack
type ratio in the real-time traffic within 1 s is L = [4, 4, 2, 2, 2]. The adaptive mechanism
will re-adjust the value of the L vector, and Re-assign the Agent within 0.004 s, such as
Table 6.

It can be drawn from the table that after adaptive adjustment between L = {5, 3, 4, 2,
1} the longest detection time is 0.25 s as the final time, the model detection time is 0.25s,
and the detection rate is 81.9%. It can also be obtained that under the configuration of L
= [4, 4, 2, 2, 2]. Compared with before the adjustment, while maintaining the detection
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Table 6. The model after adjusting the L vector.

NSL-KDD

L 2 2 1 1 1

Role Normal DOS PROBE R2L U2R

The distribution of
the agent

DescisionTable
+ ForestPA

LogitBoost
+ JRip

SPAARC PART J48Consolidated

Average accuracy 97.67% 82.01% 84.20% 7.5% 24.46%

Average detection
time

0.21 s 0.25 s 0.13 s 0.15 s 0.14 s

rate basically unchanged, the detection time is reduced by optimizing the configuration,
so that the detection capability of the entire model is increased.

Scene Two:
When the real-time traffic enters the model, the model will mine according to the his-
torical data and determine L = {5, 3, 4, 2, 1}, and the number of Agents participating
in the Role Assignment is 16. After finishing the assignment after 0.014 s. Details are
shown in Table 7.

Table 7. Parameters of adaptive multi-agent parallel cooperative intrusion detection model under
the state of 200% traffic.

NSL-KDD

L 5 3 4 2 1

Role Normal DOS PROBE R2L U2R

The distribution of
the Agent

2 ×
DescisionTable +
2 × JRip +
ForestPA

2 × LogitBoost
+ PART

2 × SPAARC
+ 2 ×
ForestPA

J48Consolidated
+ PART

J48Consolidated

Average accuracy 97.38% 82.43% 82.80% 9% 24.46%

Average detection
time

0.20s 0.25s 0.25s 0.145s 0.14s

For example, Table 7 is the detection time and detection rate after the Parallel detec-
tion module. It can be seen that when L = {5, 3, 4, 2, 1}, the number of Agents is 16.
The overall detection accuracy of the model is 81.99%, and the detection time is 0.25
s. After passing the Response Unit, it can be concluded that the actual attack type ratio
in the real-time traffic within this 1s is L = [4, 4, 2, 2, 2]. The adaptive mechanism will
re-adjust the value of the L vector, and Re-assign the Agent within 0.014s, such as Table
8.

It can be concluded from Table 7 that after adjusting the matching between L =
[4, 4, 2, 2, 2] and Agent, the overall detection time is maintained at 0.25 s, and the
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Table 8. Parameters of adaptive multi-agent parallel cooperative intrusion detection model under
the state of 200% traffic.

NSL-KDD

L 4 4 2 2 2

Role Normal DOS PROBE R2L U2R

The distribution
of the Agent

2 ×
DescisionTable +
2 × ForestPA

2 ×
LogitBoost +
2 × JRip

2 ×
SPAARC

PART
× 2

J48Consolidated
× 2

Average accuracy 97.67% 81.80% 84.20% 7.5% 24.46%

Average detection
time

0.21s 0.25s 0.13s 0.15s 0.14s

overall detection accuracy of the model is 82.02%. It can also be obtained that under the
configuration of L = [4, 4, 2, 2, 2], the actual detection data volume of the model is 64.8
M/s (16.2 × 4 = 32.4 M/s). Compared with before the adjustment, while maintaining
the detection rate and detection time basically unchanged, optimizing the configuration
to reduce the number of Agents participating in the Role Assignment can reduce idle
detection resources.

5 Conclusion

This paper uses GMRA [1, 2] to formalize the intrusion detection problem, and based
on this, proposes a parallel detection model. This formalization can be mapped to a
linear programming problem, and then a solution can be obtained through a commercial
platform such as CPLEX [5].

In the future, we may conduct research as follows:

1) The first is to study the application of role transfer in the detection model of this
article.

2) Last but not least, there are more general relationships and additional constraints
between roles, which can be studied in the future.
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Abstract. A scheduling model of forest fire extinguishing suitable for South-
ern forests is proposed in this paper. First of all, according to forest fire fighting
strategy, we can determine the extinguishing points that can divide the fire field
and break them one by one. Then, quantum particle swarm optimization is used
to calculate the optimal path. If there are “flying fire” and other emergencies
in the fire extinguishing process, the improved Ant Colony algorithm based on
periodically pheromone updating is used to schedule resources including per-
sonnel and fire extinguishing materials, so as to improve the efficiency of forest
fire-extinguishing resources scheduling in southern China. The simulation results
show that compared with the conventional scheduling model of forest fire extin-
guishing, the proposed model has more iterations per unit time, and the operation
time is greatly reduced, which indicates that the efficiency of fire extinguishing
resource dispatching has been significantly improved.

Keywords: Quantum particle swarm algorithm · Improved Ant Colony
algorithm · Forest fire-extinguishing resources scheduling · Path planning

1 Introduction

Forest fire is themain factor that is destructive to forest resource. It appears to be suddenly
and randomly. Thus, it can make tremendous damage to both human and environment
in a short time, causing huge loss of economy and social resource. The safety of fire
fighter will be threatened and much fire-extinguishing resource will be wasted if there
is no scientific dispatching [1, 14, 15]. Therefore, it is necessary to take emergency
measures scientifically according to the situation, use scientific and reasonable methods
to systematically dispatch various fire extinguishing resources, and put out the fire with
the best scheduling plan. Kemballeook and Stephenson suggested that the demand of
resources should be estimated when dispatching rescue resources, so as to improve the
scheduling efficiency. Then Ray Wael, Rathi and Eqi studied the resource dispatching
problem to minimize the resource consumption based on different constraints of the
fire. But the model did not consider the resource cost due to time delay [6]. In China,
Jiang Lizhen et al. proposed an improved model of forest fire extinguishing resource
dispatching with the objective function as the minimum area [7]. Dai Gengxin et al.
established amathematicalmodel that can efficiently solve themulti resource dispatching
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problem by deeply studying the multi resource-multi rescue point scheduling problems
[2]. He et al. proposed a multi-objective scheduling model with the shortest scheduling
time and the least number of rescue points based on the multi resource-multi rescue
point scheduling problem. They used fuzzy planning as the main method to deal with
the problem and gave the corresponding algorithm out [4]. Renqiang et al. used multiple
resource types, multiple demands, multiple resource points and supply points provides
collaborative resources for demand points as constraints, designed an improved multi-
objective scheduling model. Based on Wang Zhengfei’s forest fire spread model [11].
Feng Xue et al. made out the algorithm of resource dispatching which is one-time
consuming and multiple emergency rescue points [3].

It can be seen from the above that the basic theoretical research on forest fire extin-
guishing resource dispatching problem in China is less than overseas, and it started
later as well. These researches were mainly aimed at specific problems and algorithms.
Moreover, it has strong limitations and can not adapt to the dispatching conditions of
Southern Forest in China. In this paper, the southern forest is taken as the object. Due to
the situation of southern forest fire is complex and there may be a sudden fire at any time,
it will not be able to solve the fire point which is the greatest threat to firefighters and
national property in a short time if using only one of the heuristic algorithms mentioned
above. So, it is necessary to use multi scheduling algorithms and specify the switching
conditions in order to switch methods under different conditions. This paper proposed
to use quantum particle swarm optimization (QPSO) [13] in the scene of conventional
enclosure and segmentation fire extinguishing. When there are some emergencies that
need to dispatch a large number of resources in a short time, the improved ant colony
algorithm [8] can solve the optimal path selection problem.

2 General Idea of the Algorithm

The schedulingmodel of forest fire-extinguishing resources can dispatch the fire-fighting
personnel andmaterials scientificallywhen the forest fire occurs. TakingHuangFengqiao
forest farm in You County of Hunan province as an example, considering that it has obvi-
ous southern forest characteristics: stacked mountains, vertical and horizontal streams,
densely distributed forest roads, and there areman-madebarriers includinghouses, roads,
drinking water projects, which can be connected into fire extinguishing network when
dispatching resources, and the scheduling model of forest fire-extinguishing resource
proposed in this paper is established. When a fire occurs, firstly locate each fire extin-
guishing point and the demand for fire extinguishing personnel and material resources,
and then dispatch them.Due to the obvious regional characteristics of the southern forest,
the optimization efficiency of the existing scheduling model of forest fire-extinguishing
resources is low when dispatching resources. When it is used in the complex forest fire-
extinguishing scheduling system, the scheduling results can not be obtained in the best
time. In view of the fire extinguishing points used in forest fire extinguishing scheduling
are separated and of large quantities, and the road conditions from the fire extinguishing
resource points to each fire extinguishing point are different, themainway to improve the
efficiency of emergency scheduling is to plan the path reasonably. PSO [10] algorithm
has low iterative efficiency when it is applied in practice, which leads to low optimiza-
tion efficiency. Based on the PSO, this paper proposes a QPSO which combines the



The Scheduling Model of Forest Fire-Extinguishing Resources 87

PSO with the relevant theories of quantum mechanics. However, in the case of “flying
fire” and other emergencies requiring large-scale scheduling in a short period of time,
the conventional heuristic algorithm and the QPSO mentioned above will lead to con-
gestion and slow down the scheduling rate due to the non-uniform traffic capacity of
forest roads. At this time, the improved ant colony algorithm is used. In this paper, the
pheromone updates periodically to optimize the traditional ant colony algorithm, so that
the large-scale scheduling in a short time will not lead to low scheduling efficiency due
to road congestion. The simulation results of Huang Fengqiao forest farm in You county
of Hunan province show that the algorithm above can greatly improve the convergence
speed and the quality of optimization solution, and improve the efficiency of resource
scheduling in forest fire extinguishing.

3 Scheduling Model of Fire-Extinguishing Resources

The scheduling model of fire-extinguishing resources is mainly to simulate the vehicle
routing problem in scheduling. It means that a resource point provides services for
multiple fire extinguishing points. Each fire extinguishing point has a certain demand,
and can only get the service from one vehicle. All vehicles start from the resource
distribution center andfinally return. The vehicles participated in have limited constraints
such as transporting speed, capacity and distance. The purpose of scheduling vehicles is
tominimize the total transporting time. In this paper, the capacity of vehicles participated
in the forest fire extinguishing resource scheduling, the demand of each fire extinguishing
points, and the distance between the fire extinguishing points and the resource gathering
points are quantified and then substituted into the mathematical model. The model is as
follows.

Suppose Z is the resource point of fire extinguishing resources, P is the collection
of N fire-extinguishing points, the distance between the fire extinguishing resources
gathering point and the fire- extinguishing point is D1,D2 · · ·Dn, and the number of fire
extinguishing resources needed is respectively p1, p2 · · · pn. Generally, the definition of
vehicle routing problem is given a network G = (V ,E) with a total of nodes N + 1,
where V is the set of nodes, V = {0, · · · ,N }, Node 0 represents the resource point, and
the rest are fire extinguishing points. Under the condition of limited capacity, the vehicles
shall find the circuit passing through all fire extinguishing points with the minimum total
time. This process shall meet the following limited conditions:

(1) It can meet the needs of each fire extinguishing point;
(2) Each fire extinguishing point can get served and only once;
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(3) The total demand of fire extinguishing points should not be greater than the
maximum loading capacity of the vehicles. The mathematical model is as follow

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Min
Xijk ,yik

∑

i,j∈V
∑

k∈K
cijxijk

s.t.
∑

i∈K
qiyik ≤ W ,∀k ∈ K

∑

k∈K
yik =

{ |K |, i = 0
1, i �= 0, i ∈ V

∑

k∈K
xijk = yik

xijk ∈ {0, 1}, yik ∈ {0, 1},∀i, j ∈ V , k ∈ K

(1)

where: V is the collection of fire extinguishing points; K is the collection of vehicles;
0 is the storage center of fire extinguishing resources; W is the capacity of vehicles; qi
is the demand of fire extinguishing point i; cij is the distance from distribution point i
to fire extinguishing point j; if vehicle K reaches fire-extinguishing point j and passes
through fire-extinguishing point i, xijk = 1 otherwise xijk = 0; if fire point i is served
by vehicle K, yik = 1; in other cases, yik = 0.

4 Scheduling Path Planning Based on Quantum Particle Swarm
Optimization

In the actual fire extinguishing action of southern forest with complex road conditions,
it is difficult to solve the fire extinguish path planning problem in a short time by using
the conventional optimization algorithm. Scholars related found that this kind of com-
binatorial optimization problems can be solved by heuristic algorithm, but most of them
have more parameters and complex modulation, while PSO has fewer parameters and
simple modulation, which belongs to the optimization algorithm of iterative evolution
of heuristic algorithm. Therefore, this paper chooses PSO as the southern forest fire path
planning optimization.

4.1 Conventional Particle Swarm Optimization (PSO)

Particle swarm optimization (PSO) is a kind of Swarm Intelligence Optimization algo-
rithm to simulate themovement of biological groups. In this paper, the SchedulingModel
of Southern Forest Fire-Extinguishing Resources, each scheduling particle updates and
adjusts its position while searching space based on the experience of itself and other
particles in the population, all particles gradually move to the best target of the solution
and converge without a fixed leader by sharing experience and group constraints. In
the simulation model of forest fire-extinguishing scheduling, the PSO used distribute
uniformly in the whole solution space at the beginning. In the process of particle flight,
the following formulas are used to calculate the vector value of the next particle flight.

→
p (k + 1) = →

p (k) + →
v (k) (2)
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�v(k + 1) = c1 × �v(k) + c2 × r(0, 1) × (�pselfbest(k) − �p(k)) + c3 × r(0, 1) × (�pgroupbest(k) − �p(k))
(3)

where: the vector −→p represents a particle; the vector −→v represents the velocity of the
particle; pselfbest is the optimal solution experienced by a single particle in the flight
process; pgroupbest is the optimal solution experienced in the whole particle population;
r(0, 1) is a random number in the range [0, 1]. c1, c2, c3 are the weighting coefficients.
The inert coefficient c1 represents the level at which the particle believes itself. The social
learning coefficient c2 represents the level at which the particle believes in experience.
The social cognition coefficient c3 represents the level at which the particle believes the
surrounding individuals.

4.2 Path Planning Based on Quantum Particle Swarm Optimization

Due to the uncertainty, suddenness and unconventionality of forest fire, the Path Schedul-
ing Model of forest fire dispatching path involves many problems, such as how to timely
mobilize the fire dispatching resources fromfire dispatching stations tomeet the demand.
It is necessary to consider that how to transport resources to the certain point as soon as
possible while scheduling resources. PSO algorithm has the disadvantages of low effi-
ciency and slow operation speed in single iteration when solving these problems with
equality constraints. In this paper, a scheduling model of forest fire fighting based on
QPSOwith the advantages of fast iterative speed, high precision and strong robustness is
proposed. QPSO is a new optimization algorithm which combines quantum mechanics
theory with PSO. The basic idea is to introduce the concept of potential well to the parti-
cles in the search space and take the optimal solution as the center of the potential well,
that is, the lowest point of energy in the potential well, and search through the mecha-
nism of particles moving towards the center of potential well in quantummechanics. The
particle moves in the potential well and its position can be determined by the following
stochastic equation.

Pij = pi,j ± Li,j
2

ln(
1

ui,j
) (4)

In the formula, Pij represents the dimensionality of the position of particle i, pi,j
represents the attractor, Li,j represents the characteristic length of the potential well, and
ui,j represents the random numbers uniformly distributed in the interval (0, 1). When
ui,j > 0.5 the formula above is positive, otherwise it is negative. Among them, attractors

pi,j = φjPbest,i,j + (1 − φj)Gbest,j (5)

Li,j = 2α • ∣
∣mbest,j − Xi,j

∣
∣ (6)

where: φj is for random numbers uniformly distributed over (0, 1); Pbest,i,j represents the
individual historical optimal position of the “i”th particle;Gbest,j is for the global optimal
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position of the particle population; mbest,j represents the average optimal position of all
the particles in the population. Then

mbest,j = 1

M

M∑

i=1

Pbest,i,j (7)

α is called contraction expansion factor. It is an important parameter for convergence
of the algorithm, and usually made to decrease linearly with iteration.

α = 1 − 0.5
k

K
(8)

where: k – current iteration number; K – maximum iteration number.
The optimization efficiency of forest fire extinguishing path planning can be

improved effectively by the QPSO algorithm which combines quantum mechanics with
particle swarm optimization.

5 Scheduling Path Planning Based on Improved Ant Colony
Algorithm

In southern forest fires, there are strong advection gas, high convective column, high
levels of thermal radiation, and whirlwind caused by bridges, culverts and steep slopes
under roads and railways, because of which “flying fire” may occurs. This special forest
fire behavior will lead to heavy casualties and economic losses without being handled
properly. The principle of correct disposal of “flying fire” is to send enough fire-fighting
forces at one time, or even use more than 90% of the current fire-fighting forces to elimi-
nate “flying fire” quickly and thoroughly without leaving any hidden danger. Therefore,
many scholars focus on choosing the scheduling path of shortest time to the “flying
fire” point. When using the QPSO algorithm for large-scale scheduling path planning,
however, it can not compare the traffic capacity of roads in the southern forest, resulting
in road congestion, which in turn slowing down the speed of vehicles on these roads,
leading to low scheduling efficiency. Therefore, a new algorithm that can periodically
compare and update road conditions for selecting a path to avoid blocking is needed. Ant
Colony algorithm is a kind of heuristic algorithm that can effectively solve combinatorial
optimization problems. It has the characteristics of positive feedback, parallelism and so
on. It is a population-based algorithm with strong robustness, which can solve complex
optimization problems. In addition, it can also update pheromones periodically to solve
the problem of low efficiency in large-scale scheduling. Therefore, this paper proposes
an emergency scheduling model based on improved Ant Colony algorithm to deal with
the phenomenon of “flying fire”.

5.1 Improved Ant Colony Algorithm

Conventional Ant Colony algorithm derives from the behavior of ants seeking food. It
is designed to allow ants finding many paths and leave pheromone evaporating over
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time. According to the principle that the path with thicker pheromone is closer, the best
path can be selected out after a period of time. But in practice, the phenomenon of
slow convergence even stagnation is prone to occur. That is, when the ants search to a
certain extent, all the individuals involved in the search get the same solution, so they
will not search the solution space further, resulting in no more new solutions, which is
called premature phenomenon. Moreover, when many ants choose the same path, the
pheromone concentration in the path will explode in a sudden, which makes a large
number of ants concentrate on one path, resulting in blocking of the scheduling path that
reduces the scheduling efficiency. What’s more, it is found that the speed of convergence
and when the stagnation will occur will affect each other. Increasing the convergence
speed will make the stagnation phenomenon appear in advance. In order to obtain an
optimal solution between improving the convergence speed and avoiding the stagnation
phenomenon, this paper adopts the method of dynamically updating pheromone in the
searching progress of Ant Colony algorithm to solve the problem of slow convergence
speed and stagnation phenomenon. The method is as follows.

Firstly, let ant k(k = 1, 2 · · ·m) determine the direction of its next transfer accord-
ing to the pheromone concentration in each path during the search. Taboo table
tabuk(k = 1, 2 · · ·m) is used here to record the set of locations that Ant k currently
travels through, and the set is dynamically adjusted with the evolution process of tabuk.
In the searching process, the ant calculates the probability of state transition according
to the pheromone concentration and heuristic information of each path. Pk

ij(t) represents
the transfer probability of ant k from site i to site j at time t.

PK
ij (t) =

⎧
⎪⎨

⎪⎩

τ ∂
ij (t)η

β

ik (t)
∑

s∈allowed
τ ∂
is(t)η

β
is(t)

, j ∈ allowedk

0, j /∈ allowedk

(9)

where, τij(t) is the pheromone concentration on the path (i, j) at time t; allowedk repre-
sents the location allowed to be selected by ant k in the next step; α and β are the tradeoff
between pheromone concentration and control visibility; ηij(t) is the value of heuristic
information associated with path (i, j), and its expression is ηij(t) = 1/dij. dij is for the
distance between adjacent points i and j. For ant k, the smaller dij is, the bigger ηij(t)
will be, pkij(t) as well. The heuristic function represents the expected degree of ant’s
transfer from site i to site j. In order to avoid the heuristic information from covering by
too many residual pheromones, the residual information should be updated every time
an ant completes a cycle. Therefore, the pheromone concentration on the path (i, j) at
time t + n can be adjusted according to the following formula:

τij(t + n) = (1 − ρ) · τij(t) + 	τij(t) (10)

	τij(t) =
m∑

k=1

	τ kij (t) (11)

where, ρ represents the volatilization coefficient of pheromone and 1-ρ represents the
residual factor of pheromone. In order to prevent information coverage, the range of ρ is:
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ρ ⊂ [0, 1]; 	τij(t) represents the pheromone increment on the path (i, j) in this cycle.
The initial 	τij(0) = 0; 	τ kij (t) represents the amount of pheromone left in the path
(i, j) of the “k”th ant in this cycle.

The value of 	τ kij (t) adopts the Ant-Cycle model:

	τ kijπ

{
Q
LK

, pheromones left by the k - th ant between T and T + 1

0, else
(12)

where, Q is a constant and it represents pheromone strength, which can affect the conver-
gence speed of the algorithm; Lk represents the total distance of the “k”th ant’s path in
this loop. The improved method of ant colony algorithm is to update pheromone dynam-
ically according to the quality of different solutions, which means that only enhance the
information on the better path, and reduce the amount of information on the other paths.

The time tAVG =
m∑

k=1
tk/m, which is taken to find the path will be averaged each time the

ants complete a cycle. For the ants whose time cost is less than tAVG , a relatively large
coefficient is given when updating pheromones left on the path; for those whose time
cost is greater than tAVG or equal to it, we give a stable coefficient. Pheromone 	τ kij (t)
the “k”th ant left on the path (i, j) of this cycle changed to:

	τ kij

{
λQ
Lk

, pheromones left by the k - th ant between T and T + 1

0, else
(13)

where λ is solved as follow:

λ =
{

tAVG−tk
tAVG

, tk < tAVG
0, tk ≥ tAVG

(14)

5.2 Dynamic Calculation of Value of Heuristic Information

Fire-fighting personnel need to carry a large number of fire extinguishing tools, so they
tend to choose roads with short traffic time and good traffic capacity. However, forest
roads are complex and changeable. Sometimes a forest road is open for cars, the next
second it becomes a footpath narrow for only one man to go through. In view of the
diversity of forest road capacity, a dynamic method is used to calculate the value ηij(t)
of heuristic information associated with the road. The variable ηij(t) is used to realize
the transfer probability pkij(t) to the road node. The specific description is that the road
with higher traffic capacity is easier to be selected in the selection of the optimal path.
So that, the reciprocal of the time tij passing through a road can be used to represent the
heuristic information value ηij(t) of the road, among them, tij = Lij/vij. The four speed
levels of passing through the road are respectively v1 to v4. The speed on road from
node i to j is vij, and the calculation formula is as follows:

ηij(t) =
{

νij
Lij

, ν(i−1)(j−1) ∈ {ν1, ν2}
ηrij(t), ν(i−1)(j−1) ∈ { ν3, ν4} (15)
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ηrij(t) =
{

ν3
Lij

, νij ∈ {ν1, ν2, ν3}
ν4
Lij

, νij ∈ {ν4} (16)

5.3 Concrete Steps of Improving the Algorithm

In order to meet the requirements of southern forest fire-extinguishing dispatching, the
conventional ant colony algorithm is improved according to the following steps.

(1) Parameter initialization. Let the number of iterations is nc, and initial nc = 0,
maximum nc = NC; set the number of scheduling vehicles participating in forest
fire fighting as m, and put m scheduling vehicles on the initial vertex; make the
initial information amount τij(t) = C for each edge (i, j) on the road topology map
and at the initial time 	ηij(0) = 0.

(2) The starting point of each vehicle participating in fire-extinguishing scheduling is
put into the current solution.

(3) According to the improved state transition rule pkij(t), each vehicle k(k = 1, 2, · · · )
participating in fire-extinguishing scheduling is moved to the next location j, and
the vertex j is placed in the current solution.

(4) If the current solution set of all vehicles participating in fire-extinguishing
scheduling contains the end point, go to step 5, otherwise turn to step 3.

(5) The travel time of each vehicle participating in fire-extinguishing dispatching is
calculated, and the shortest time cost path is recorded.

(6) The pheromone update method is used to update pheromone of each side of the
shortest time cost path.

(7) For each side arc (i, j), set 	τij = 0, nc = nc + 1.
(8) If nc < NC, turn to step 2, otherwise terminate the iteration and get the optimal

path.

6 Simulation Experiment

In order to compare the advantages and disadvantages of the improved algorithm in task
completion speed and performance, in the experimental environment of windows 10
operating system, Intel Core i7 processor, 8Gmemory andMATLAB, the running results
of southern scheduling model of forest fire extinguishing using different algorithms and
different constraints were compared.

6.1 Total Distance Test of Objective Function

To compare the performance of the improved Particle swarm optimization (QPSO) with
conventional one, the following simulation experiments were carried out. Supposed
c1 = c2 = c3 in the standard Particle swarm optimization (PSO), assuming that there
are 50 fire points and 4 fire engines, the QPSO algorithm was compared with the Basic
GA (Harish et al. 2015) algorithm and the conventional Particle swarm optimization
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(QPSO). In the Basic GA algorithm, the probability of crossover and mutation was
taken as pc = 0.7, and c1, c2 = 0.2, c3 = 0.6 in both PSO and QPSO. Each algorithm
runs 10 times and gets the average value of its optimal solution. The objective function
values of each algorithm in the evolution of 10, 30, 50 and 70 generations are shown in
Fig. 1.
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Fig. 1. Simulation of total distance test of objective function

As shown in Fig. 1, the results of QPSO in the 10th, 30th, 50th and 70th generations
are better than those of the other two. It illustrates that the proposed optimization algo-
rithm, QPSO, can bring better results than other algorithms, and it has faster convergence
speed and higher quality solutions.

6.2 Verify the Efficiency of the Improved Ant Colony Algorithm

The traditional ant colony algorithm and the improved ant colony algorithmwere used to
carry out the simulation experiment [9]. The parameters were set as follows: number of
vehicles participating infire-extinguishing schedulingwas 20; initial pheromone τij(0) =
20; the volatilization factor of pheromoneρ = 0.5; the influence parameter of pheromone
on the selection probability ∂ = 0.5; the influence parameter of length of path on the
selection probability β = 5; number of pheromones updated each time by vehicles
participating in the scheduling was 1; and the maximum number of iterations was 100.
This experiment was repeated 50 times, the maximum number of iterations reached by
each algorithm during the simulation was taken as the termination condition. The results
of comparing the conventional Ant Colony algorithm with the improved Ant Colony
algorithm were shown in Fig. 2.

It can be seen from the results of the simulation experiment in Fig. 2 that compared
with the conventional Ant Colony algorithm, the improved Ant Colony algorithm can
get a solution with less scheduling time when the same number of iterations is carried
out, which can make the convergence to the global optimal solution faster. It illustrates
that the improved Ant Colony algorithm has faster global convergence speed than the
conventional one.
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same iteration times

6.3 Comparison of Iteration Rates

(1) In order to compare the number of iterations per unit time (MS) between QPSO
and PSO in the same time, the following experiment was designed, with c1 = c2 =
c3 = 1.
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Fig. 3. Comparison of iteration times of QPSO and PSO in the same running time

The simulation results are shown in Fig. 3. It can be seen that there is no obvious
difference in the number of iterations between QPSO and PSO in unit time. The main
reason for this result is that QPSO improves the efficiency of a single iteration by
changing the iteration method rather than taking increasing the number of iterations as
the main improvement goal.

(2) The same simulation experiment was done to compare the conventional Ant Colony
algorithm and the improved Ant Colony algorithm. Make the number of vehicles
participating in the fire control operation 20. τij(0) = 20, ρ = 0.5, ∂ = 0.5, β = 5.
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Fig. 4. Comparison of the iterations between improved ACO and ACO in same running time

As shown in Fig. 4, the improved Ant Colony algorithm always has more iterations
than the conventional Ant Colony algorithm in the same running time. The main reason
is that its volatility coefficient ρ has a direct relationship with the number of iterations,
and the lower ρ is, the higher the number of iterations. In the improved Ant Colony
algorithm, the pheromone is kept at a low level by periodically updating pheromone, so
that the number of iterations per unit time is more than that of conventional Ant Colony
algorithm.

6.4 Verify the Advanced Nature of the Improved Ant Colony Algorithm
in Topological

In a forest fire-extinguishing scheduling example, the local road distribution was trans-
formed into a topology diagram, and 32 adjacent fire-extinguishing points are marked.
As shown in Fig. 5 below, the road capacity is divided into four levels: v1 means that the
road is in good condition and can be used by large vehicles; v2 means that the road can
generally allow small vehicles to pass; v3 means that the road condition is too poor for
vehicles to go but normally for people to travel; v4 indicates that the road condition is
very poor that people can only pass at a slow speed. The capacity of roads 11-12 is v4;
capacity of roads 19-32, 18-31, 16-30, 13-27 is v3, capacity of roads 30-31-32, 2-29-
27-12, 3-24-25-26-27, 5-6-7, 9-10-11 is v2; the rest is v1. Suppose that an emergency
such as “flying fire” suddenly occurs at point 11, and point 1 is the gathering point of
fire-fighting resources. Conventional Ant Colony algorithm and improved Ant Colony
algorithm are respectively used to optimize the path.

The simulation experiment shows that the path selected by the conventional Ant
Colony algorithm is 1-2-29-27-12-11, the path length is 15 km, and the travel time is
0.665 h. The path selected by the improved Ant Colony algorithm is 1-2-3-4-5-6-7-8-9-
10-11, the path length is 23 km, and the travel time is 0.467 h. It can be seen from the
result, the conventional Ant Colony algorithm selected the path with the shortest length
but relatively poor traffic capacity so that it takes a long time. The path selected by the
improved Ant Colony algorithmwas longer, but due to the good traffic capacity, vehicles
can travel at a much higher speed, so that the time required is shorter, that is to say, the
path found is better.
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Fig. 5. Roads topology

6.5 Time Comparison Test of Optimal Solution

This experiment is to compare which of the two algorithms presents the optimal solution
earlier and the quality of the optimal solution under the same iteration times. For each test
function, let the space dimension of the model is 20, there are 30 vehicles participating
in fire-extinguishing dispatching, the maximum number of iterations is 100, c1 = c2 =
c3 = 0.1. The convergence curves of PSO and QPSO are respectively shown in Fig. 6
and Fig. 7.
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Fig. 6. The average path length and the shortest path length obtained by PSO
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Fig. 7. The average path length and the shortest path length obtained by QPSO

From the example simulation, we can see that the improved quantum particle swarm
optimization has fewer iterations than the basic particle swarm optimization. It can
converge to the global optimal solution at a faster speed. In terms of solution, the shortest
path found by quantum particle swarm optimization is 0.599. The optimal solution found
by the basic particle swarm optimization is 0.581, which shows that QPSO is more
effective.

6.6 Application Test

This experiment is to simulate the whole process of a fire in Huang Fengqiao forest farm
of You County, Hunan Province, from the fire breaking out to the emergency situation
and then to all personnel and materials scheduling in place. In order to test the path
scheduling capacity, the Emergency Scheduling Algorithm Based on quantum particle
swarm optimization (QPSO) and improved Ant Colony algorithm (multi algorithms
1) was compared with the combination of widely used genetic algorithm and artificial
potential field algorithm (multi algorithms 2) in this paper [12] (Fig. 8).

It can be seen from the map that there are natural barriers of forests, rivers and
hills in the South and artificial barriers such as villages and roads. Moreover, the traffic
capacity of roads is also diversified, so it is suitable to use the scheduling model of forest
fire extinguishing proposed in this paper. The simulation results are shown in the figure
below.
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Fig. 8. Map of Huang Fengqiao forest farm and its surroundings in You County, Hunan Province
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Fig. 9. Comparison of the completion degree of multi algorithm 1 and multi algorithm 2 at the
same time

15 h after a forest fire, a fire-extinguishing point burst into a “flying fire” emergency.
It was necessary to dispatch all personnel and materials to the this point. Two algorithms
were used in the model. As can be seen from Fig. 9, when scheduling the resources of
all the fire-extinguishing points, the scheduling speed of QPSO is higher than that of the
combination of genetic algorithm and artificial potential field algorithm. Because QPSO
encodes all the variables, which can improve the computational efficiency. What’s more,
in the case of large-scale single demand point scheduling after 15 h, the improved ant
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colony algorithmwhich periodically updating pheromone can avoid low scheduling effi-
ciency in a short period of time. Therefore, using the combination of the two algorithms,
multi algorithms scheduling strategy, can greatly improve the scheduling efficiency.

7 Conclusion

Aiming at the shortcomings of the forest fire-extinguishing resources scheduling model,
such as long operation time, unable to select a better path in time and low scheduling
efficiency in emergency due to the complexity of forest terrain in southern China. In
this paper, the resource scheduling model of forest fire-extinguishing based on quantum
particle swarmoptimization (QPSO) is proposed, and themodel is improved from the fol-
lowing three aspects: combining the theory of quantummechanics with the conventional
particle swarm optimization (PSO) to improve the operation efficiency; in the searching
process, the pheromone of the ant colony algorithm is updated periodically to delay the
search stagnation time; and the conditions of algorithm switching are defined, so that
the algorithm can be flexibly applied to various situations. The model was applied to a
forest fire simulation experiment in Huang Fengqiao forest farm of You County, Hunan
Province. The simulation result shows that the resource scheduling model of forest fire-
extinguishing proposed in this paper is suitable for the current resource scheduling of
forest fire-extinguishing. It can meet the requirements of high-efficiency scheduling of
personnel and fire-fighting materials in forest fire-extinguishing and short-term progress
in case of emergency,which increased the practicability of themodel. Besides,wemaydo
more research on forest fire-extinguishing resources scheduling with multiple resource
points and experiment in different forests to verify the universality of the algorithm.
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Abstract. Data storage is widely used as a basic service of cloud computing. How
to improve the efficiency of data use under the premise of ensuring data security is
one of the current research hotspots in the cloud computing environment of multi-
copy storage. In view of the problem of storage location adjustment caused by
the dynamic change of data resources during the operation of cloud computing,
this paper first presents a data request habit detection strategy RT to detect the
rationality of the data storage scheme in the current environment in real time. By
using the optimization ability of genetic algorithm, users and related applications
can obtain data safely and efficiently. Experiments show that this method can
improve the security of data storage and the efficiency of data acquisition under
the changeable data request mode.

Keywords: Cloud computing · Data storage · TC-GA strategy · Dynamic
adjustment

1 Introduction

As a new computing paradigm, cloud computing has been widely used in medical care,
finance, education and other fields. Its core lies in IT resource as a service. While the key
problem of cloud computing, security, had never been solved completely. According to
a survey by IDC in the first half of 2020, security issues in cloud computing are still
serious. Nearly 80% of companies have experienced at least one cloud data breach in
the past 18 months, while 43% have reported 10 or more breaches. The provision of
cloud services depends on basic functions including data interaction and storage, Ali M
[1] et al. state that the challenges of cloud security focus on network communication,
cloud architecture, and related laws. The security of architecture mainly contains virtual
machines, data storage, cloud applications, and identity management and control.

The current literature on data backup and dynamic adjustment in the cloud mostly
adopts evolutionary algorithms and hierarchical iterative methods, mainly focusing on
saving energy consumption, reducing the cost of data storage and transmission, and
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adjusting the location of data backup to adapt to different data acquisition modes in the
cloud environment, without full consideration on of data security. However, literatures
focus on the security of actual location of data are inadequate in realizing load balancing,
backup storage and adapting to the dynamic change of data request mode. Thus, in
order to provide secure and efficient cloud services, dynamic adjustment of data storage
location in cloud computing environment to adapt to changing data request patterns is
an urgent need for in-depth research.

2 Related Work

Some of the current mainstream cloud storage [2–4] mainly adopt the static method
with a copy of the data storage and management: when the number of copies is 3, they
will be stored on three nodes respectively, including two nodes on the local rack and
one node randomly selected on different racks [5], and the data will be called nearby
when need-ed. G E et al. [6] put forward the cost-based allocation (CBA) resource
allocation algorithm under the premise of guaranteeing the lowest availability for various
relationships between servers and service instances. Reddy K H K [7] proposed the
DPPACS strategy to divide data fragments based on task requirements, put relevant
fragments into a single cluster as far as possible, and assign related tasks to clusters with
themost required data fragments, so as to reduce the cost of data migration. According to
the characteristics of workflow in cloud computing, Yuan D [8] divided data on the basis
of whether it was fixed storage and allocated. These proposed static storage schemes
studies mainly pursue benefits, while behaved poor in load balancing, security, backup
storage and other aspects, and fail to adapt to changing cloud service requirements.

In order to cope with the characteristics of multiple backup storage and variable
data request modes in the cloud environment, file [9] conducted a large number of com-
parative experiments starting from various boxing methods and scenarios, aiming to
demonstrate that the combination of on-demand initial allocation and dynamic redistri-
bution in the cloud can effectively save energy consumption. Xu J P et al. [10] designed
resource scheduling algorithm in cloud environment by combining triangular fuzzy num-
ber analysis and genetic algorithm, which reduced the time consuming of cloud storage
process. These methods adapt to dynamically changing access patterns, but lack a copy
management strategy. These methods are appropriate for dynamically changing access
patterns, but lack a copy management strategy. Shao B L et al. [11] solved the problems
of availability, load balancing and energy consumption caused by multi-copy storage by
using MODE/A algorithm. The Dynamic Replica Management Scheme (DRM) is pro-
posed to reduce storage resource consumption, ensure storage availability, and improve
system load balancing through copy Management [12]. Such type of replica manage-
ment strategy can greatly improve the availability of the system and the application of
the particular scenario performance, but it does not take into account the risk of data
leakage at physical nodes caused by multi-replica storage.

From what has been discussed above, this paper proposes the data request habit
detection strategy RT and the data adjustment scheme generation algorithm TC-GA. RT
is used to detect the request mode of data stored on each node.When a large change in the
data request pattern is detected, the TC-GA algorithm will be triggered. On the purpose
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of improving access efficiency, the GA algorithm can effectively avoid the potential
security risks caused by improper data storage location and improve the efficiency of
data acquisition service in the system.

3 Problem Description and Modeling

3.1 Definition of Cloud Data Storage Nodes and Bandwidth

Cloud computing is distributed storage environment, where data is stored in different
geographical position on each node (server, data center). This article mainly focuses
on the performance change of cloud service according to storage node and the network
status.

Definition 1: Definition of data storage node:

Node =
⋃N−1

i=0
node[i], node[i]

= <size, remain, site, state>
(1)

size, remain, site ∈ R+, state ∈ {0, 1}
N represents the number of nodes in the current research network, I represents the

label of node. Size Represents the storage capacity of the node, and remain indicates the
available capacity of that node. Site indicates the position of location, state is used to
distinguish the security status of nodes in the current round process of data distribution,
“1” indicates safe, “0” indicates unsafe.

Definition 2: The communication bandwidth between nodes in a network is defined as
B[N][N].

B =

⎡

⎢⎢⎣

B[1][1] B[1][2] ... B[1][N ]
B[2][1] B[2][2] ... B[2][N ]

... ... ... ...

B[N ][1] B[N ][2] ... B[N ][N ]

⎤

⎥⎥⎦ (2)

In the above formula, B[i][j] ∈ {0, R+}, B[i][j] represents the communication band-
width between nodes labeled i and j, and the value range is non-negative real numbers.
B[i][j] = 0 means that node i cannot reach j directly. Similarly, the communication dis-
tance matrix dis[N ][N ] can be defined to represent the communication distance between
nodes.

3.2 Definition of Cloud Data Storage Scheduling Object

The study of dynamic adjustment scheme for single data should be considered referred
to the relationship among data request, storage location of fragment and backup, and
storage status of each node.
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Definition 3: Thedata dynamic adjustment problemcan be described as a triple:DAP =
<Data,Node,Request>, in which Data represents data sets, Node represents node sets,
Request represents the data request set.

Definition 4: Data size: Data

Data =
⋃M−1

i=0

⋃r−1

j=0
data[i][j], date[i][j]

= <size, f _n, f_size[], site[], ave_rc>
(3)

date[i]
[
j
] = <size, f _n, f _size[], site[], ave_rc>

M is the number of data involved in problem analysis, R represents the backup
number of each data, and i, j and k are labels. data[i][j] is the jth backup of the ith data,
size is the size of data, f _n is the number of data slice. f _size[k] and size[k] represent the
kth position of fragment and size. ave_rc is used in the request pattern detection policy
and represents the average cost of a single acquisition of the data over a period of time.

Definition 5: Definition of data request set:

Rq =
⋃l−1

i=0
rq[l], rq[i] = <site, d , ti> (4)

l is the number of data requests participating in the statistics, site is the location of
the node sends the request. d is the label of the requested data, ti shows the time of
requesting.

4 Cloud Data Dynamically Adjusts Policies

4.1 Data Request Pattern Detection Policy

The data request mode detection policy RT periodically checks the data request mode in
the cloud computing environment to determine whether the data request cost time of the
system changes significantly due to the change of the request mode. If the request mode
reaches the threshold, the dynamic adjustment policy TC-GA is triggered. Therefore, it
is necessary to define the evaluation basis for the change of data request mode. This part
mainly considers the short-term change and the long-term cumulative change, and the
more detailed contents of the values of the two parts are explained in Definition 1.

Definition 1: When the change rate of data request mode exceeds the threshold, the
TC-GA algorithm is called:

⎧
⎪⎪⎨

⎪⎪⎩

rate_a = ave_RC_now

ave_RC_last
> α

rate_b = ave_RC_now

ave_RC_past
> β

, α > β > 1;

if rate_a||rate_a == 1, call TC - GA

(5)
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The time interval is represented by TI (Time interval), in the above formula, ave_RC
_now, ave_RC_last, ave_RC_past represent the average cost of data acquisition in
recent TI , last TI and so far respectively. rate_a is the change rate of ave_RC between
two adjacent TI , which is used to judge whether the data request mode changes greatly
in a short time interval. rate_b is the current rate of change compared to historical
ave_RC, which is used for supplement evaluation of changes in long-term data request
patterns. Since the long-term rate of change causes greater overhead change to the overall
communication and requires more sensitive processing, α > β. If any of the comparison
results in the above formula is true, it means that the data request mode has changed
greatly, and the TC-GA algorithm is invoked for processing. The values of TI , α and β

need to be set according to the specific application environment, and the algorithm flows
shown below.

Algorithm 1: RT strategy 

1. Input: , , , [ ][ ], [ ][ ]Node Data Rq B N N dis N N ; 
2. Output invoke TC-GA or not; 
3. For each TI ; 
4. Invoke function ( [ ][ ])Freude dis N N ; 
5. Calculate the shortest access path between data min [ ][ ]p N N ; 
6. For each data in Data requested in Rq
7. For each rq in Rq
8. Call ( [ ],min [ ][ ], [ ][ ])Dijkstra rq l p N N B N N ; 
9. Obtain every RC; 

10. End for; 
11. For each rq in every TI
12. Calculate _ _ave RC now
13. Sum( _ _ave RC now );
14. End for; 
15. Figure out _ _rate a rate b  according to definition 1. 
16. If( _ || _ 1rate a rate b ) 
17. Invoke TC-GA
18. End if; 
19. End for; 
20. End for; 

4.2 Algorithm TC-GA

(1) Model evaluation
The two objectives pursued in this paper are the security of data storage location
and the efficiency of data access. The security is incorporated into the location
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selection criteria based on T-color idea as one of the constraints for genetic TC-GA
algorithm. The optimization objective problem is defined as follows:

Object: maximize (fitness).
Subject to:

⎧
⎨

⎩

hop >= h > 0; ....................................................1
data[i][j].f _size[k] < node[m].remain; ............2∑

data[i][j].f _size[k] == data[i][j].size; .......3
(6)

fitness = 1/ave_RC;
Fitness is the reciprocal of ave_RC, the average access time of the data to be

adjusted, as the optimization objective to reduce the data access time. Constraint 1
indicates security requirements: hop must be greater than h, and all data fragments
from the same data cannot be stored on the same node, which means h > 0. Con-
straint 2 indicates that the nodes to be stored have enough storage space. Constraint
3 means that the sum of data fragment sizes is equal to the data size.

(2) Coding rules and the selection of related operations
TC-GA algorithm mainly studies the storage location of data fragments. In order to
conveniently describe the location of each data fragment in a network containing
several nodes, the encoding length is set as the number of data fragments f , and
array data[i][j].site[fn] represents the location of each data fragment with data of
label i and backup of label j, according to Definition 4. Suppose that node size N is
100 and data fragment fn = 7, a possible coding example for the storage locations
of the data is {21,34,76,37,23,18,3}.

Selection is mainly depending on the size of the fitness and using elite strat-
egy, retains the highest fitness plan directly in the forefront of population, the left
individual is selected by “roulette wheel” method.

This coding method is suitable for single point crossover and single point muta-
tion operation. Crossover operation considers exchanging the first half of adja-
cent coding segmentation points, and randomly selects a fragment of the code for
redistribution when mutation occurs.

(3) Strategies for conflict resolution
Due to the existence of constraint conditions, the above coding methods and related
operations, especially in the process of crossover and mutation, are easy to produce
unreasonable schemes. Unreasonable schemes mainly include two types:

I. In violation of the constraint condition 1, the condition of breach depends
on the values of h. Such as plan {21,34,76,37,23,21,3} will lead to different data
fragment stored in the same node 21, which makes hop = 0. Adjustment strategy:
only one of the conflicting nodes will be reserved, the others will be store in the
node randomly selected from the node set that meets hop> h and other constraints.
Repeat the above tests and selection until the solution is reasonable.

II. When constraint condition 2 is violated, node re-selection should be carried
out for the fragments that fail to be stored, and random selection should be adopted,
considering constraint condition 1. The detailed strategy is similar to thatmentioned
inI.
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(4) Formal description of algorithm TC-GA

Algorithm 2: TC-GA

1. Input [ ][ ],min [ ][ ], , , , _ _ , 0data i j p N N TI Node Rq ave RC now iteration = , ite;
2. Output [ ][ ]data i j fragment’ position adjustment scheme [ ][ _ ]pop p f n ; 
3. Generate the initial population [ ][ _ ]pop p f n ; according to the number of popula-

tion p; 
4. While iteration<ite; 
5. For each [ ][:]pop x in [ ][ _ ]pop p f n ; 
6. If(conflict test( [ ][ _ ]pop x f n ))
7. Conflict solve( [ ][ _ ]pop x f n );
8. End if;
9. End for;

10. Sort ( [ ][ _ ]pop p f n );
11. Selction ( [ ][ _ ]pop p f n )
12. For each [ ][:]pop x in [ ][ _ ]pop p f n ; 
13. Intersection() repeat 4-9
14. Variation() repeat 4-9
15. End for;
16. End while;
17. If _ _ _ave RC ave RC now<
18. Return [0][ ]pop fn ; 
19. Else return [ ][ ]. [ _ ]data i j site f n ; 
20. End if;

When the data access time of the optimal scheme is shorter than that of the scheme
to be adjusted significantly, implement the scheme; otherwise, no adjustment will be
executed.

5 Simulation Experiment

The experiment in this paper mainly uses numerical simulation method to simulate the
cloud environment to generate scheduling scheme, and evaluates the cost of the scheme
in the cloud environment in terms of security and data access efficiency. The main
experiments involved in the comparison include ➀ general genetic algorithm (GA),
➁ DROPS (Division and Replication of Data in Cloud for Optimal Performance and
Security), ➂ greedy-random strategy (GR) and ➃ Fathest-First strategy (FF).
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5.1 Experimental Environment

Hardware: one 8-generation Core I5 dual-core CPU notebook computer; Software:
Eclipse-2018;

In order to simulate the actual interconnection between nodes in the cloud environ-
ment (Fig. 1), considering the existence of bus topology, the interconnection ratio of
nodes in the hybrid network of various topologies is calculated to be about 1/(N − 1)
magnitude. In the connected graph randomly generated in this experiment, the intercon-
nection probability between nodes is 4/N . Due to the uneven quality of the equipment
used to build the cloud computing platform, parameters such as node capacity and
remaining capacity are randomly assigned in a given interval. In order to ensure the
reliability of the results, the experimental comparison data are the median of multi-
ple experimental results, and the random distribution strategy is adopted for the initial
distribution of data.

Fig. 1. Star + ring topology

5.2 Security

System security: Since some strategies in the comparison scheme adopt different security
indexes from this scheme or do not consider security, this paper establishes unified
security indexes to conduct security comparison.

Definition 9:

sc =

M−1∑
i=0

n−1∑
j=0

n−2∑
k=0

min(d(ij, k))

M · n · (n − 1)
(7)

d(x, y) is the shortest distance between node x and y,M and n represent the number
of data and fragment respectively. The shortest distance between the jth data fragment
of the ith data and other fragments is divided by the product of the number of data, the
number of fragments and the number of handshakes in a single round, which represents
the averageminimum cost of mutual visits between fragments of each data and is defined
as the security indicator sc to represent the system.

TC-GA algorithm and DROPS algorithm set the hop limit to 2, and observe the
changes of the system security performance by changing the node scale and the number
of fragments. After normalization, the experimental results are shown in Fig. 2.
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 (a)                      (b) 

Fig. 2. (a) Safety comparison (b) Safety comparison

In Fig. 2(a), the number of fragments is set to 4. Within a fixed geographical range,
the security performance of system data storage does not change significantly with the
expansion of node scale, and the cost of mutual access between data fragments remains
basically unchanged.TC-GA and DROPS are similar in safety performance, which are
better than ordinary genetic algorithm, but worse than FF and GR. However, TC-GA
guarantees the hop number limitation between data, its actual security perference is
better. In Fig. 2(b), the node scale is set to 200. It can be seen that with the increase of
the number of fragments, the cost of mutual access between fragments of a single data
decreases, the probability of overall data leakage increases, and the guarantee ability of
system security becomes weaker. It is worth noting that TC-GA still outperforms other
schemes in terms of safety in this situation. Through further experiments, it is found that
TC-GA and DROPS generation schemes are far safer than other algorithms when the
hop = 3. However, with its increasing, the possibility of rejection storage will increase.
Therefore, hop is suggested to be selected appropriately according to the node size.

5.3 Data Access Efficiency

The evaluation of data adjustment strategy on service quality improvement abilitymainly
depends on formula (6) and (7). The change rate of formula (6) can well reflect the
improvement degree of data access efficiency after the implementation of adjustment
plan, and formula (7) can reflect whether data adjustment effectively improve service
quality for all users. In this experiment, the number of data fragments is set as 8, node
size as 200, hop limited as 2, α = 1.3, β = 1.2, and the effect of the adjustment strategy
is observed by adjusting the Rq set. The experimental results are normalized and shown
in Fig. 3.

As the proportion of data to be adjusted increases, it can be seen from Fig. 3(a)
that the scheduling scheme generated by TC-GA algorithm improves the data access
efficiency to the same extent as the ordinary GA algorithm, significantly better than
DROPS and FF, and slightly worse than GR. However, the GR policy may increase data
leakage risks and uneven load. Therefore, it is not recommended for scenarios with high
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 (a)  (b) 

Fig. 3. (a) Data request efficiency comparison (b) Data request efficiency comparison

security requirements. It can be seen from Fig. 3(b) that the algorithm proposed in this
paper can protect the rights and interests of each user after data dynamic adjustment to
a greater extent, while the other methods perform poorly in this respect.

The above experiments show that the data distribution adjustment scheme generated
by TC-GA algorithm effectively avoids the security risk of data storage location, and
greatly improves the quality of data access service in the system.

6 Conclusion

This paper studies the dynamic adjustment strategy for the storage nodes during the
operation of data services in cloud computing environment. RT request detection strategy
and TC-GA dynamic scheduling algorithm are designed to detect the rationality of the
data storage scheme and adjust the unreasonable storage scheme in time respectively.
Experiments show that the TC-GA algorithm can effectively realize the purpose of
dynamic adjustment of cloud storage nodes under the premise of ensuring data security
when the data request mode changes periodically. However, this method is not suit for
the case where the data request pattern changes frequently. Also, the strategy can be
adjusted for a single data fragment to further reduce the scheduling cost, improve the
efficiency of the algorithm and broaden the application scenarios of the algorithm in
future.
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Abstract. In cloud data security storage, when data holders store 1ocally con-
trollable data resources in the cloud, they lose control of data integrity and avail-
ability. For data holders, the cloud service provider CSP is untrustworthy, and
it may damage the data stored in the cloud or forge and deceive the integrity of
the damaged data. Aiming at the data recoverability problem after detecting data
integrity damage in cloud data storage, an audit method of optimal storage cloud
data recoverability based on regeneration code is proposed. This solution not only
supports the third-party audit agency to verify whether the data block is damaged
and locate the exact location of the damaged data block, but also realizes the data
integrity recovery function. In the process of data processing and auditing, the pri-
vacy and safety of data are guaranteed. Experiments have proved that the program
has a certain degree of safety and effectiveness.

Keywords: Cloud data storage · Integrity audit · Recoverability proof POR ·
Tamper detection and localization

1 The Introduction

Cloud computing has efficient and convenient computing and storage resources, saving
users a lot of data storage burden [1]. Themost concerned issue for data owners iswhether
the data stored in the cloud server will be accidentally damaged or deliberately attacked,
and whether the original data can be restored once it is damaged [2, 3]. If the MDS-
based solution is used to complete the recovery of damaged data, the entire file needs
to be detected first, which will greatly increase the cost of recovering data, and the data
storage method based on multiple copies will increase the storage cost [4]. Therefore,
for the data owner, only by correctly holding the data stored in the cloud server and
being able to repair the original data when the integrity of the data is damaged, can the
user trustably store the data in the cloud server. This chapter proposes an audit method
of optimal storage cloud data recoverability based on regeneration codes. This method
can solve the problem of restoring the user’s damaged data and support the trusted TPA
to verify the integrity of the data. Once the data is found to be tampered with, the cloud
server is immediately required to locate the specific location of the damaged data block
and complete the data recovery. Theoretical analysis and experimental results show that
the program has a safe and efficient data recovery function.

© Springer Nature Singapore Pte Ltd. 2022
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2 Cloud Data Integrity Audit System Model to Support Data
Recovery

The system model in this scheme is usually composed of three entities, which are user,
CSP, and TPA. The specific model is shown in Fig. 1. The user is the actual owner
of cloud data and has a large number of original data files; CSP is the actual storage
service provider of user data, provides storage services according to user needs, has
strong computing power and sufficient storage space; TPA is trusted and independent A
third-party organization that can verify the integrity of data on behalf of users and feed
back the true results to users. TPA can be any secure and trusted entity in the cloud. The
cloud servers in this model can be provided by CSPs with different identifiers, and data
holders store their own data files in different cloud servers. In the model, by effectively
identifying the unique identifier of the cloud server, TPA and users can easily identify
each cloud server. If it is found that the data on some cloud servers has been tampered
with or lost, the identifiers found the data is distinguished, and the original file will be
recovered from the copy of the data stored on other cloud servers.

Fig. 1. A model for a third-party audit approach that supports data recovery.

3 Cloud Data Integrity Audit Technologies to Support Data
Recovery

3.1 Optimal Storage Regeneration Code (MSR)

Regeneration code is one of erasure codes that can support data recovery technology.
Aiming at the problem of excessive storage capacity and repairing traffic overhead,
Dimakis et al. [5] first proposed the concept of regeneration codes. The regeneration
code is divided intominimumstorage regeneration code (MSR) andminimumbandwidth
regeneration code (MBR). Assuming that the data block is only occasionally abnormal,
then the chance of using the regeneration code to repair will be reduced, resulting in
higher repair costs, but increasing the storage overhead and auditing overhead in the
system [6]. Compared with MBR, the total bandwidth recovery of MSR is relatively
high, and the storage capacity of each node is relatively weak, so the final storage cost
will be reduced.
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The scheme proposed in this paper combines the optimal storage regeneration code
proposed by Rashmi [7] and others. The use of the precise repair regeneration code
can significantly reduce the storage redundancy of the system, so that the repaired data
block can achieve the same effect as the damaged data block. The basic principle of
the optimal storage regeneration code (MSR) [8]: Suppose a cloud server is set up in
cloud storage, and when the user uploads a file, the divided data blocks are sequentially
encoded. In the data recovery phase, as long as any one of the storage nodes is selected
and connected in this storage node, the recovery task can be completed. If the optimal
storage regeneration code can be successfully constructed, then it can be constructed
successfully for any value. Assuming that a file of size F is to be stored in a cloud server,
the file is divided into data blocks, and then these data blocks are allocated to different
cloud server storage nodes, so that each storage node can be allocated to Data blocks.
It can be seen from the properties of the regeneration code that if the data in a storage
node is randomly selected from all storage nodes, the recovery of the entire data file can
be completed, which also satisfies the maximum length that can be allocated between n
and k.

3.2 Bilinear Mapping Encryption

Bilinear mapping belongs to a concept in cryptography and is the basic function for
performing data block authentication [9]. A bilinear mapping function refers to elements
on two different vector spaces, and the mapping generates an element on the third vector
space.

Let G and GT be the multiplicative cyclic groups of order prime q, If have a mapping
e : G1 × G2 → GT satisfies the following attributes, the mapping is called bilinear
mapping.

(1) Bilinear. There are all u ∈ G, v ∈ G, a ∈ ZP
∗, b ∈ ZP

∗, meet the e
(
ua, vb

) =
e(u, v)ab. This property also satisfies multiplication, For all the u1, u2 ∈ G, Meet
the e(u1 · u2, v) = e(u1, v) · (u2, v).

(2) The degenerative. If g is a generator on G1, g2 is a generator on G2, there must be
g1, g2 ∈ GT, meet e(g1, g2) �= 1.

(3) Computability. For any u, v ∈ G, there is an efficient algorithmic calculation e(u, v).

A similar definition can be made for a bilinear pair map of an additive group.
Let G and GT be additive cyclic groups of order prime q, The attribute of bilinear

pair mapping can be obtained as: there are all u ∈ G, v ∈ G, a ∈ ZP
∗, b ∈ ZP

∗, meet
the e(au, bv) · e(u, v)ab.

3.3 Regeneration Code Allocated to Cloud Storage Nodes

Different storage nodes or implemented in clusters [10]. The cloud storage system con-
tains a large number of storage nodes, the purpose is to be able to effectively select the
required number of nodes to store data and code blocks. During the selection process,
if the overall bandwidth and disk space availability of the storage system are low, the



116 X. Li et al.

storage node repair will fail. Another factor that affects overall performance is the choice
of extreme remote storage node computing load. Therefore, balancing the system load
is very critical, which can only be solved by selecting a suitable storage node set and
efficient node allocation.

If the regenerative code storage system is regarded as a complete storage system, the
availability of storage nodes with bandwidth and other parameters, the distance between
nodes, the available space of the hard disk, and the computing load on the storage nodes
can be better selected. Data and code nodes. When a data block (or data set) is stored
in a regeneration code storage system, the system must select the storage node with the
best available state. The maximum bandwidth guarantees the speed of data transmission,
the largest disk storage space, and the smallest calculation load, so as to deal with the
problem of no delay and the smallest distance between storage nodes. The distance
between storage nodes uses the number of hops. In addition to the distance between
nodes, other parameters can be changed frequently. Therefore, the node allocation should
be carefully changed in each storage situation. Similarly, when a node in the regenerative
code cloud storage system fails, the best new node is to select a node called a new node
from the available storage nodes. Therefore, there is a need for efficient processing of
allocated protocols.

4 Cloud Data Integrity Audit Policy Solution for Data Recovery

4.1 Initialization Phase

1. To Choose Parameters;
2. Generate the key KeyGen(1k) → (pk, sk): executed by the user, enter a security

parameter k, generate the public and private keys and system parameters for the
user. Set G1 and GT is a multiplicative cyclic group of order prime q, if we have
bilinear mapping properties, there are e : G1 ×G1 → GT. Pick an arbitrary element
g in G1, The user’s private key is randomly selected from x ← Zq

∗, The public key
is calculated using X = gx. The public and private key pair of the third-party auditor
is (y,Y), the public and private key pair of the cloud server is (z,Z). The user selects
an arbitrary element s in G1, and calculate the μ = gs.

4.2 File Upload Phase

1. Coding Encode(F,X) → C:
Performed by the user, using the regeneration code technology to encode the file F.

a. PartitionfileF, divided intoNdata blocks, represented as aF = {m1,m2, . . .mN},
and distribute N blocks of data into the matrix M:

M =
[
S1
S2

]

In this matrixM, both S1 and S2 are symmetric matrices, and the number of rows
and columns is α. In the twomatrices of S1 and S2, different data blocks form the
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upper triangular part and include all the divided data M blocks; the data block
of the lower triangular part can be randomly selected from all the data blocks.

b. Choose a matrix n× d of coding coefficient: ϕ = [∅ ∧ ∅]. Where ∅ is a matrix
with n rows and α columns, and∧ is a diagonal matrix with n rows and columns.

c. The encoded file is C = ϕM = [∅S1 + ∧∅S2].

2. Encryption Encrypt(C, ke) → C
′
.

When the user encrypts the data block, he chooses Ke ∈ Zp as his private key and
outputs the encrypted data block.

3. Label generation TagGen(eij, x)→ σij:
Before generating the homomorphic label, the user first signs Ci with the private
key, and performs the homomorphic label calculation on each data block of eij to
form a set σi. When the user establishes n MHTs, he selects a set of homomorphic
tags as its leaf nodes. In the process of constructing a single MHT, the calculation
is performed from the bottom to the top from the bottom of the leaf node, the left
and right child nodes are concatenated and the hash operation is performed to obtain
the value of the non-leaf node, and finally the uniqueness of each MHT is obtained.
Root node value Mroot. The signature is calculated based on the private key for the
root node value and timestamp.

4. User upload data:
Users upload their data encoding collection, homomorphic tag collection, and sig-
nature collection to different cloud servers as needed. Each cloud server calculates
the data information as its leaf node, establishes a separate MHT, and obtains the
unique root node value Mroot respectively. When verifying the user tag information,
if the verification results are equal, the user will be returned with a success message;
otherwise, a failure message will be returned and the user will be required to upload
the data again.

4.3 Integrity Verification Phase

This stage is divided into three parts: TPA confirms the user’s identity; TPA sends a
challenge to the CSP; TPA verifies the CSP return value. When the user needs to verify
the data, it sends a verification request to the TPA, and the TPA first verifies whether the
user has access rights and identity authentication. After the verification is passed, the
user sends the data file to be verified to the TPA. After receiving the data information that
the user needs to audit, the TPA marks it as a flag, constructs the MHT and calculates
its root node value Mroot

′, and challenges the CSP. After the CSP receives the challenge
information sent by the TPA, it finds the data copy stored in the cloud server, calculates
the root node value of the same MHT, and then sends the data block that is also marked
as flag in the copy with the calculated root node value Mroot

′ To TPA. After the TPA
receives the relevant information sent by the CSP, it first verifies the integrity of the root
node value Mroot

′. If the root node value Mroot
′ is the same, it means that the data is

not damaged; if the root node value is not the same, it means that the data in the cloud
server is incomplete. Data is tampered or lost, and then perform a partial check on the
data block.
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4.4 Data Recovery Phase

This stage is executed by the user. When TPA detects that a certain data block of the
user is damaged, it immediately requires an inspection of all data in the cloud server
and finds the number of the cloud server where the damaged data block is located. After
receiving the cloud server number returned by TPA, the user randomly downloads the
data in any m complete cloud servers to restore the cloud server with data corruption.

1. First, the user randomly selectsm cloud servers among the remaining complete cloud
servers and expresses them as a set: Q2 = {1, 2, . . . ,m}.

2. Generate corresponding proof values for the data blocks divided by the user file and
the generated homomorphic tags:

σi =
∏m

j=1
σij

θj =
∑m

j=1
eij

3. Server Si sends {σi, θi} to the user
4. Users use the following formula to calculate:

e

(∏Q2

i=1
σi, g

)
= e

(∏Q2

i=1
μθi

∏Q2

i=1

∏m

j=1
h
(
eij

)
,X

)

If the formula holds, go to the next step; otherwise, go back to the first step and
re-select the cloud server set.

5. If the encoding vector of the storage node f of the damaged data block is set to ϕf ,
the data previously stored in this node is

[
∅f

t∧f∅f
t
]
M = ∅f

tS1 + ∧f∅f
tS2. All

the data received by the user from these m server nodes is ψrepairM∅f , where ψrepair
is a matrix composed of m rows of matrix ψ and set Q2, and is the inverse matrix
of ψrepair. Therefore, Mr can be calculated by multiplying (ψ_repair)−1 to the left,
and ∅f

tS1 and ∅f
tS2 can be obtained after transposition, and finally the damaged

data storage node can be restored by calculating ∅f
tS1 + ∧f∅f

tS2.

5 Security Analysis of Cloud Data Integrity Audit Scheme
Supporting Data Recovery

5.1 Correctness Analysis

Based on the basic properties and algorithm principles of bilinear mapping, the program
is analyzed to prove that the third party can accurately verify the integrity of cloud
storage data [11]. For the correctness of uploaded files, it is necessary to ensure that
users will not encounter data corruption or loss when uploading data on the cloud server.
If the data is tampered with by the cloud server privately, the user can request the cloud
server to return a response and verify it, and at the same time initiate a password to
the user to re-upload the data. In the process of data integrity auditing, the data holder
is the first to upload important files to the cloud. If they are intercepted and destroyed
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by internal or external attackers during the upload process, when the cloud receives the
file, the relevant algorithm is called and the data block is used as the value of the leaf
node is calculated layer by layer from bottom to top. After concatenating the left and
right child nodes, the Hash operation is performed to obtain the value of the non-leaf
node, and finally an MHT is obtained to generate the unique root node value. Determine
whether the relevant verification equation is established. If it is established, the data is
not damaged. If it is not established, the user is notified to upload the data again.

5.2 Unforgeability Analysis

In this solution, suppose that when a user requests TPA audit data, TPA sends a challenge
request for related data to the CSP. At this time, the challenge data block stored in the
CSP is tampered with or lost, and the CSP tries to conceal the true state of the data
block. Choose to use other complete data instead, so that it will not pass the TPA audit.
If the CSP’s privately forged proof value passes the TPA audit and conceals the user, it is
equivalent to a solution to the CDH assumption problem, which is obviously inconsistent
with this assumption. Under normal circumstances, if the TPA issues a challenge, what
you get should be the correct proof value returned by the CSP. Set the proof value forged
in the cloud, assuming that the proof value can safely pass the integrity audit of TPA,

because P is correct e(σ, g) = e
(
σ

′
, g

)
. According to the nature of the bilinear mapping,

there is e
(
σ

′
/σ, g

)
= e

(
(μ)�C,Xγ

)
. If a solution to the CDH problem can be found, it

will contradict the assumption that the problem is computationally infeasible in G. In
summary, in the process of TPA auditing data, the cloud server cannot forge the proof
value.

5.3 Data Privacy Protection Analysis

In the process of verifying data, the third-party audit institution cannot obtain the user’s
data block information based on the audit evidence P= (θ, σ) sent by the cloud. θi cannot
be derived fromμ. According to the DL hypothesis, since pr[A(g, gx) = x : x ← Zq

∗]
can be omitted and cannot be calculated from θi = u

∑J
j=aijeij , it can be guaranteed that

the information will not be leaked
∑J

j = aijeij, and data related information cannot

be obtained from σ = ∏I
i=1σi = ∏I

i=1
∏d

j=1 σij = (
h
(
eij

) · ueij)x. Because the files
have been processed during the upload stage, it is impossible for a third-party auditor
to successfully restore the user’s original data without the user’s key, thus realizing data
privacy protection.

5.4 Identity Authentication Analysis

This scheme supports identity authentication. Identify the data holders, third-party audi-
tors, and CSP to avoid DDoS attacks as much as possible. DDoS attack is embodied
in the fact that the attacker illegally uses a botnet to transmit a large amount of verifi-
cation information to the cloud, thereby occupying a lot of storage space of the cloud
server, causing the Internet to malfunction andmaking the cloud server unable to operate
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normally. Reflect identity authentication by proving the establishment of the following
equation:

Auth = h
(
e(Y ,Z)x,W ||VID)

= h
(
e
(
gy, gz

)x
,W ||VID)

= h
(
e(X ,Z)z,W ||VID)

In order to avoid DDoS attacks as much as possible, CSP can identify among the
three to resist most illegal verification requests.

6 Experimental Verification and Performance Analysis

This chapter analyzes the performance of the algorithm by analyzing the communication
cost and calculation cost. The experimental environment is implemented on a 64-bit
Ubuntu 18.14 operating system with two 4-core CPUs, model Intel(R) Xeon(R) CPU
E5630, 2.53 GHz, and 8 GB of RAM in VMware 15, using Python programming. In the
experiment, the elliptic curve is type A, and the security level is selected as 80bit.

6.1 Algorithm Timeliness Analysis

The data sample size in this solution is 1 GB. Assuming that the data damage rate is
1%, only 460 data blocks are selected arbitrarily to complete the audit to ensure that the
detection rate of damaged data blocks reaches 99%. In this experiment, the files were
divided into fixed-size blocks of 1 KB, 2 KB, 4 KB, 8 KB, and 16 KB, respectively, and
the influence of different numbers of data blocks in the data partition on the length of
the response message was analyzed, as shown in Fig. 2. It can be seen from the figure
that the impact of data blocks of different lengths on the length of the response message
is relatively small. As the number of data blocks increases, the impact of the data block
size on the length of the response message is also more obvious.

6.2 Communication Cost Analysis

The communication consumption required by the third-party auditor and CSP to com-
plete the audit task is analyzed. Assume that when verifying the data, each cloud server is
arbitrarily selected 460 data blocks and divided into 50 blocks. In the actual verification
process, when the size of the verification data block changes, the size of the communi-
cation cost will also change. To evaluate the pros and cons of an audit method, the cost
of communication is a crucial performance indicator.

The scheme proposed in this paper is compared with the scheme proposed in scheme
[12], scheme [13] and scheme [14] in simulation experiments. These methods all use
regenerated codes as coding techniques, but they are quite different in design. For more
convenient comparison, the number of audit blocks for all auditmethods is unified to 460.
Under normal circumstances, in order to ensure the integrity of user data, it is necessary
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Fig. 2. The effect of the number of different data blocks in the partition on the length of the
generated response message.

Fig. 3. Communication cost comparison of each method

to periodically review the data in the cloud server, so the size of the communication cost
will directly affect the audit process. As shown in Fig. 3, the communication cost of
each method can be intuitively compared.

It can be seen from the figure that, except for the relatively small communication cost
of the PCERC scheme that generates the challenge, the communication costs of other
methods are similar. The only difference in the communication cost of the evidence
generated by the cloud server is obvious. The communication cost of the evidence
generated by the PARCB scheme is relatively large compared to other schemes. When
the number of reviews is larger, this method is not applicable, but the method in this
chapter is within an acceptable range.

6.3 Calculation Cost Analysis

In the audit stage, generating and verifying evidence requires a relatively large amount
of calculation, and the calculation cost is the most concerned issue in the audit method.
Verify that the probability of data file corruption has nothing to do with the file size. Set
the number of data blocks to be randomly checked as divided into the number of blocks
for each data block (Fig. 4).

It can be seen from thefigure that under the premise of using the same settings as in the
previous section, the calculation cost difference between each method is not very large.
Only the PARCB and PCERC schemes have relatively high calculation costs. On the
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Fig. 4. Cost comparison is calculated by each method

whole, compared with other solutions, this solution has a slightly higher communication
overhead, but the amount of calculation is smaller (Table 1).

6.4 Function analysis

Table 1. Safety performance comparison

Heading level Data recoery[15] Data recovery[16] Our scheme 

Public audit √ √ √

Data privacy Protection × × √

The identity authentication √ × √

Dynamic update √ √ √

Homomorphic validation × √ √

Data recovery √ √ √

7 Concluding Remarks

This paper proposes an optimal storage cloud data recovery audit method based on
regenerative code. The system model and related technologies are introduced, and the
audit strategy scheme including initialization, file uploading, integrity verification and
data recovery is elaborated in detail. In the verification process, the scheme can locate
the exact location of the damaged data block, recover the data by using the knowledge
of matrix inverse operation, and verify the security of the scheme from four aspects.
Experimental results show that the security performance of this scheme is better than
other schemes, although the communication cost is a little worse, but the calculation
cost has a big advantage.
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Abstract. The three-way decision (3WD) using probabilistic rough
set (PRS) and 3WD using decision-theoretic rough set (DTRS) are
both effective decision-making methods. However, in the group decision-
making problem, it will bring challenges to the consistency of decision-
making, if different experts utilize diverse models based on their own
considerations. Therefore, we propose a three-way group decision-making
model which combines these two kinds of models and eliminate the incon-
sistency in measurement. Firstly, the probabilistic risk cost function is
formulated based on the decision rules in the 3WD using PRS model.
Then, the total risk cost is defined as the mixture of the probabilistic risk
costs in PRS model and the Bayesian risk costs in DTRS model. The best
option is selected according to the Bayesian minimum risk rule. Finally,
the proposed model is verified by an illustration example.

Keywords: Group decision-making · Three-way decision · Bayesian risk

1 Introduction

Three-way decision (3WD) theory is effective to deal with imprecise and incom-
plete information in decision-making problem [15]. It originates from the proba-
bilistic rough set (PRS) and the decision-theoretic rough set (DTRS) [12]. The
boundary decision (temporary non-commitment) is the most distinctive feature
of 3WD [8]. When there is not enough information to make a definite decision,
non-commitment is a suitable choice, because decision mistake leads to higher
costs.) Therefore, 3WD has received increasing attentions in decision making
[2,10,20], conflict analysis [4,5], and fuzzy system [3,19]. 3WD-PRS and 3WD-
DTRS are both effective and popular [11], but they are constructed from differ-
ent perspectives. The former considers probability as the most important factor,
while the latter is constructed based on the Bayesian risk [14,21].

Group decision-making (GD) method can integrate the wisdom of the dif-
ferent experts, which is effective to deal with the risk decision problem [1,6,22].
During recent years, GD method has induced heightened attentions in linguistic
c© Springer Nature Singapore Pte Ltd. 2022
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assessment [9,13], fuzzy system [7,17], etc. Based on different considerations and
preferences, different experts tend to use diverse models and give different sugges-
tions in the same problem. In decision-making problems, different people may tend
to use different tools to evaluate decision risks. Some experts may prefer 3WD-PRS
while some others adopt 3WD-DTRS. It will bring challenges to the consistency of
decision-making, if different experts utilize diverse models based on their own con-
siderations. However, there is few methods to combine these two kinds of models
in the field of GD.

To eliminate the inconsistency in measurement, we propose a novel three-
way group decision-making model. Considering experts may have different pref-
erences, the proposed method aggregates probabilistic information and decision-
theoretic loss information together. To achieve that, the 3WD with PRS model
is analyzed from the perspective of decision risk and the probabilistic risk cost
of different decisions are calculated. Then, the total risks of three decisions are
computed, which is the mixture of probabilistic risk cost and Bayesian risk cost.
The best option for the instance is the one with the least total risk. At last,
an illustration example is utilized to demonstrate the efficiency of the proposed
approach. The proposed method combines the 3WD-PRS and 3WD-DTRS from
the perspective of decision risk.

2 Preliminary

Suppose the set of states is denoted as Ω = {X, ¬X}. In the traditional models,
a set of actions is given by AC = {aP , aN}. The positive decision aP means
classifying the sample into the positive region of X, i.e., POS(X). The negative
decision aN means the sample is believed to be in the negative region of X, i.e.,
NEG(X). 3WD offers another option: the boundary decision aB , which indicates
the sample is in the boundary region of X, i.e., BND(X) [16,18].

In 3WD-PRS, the decision thresholds ν and μ (0 ≤ ν < μ ≤ 1) are usually
directly given by experts. Suppose that the conditional possibilities Pr(X|[x])
and Pr(¬X|[x]), (Pr(X|[x])+Pr(¬X|[x]) = 1) have been computed. The thresh-
olds μ and ν divide the whole probabilistic space into three regions, which are
presented as:

(P1) POS(X) = {x ∈ U |P (X|[x]) ≥ μ},

(B1) BND(X) = {x ∈ U |ν < P (X|[x]) < μ}, (1)
(N1) NEG(X) = {x ∈ U |P (X|[x]) ≤ ν}.

Based on cost-sensitive learning, different decisions lead to different costs. For
instances, in category ¬X, the cost of decision aP is denoted as λPN . Similarly,
λNN , λBN , λPP , λNP and λBP are defined. By resorting the Bayesian risk
theory, the expected losses of three decisions are presented as follows:

R(aP |[x]) = λPPPr(X|[x]) + λPNPr(¬X|[x]),
R(aB|[x]) = λBPPr(X|[x]) + λBNPr(¬X|[x]), (2)
R(aN |[x]) = λNPPr(X|[x]) + λNNPr(¬X|[x]),
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Table 1. The probabilistic thresholds of m experts

E(1) (μ, ν)

μ ν

e
(1)
1 μ1 ν1

e
(1)
2 μ2 ν2

...
...

...

e
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Table 2. The cost information table for n experts

\ e
(2)
1 e

(2)
2 . . . e

(2)
n

X ¬X X ¬X . . . X ¬X

aP λ1
PP λ1

PN λ2
PP λ2

PN . . . λn
PP λn

PN

aB λ1
BP λ1

BN λ2
BP λ2

BN . . . λn
BP λn

BN

aN λ1
NP λ1

NN λ2
NP λ2

NN . . . λn
NP λn

NN

where R(ak|[x]), k ∈ {P,N,B} is the Bayesian risk loss of an action ak. The
optimal result for the instance x can be put as below:

φ∗(x) = arg min
k∈{P,N,B}

R(ak|[x]). (3)

3 Problem Formulation

In group decision problems, different experts may have different considerations or
preferences. Denote E(1) = {e

(1)
1 , e

(1)
2 , . . . , e

(1)
m } as a set of m experts who prefer

the 3WD-PRS. The probabilistic thresholds are supposed to be determined by
the experts in E(1), which are tabulated in Table 1. The thresholds all satisfy
that 0 ≤ ν < μ ≤ 1. E(2) = {e

(2)
1 , e

(2)
2 , . . . , e

(2)
n } is denoted as the set of n experts,

who tend to utilize the 3WD-DTRS. Suppose the cost matrix has been given by
the experts in E(2), which is tabulated in Table 2.

4 Model Construction

3WD-PRS evaluates the decision risk from the perspective of the probabilistic,
while the 3WD-DTRS concentrates on the Bayesian decision risk. They are both
effective decision-making methods. In group decision problems, some experts
prefer 3WD-DTRS, while some others tend to adopt 3WD-PRS. The acquired
decision rules may be different, which may cause a conflict. Therefore, a three-
way group decision method is proposed to integrate the two kinds of models.



Three-Way Group Decision Approach 127

4.1 The Decision Risk Analysis of 3WD-PRS

If the conditional probability of sample x stratifies Pr(X|[x]) < μ, the decision
aP will result in decision risk, because it is not correspondent with the decision
rule in probabilistic rough set. Similarly, other decisions also might lead to risks,
such as classifying x into BND(X) when Pr(X|[x]) ≥ μ or Pr(X|[x]) ≤ ν,
or sorting an object into NEG(X) when its conditional probability satisfies
Pr(X|[x]) > ν.

Denote C(ai|[x]) as the decision risk of taking action ai, i ∈ {P,N,B}. If the
conditional probability of the object satisfies Pr(X|[x]) ≥ μ, the risk C(aP |[x]) =
0. If the conditional probability satisfies Pr(X|[x]) < μ, the risk C(aP |[x]) > 0
because it violates the probabilistic decision rule. Moreover, if Pr(X|[x]) further
decreases, the risk C(aP |[x]) of taking action aP will increase. The trends of
C(aB |[x]) and C(aN |[x]) are similar to C(aP |[x]). For simplicity, denote p =
Pr(X|[x]). To sum up, the decision risk is related to the divergence between the
conditional probability and the corresponding threshold.

The decision risk function expressed as follows:

C(aP |[x]) =
{

g(μ − p), p < μ;
0, p ≥ μ;

C(aB |[x]) =

⎧⎨
⎩

g(ν − p), p ≤ ν;
0, ν < p < μ;

g(p − μ), p ≥ μ;

C(aN |[x]) =
{

0, p ≤ ν;
g(p − ν), p > ν.

(4)

where g(x)(x ∈ [0, 1]) is a monotone non-decreasing function. For i = 1, 2, . . . ,m,
by resorting thresholds (μi, νi) from expert e

(1)
i , the risk function of taking

actions ak, (k ∈ {P,N,B}) is denoted as Ci(ak|[x]). Rely on Eq. (4), the total
risk loss of all experts from E(1) can be defined as:

CSt(ak|[x]) = C1(ak|[x]) + C2(ak|[x]) + · · · + Cm(ak|[x]), k ∈ {P,N,B}. (5)

4.2 Total Risk in Group Decision Problems

In the last subsection, the 3WD-PRS is analyzed from the perspective of cost.
By combining the risk loss function of PRS with DTRS, the decision information
from all experts is utilized to make decision for instances.

For expert e
(2)
j , the expected loss of taking action ak, k ∈ {P,N,B} is denoted

as Rj(ak|[x])(j = 1, 2, . . . , n). According to the Bayesian risk decision theory,
Rj(aP |[x]), Rj(aB |[x]) and Rj(aN |[x]) are computed as:

Rj(ak|[x]) = λj
kP p + λj

kN (1 − p), k ∈ {P,N,B}. (6)

The total expected loss of all experts from E(2) can be expressed as follows:

RSt(ak|[x]) = R1(ak|[x]) + R2(ak|[x]) + · · · + Rn(ak|[x]), k ∈ {P,N,B}. (7)
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Table 3. The probabilistic parameters given by experts

Parameter Project

x1 x2 x3 x4 x5 x6

μ 0.81 0.78 0.61 0.74 0.50 0.80

ν 0.20 0.10 0.40 0.49 0.00 0.30

The total expected losses can be computed as follows:

RT (ak|[x]) = w ∗ CSt(ak|[x]) + (1 − w) ∗ RSt(ak|[x]), k ∈ {P,N,B}. (8)

where w ∈ [0, 1]. When w = 0, it means all the experts choose the 3WD-DTRS.
When w = 1, it means all the experts choose the 3WD-PRS.

RT (ai|[x]) balances the Bayesian loss and probabilistic loss. Therefore, we can
utilize the decision information from all the experts to make decisions. According
to the minimum risk rule, the decision rule for sample x is presented as below:

(P2) If RT (aP |[x]) ≤ RT (aB |[x]) and RT (aP |[x]) ≤ RT (aN |[x]), decide
x ∈ POS(X);

(B2) If RT (aB |[x]) ≤ RT (aP |[x]) and RT (aB |[x]) ≤ RT (aN |[x]), decide
x ∈ BND(X);

(N2) If RT (aN |[x]) ≤ RT (aP |[x]) and RT (aN |[x]) ≤ RT (aB |[x]), decide
x ∈ NEG(X).

5 Illustrative Example

The above discussions are verified by didactic examples about the investment
project. An investment case may bring losses or gains. According to the market
research and feasibility analysis, the decisions of investment manager will be
investment, waiting or rejection. In these investment decisions, some experts
consider that the probability of success is crucial, and tend to utilize 3WD-PRS.
Some others take the possible profits or losses as the most important factor in
investment. They prefer the 3WD-DTRS. Suppose we have a set of two states
and a set of three actions for the investment.

The set of state is defined as Ω = {X, ¬X}. X and ¬X denote the project
is profitable or not, correspondingly. The action set is AC = {aP , aB , aN}. The
three elements denote three actions: invest, wait and reject, respectively. 6 dif-
ferent projects (or investment plans) are denoted as {x1, x2, . . . , x6}. The proba-
bilistic thresholds given by 2 experts are all shown in Table 3. For 3WD-DTRS,
the decision costs for 6 different investment projects are given in Table 4.

Suppose there are two different project managers defined as i1 and i2.
The probabilistic risk g(x)(x ∈ [0, 1]) is assumed to be a linear function,
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Table 4. The cost items given by expert using DTRS

λPP λBP λNP λPN λBN λNN

x1 4 7 11 7 4.5 2

x2 6 9 12 9 3 1.5

x3 3 6 9 12 9 6

x4 2 2 4 3 1 1

x5 0 2 8 6 3 0

x6 1 2 3.5 5 3 2

Table 5. The decision rules of the second investor i1

p Invest Wait Reject

0 ∅ ∅ {x1, x2, x3, x4, x5, x6}
0.1 ∅ ∅ {x1, x2, x3, x4, x5, x6}
0.2 ∅ {x2} {x1, x3, x4, x5, x6}
0.3 ∅ {x1, x2, x5} {x3, x4, x6}
0.4 ∅ {x1, x2, x4, x5, x6} {x3}
0.5 ∅ {x1, x2, x3, x4, x5, x6} ∅
0.6 {x3, x5} {x1, x2, x4, x6} ∅
0.7 {x1, x3, x5} {x2, x4, x6} ∅
0.8 {x1, x2, x3, x5, x6} {x4} ∅
0.9 {x1, x2, x3, x4, x5, x6} ∅ ∅
1 {x1, x2, x3, x4, x5, x6} ∅ ∅

i.e. g(x) = kx. For different projects, the linear coefficient is not supposed to be
the same. For e

(1)
1 , the coefficient set for 6 projects is {10, 15, 8, 4, 5, 4}. For e

(1)
2 ,

the coefficient set is {40, 45, 15, 20, 40, 30}. Based on (P2) to (N2), one can make
a reasonable decision for each investment project given the proper probability
p in a real problem. When p ranging from 0 to 1 with step size 0.1, the deci-
sions of the managers are tabulated in Table 5 and 6. The approach provides a
reasonable way to solve the practical group decision problems.
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Table 6. The decisions of the first investor i2

p Invest Wait Reject

0 ∅ ∅ {x1, x2, x3, x4, x5, x6}
0.1 ∅ {x5} {x1, x2, x3, x4, x6}
0.2 ∅ {x2, x5} {x1, x3, x4, x6}
0.3 ∅ {x1, x2, x5} {x3, x4, x6}
0.4 ∅ {x1, x2, x5, x6} {x3, x4}
0.5 ∅ {x1, x2, x3, x4, x5, x6} ∅
0.6 {x3, x5} {x1, x2, x4, x6} ∅
0.7 {x3, x5} {x1, x2, x4, x6} ∅
0.8 {x1, x2, x3, x4, x5, x6} ∅ ∅
0.9 {x1, x2, x3, x4, x5, x6} ∅ ∅
1 {x1, x2, x3, x4, x5, x6} ∅ ∅

6 Conclusion

3WD-PRS and 3WD-DTRS are both effective decision-making methods, but
they are constructed from diverse perspectives. The assumed given information
and decision rules are also different. In group decision-making problems, different
experts prefer different models based on their own considerations and favored
factors, which will lead to inconsistency. Therefore, it is necessary to formulate
group decision model to integrate different types of information. By formulating
the probabilistic risk cost function, a novel 3WD approach is developed to ana-
lyze the comprehensive decision risk in group decision-making problem. Then
the best option for one sample is selected based on the minimum Bayesian risk
decision rule. A case study demonstrates the feasibility of the proposed group
decision-making approach. In the future, we will further explore the inconsisten-
cies and conflicts in group decision-making problems.
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Abstract. With the continuous growth ofmedical big data, the use of remote cloud
servers for big data analysis becomesmore andmore complicated and difficult, and
it is susceptible to security and privacy issues. In response to the above problems,
a fog computing federated learning system for smart healthcare is proposed. The
system uses the iFogSim simulation platform to establish a smart fog computing
layer between sensor nodes and remote cloud servers to improve data analysis and
processing capabilities; at the same time, the federated learning idea is introduced
to integrate the federation. Combine learning and fog computing to build a fog
federation framework to ensure the privacy of data interaction. Aiming at the
redundancy and high dimensionality of medical big data, principal component
analysis and variance analysis are used for preprocessing; fully considering the
disaster tolerance of the system, an improved election algorithm and detection
mechanism are proposed to improve the security of data interaction. Ensure the
normal operation of the system. In this way, the problem of “data islands” and
resource imbalance in the medical field can be solved. Using real cardiovascular
data sets and simulated data sets for testing, the experimental results show that
the fog computing federated learning system has a significant improvement in
network usage, system delay, system energy consumption, and system accuracy.

Keywords: Smart healthcare · Data islands · Federated learning · Fog
computing · Privacy protection

1 Introduction

With the popularity of IoT devices in the medical field, various wearable body sensors
and medical devices are used in medical services. These IoT devices can collect a large
amount of medical data and use remote cloud servers to analyze the data to advance. The
development of smart medical field. However, with the rapid increase in IoT devices,
it also brings unprecedented amounts of data. According to the latest Cisco report, the
Internet Data Center (IDC) estimates that by 2023, the number of connected devices
worldwide will reach 48.9 billion. The average monthly data usage of a computer will
be close to 60 GB. Therefore, only analyzing and processing a large amount of data
through remote cloud servers will inevitably lead to serious network congestion and
delay [1], which may cause serious medical accidents.
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Fog computing was proposed by Flavio Bonomi et al. [2] of CISCO in 2012. As
an extension of cloud computing in edge networks, fog computing is not a substitute
for cloud, but as an intermediate layer between cloud and the Internet of Things. Fog
nodes can exist anywhere between the terminal device and the cloud, and provide users
with more responsive services by using the computing and storage resources of routers,
gateways, and small edge servers near the data source. Therefore, adding fog computing
to the medical field can effectively reduce network delay and congestion, and scholars
have also made great contributions to the development of fog computing and the Internet
of Things in the medical field [3–6].

In order to improve the sustainable and high-quality intelligent medical services of
the medical system and alleviate the increasing cost of manual services, the majority of
researchers have introduced machine learning into the medical care system to provide
patients with more intelligent and automated medical services [7–9].

In addition to considering the issues of network latency and service intelligence,
security and privacy issues are also an aspect that must be paid attention to. With the
proliferation of Internet of Things devices, the attack surface of data and information has
been expanded. According to the results of Cisco’s Global Network Trends Survey 2020,
43% of global network teams have prioritized improving network security capabilities.
How to protect the large amount of sensitive data exposed during the transmission from
source to fog to cloud is the primary issue we must consider. With the rapid rise of
medical data and the continuous growth of medical databases, patient information, as
privacy-sensitive data, must be guaranteed not to be leaked to reduce the risk of data
being attacked and leaked. Therefore, it is urgent to build a credible and efficient smart
medical system. The contributions of this article are as follows:

1. On the basis of the cloud-things of the previous smartmedical architecture, themiddle
layer of smart fog computing is added, and a decentralized ring network topology
is used in the fog computing layer. In order to improve the efficiency of resource
allocation to fog nodes, the leader election method is used to select credible leaders
for node resource management and allocation, so that fog nodes can dynamically
allocate edge server resources to achieve load balancing effects, reduce latency, and
improve efficiency.

2. In order to improve the disaster tolerance of the system, the heartbeat detection
mechanism is introduced into the fog node ring network, and the neighbour node
heartbeat detection mechanism is designed to ensure that the fog nodes participating
in the calculation can operate normally when the system is running, and pass the
leader immediately after failure Nodes adopt solutions to provide reliable computing
services.

3. In order to solve the problem of “data islands” and realize the provision of intel-
ligent medical services for hospitals with poor medical resources, federal machine
learning [10] is introduced into the framework, and medical institutions with differ-
ent geographical locations in a region are formed into a medical institution. federal.
Participating institutions do not exchange data, only upload the gradients of local
medical model training, and calculate the aggregation results by integrating the gra-
dients provided by multiple parties and using the federal average algorithm, etc., and
return them to the medical institutions. This not only ensures the privacy of data,
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but also promotes the sharing of medical resources among various institutions, and
provides effective help for exchanges and cooperation between different hospitals.

The rest of this article is organized as follows. The second section introduces the
development status and related work of the smart medical field, the third section intro-
duces the system architecture design, the fourth introduces the system mechanism, and
the fifth section is the experimental design and result evaluation of the system, finally
summarizes the article.

2 Related Work

At present, e-health is being popularized globally, and many smart medical systems
(SHS) have been born. For example, Algarni A [11] proposed a three-tier smart medical
system based on a human sensor layer, a cloud server layer, and a data analysis layer.
Conduct a certain investigation and analysis of security attacks in the intelligent medical
system. M. Fazio et al. [12] used the FIWARE cloud platform constructed by the Euro-
pean Commission to combine cloud computing and the Internet of Things to establish
an electronic health remote patient monitoring system to help medical staff perform
remote patient assistance work. However, with the continuous increase of patient data
and the typical geographical differences between sensors and various mobile devices
and back-end cloud servers, the drawbacks of mobile cloud computing (MCC) have
gradually emerged, and a large amount of data has been continuously uploaded, result-
ing in cloud resources. Problems such as shortages, communication delays, network
congestion, high energy consumption, etc. So in order to alleviate these problems, IBM
and Nokia Siemens proposed the concept of mobile edge computing (MEC). MEC as a
variant of MCC has also been applied to the field of smart medical care. Madukwe KJ
et al. [13] proposed a patient-centric approach. The architecture for remote monitoring
of patients includes a biosensor, a smart phone and an edge analysis platform for data
analysis. By processing the data at its source, the data communication delay problem of
cloud computing is eliminated. Awaisi K S et al. [14] proposed an efficient fog-based
architecture for a healthcare system based on the Internet of Things, and proposed a user
authentication method to prevent security vulnerabilities through identity management.
Peng Shaoliang et al. [15] proposed an edge computing architecture for smart medi-
cal care, and the architecture built with edge computing provides a certain solution to
the privacy protection problem of medical big data. With the development of artificial
intelligence, machine learning and deep learning methods have also been applied to
the medical field. Thaha M et al. [16] used edge computing, deep learning, Internet of
Things and other methods to build the UbeHealth electronic health care system; Aujla
GS, etc. [16, 17] designed a medical recommendation system (DLRS) based on deep
learning. After dimensionality reduction of medical data, a classification scheme based
on decision trees was used and convolutional neural networks were used to provide
health advice to patients.

It can be seen from the above introduction that the field of smart medical care is
constantly moving forward, but there are still certain problems worthy of our attention.
First, the combination of smart medical care and fog computing lacks a certain disaster
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tolerance mechanism. The fog node exists at the edge of the network, and it is prone to
network instability and loss of connection, which affects the normal operation of the sys-
tem. Second, in order to ensure data security, a series of laws have been promulgated one
after another, and the domestic legal system for data supervision is gradually becoming
stricter and more comprehensive. The promulgation of various laws and regulations has
strengthened the protection of data privacy, but it has also made the originally feasible
data cooperation very difficult and the phenomenon of “data islands” has appeared. The
protection of patients’ privacy guarantees the safety of patients’ personal sensitive infor-
mation, but it also brings certain difficulties to medical research cooperation between
medical institutions, especially for medical institutions with relatively biased geograph-
ical locations and lack of medical resources., The number of patients is significantly
less than in other regions, and it is impossible to build smart healthcare through scarce
medical data.

Therefore, in response to such problems, this paper designs a Smart fedrated fog-
Health (SFFH) system that applies federated learning in fog computing. It is hoped
that fog computing can reduce network latency and improve service efficiency, while
combiningmachine learning and federated learning to improveThe system’s intelligence
and privacy protection have further promoted medical cooperation between different
regions and brought more convenience to people’s daily lives.Mike’s schoolbag.

3 System Overview

Today, the lack of medical resources has developed into a global problem. Moreover,
a large number of medical staff and high-quality medical services are concentrated in
central cities, which also brings about the problem of imbalance of medical resources.
In order to promote the popularization of smart medical services, while ensuring that
sensitive medical data is not leaked, the SFFH system is proposed. The system aims to
establish a credible medical federation composed of multiple medical institutions with
a regional unit. Through collaborative cooperation in the medical federation, a smart
medical model can be jointly trained to solve the problem of geographic limitation
of medical service quality. Medical institutions provide high-quality and efficient smart
medical services. As shown in Fig. 1, the SFFH system includes a four-layer architecture:
(1) Medical data collection layer (2) fog computing layer (3) federated server layer (4)
cloud computing layer.

The medical data collection layer mainly completes the collection of patient medical
data. Different medical institutions have different geographic locations. As shown in
Fig. 1, medical institutions A, B, and C have different medical resources due to different
geographic locations.A can represent a city-level hospital, B can represent a district-level
hospital, and C can represent a county-level hospital. The medical conditions received
by patients a, b, and c are also different. Medical institutions mainly collect patient
data in two ways. The first is to configure body sensors, upload patient data through
a sensor network, and perform real-time health monitoring. The second is to upload
patient data through medical facilities. Medical facilities and body sensors can be used
in a complementary manner. When medical facilities are in short supply, they can be
replaced with lower-priced body sensors.
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Fig. 1. SFFH architecture design

The fog computing layer deploys medical equipment, body sensors, routers, and
small edge servers of medical institutions as local fog nodes to provide medical insti-
tutions with low-latency and fast-response services to ensure the emergency medical
service needs of medical institutions. And we introduce cluster domain network tech-
nology in this layer to connect multiple fog nodes to form a cluster. The cluster domain
structure facilitates offloading tasks to edge servers for different computing tasks to opti-
mize the total task execution time. In this framework, the fog node resource is mainly
responsible for two pieces of content: (1) As a participant in federated learning, use its
own computing resources to help medical institutions complete local machine learning
tasks. (2) Use the transmission function to communicate with the federated server Layer
interaction model gradient.

The federated server layer receives themodel gradients from the fog computing layer,
aggregates themodel gradients and averages the total gradients, and then returns the total
gradients to eachmedical institution. The cloud computing layer has powerful computing
power resources.When the federated server layer needsmore powerful computingpower,
resources can be released to serve it.

4 System Mechanism

4.1 Data Preprocessing Mechanism

According to the case data collected by medical institutions, there are two problems: (1)
High-dimensional case data can easily lead to heavy calculation load on the fog node
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Fig. 2. Data preprocessing mechanism

(2) The heterogeneity of medical equipment leads to unstructured data, which makes
data preprocessing become more difficult. Considering the redundancy of information,
we implement dimensionality reduction to reduce the resource consumption of fog com-
puting. This article uses principal component analysis (PCA) and analysis of variance
(ANOVA) for the above two problems, as shown in Fig. 2. The specific description is as
follows:

(1) We use PCA to analyze continuous health data. In many medical fields, case data
is often continuous, but while multi-dimensional samples provide rich informa-
tion, it also increases the workload of data processing. Therefore, we use principal
component analysis to explain most of the variables in the original data with fewer
variables. Assuming that the original medical data is n-dimensional features of
m sample data, the target dimension is k (k < n), first do the mean value of the
original data matrix, and then find the covariance matrix C, eigenvalueλi and eigen-
vector wi, choose the largest Construct a new k-dimensional matrix Wkn from the
k eigenvalues, and finally get the reduced-dimensional matrix.

(2) We use analysis of variance for discrete health data. Principal component analysis
pays attention to the characteristics of obvious difference, and it is easy to ignore
rare abnormal indicators. Suppose there are n discrete features, and the series of
the first discrete feature is ri. We first calculate the test statistics FDi. Then, the
significance level α is defined as the dimensionality reduction threshold, and Di
will be retained only when FDi ≥ Fα(ri− 1, n − 1).
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4.2 Fog Federation Mechanism

In order to ensure the security of data, a series of laws have been promulgated one after
another, and the domestic legal system for data supervision has gradually become more
stringent and comprehensive. In this way, the privacy protection of data is strengthened,
but it also makes it very difficult for the originally feasible data cooperation to become
very difficult, and many enterprises have appeared in the phenomenon of "data islands".
As sensitive information of patients, it is difficult to share medical data among medical
institutions. However, in order to train an intelligent medical model, sufficient training
data must be guaranteed. Therefore, Google proposed the concept of federated learning
in 2016 [18, 19], has become the key technology to solve this problem.

Federated learning includes two models, one is a client-server model, and the other
is a (peer-to-peer,P2P) network model. This article is chosen to ensure the stability
of the system and reduce excessive computing operations. Use a client-server model.
The client-server model is a distributed architecture. The architecture consists of two
roles: the client and the central server. Each client trains the local data locally instead
of uploading the server for centralized training, and the model is encrypted by means
of encryption. Gradient exchange (does not violate data privacy laws and regulations),
the central server updates and aggregates the gradient data uploaded by each client (for
example, the federated average algorithm [10]), and returns the updated gradient to the
client after the aggregation is completed. The end updates the local model according
to the new gradient after aggregation. By repeating the above steps and continuously
updating iteratively, the model can continuously move closer to the training model in the
data set. In terms of performance, we allow the performance of the federated learning
frameworkVFED Slightly worse than the performance of the data set model VSUM, that is
to satisfy the formula (1), δ, Which is a non-negative number can be changed according
to the situation.

VSUM − VFED < δ (1)

Figure 3 shows the fog federation description diagramof the framework. The terminal
medical equipment is composed of smart sensors, medical equipment, and computer
terminals of various medical institutions in different geographical locations to complete
data collection. When the federated server initiates a notification of collaboration, each
medical institution can choose whether to join the federated collaboration. When the
agreement between each institution and the server is reached, the federation server can
broadcast the initial model parameter 0 to the medical institutions participating in the
collaboration (we assume here that the total number of medical institutions participating
in the collaboration is K), and each medical institution starts to notify the fog server to
mobilize the edge device Computing resources, the fog server mobilizes the resources
of the fog node according to the request of the medical structure to start computing,
storage, transmission and other services from the bottom up. After the local training
task is completed, the fog server uploads the trained model parameters to the federated
server. The federated server uses the weighted average algorithm shown in formula
(2) to aggregate the model parameters and sends them back to the medical institution.
The medical institution will use the updated model. The gradient calls the fog server
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resources to update the local model. By repeating this process, the local training model
is continuously optimized.

ωt+1 ←
K∑

k=1

nk
n

ω
(k)
t=1 (2)

Fig. 3. Fog federation architecture

4.3 Fog Node Management Mechanism

As a part of cloud computing in the edge environment, fog computing has relativelyweak
communication capabilities, storage capabilities, and computing capabilities. Therefore,
how to reasonably use fog resources in a fog environment, improve resource utilization,
and enhance users’ QOS constraints is The content that the smart framework must pay
attention to. The fog computing model includes a centralized model and a decentralized
model. This article uses a decentralized model. As shown in Fig. 4, the fog nodes in a
cluster use a decentralized model. Compared with the centralized model, decentralized
The transformation model enables the interconnection of fog nodes to facilitate gradient
interaction as a participant in federated learning. However, in order to facilitate the
allocation of fog resources, a management node still needs to be selected. Therefore, we
use the leader election model to select the leader node (Leader) to effectively manage
the fog node, realize the dynamic allocation of edge server resources by the fog node,
realize the load balancing effect, and ensure that the task instances do not conflict.
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Fig. 4. Decentralized ring model

(1) Leader election mode-improved LCR ring election algorithm

This article uses a decentralized ring network structure, using an improved LCR ring
election algorithm to select the leader node, that is, based on the original only one UID
parameter for each node, a new parameter, namely trust score, is added. As shown in
Fig. 5, in the ring network, each fog node has a unique identifier. We set it as UID and
the node’s Trust Points (TP). If a node has errors or unfriendly records in the system’s
operating records, its TP value will be reduced. At the beginning of the election, a node
is randomly selected, and its UID is assigned to UID_send, its TP is assigned to TP_max,
and then UID_send and TP_max are sent around the ring to the next node. The next node
compares the received UID_send and TP_max with its own UID and TP, and first judges
whether the UID value is the same, and judges whether it is the same node. Secondly,
the TP is compared. The node with the higher TP value updates the TP_max value and
sends the new UID_send and TP_max to the next node, and the node with the lower TP
value continues to send the current UID_send and TP_max without change. When the
UID_send received by a node is the same as its ownUID, it indicates that the information
of the node has circled the circle, and the node is appointed as the leader node.

(2) Heartbeat detection mechanism of neighboring nodes.

Regardless of whether it is a cloud computing model or a fog computing model, we
must consider the disaster tolerance mechanism of the model and monitor the health
of the fog nodes. When a node failure causes communication interruption, the leader
node needs to re-allocate node resources to ensure communication Normal operation.
Therefore, in order to ensure the normal operation of the framework service,we introduce
a heartbeat mechanism into the cluster, because the ring network structure used is not
suitable for the PUSH heartbeat detection model, that is, let each fog node actively send
a heartbeat to the leader node at a set time interval Signal, so here is designed to use the
neighborhood heartbeat detectionmechanism. The fog node in operation sends heartbeat
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Fig. 5. Leader node election flowchart

signals to its left and right nodes at a certain time interval, and also receives heartbeat
signals from the left and right nodes. Each fog node receives the two from the left and
right. A heartbeat signal indicates that all fog nodes are operating normally. When the
fog node is abnormal and does not send a signal to the left and right nodes, the left and
right nodes will only receive one signal, so that the abnormal node can be accurately
located, which is convenient for the leader. The node deletes the abnormal node and
reallocates resources.

5 Experimental Design and Evaluation

The fog computing federal smartmedical systemproposed in this paper uses the iFogSim
[20] platform for simulation experiments, using the Kaggle dataset Cardiovascular Dis-
ease dataset and the iFogsim simulator simulation dataset for testing. The real dataset
contains Data records of 70,000 patients, with a total of 11 characteristics and one goal.
In order to evaluate the effectiveness of the framework, we will simulate two experimen-
tal scenarios based on cloud and fog medical scenarios, and compare the two scenarios
to prove the effectiveness of the fog framework.

In the framework, we will design four role entities: cloud server, federation server,
fog server, and user sensor. The parameter configuration of the role entity is shown in
Table 1. Three different medical institutions are simulated by setting three fog servers,
and the topological results are shown in the system startup interface in Fig. 6.



Fog Computing Federated Learning System Framework 143

Table 1. Entity parameter settings

Cloud server Federated server Fog server users

Mips 40000 2800 4000 1000

Ram 40000 4000 4000 1000

UpBw 40000 10000 10000 10000

DownBw 10000 10000 10000 270

Level 0 1 2 3

BusyPower 16 * 103 107.339 107.339 87.53

IdlePower 16 * 83.25 83.4333 83.4333 82.44

The experiment process is as follows:

(1) Topology mapping: Map the topological results to the code, and configure param-
eters for cloud servers, federated servers, and IoT devices, such as link speed,
memory, Mips, power, etc.

(2) Define the sensor type: In this medical case, we integrated an electrocardiography
(ECG) sensor [21] to generate ECG simulation data. ECG characteristics play an
important role in the field of medical care and have been applied in many studies,
which can help doctorsmonitor and treatmany cardiovascular-related diseasesmore
effectively.

(3) Configure the fog server strategy, build a ring network topology, and realize the
leader election and neighbor node detection mechanism.

(4) Configure federated server parameters, including the number of nodes used in the
process, the number of iterations, and the size of local batch processing.

(5) Add a controller and integrate all codes to run two types of environments.
(6) Calculate energy consumption, network usage and delay, etc.

Figures 7 and 8 are the running results of the fog scene and the cloud scene respec-
tively. In the end, we will get the results of energy consumption, execution time, delay,
and network usage. Based on the obtained experimental results, we will draw and eval-
uate them. We evaluate the effect of our experiment by using network usage, energy
consumption,delay, and accuracy.

According to the topology shown in Fig. 6, each fog server is connected to three
user devices, and the number of tasks 3 that each user device can perform is set to
10,000. We increased the number of user devices, increased experimental batches, from
3 user devices in turn, and compared multiple parameters of the experimental results to
compare the results of the two systems.
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Fig. 6. System startup interface

Fig. 7. Fog results Fig. 8. Cloud results

Experimental evaluation:

(1) According to the comparison of network usage in Fig. 9, as the number of connected
devices increases, the network load based on the cloud environment increases sig-
nificantly, while the network load based on the fog environment increases slowly.
But the changes in the two environments are linear, which shows the efficiency
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Fig. 9. Comparison of network usage Fig. 10. System delay comparison

Fig. 11. System energy consumption Fig. 12. Accuracy comparison

of data preprocessing. Even if we add a lot of gateways, the simulation can be
performed in an acceptable time.

(2) According to the system delay line chart of Fig. 10, when the medical system is
simulated in a fog environment, the system delay is significantly lower than that in
the cloud environment. The delay of the fog-based system can reach 27 ms, and the
delay of the cloud-based system is 233 ms. It can be seen that the response speed
of the fog architecture in experimental calculations is much higher than that of the
cloud architecture. The reduction of system latency not only reduces the response
time of the system, but also protects the system’s scalability issues in the face of big
data. Therefore, when used for specific services, such as fog-based smart electronic
health, smart home, and smart wireless systems, they all perform well.

(3) As shown in Fig. 11, in terms of system energy consumption, the fog-based system
still consumes less energy than the cloud-based system. It is worth noting that after
the increase in the number of devices, the upward trend is slower than that of the
cloud-based system.

(4) Figure 12 shows the comparisonof the accuracyof themedical system.The accuracy
is calculated in real time through the processing response time of the system, and
it is deducted from 100 based on the processing result.
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6 Conclusion

Fog computing has become a powerful solution to the big data problem of the Internet
of Things. This paper uses the simulation platform iFogSim to model the cloud and fog
environment, focuses on how to implement smart medical care in institutions with poor
medical resources, introduces the idea of federated learning, and proposes solutions
to the problem of “data islands” in the medical field. The fog computing federation
learning system for smart medical care is simulated, using decentralized fog computing
topology, leader election algorithm, and neighbor node heartbeat detection mechanism
to build an efficient, real-time, disaster-tolerant fog federation model. Provide reliable
smart medical models for institutions with scarce medical resources, promote medical
cooperation, and solve the problem of medical resource imbalance. Experimental results
show that the fog-based system has a significant improvement in network usage, system
delay, system energy consumption, and system accuracy.
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Abstract. Work efficiency and stability of QoS (quality of service) are required
in real-word business process. The purpose of this paper is to propose a feasible
task assignment strategy based-on temporal workflow, aiming to improve the on-
time completion rate in the multi-process and multi-case scenarios to enhance the
flexibility of theworkflowsystem.Toachieve this purpose,we represent the needed
temporal constraints used in the assignment, including both static and dynamic
properties. Differing from the best-effort scheduling, our strategy recognize the
priority of work items, assign the work item into the various level queue and
select the optimal resource giving a global view of the temporal constraints of
three dimensions (process, task and resource). During the assignment, we make
some efforts like reserve the flexible and critical resource for the task that may
be delayed in the future. We evaluate our strategy on YAWL by comparing with
other three popular scheduling algorithms (RandomAssignment, FastestComplete
Assignment and the Shortest Queue Assignment), which shows that our strategy
performs more effective and stable.

Keywords: Temporal workflow · Workflow · Task assignment · Temporal
constraint

1 Introduction

Time is a component that can’t be ignored during the management and execution of
business processes in real life. There are many excellent reviews in the literature dealing
with the related problems. [1] introduces time into workflow as a dimension and presents
a concept temporal workflow. [2] revisits a serious works of workflow time management
and summarizemain topics of this field.Moreover, time is also associatedwith work effi-
ciency and service quality which has become the focus of public attention. The research
on temporal conceptual modeling, planning, scheduling or assignment of workflow has
made great progress especially in best-effort scheduling to improve average completion
time of each case.

However, chasing the minimum average completion time can’t meet the stability of
QoS probably. Several researchers have proposed some creative and meaningful ideals
as inspiration for the temporal task assignment problem, especially resource selection
criteria, such as task priority [3, 4], resource competence [5, 6], preference [5], workload,
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resource time availability [5, 25], etc. What they mainly focus on during the scheduling
is the process dimension aiming at finishing each task as soon as possible. In the current
study, the deadline of a case is often defined by the task duration time and agents finish
their work list according to “first come, first served” rule without distinguishing the time
requirement of different cases. Furthermore, the scenario discussed or experimented in
most research is usually one process with multiple instances while multi-process and
multi-cases with resource competition is much closer to real-life business scenario.

Therefore, we will argue the following aspects in this work.
Firstly, it must also be mentioned that stability is an important indicator of QoS

so we use on-time completion rate as our evaluation criterion in our experiments. [7]
mentions on-time completion rate becomes one of the most important QoS dimensions
that pervade the design, development, and running of business process management
systems in data flow. Some works [8, 9] use the success rate of process instances or
time-targeted that is similar to on-time completion rate in this work.

Secondly, every case has its life cycle and varies from different emergency level. That
is, each case may be normal, slack or urgent. For instance, given a process, obtaining a
passport, which contains several procedures (tasks), common approaches only concern
about time constraint of each task and tend tomake best-effort scheduling on each task to
finish the case as soon as possible. It is likely to lead to congestion with finite resources.
Besides, in our daily life we often determine a case deadline first and then arrange the
tasks instead of in reverse order. Most research define case deadline by the deadline of its
task and ignore the independent life cycle of the case. Much research describes temporal
constraints on task or activities in detail while few research pays attention to giving a
global view of the temporal constraints of three dimensions (process, task and resource)
during the task assignment. In this work, we try to explain the task assignment strategy
by considering temporal constraints for three dimensions of the workflow model.

Thirdly, there generally exist parallel working processes in enterprises, thus having
resource conflicts among them [10]. Somulti-process andmulti-case are an indispensable
consideration of the task assignment in the man-involved business process. In Sect. 4,
we validate our strategy under a multi-process and multi-case circumstance.

Therefore, we aim to propose a flexible strategy based on temporal constraints for
different dimensions of the man-involved business process in order to increase the on-
time completion rate in this work. We achieve this by answering the following research
questions:

1. How to represent the needed temporal constraints used in the assignment, including
both static and dynamic properties?

2. How to choose a resource to assign that cases can be finished on time as many as
possible in order to increase the on-time completion rate in the multi-process and
multi-case scenarios?

3. How to make some efforts to avoid the time violation during the assignment?

The rest of this paper is organized as follows. Section 2 defines the needed temporal
constraints used in the strategy. Section 3 explains the full strategy we proposed using
the former temporal constraints. Section 4 shows experiments of different situations
comparing with typical algorithms. In Sect. 5, we provide an overview of prior studies
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closely related to our work. Finally, Sect. 6 concludes the paper with a summary and
outlook in Sect. 6.

2 Research Problem and Temporal Constraints

Workflow model has three dimensions: process dimension, case dimension and task
dimension [11]. In this section, we make a description of our problem and give the
definitions of temporal constraints for three dimensions of workflow model, which will
be used in the following sections.

2.1 Problem Description

Given a group of process instances I ={case1, case2, case3, …, casen}, whose arrival
obeys a certain probability distribution. I may come from different processes. For casei,
it has a series of work items that are created one by one during the running cases and each
work itemwill be assigned to one participant to execute using task assignment strategyπ.
When casei is finished, it turns into a finished case σi. The temporal constraints become
one of the dimensions in temporal workflow model, which leads to the requirement of
presenting, calculating and refreshing temporal information.

casei
π→ σ i

Just as the questions we put forward in Sect. 1, the main problem of this paper is
to consider the temporal constraints for different dimensions of workflow model, the
priority of work items and the capabilities and history properties of resources syntheti-
cally and assign each work item to a certain participant, aiming to increase the on-time
completion rate of the workflow system.

Note that we pay attention the individual and historical properties of resources (i.e.,
capability, preference, experience, etc.) and not take too much social properties like
collaborations into considerations in this work.

2.2 Temporal Constraints

Process, case, task and resource all have temporal constraints in temporal workflow. A
task is reflected as a work item or activity in the running case. We use work item to
denote the specific task in the following sections.

Based on the actual observation in practice and a review of the workflow literature,
temporal constraints for three dimensions of workflow model are proposed as follows.
We use parts of definitions in related works [17, 18, 20] as basis of our concepts and pay
more attention to the real scenario to enrich our definitions.

3 Assignment Strategy

To solve the problemmentioned above, a newwork item scheduling strategy is needed. It
should consider the dependency of tasks, the dependency of resources and the availability
of resources and finally reach a best result.
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In the workflow system, work items will be created after starting a case. In order to
use the strategy in this article, the strategy can be split into two steps. Recognize the
priority of the work items and decide which one to assign using the two-level feedback
queue triggering algorithm. Then, select a local optimal resource from the candidates to
finish the work item, considering the dependency of resources and work items as well
as the availability of resources.

The outline of this strategy is shown in Fig. 1. We’ll walk through these steps in
detail in the upcoming section.

Fig. 1. Outline of the strategy

3.1 Recognize the Priority of Work Item

Awork item is an instance of a task in a case. Here, the priority of work item depends on
the criticality of task. Some works [3, 4] have mentioned the priority or the preference
for the task during the scheduling. Tasks can be categorized into critical task and normal
tasks in this work according to whether it’s on the critical path and whether it’s timeout
in the past.

Definition 1. (Critical Task) Critical task includes critical path task and once-timeout
task. Any task that is included in critical path is called critical path task [26, 27]. Task
that has ever expired the latest start timer or the latest finish timer is called once-timeout
task.

Definition 2. (Normal Task) A task in this work is either a critical task or a normal
task.

In addition to whether it’s a critical task, the extent of delay will affect the priority
of work items. Therefore, we add a delay rate property to work item. The definition is
as follows.

Definition 3. (Delay Rate) For any work item w, its delay rate is:

dr(w) =
{
100(t − w.rst)/(w.lst − w.rst), t < w.lst

100, t ≥ w.lst
(1)
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where w.rst is regular start time, w.lst is latest start time, w.et is execute time and t is
current time. As a result, dr(w) < 0 means that the work item w begins earlier than
expected. On the contrary, 0 < dr(w) < 100 means that the work item w is late than
expected. A work item has higher priority if it is critical and it has a higher delay rate.

3.2 Two-Level Feedback Queue Triggering Algorithm

Wedesign theTwo-level FeedbackQueueTriggeringAlgorithm to handle thework items
in the waiting queue. Based on the situation of multi-case scheduling, the assignment
algorithm is periodic. Parameters include InitialDelay and Period Interval, which can be
changed. Initial Delay indicates the interval before the first assignment. Period Interval
indicates the interval between two adjacent assignments.

This algorithm is based on themultilevel feedback queue scheduling algorithmwhich
has the advantage that work items with high priority can be handled first even if they
reach late. Figure 2 shows how it works.

Fig. 2. System assignment queue

The algorithm firstly adds the newly created work items into Q1, which is the high
priority queue. Then it triggers the task dispatcher and starts a assignment periodically.
During the assignment, the work items in Q1 will be assigned front the head of Q1 one
by one while putting the unqualified work items into Q2, the lower priority queue. For
the waiting items inQ1, an item is qualifiedmeans it satisfies at least one of the following
conditions:

1) 0 < dr(wi) < 100
2) the work item is critical and dr(wi)≤ 100while there are non-critical or non-flexible

resources in resource candidates set. (The definition of critical resource and flexible
resource are shown later in Sect. 3.3)

Algorithm 3–1 is the pseudo code for the Two-level Feedback Queue Triggering
Algorithm.

3.3 Locally Optimal Resource Selection Algorithm

Resources are divided into critical resource, flexible resource and normal resource in
our paper.
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Definition 4. (Critical Resource) Any resource whose work list contains allocated task
or start task with delay rate larger than 80% is a critical resource.

Definition 5. (Flexible Resource) Any resource with multiple roles is a flexible
resource.

Definition 6. (Normal Resource) Any resource that is neither a critical resource nor a
flexible resource is a normal resource.

In order to select a local optimal resource, we define a formula to calculate its average
capability.

Definition 7. (Average Capability of Resource) For any resource r, its average
capability for task t is:

ar = f (r.workload, r.historicalExecuteTime(t)) (2)

where r.workload is the current of r, r.historicalExecuteTime is r’s histroical average
execute time of task t and function f is:

f =
{ −historicalExecutionTime(t), workload = 0
0.7 ∗ workload + 0.3 ∗ historicalExecutionTime(t), workload �= 0

(3)

During the running ofworkflow system, itmaintains a Task-Role (TR)Denpendency
Graph in which depics dependency between task and task, dependency between task
and role and dependency between role and resource. Using the strategy in Sect. 3.4, we
can get a resource candidate set R(wi) from TR graph.

An example of graph is shown in Fig. 3. Task 1 (t1) and task 2 (t2) are executed by
the participants of role 1 (r1) while task 3 (t3) corresponds with role 2 (r2). Participant
1, 2, 6 (p1, p2, p6) belongs to r1 and participant 3, 4, 5 (p3, p4, p5) belongs to r2. Note
that p3 is flexible resource. For instance, if R(w1) can not contain flexible resource then
R(w1) = {p1, p2, p6}.

Given a work item w and its resouce candidates set R(w), we can calculate the
capability of each resource using formula (2). For resource set R1(w) = {r|r ∈ R(w), ar
< 0}, choose the participant with largest ar if R1(w) is not empty. Else, for resource set
R2(w) = {r|r ∈ R(w), ar = 0, choose the participant randomly if R2(w) is not empty. If
both R1(w) and R2(w) are empty, choose the pariticipant with smallest ar as the optimal
resource. Algorithm 3–1 is the pseudo code for the Local Optimal Resource Selection
Algorithm.
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Fig. 3. A task-role graph example

3.4 Push & Pull Combination Scheduling Strategy

Task Dispatcher will start scheduling work items after the Two-level Feedback Queue
Triggering Algorithm picks one to assign. While scheduling, the dispatcher chooses the
participant to assign the work items from the resource candidates set R(wi). This section
introduces how to get R(wi) and the corresponding scheduling strategy in different
situations.



Research on Temporal Workflow Task Assignment Strategy 155

1) For a normal work item wi:

a) If, dr(wi) ≤ 0, wi are in a slack status. Then the work item will be offered to
all participants who belong to the specified role and waiting for a participant to
accept it, which is to pull work items.

b) The critical resources and the flexible resources will be excluded from R(wi)
first. They are reserved for the future critical work items. Then participants
that are estimated not to be able to start or finish work item in time will be
excluded from R(wi). And it finally returns a new candidate set R(wi)

′ from
which the dispatcher chooses a participant if 0 < dr(wi) < 100 The dispatcher
chooses participant from the original R(wi) if R(wi)

′ is empty. After choosing
the participant, dispatcher makes it accept the work item directly, which is to
push work items.

2) For a critical work item wi:

a) The critical resources will be excluded fromR(wi) first and then participants that
are estimated not to be able to start or finish work item in time will be excluded.
It returns a new set R(wi)

′ for dispatcher to choose a participant. The dispatcher
chooses a participant from the original R(wi) if R(wi)

′ is empty. Dispatcher
makes the participant accept the work item immediately if dr(wi) ≤ 0. It’s to
push work items.

b) Else it makes the participant start work item at once.

To evaluate whether a participant can start before latest start time of work item or
finish before latest finish time, the algorithm calculates the start timepoint and finish
timepoint according to the known availability of participants and execute time of the
work item.

4 Experiments

4.1 Evaluation Criterion

We use the on-time completion rate (OCR) as a criterion to evaluate the performance of
different algorithms. The set of completed cases in one test case is denoted by CCase.
For any case σ ∈ CCase, the OCR of σ is the ratio of the number of completed cases
on time nσ to the number of total cases N. CCT(σ ) is the processing time of case σ and
σ .cvt is the valid time of case σ .

OCR = nσ

N
,CCT(σ ) ≤ σ .cvt

4.2 Experiments Plan

OCR is used as the evaluation criterion explicitly in [5] but it is used in the field of data
flow. [6]mentions the success rate of process instances but it doesn’t take the dependency
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between resource role and task into consideration. Most of other similar strategies are
experimented in different specific environment or without engineering experiments. As
a result, it’s hard to compare with the results of other methods and we plan to make
comparisons with three typical scheduling algorithms.

We evaluate our strategy on YAWL system (a workflow system based on Java) by
comparing with other three algorithms of YAWL: Random Assignment (RA), Fastest
Complete Assignment (FCA) and the Shortest Queue Assignment (SQA).

Firstly, we design a resource organizational model shown as Fig. 4 taking real energy
company as a reference for our experiments. It contains the department, position, role
and capacity for each participant. There are 5 customers, 6 customer-service staff, 6
maintenance directors, 6 maintenance managers, 6 junior engineers, 5 scheduling clerks,
5 designers and 7 senior engineers; 2 purchasing directors, 2 purchasing managers, 2
inventory analysts, 2 purchasing analysts and 5buyers.Andwe set 4 participants hold two
positions to be flexible resources in some time. They are set between senior engineer and
maintenance director, senior engineer and maintenance manager, purchasing manager
and maintenance manager.

Fig. 4. Resource organizational model

Secondly,weuse 2 processes for our experiments. Process 1,maintenance, is showed
as Fig. 5, which contains six workflow control mode (i.e. Sequence, Parallel Split, Syn-
chronization, Multiple Choice and Synchronizing Merge). The effective time of the case
is 3 days or 72 h and each task will be processed for 2 h. Process 2, purchasing, is
showed as Fig. 6. The main purpose of the process design is to compete with the tasks
of the maintenance process, and to analyze the ability of the 4 strategies to handle the
bottleneck resources.
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Fig. 5. Maintenance process

Fig. 6. Purchasing process

Time constraints of human resources are set as: work days are from Monday to
Friday and work hours a day are from 9:00 to 12:00 and from 14:00 to 18:00. To get
more convincing results, two flexible participants are set private holidays from 9:00
to 12:00 for one day and another two are set extra work from 18:00 to 21:00 for two
days. Besides, our processes may arrive through the public holidays for 3 days. We
use coefficients, from 0.5–1.0, multiplying by task expected execution time (the result
will be within the task max and min execution time) to simulate different participants
with different capacities. We launch 10, 26 and 50 cases (50% of Maintenance Process
and 50% of Purchasing Process) respectively in two hours, which corresponds to light,
medium and heavy load with the limited resources. In the case of each load, the historical
records of each participant are generated with the progress of the experiment. Then, we
simulate 10 times for each strategy and take the mean value as the result shown as
Table 1.

Table 1. Experiments results

Case number New strategy RA FCA SQA

10 100% (10/10) 31% (3.1/10) 63% (6.3/10) 80% (8/10)

25 95.6% (22.8/25) 28.1% (7.3/26) 50% (13/26) 50.8% (13.2/26)

50 44.8% (22.4/50) 12.6% (3.4/50) 25.6% (12.8/50) 22.6% (11.3/50)

4.3 Results and Observation

The results of experiments are shown as follows. Table 2, 3 and Fig. 7, 8 show the
experiment results of different load, with the X axis showing the order and the Y axis the
number of completed cases. Table 1 shows the overall results, it can be inferred that the
RA is unstable because it chooses the resources randomly. Both FCA and SQA perform
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better than RA and our strategy performs more effectively than other three regardless of
light or high load. Reasons are summarized as follows:

1) The ORC of our strategy reaches around 100% in the light load with coordinating
the temporal constraints, historical record and capacity of resources. Later cases can
refer to the previous timeout record and the capability values of each resource to
learn from failure experiences.

2) When system load is high, the OCR of our strategy is imperfect. Because of a
huge gap between the number of work items and resources, the large workload of
resources causes the waiting time of latter work items will be longer and resources
cannot be released in time so that many cases can’t be finished before their valid
time. According to the results, the maximum capacity of this organization may be
around 25 cases.

3) We can find a tendency that the results are often lower at first, then increased and
finally steady in three situations because at first there is no historical records as
a reference for the strategy. With the progress of the experiment, it can use these
records to select a more appropriate resource.

In conclusion, we argue that our strategy can improve the OCR significantly in
comparison with the other three typical strategies.

Table 2. Results of light load

1 2 3 4 5 6 7 8 9 10 Average

RA 2 5 0 3 0 2 1 5 5 8 3.1

FCA 7 7 8 6 6 6 7 6 5 5 6.3

SQA 9 8 8 8 8 7 8 7 9 8 8

New strategy 8 8 9 10 10 10 10 10 10 10 10

Table 3. Results of heavy load

1 2 3 4 5 6 7 8 9 10 Average

RA 0 2 4 3 0 4 1 11 9 0 3.4

FCA 15 13 10 11 13 13 13 13 14 13 12.8

SQA 12 15 10 14 12 10 12 9 11 8 11.3

New strategy 23 26 24 20 22 24 23 19 22 21 22.4
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5 Related Works

Managing temporal requirements is important for business processes management. This
has led to a number of researches on temporal workflow in many aspects. Many pro-
posals have been put forward to address various aspects of temporal workflow including
temporal information representation and scheduling. In this section, we first introduce
temporal constraints modeling, then discuss the task assignment strategies from three
aspects: selection criteria, resource behavior and intervention strategies.

Temporal Constraints Modeling. The topic of the management of temporal aspects in
the definition of workflows has been only considered by the literature recently. Eder
et al. [17–19] has made a serious works of the temporal properties. [17] specify the
temporal properties for a task (namely, “activity node”), considering the duration, and
the earliest finish and latest finish times, and extend the model by adding the best and the
worst case of execution to cope with possible conditional branches [18]. The earliest and
latest finish times of activities adopted in this work is proposed in [18]. More deeply,
a technique for modeling, checking and enforcing temporal constraints in workflow
processes containing conditionally executed activities is proposed in [19]. Combi et al.
[20] defined a taxonomyof temporal constraints including task constraints, schedule-task
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constraints and inter-task constraints at design time. In our work, the constraints, Task
Max Execution Time, Regular Start Time are similar with ExpectedTaskDuration and
MaxTaskDuration put forward in [20]. To be better understood and for convenience of
our strategy, wemake some changes.We ignore the schedule-task constraints in ourwork
because it ismuch smaller than the execution time. Its soft deadline andfirmdeadline also
inspire us to make escalation time of the work item during the assignment to monitor the
execution. [21] presents an approach for evaluating dynamic temporal constraints during
process execution. Few research pay attention to the actual life especially in resource
dimension. Researchers [25] noted that resource temporal constraints can be divided into
available and unavailable at design time while actually the resource will change his time
temporarily during the execution of the case. In this work we discriminate the resource
availability and the static or dynamic constraints. [22] discussed how to manage six time
constraints in the critical path of a workflow process and proposed two algorithms to
determine the critical path of a whole workflow process during build time and run time.

All these conceptual modelling makes a good reference to the planning and
scheduling works.

Assignment Strategies. [12] describes how to handle temporal constraints in workflow
model for planning and scheduling. Other research [13] proposed three kinds of business
process scheduling algorithm based on the availability of resource, including Min Gap,
Dynamic Local Optimization andDynamicGlobal Optimization. [14–16] notice the task
selecting algorithm for participant in the work cycle and discuss the temporal constraints
during the scheduling.

Selection Criteria. Role-based and the measurement of the resource are the common
thoughtswhen selecting a resource. [25] proposes a temporal workflow scheduler which
considers most temporalities affecting task assignment policies. The time constraints of
resources in [25] are divided into availability and unavailability and in their algorithm,
they consider the selection criteria in the following order: role, effective availability,
number of unavailabilities, presence at task start and task completion time. Using task
preference, [3] designs a mechanism to provide dynamic resource support in multi-
instance contexts, making the study more comprehensive and realistic. [23] proposed a
multi-criteria assessment model (i.e., capabilities, social relationships and task relation-
ships) capable of evaluating the suitability of individual workers. And in our work, we
also consider the workers with different skills and expertise may share the same role
in an organization while what we emphasize is their time contributions to the whole
system.

Resource Behavior Measurement. [5, 6] tried to measure resource behavior based on
process mining. Presents an approach of measuring resource behavior from four impor-
tant perspectives, i.e., preference, availability, competence and cooperation. Aalst et al.
[6] present a framework for analyzing and evaluating resource behavior through mining
event logs with new categories: skills, utilization, preference, productivity and collabo-
ration. Some other research also has measure the resource capacity by statistical method.
In our work, we focus on the experience of the resource.
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Intervention Strategies. Some approaches provide flexibility solutions in order to adapt
a process thatmay potentially violate the case life cycle.Wepreserve the flexible resource
for urgent cases and in this work we haven’t discuss the intervention strategies in detail.
In our experiment, if a work item is timeout, the managers will get the alarm and make
decisions for compensation. [21] mentioned some design time and runtime intervention
strategies. For the same purpose, [24] proposes a framework, 3D (detect, decide, do)
approach for deadline escalation from four perspectives: process, task, data and resource,
which extends the ECA (event-condition-action) rules approach.

6 Conclusion and Future Works

In this paper, we propose a task assignment strategy considering of temporal constraints
for case, task and resource dimension of the workflow model at the same time and pay
attention to the on-time completion rate of man-involved process, which may meet the
needs of task assignment in actual life and increase the flexibility of the work flow
system. Besides, our experimental results show that our strategy can be more effective
in the situation of multi-process and multi-case.

What’s more, the social and psychological attributes (such as work pressure, col-
laborations, etc.) of human resources can also directly affect the efficiency of business
processes. The task assignment strategy of this paper focuses on the individual attributes
(such as capability and historical experience) of resources. In future work, the flexibility
of human resources can be taken into consideration in the improved algorithm. How to
compare with similar methods persuasively is also a problem worth considering in the
future.
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Abstract. With the upgrading of industrial manufacturing, industrial control sys-
tem (ICS) is gradually changing from closed island to open, and it adopts network
automation. Meantime, this change brings many risks and constant threats to ICS
security. ICS is widely used in many fields closely related to people’s livelihood.
Once the ICS in these fields is threatened, it may cause very serious consequences.
As an active system security protection technology, intrusion detection technology
can effectivelymake up for the shortcomings of firewall and other traditional secu-
rity protection technologies. It is considered as the second security defense line of
ICS. In view of limited resources of ICS equipment, there are no more resources
to store the intrusion feature database and carry out complex calculation, this
paper proposes an intrusion detection algorithm of ICS based on improved bloom
filter (IDA-ICS-IBF). The experimental results show that the IDA-ICS-IBF algo-
rithm has lowmemory occupation, fast detection speed, and can be applied to ICS
environment.

Keywords: Intrusion detection · Industrial control system · Bloom filter ·
Misuse-based

1 Introduction

Nowadays, all the industrial powers worldwide are trying their best to build industrial
Internet, and based on industrial Internet platform, they are exploring new models for
the transformation of industrial manufacturing industry to intelligent and digital. At
present, several major industrial countries focusing on this transformation have not
released relevant security documents, but they all emphasize the importance of ICS
and infrastructure security [1]. ICS is widely used in many fields closely related to
people’s livelihood, such as natural gas, electric power, petroleum and petrochemical,
civil aviation, urban rail transit, urban water supply and heating, etc. [2, 3]. Once ICS is
threatened, it may cause serious consequences, and even threaten national security.

In 2010, Iran’s nuclear power plant was attacked by the “Stuxnet” virus, resulting
in the leakage of radioactive materials [4]. In 2011, the urban water supply system of
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Illinois was invaded, resulting inwater supply pump. “Duqu” virus collected intelligence
data from ICS manufacturers. “Conficker” virus attacked control system of Daqing
Petrochemical refinery. In 2017, “WannaCry” virus ravaged the world.

However, “Stuxnet” virus has really attracted attention from many countries for ICS
safety, and some research results were obtained. For example, the US published relevant
guidance literature and standards, and established several key ICS labs, such as Sandia
National Lab. and Idaho National Lab. NIST has also issued safety standards in ICS
field, which are constantly updated with change of safety situation.

Traditional intrusion detection has many problems, such as incompatibility of proto-
col type, complexity of computation, long detection time and large memory occupation.
Therefore, traditional intrusion detection cannot be directly applied to ICS. To sum up, it
is an urgent problem to design and develop an intrusion detection systemwhich can effec-
tively ensure ICS security. In order to overcome the above problems, this paper proposes
an intrusion detection algorithm for ICS based on improved bloom filter (IDA-ICS-IBF).
The main contributions are as follows:

1. This paper applied bloom filter to intrusion detection in ICS. Bloom filter is a kind of
data structure with high space efficiency. Its bottom layer is composed of a bit array,
so memory occupation of Bloom filter is very small, which can meet requirements
of limited storage resources of ICS. Moreover, the query of Bloom filter is realized
by a set of hash operations, and its detection speed is faster than string matching and
other algorithms, and the hash operation is relatively simple, so bloom filter is also
suitable for high real-time and computing resource limited environment.

2. In order to further improve the query speed of Bloom filter, this paper uses one hash
operation and a set of bit operations instead of multiple hash operations in standard
bloom filter to implement bloom filter.

The rest of the paper is arranged in the following manner: Sect. 2 presents the review of
literature, Sect. 3 presents the methods and materials used by the current study, Sect. 4
contains the results and analysis, and Sect. 5 concludes the paper.

2 Related Work

Intrusion detection of ICS is mainly divided into four categories: misuse-based
(also known as signature-based, feature-based) detection, anomaly-based detection,
specification-based detection, and mixed detection [5]. The misused intrusion detec-
tion technology [6, 7] firstly analyze and summarize attack behaviors and features, and
then establish attack feature database [8]. Finally, the matching technology is adopted to
match and compare the data to be detected, so as to detect the intrusion behavior.Misuse-
based intrusion detection has a high detection rate for known intrusion types [9], but
it can’t do anything for unknown intrusion behaviors [10]. Anomaly-based intrusion
detection firstly establishes database of normal behavior, and then matches the behavior
to be detected to find abnormal behavior data. It can detect unknown attacks [9, 11], but
its detection rate is low. The hybrid intrusion detection method is the combination of
the above methods, which can detect new attacks and ensure the detection rate at a high
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level, and further improve detection effect. Although there are many researches imple-
menting intrusion detection based onmisuse and anomaly, considering limited resources
and high real-time features of ICS, it is difficult to apply any of them, and impossible
to use them at the same time. Therefore, this paper deeply discusses intrusion detection
technology based on misuse, and proposes an intrusion detection algorithm based on
misuse.

In 2018, Farhad et al. [12] studied how hackers use sensor channels to sendmalicious
commands to ICS, and proposed to use these sensing channel information to generate
corresponding intrusion features. However, it is only carried out in experimental envi-
ronment, and only realizes detection of some injection attacks, and does not explain
detection effects. Menachem [13] proposed a distributed intrusion detection framework
based on intrusion feature in IOT field in 2020. Considering poor computing power,
limited memory size and storage space of IOT devices, they proposed a string matching
technology framework that can adapt to IOT environment. However, the detection speed
of the framework and the storage space of intrusion feature database still have room for
improvement, and it is not suitable for ICS environment. Jayashree [14] et al. proposed
an intrusion detection system based on KMP (Knuth Morris Pratt algorithm) for wire-
less sensor network (WSN) environment. In this system, the intrusion feature database
is composed of a series of feature strings. Although the algorithm has a high detection
rate, the memory occupation of intrusion feature database is large and detection speed
is slow. According to the fact that most network packets will not match any signature in
intrusion detection system,Weizhi [15] proposed an intrusion detection algorithm based
on blockchain and single character frequency exclusive signature matching (ESM). The
main idea of ESM is to identify the mismatches in the process of signature matching, not
to find the exact matching. Although experimental results show that detection time can
be reduced by 16% to 32.5%, however, it can be concluded that this intrusion detection
method occupies a large amount of memory and detects intrusion slowly. Firoz et al.
[16] proposed a hierarchical feature-based computer network intrusion detection sys-
tem. According to the intrusion frequency as the priority, the system divides intrusion
feature database into several different priority databases. In order to improve detection
efficiency, priority is matched from high to low. Although the system improves detection
efficiency to a great extent, memory space occupied is large, and computing resources
required are also high.

To sum up, the existing intrusion detection technology based onmisuse has problems
of large memory occupation and complex calculation of intrusion detection, which can
not meet the resource limitation and high real-time requirements of ICS.

3 The IDA-ICS-IBF Algorithm

3.1 Intrusion Signature of ICS

The data set used in this experiment is the public data set published by Mississippi
State University in 2014 [17]. The data set includes the data collected by SCADA in
the laboratory level ICS. The data comes from network application layer of natural
gas pipeline control system. The data includes normal data and intrusion data. The
normal data includes network traffic, process control and process measurement data
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during normal operation. The abnormal data contains four types of attacks, namely
reconnaissance, response injection, command injection and denial of service (DoS).
These attacks can be subdivided into seven sub categories, including 27 different attacks.
In the above data sets, each data has a category label, and the rest includes 26 features.
As shown in Eq. (1), f i represents the feature and y represents the label .

D = {f1, f2, . . . , f26, y} (1)

Reconnaissance attack is usually used by attackers to obtain information on SCADA
system, and can reflect network architecture of system and collect equipment infor-
mation. The response injection attack injects or changes the response packet, and sends
errormessage to response device to interferewith normal operation of system.Command
injection attacks force the system to change execution state by sending error messages,
which will affect normal operation of system. The purpose of DoS attack is to exhaust
the resources on device, resulting the device cannot run normally.

Each type of attack has a specific mode. In terms of function code scanning attack, in
Modbus protocol, function code is used to represent the function of information frame,
that is, to tell the requested device what task to perform. Three types of function codes
are defined in MODBUS specification, which are public function code, user-defined
function code and reserved function code. Therefore, the blacklist of function codes can
be established according to the function codes supported by the server, and the function
codes not supported by the server are in the blacklist. Each unsupported function code
of the server corresponds to a feature of the function code scanning attack. The features
of the function code scanning attack are as follows:

FuntionCode : Invalid FunctionCode

(FunctionCode ∈ FunctionCode Black List)

Other types of attack features are similar. As shown in the following formula, each
attack feature consists of two parts, namely, the field type and the corresponding value
of the field.

Field type : Value

3.2 Improved Bloom Filter

Although bloom filter is a data structure with high space efficiency and high time effi-
ciency, considering the high real-time requirements of ICS, this paper uses single hash
combined with bit operation to improve bloom filter. It is the same as the idea of standard
bloom filter, which improves the matching speed by sacrificing a certain accuracy. The
matching speed of standard bloom filter depends on the number k of hash functions and
the complexity of hash functions, and has nothing to do with the amount of data. The
function of hash function is to map the data to different bits of bit group evenly. There-
fore, in order to ensure that the error rate of Bloom filter is at a low level, in practical
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application, hash function usually takes multiple. Considering that the speed of in place
operation is higher than that of hash operation, and bit operation can also make the data
evenly mapped to different bits of bit group. Therefore, this paper uses bit operation
instead of hash operation to improve the bloom filter, in order to improve the matching
speed of Bloom filter.

The standard and improved bloom filters are shown in Fig. 1. The standard bloom
filter uses a set of hash functions for element insertion and query. When inserting,
the values of the bits corresponding to the calculation results are changed to 1. When
querying, it is judged whether the values of the bits corresponding to the calculation
results are all 1. The improved bloom filter not only uses hash operation, but also uses a
group of bit operations in element insertion and query. The original hash function of a
group is replaced by a hash function and a group of bit operations. The hash function is
used to generate an intermediate value, and the bit operation is to map the intermediate
value to different positions of the bit group. When the improved bloom filter inserts an
element, it first performs hash operation on the element to get a hash value, then performs
k-group bit operation on the hash value, and finally gets k values corresponding to 1.
When the improved bloom filter is used to query elements, the calculation method is the
same as that of insert. Finally, it is judged whether the values on the corresponding bits
of the calculation results are all 1. It can be seen from Fig. 1 that the mapping method of
the standard bloom filter is X → Y, while the mapping method of the improved bloom
filter is X → Y → Z. Many bit operations can be used in the mapping of Y → Z. The
methods used in this paper are as follows:

1. If the length of the bit array is 2x, the hash result of the data d to be inserted is T;
2. Shift T to the right for i bits and add a prime number to get t;
3. XOR T and t, and take the last x bits as the result s;
4. Set the value at s address to 1;
5. Judge whether i is greater than k. if i is less than k, repeat step 2. If i is greater than

k, it ends.

Fig. 1. Standard and improved bloom filters.
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In the process of inserting as mentioned above, only one hash operation is performed
on the inserted data to obtain the hash value of the data h(x)=R, and then the bit operation
and XOR operation are performed to set the calculated values at k positions to 1. The
method of searching is similar to that of inserting. If the calculated values of k positions
are all 1, the data is considered to exist in the improved bloom filter; On the contrary, if
at least one position is not 1, it is considered that the data does not exist in the bloom
filter.

3.3 Intrusion Feature Database

Taking bloom filter as the intrusion detection database of ICS, we need to define a bit
group A with the length of m (according to the actual situation), select a hash function
H = h1, and extract all the intrusion data F = {f 1, f 2,…, f n} (1 ≤ i ≤ n). Secondly, the
extracted features in F are stored in the improved bloom filter, as shown in Fig. 2. The
steps of storing the data in the improved bloom filter are as follows:

1. Initialize bit group A, and set all positions in it to 0;
2. The hash function will be operated in turn by f ito get the intermediate value Gi;
3. The intermediate value Gi is carried out by bit operation in turn, and the obtained

values are mapped between [0, m-1], and finally k results b1(Gi), b2(Gi),…, bk(Gi)
are obtained;

4. Check the value of corresponding positions in digit group A, i.e. A[b1(Gi)],
A[b2(Gi)],…, A[bk(Gi)]. If the value of corresponding position is 0, set it to 1;
If the value in the corresponding position is 1, no modification is made;

5. Repeat steps 2 and 3 until all intrusion features are mapped to bit group A.

Fig. 2. Example of IBF storage and query.

The data stored in industrial control intrusion database based on the improved bloom
filter is only the mapping of real data, not real data. No matter the intrusion features are
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“address: 0x0f”, “function code: 0x03” or “exception code: 05”, they are only represented
by k bits with a value of 1 in bloom filter, and some bits are used by multiple elements,
Therefore, it can greatly improve the utilization of space.

3.4 Intrusion Detection

The detection process of industrial control intrusion detection based on Bloom filter is
similar to the above writing process, as shown in Fig. 3. Firstly, the industrial control
data packet to be detected is processed, and the effective data fields are extracted, such
as Function Code, Address, Setpoint, Pump, relief Value, and these fields are regarded
as a set to be detected C = {c1, c2,…, cj} (1 ≤ i ≤ j). The detection steps are as follows:

1. Initialize count to 0;
2. The field to be detected ciis operated on the above hash function to obtain the

intermediate value Gi;

3. The calculatedGi is mapped between [0, m-1] by bit operation, and finally, k results
are obtained b1(Gi), b2(Gi),…, bk(Gi);

4. Check the values of corresponding positions in digit group A, i.e. A[b1(Gi)],
A[b2(Gi)],…, A[bk(Gi)]. If the value of corresponding position is 1, add 1 to the
count value. If the value of corresponding position is 0, no operation is performed;

5. Judge whether count is equal to number of hash functions k. if count and k are equal,
it means the data to be detected exists in the database, that is, the behavior is an
intrusion behavior, and detection ends; If count and k are not equal, go to step 5;

6. Repeat the above four steps until all data in the set to be detected are detected.

In a word, if the value of detected data in the corresponding position of array is 1
after hash function calculation and bit operation, the detected data is considered to exist
in intrusion feature database, that is, the data is intrusion data. If the data is judged as
intrusion data, the request is directly identified as an intrusion behavior, and the detection
ends without detecting the remaining elements. On the contrary, if it is normal behavior
data, it needs to detect the elements to be detected in turn, and all the detection results
are normal, then it can be judged that this time is normal behavior.

Intrusion detection based on improved BF cannot only reduce memory occupation
of intrusion feature database, but also improve detection efficiency in some level. For
each element in set C to be detected, time complexity of each detection is O(k), and k
is the number of bit operations. For the whole set C, its detection time complexity is
O(n), n is the number of elements in set C to be detected, and the optimal detection time
complexity is O(1), that is, the first element in set C is the intrusion feature.

4 Experiment and Analysis

This sectionmainly evaluates the performance of IDA-ICS-IBF through experiments and
comparison with other three intrusion detection algorithms (Menachem [13], jayashree
[14], Weizhi [15]). The experimental environment is java8, and result graph is drawn by
python. The data set used is the public data set released by Mississippi State University
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in 2014, and the data has been annotated. The experiment will evaluate IDA-ICS-IBF
from the following aspects: detection time efficiency, memory occupation, accuracy,
false alarm rate, and missing report rate. Memory occupation refers to the size of mem-
ory space required by intrusion feature database; Accuracy represents the proportion
of data whose results are consistent with the actual results; False alarm rate indicates
the result detected is abnormal behavior data, which is actually normal behavior data,
accounting for the proportion of total normal behavior data;Missing report rate indicates
detection result is normal behavior data, which is abnormal behavior data, accounting
for proportion of total abnormal behavior data.

The parameters involved are shown in Table 1, where b represents average storage
space occupied by each intrusion feature, in bytes. The default encoding mode of experi-
mental environment is UTF-8, with English and Chinese characters accounting for 1 and
2–3 bytes respectively. The detection process is simulated by multiple devices, where d
represents number of simulated devices and used in Menachem [13].

Table 1. Experimental parameters.

Parameter name Meaning Value

n The number of intrusion
features

50–2500

q Detection times 102–105

k Number of bit
operations

12–14

b Size of intrusion feature 11–49

d Number of analog
devices

4

4.1 Improving Query Speed of Bloom Filter

As can be seen from Fig. 3, for query operation, the query speed of the improved bloom
filter (IBF) is much better than that of the standard bloom filter (BF). And as shown in
Fig. 4, the error rate of the improved bloom filter is similar to that of the standard bloom
filter, but the query efficiency has been improved to a certain extent.

4.2 Improving the Performance of Bloom Filter

In the web field, there is no high requirement for detection time efficiency. However, due
to high real-time requirements of ICS, it is one of the important indicators to measure
intrusion detection algorithm. The parameters that affect detection time include features
number in database and detection times. This section evaluates the average detection
time efficiency of IDA-ICS-IBF from above two dimensions.
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Fig. 3. Comparison of query speed between
IBF and BF

Fig. 4. Comparison of false alarm rates of
IBF and BF.

The first group of experiments evaluated detection time efficiency from detection
times. The overall detection times of four algorithms increases with the increase of
detection times, but increase degree is different. n is set to 400, k is set to 14, and
detection number is increased from 102 to 105. In Fig. 5, IDA-ICS-IBF has the fastest
detection speed, and themore detection times, the greater the gap.When it is 102 queries,
detection time is 14.29%, 9.09% and 16.67% of other three algorithms. When it is 105

queries, the average detection time of IDA-ICS-IBF is the shortest of 9.70%.
The second group of experiments evaluated detection time efficiency based on fea-

tures number in database. The detection time of IDA-ICS-IBF is almost not affected
by features number, while detection time of other three algorithms increases with the
increase of features number. q is set to 104, and then the number of intrusion features is
increased continuously, taking 500 as the initial value, increasing 250 each time, until
2500. In Fig. 6 IDA-ICS-IBF has much less detection time than other three algorithms
when dealing with different number of intrusions, and is very stable.

Fig. 5. Comparison of detection time (n =
400).

Fig. 6. Comparison of detection time (q =
104).
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To sum up, IDA-ICS-IBF algorithm is much more efficient than the other three
intrusion detection algorithms in terms of the number of features or detection times.

4.3 Memory Occupation of Intrusion Feature Database

Similar to detection time efficiency, memory occupation of feature database is one of
the important indicators to measure feature-based intrusion detection algorithm. This
section compares memory consumption of four algorithms by features number.

The independent variable is intrusion feature number, and the dependent variable
is the space occupied by intrusion feature database. In the experiment, feature number
is initially 50, and each experiment increases by 50 until 450. In Fig. 7, when feature
number is small, the space occupied by database of IDA-ICS-IBF, Menachem [13] and
Weizhi [15] is the same.When feature number increases gradually,memory consumption
ofWeizhi is about twice of IDA-ICS-IBF. Althoughmemory consumption ofMenachem
is only slightly larger than that of IDA-ICS-IBF, the database of Menachem is composed
of multiple devices. Therefore, space consumption of Menachem is much larger than
IDA-ICS-IBF. When feature number is small, the space of jayashree is larger than the
other three algorithms, and with the increase of features, the gap between jayashree and
the other three algorithms is larger. However, in actual ICS environment, the variety
of attacks is increasing with new attacks, so feature number is bound to increase. The
memory occupation of Menachem and Weizhi feature database will not meet the needs
of ICS environment.

To sum up, IDA-ICS-IBF has the smallest memory occupation of intrusion feature
database, and has the best space efficiency compared with the other three algorithms.

Fig. 7. Memory occupation of intrusion
feature database.

Fig. 8. Comparison of accuracy.

4.4 Detection Effect

Accuracy rate, false alarm rate andmissing alarm rate are important indicators tomeasure
the performance of intrusion detection algorithm, and they all play a decisive role in
algorithm quality. The comparison results of detection accuracy, false alarm rate and
missing report rate are shown in Fig. 8, 9 and 10. Although these results of IDA-ICS-
IBF’s are slightly inferior to the other three algorithms, they are still very excellent.
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As real-time and availability being the primary goals of ICS, due to the comprehensive
consideration of detection speed,memory occupation and detection effect, IDA-ICS-IBF
is more suitable for intrusion detection in ICS environment.

Fig. 9. Comparison of false alarm rate. Fig. 10. Comparison of missing report rate.

5 Conclusion

Although the IDA-ICS-IBF algorithm proposed in this paper is slightly inferior to the
other three methods in detection effect, it has advantages in detection speed and memory
occupation. Thus, it is more suitable for ICS environment with real-time and availabil-
ity as the primary goal. However, feature database cannot be automatically updated
according to new attack type. Thus, future work will be devoted to this area.
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Abstract. D2D (Device-to-Device) collaborative offloading is a kind of offload-
ing paradigms in the Mobile Edge Computing (MEC) environment, which allows
edge devices to offload workflow tasks to the adjacent mobile devices with
idle resources. As a supplement to the End-Edge-Cloud collaborative offloading
paradigms, the D2D collaborative offloading can relieve the MEC’s performance
bottleneck caused by the limited capacity of edge servers and increased offloading
requirements. However, the mobility and capacity fluctuation of mobile devices
makes it difficult to guarantee the quality of service of the D2D collaborative
offloading of workflow application. For this issue, we propose a dynamic environ-
ment oriented D2D collaborative offloading approach to ensure that the workflow
offloading requirements in edge devices can be responded with a minimum cost
before the deadline. Specifically, we first encode the feasible offloading strategy
in a rough order of cost, and then perform Fibonacci traversal to fast approximate
the optimal offloading strategy. In the remaining iterations, a uniform traversal is
performed in the neighborhood of the optimal offloading strategy. Finally, the best
offloading strategy ever traversed is applied to practice. We do not pursue opti-
mality but real-time performance, so as to adjust the offloading strategy online
with the same procedure. Experimental results show that our proposed approach
is highly cost-effective with low decision overhead and high success rate.

Keywords: Workflow · D2D · Collaborative offloading · Mobile Edge
Computing

1 Introduction

Recent years have witnessed the great potential of workflow applications in mobile
devices. For example, in the UAV last-mile delivery application, the process of con-
firming recipient can consist of frame filtering, target detection, image segmentation,
face recognition, and other computation intensive tasks [1]. Many researchers focus on
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the Mobile Edge Computing (MEC), where mobile users can offload their computa-
tional tasks either to the near-to-user edge facilities (e.g., base stations from network
providers) or to the cloud servers for energy-saving and meeting the delay requirement
[2]. However, with the explosive increase of mobile devices with offloading requests,
edge facilities with limited processing capacity may reach performance bottlenecks.

The Device-to-Device (D2D) collaborative offloading [3, 4] is a supplement to the
End-Edge-Cloud collaborative offloading paradigms, where mobile users can dynami-
cally offload the workflow computation tasks to the adjacent mobile devices with idle
resources. On the one hand, the computing capacity of mobile devices is continuously
enhanced, many devices have the preliminary capacity to deal with deep learning tasks.
On the other hand, a large number of mobile devices remain idle for most of the time.
The D2D collaborative offloading not only reduces the workload of edge facilities, but
also improves the utility of mobile devices, which is helpful to improve the collaborative
ecology in the MEC environment.

Nevertheless, the dynamic environment makes the D2D collaborative offloading to
face great challenges, such as 1) Mobility: The position of mobile users as well as the
availability of computing providers are stochastic and unpredictable; and 2) Capacity
fluctuation: The network speed and CPU frequency of mobile devices are not stable,
which make the duration and cost of workflow offloading stochastic and unpredictable.
Therefore, it is very significant to investigate how the D2D collaborative offloading can
be made efficient and economic in the dynamic environment.

Most studies assume thatmobile devices are constantly availablewith stable capacity,
while they have some limitations in reality. Based on predicted mobility or reliability
of mobile devices, evolutionary algorithms were used in some studies to search optimal
offloading strategy. However, evolutionary algorithms usually have high computational
overhead. Besides, the performance of an optimal offloading strategy depends on the
accuracy of prediction, which has limitation in an unpredictable environment.

This paper presents a dynamic environment oriented D2D collaborative offloading
approach for workflow applications, where workflow offloading requirements can be
responded before the deadline with a minimum cost, even in an unpredictable envi-
ronment. The core of the proposed approach is the online adjustment triggered by the
real-time state monitor. The online adjustment is made to search the best offloading
strategy for the current state and to replace the existing offloading strategy. The online
adjustment is made in two main steps:

Step 1: Estimating the duration and cost under a specific offloading strategy, so as to
compare which strategy is better. Since the estimate in a dynamic environment
cannot be precise, the results are obtained according to a confidence level.

Step 2: Traversing the decision space to search the best offloading strategy. Since the
optimal strategy in a dynamic environment cannot maintain the optimality up
to the end, only limited strategies are traversed, and the best offloading strategy
is chosen from them. Therefore, the offloading strategy in the decision space
is specially encoded, so that the estimation (from Step 1) in the decision space
is roughly in order. The Fibonacci traversal and uniform traversal are used to
maximize the efficiency under the limited traversal.
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We conduct comprehensive experiments in a simulated unpredictable environment.
Experimental results show that in various scenarios, our approach is the best from a
comprehensive point of view.

2 Related Work

2.1 Collaborative Offloading Paradigms in Mobile Edge Computing

MEC provides an IT service environment and cloud-computing capabilities at the edge
of the mobile network [5], which enables collaborative offloading in the close proximity
to mobile users.

The paradigms of MEC include the End-Edge collaboration, End-Edge-Cloud col-
laboration, and End-End collaboration. For the purpose of execution, the computational
tasks of mobile devices are offloaded to the edge server by the End-Edge collaboration
[6], to both edge servers and cloud servers by the End-Edge-Cloud collaboration [2], and
to the adjacentmobile devices by the End-End collaboration [3]. The End-End collabora-
tion is usually combined with the D2D (Device-to-Device) communication technology.
So, it is also called as the D2D collaboration.

Various works focused on the D2D collaboration. For example, Pu et al. [3] proposed
tit-for-tat constraints for incentive and preventing free-riding behaviors. Baek et al. [7]
proposed the addition of redundant tasks in the D2D collaboration to verify the trustiness
and also to preserve privacy in the meantime. Li et al. [8] proposed an End-to-End
encrypted D2D offloading approach for data security in the D2D collaboration.

2.2 D2D Collaborative Offloading Approach in Dynamic Edge Environment

The D2D collaborative offloading approach in a dynamic environment usually adopts
an offline decision or online adjustment. For example, Zhang [9] used real-world mobil-
ity datasets to predict the contact time between mobile devices, so as to improve the
success rate of the offline decision. Wang et al. [10] adopted an offline expert policy
and an online agent policy to minimize the average task completion time in a fully
decentralized environment with the Manhattan mobility model. Li et al. [8] simulated
the fluctuation of device performance. Pu et al. [3] simulated both mobility and perfor-
mance fluctuation, where they adjusted the offloading decision online according to the
real-time environment status to minimize the overall energy consumption. However, the
above offloading approaches cannot be applied directly to the workflow application as
they do not consider the dependencies between tasks.

Only a few of the D2D collaborative offloading approaches considered both work-
flow and dynamic environment. For example, Peng et al. [11] first modeled the reliability
of mobile devices in the MEC environment, and then used Krill-Herd algorithm to max-
imize the reliability of the workflow offloading strategy. Peng et al. [4] first predicted
the mobility of mobile devices to obtain continuously available candidate devices for a
workflow instance, and then made the offloading decision by an evolutionary algorithm.
However, the above approaches have limited adaptability to environmental changes as
they assume that the reliability or mobility can be predicted accurately, whereas the



A Novel Traversal Search-Based D2D Collaborative Offloading 179

adaptability is limited by predictability. Besides, the above approaches have a high
computational overhead. Therefore, this paper not pursues accurate prediction and opti-
mization, but real-time performance, and compensates the final performance by online
adjustment.

3 Scenario Description and Problem Definition

3.1 Scenario Description

As shown in Fig. 1, the MEC scenario includes a sufficient number of mobile devices
and a few base stations. The mobile devices can move freely within the service range
of any base station. Any mobile device may run workflow applications. When a certain
device (offloading requestor) cannot complete the workflow locally in time due to poor
performance, high energy consumption, or any other factor, then it offloads all work-
flow tasks to the adjacent mobile devices with idle resources. The offloading requestor
performs only two virtual tasks locally: sending the initial data and receiving the final
results. Note that this paper only focus on the D2D collaboration. But in other scenar-
ios, some workflow tasks with high resource requirements may need to be offloaded to
edge servers or even cloud servers. In that case, the approach proposed in this paper
can be combined with the existing End-Edge-Cloud multi-level collaborative offloading
approach to meet the offloading requirements of workflow applications.

Workflow Dataflow Computational
Task

Mobile Device Offloading
Requester

Computing
Provider

D2D Link Cellular Link Backbone Link

Base Station Edge Server Cloud Server

T5
T4T2T1

T9T8T7

T1 T3 T6 T9

T2 T5 T8

T4 T7

T6T3

End-Edge-Cloud
Collaboration

D2D
Collaboration

T1

Fig. 1. D2D collaborative offloading in the MEC scenario

In this scenario, the base station acts as the offloading decision-maker and manager,
and it does not execute workflow tasks. The offloading requester releases the workflow
offloading requirements through the base station. The base station decides the mapping
between workflow tasks and computing providers based on the real-time state of the
mobile devices and workflow instance. The D2D link is used for dataflow transmission,
and the cellular link is used for real-time state collection. Since the mobile devices are
owned by individuals who will not provide computational service free of charge, the
offloading requester needs to pay remuneration to computing providers according to the
unit time price and calculation duration of the computing provider. Since device security
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and trust are not the focus of this paper, it is assumed that the mobile devices involved
in the D2D collaborative offloading scenario are trusted.

Generally speaking, a higher capacity of computing providers leads to a shorter com-
pletion time. Accordingly, the offloading cost will also be higher. From the perspective
of the offloading requester, the offloading approach should ensure that the workflow
instance can be completed within the time constraint with the lowest offloading cost.

However, in real scenarios, the geographical location and the CPU frequency along
with the network speed of the mobile devices will get changed all the time. These are
difficult to predict, which makes the offloading decision face great challenges.

3.2 Problem Definition

The workflow offloading requirement is represented by the directed acyclic graph
W = {T ,E}, where T = {Ti|1 ≤ i ≤ L} is the set of computational tasks, E ={
Ti → Tj|0 ≤ i < j ≤ L + 1

}
is the set of dataflows, and Ti → Tj is the dataflow from

task Ti to task Tj. In addition, T0 and TL+1 are two virtual tasks executed locally by the
offloading requester, and Ti ∈ T are the tasks that need to be offloaded. Ti can start
execution only when all Tx → Ti ∈ E transfer is completed, all Ti → Ty ∈ E can start
transfer only when Ti execution is completed.

The workflow offloading strategy is represented by the vector S = [s1, s2, . . . , sL],
where si is the computing provider of task Ti. For example, if deviceD2 is the computing
provider of tasks {T1,T2,T4}, and device D6 is the computing provider of tasks T3, then
this strategy can be represented by [D2,D2,D6,D2], abbreviated as [2, 2, 6, 2].

The workflow offloading decision problem can be defined formally as: For a given
set of mobile devices D = {Di|1 ≤ i ≤ N } and workflow offloading requirement W =
{T ,E}, find the strategy S on the premise of duration(S) < dl so as to minimize cost(S).
Here, duration(S) and cost(S) are expected duration and cost of workflow offloading
under the offloading strategy S, and dl is the deadline ofW .

4 Dynamic Environment Oriented D2D Collaborative Offloading
Approach for Workflow Applications

The procedure of the proposedD2D collaborative offloading approach is shown in Fig. 2.
It is used to yield an offloading strategy for the problem defined in the previous section.
The approach is lightweight and optimal so that it can be applied to large numbers of
users and complicated workflows.

In the proposed approach, the online adjustment would be triggered according to the
real-time state of the workflow instance and adjacent mobile devices. Once the online
adjustment is triggered, a limited number of offloading strategies would be traversed
and estimated, and the best strategy ever traversed would replace the current offloading
strategy. Three practical problems will be solved in this section: 1) When to trigger
the online adjustment, 2) How to estimate a specific offloading strategy, and 3) How to
traverse effectively under the number limit.
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Online Adjustment

Estimate
duration(S)
and cost(S)

Traverse to
Next Strategy S

Replace the current 
strategy with the best

strategy ever traversed

Real-Time
State Monitor

Traverse finished
or max-iter reached

Yes

No

Trigger

Fig. 2. The procedure of the D2D collaborative offloading approach

4.1 State Monitor of Workflow Instance and Adjacent Mobile Devices

The real-time state monitor is to collect information about the workflow instance and
adjacent mobile devices as shown in Fig. 3.

Adjacent Mobile Devices

Finished Task

Running Task

Waiting TaskWorkflow Instance

T1 T3 T6 T9

T2 T5 T8

T4 T7
Offloading
Requester

Busy Device

Idle Device

14
2

36

9
8

57

Fig. 3. Real-time state of workflow instance and adjacent mobile devices

For the workflow instance, the collected information includes the real-time progress
of each task and dataflow, incurred offloading cost of each task, and timestamps of
starting and finishing tasks.

For adjacent mobile devices, the collected information includes the unit time price,
backlog, mean and standard deviation of the CPU instruction frequency, communication
bandwidth and power, and geographic coordinates.

The online adjustment will be triggered in three cases: 1) There is an unfinished task
without a computing provider, 2) There is a new task just completed, and 3) There is a
computing provider failure.

4.2 Estimating Duration and Cost of Workflow Under Specific Strategy

Estimating the duration and cost of workflow under a specific offloading strategy is
critical to offloading decision-making. The process is shown in Fig. 4. Note that the
final duration and cost are impossible to be estimated accurately under the unpredictable
environment, until the workflow is actually finished. Therefore, in order to pursue the
real-time performance, some compromises on accuracy are made in the following steps,
so that the accuracy can be compensated in the next online adjustment.

Count the workflow 
branches from backlog 
of computing providers 

Calculate Expected 
Duration of 

Unfinished Tasks 

Calculate 
Duration 
& Cost

Calculation Expected 
Timestamps of 

Unfinished Tasks

Calculate Expected 
Duration of 

Unfinished Dataflows 

Fig. 4. The procedure of measuring the duration and cost
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Step 1 is to count the branches in the backlog of each computing provider under
a specific offloading strategy. The tasks executed in parallel will compete for CPU
resources, and tasks from different branches may be executed in parallel. Therefore, the
strategy offloading multiple branches to a single device should be avoided. A simple
and effective way is to increase the expected duration according to the branches count
in backlog. The example of branches count in backlog is shown in Fig. 5.

2 T1 T2 T3 Backlog of Computing ProviderComputing Provider 

Single Branch in BacklogMultiple Branches in BacklogWorkflow

T1 T3 T6 T9

T2 T5 T8

T4 T7

4 T5

6 T3 T6

2 T1 T9T2 T8T4 T72 T1 T2 T3

6 T4 T5 T6

4 T7 T8 T9

1 Branch

3 Branches

1 Branch

1 Branch

Fig. 5. Example of branches count in backlog under two strategies

Step 2 is to calculate the expected duration of unfinished tasks. Duration of tasks is
hard to calculate due to the fluctuation of the CPU frequency. Therefore, we propose a
confidence-based duration measuring method as shown in Fig. 6. It has four steps: 1)
The probability distribution of the CPU frequency is modeled.Without losing generality,
we assume that the CPU frequency of mobile devices follows normal distribution. 2)
We calculate the probability distribution of the finish time based on the formula in the
upper right corner of Fig. 6. 3) We calculate the cumulative distribution of the finish
time to get the probability distribution of the maximum finish time (makespan). 4) The
inverse function of the previous step is the function of expected duration,which input is
the confidence level, and the output is the expected duration of the task. The confidence
level is preset by the offloading demander.
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Fig. 6. The procedure of calculating the expected duration of an unfinished task
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There are two practical difficulties in the above process: 1) How to calculate the
probability distribution of the finish time as the CPU frequency is a variable. The deriva-
tion process is shown in Eq. (1). 2) How to calculate the inverse function of cumulative
distribution of the finish time as it involves a nearly unsolvable integral equation. We
discretize the integral equation for obtaining an approximate result by segmentation and
summation.

g(t) = f (c)
∣∣∣ dcdt

∣∣∣ = f
(w
t

)∣∣∣
d w

t
dt

∣∣∣ = f
(w
t

) w
t2

= w
t2

1√
2πσ

e− ( w
t −μ)

2

2σ2 (1)

where c is the real-time CPU frequency; c ∼ N(μ, σ); t is the finish time; f and g are
the probability distribution functions of c and t, respectively; and w is the unfinished
workload times the branches count in backlog of the computing provider of the task.

Step 3 is to calculate the expected duration of the unfinished dataflow. Duration of
dataflow is hard to calculate due to the network fluctuation and user mobility, which is
more variable than task duration. Therefore, wemake some compromises on confidence,
otherwise the expected duration of dataflow with a high confidence will be even longer
than the workflow deadline. The calculation of dataflow duration is as follows:

t = d

Beff Bwlog2

(
1+ PmKd r

−αd
N0Bwθeff

)
(2)

where t is the expected duration of the dataflow, d is the unfinished data size, Beff is the
bandwidth efficiency,Bw is the bandwidth of device, Pm is the transmission power, Kd
is the path-loss factor for a distance in meters, r is the distance between the two devices
of dataflow, αd is the path-loss exponent, N0 is the noise power spectrum density, and
θeff is the SNR efficiency.

Step 4 is to calculate the expected timestamp of each unfinished task as follows:

tsc(Ti) = max
Tx∈Pred(Ti)

(
max

(
tsp(Tx), tsnow

) + ttrans(Tx,Ti)
)

tsp(Ti) = max(tsc(Ti), tsnow) + tcomp(Ti)
(3)

where tsc(Ti) is the timestamp of task Ti starting computing, tsp(Ti) is the timestamp
of task Ti finishing computing, tsnow is the timestamp of the current time, ttrans(Tx,Ti)
is the expected duration of dataflow Tx → Ti, and tcomp(Ti) is the expected duration of
task Ti.

Step 5 is to calculate the duration and cost of workflow as follows:

duration(S) = tsc(TL+1)

cost(S) =
L∑

i=1
(costR(Ti) + tl(Ti) × price(si))

(4)
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where costR(Ti) is the incurred offloading cost of task Ti, price(si) is the unit time price
of device si, si is the computing provider of task Ti under the strategy S, and tl(Ti) is the
remaining billing time of task Ti. The calculation of tl(Ti) is as follows:

tl(Ti) = max
Tx∈Pred(Ti)

(ttrans(Tx,Ti)) + max
Tx∈Succ(Ti)

(ttrans(Ti,Tx)) + tcomp(Ti) (5)

4.3 Traversal Search for the Best Offloading Strategy

Searching the optimal strategy is the core of the offloading decision-making, the pro-
cedure of which is shown in Fig. 6. Note that the optimal offloading strategy of the
current moment may not be the optimal of the next moment. It is impossible to search
an offloading strategy which keeps the optimal from the beginning to the end under the
unpredictable environment, until the workflow is actually finished. Therefore, in order
to pursue the real-time performance, some compromises on the optimality are made in
the following steps, so that the cost-effectiveness and QoS can be improved with the
best effort in each online adjustment.

Step 1 is to determine the decision space, specifically to find and sort adjustable
branches and available devices.

An adjustable branch is a subset of aworkflowbranch. The adjustable branch consists
of tasks which are waiting for starting. The adjustable branch does not consist of tasks
which are already running, so as to reduce the loss of progress due to the adjusting
strategy. The adjustable branches are sorted in descending order of their workloads.

An available device is an adjacent mobile device near the offloading requester. Avail-
able devices have no task in backlog, so as to avoid that previous tasks could not be
finished in time due to competing CPU resources with new tasks. The available devices
are sorted in ascending order of their unit time prices.

The decision space is the cartesian product of the combination and permutation,
where the combination is the selection of new computing providers from available
devices and the permutation is the arrangement of adjustable branches into new com-
puting providers. Since the adjustable branches and available devices are sorted, the
duration and cost of strategies in the decision space are roughly in order (Fig. 7).

If strategy Si,k is the product of the i-th combination and k-th permutation, n is the
number of available devices and m is the number of adjustable branches at this moment,
then we have 1 ≤ i ≤ Cm

n and 1 ≤ k ≤ m!. When i or k increases, cost(Si,k) tends to
increase and duration(Si,k) tends to decrease. When i or k decreases, cost(Si,k) tends to
decrease and duration(Si,k) tends to increase.
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Fig. 7. The traversal procedure searching the best strategy

Step 2 is to determine the traversal rule, specifically to decide whether to increase
or decrease i or k for the next traverse and whether this strategy is the best. Therefore,
a temporary offloading strategy Stemp is initiated as current offloading strategy and used
for temporary storage of the best strategy ever traversed. The implementation of the
traversal rule is given in Algorithm 1.
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Step 3 is to perform traversal search for the best strategy within limited iterations.
We assume that the combination number of the best strategy tends to be low, enabling us
to use the Fibonacci traversal to search the best combination. The remaining iterations
are used for performing uniform traversal to search the best permutation. The simplified
procedure of the above traversals is shown in Fig. 8.

Fibonacci Traversal Uniform Traversal
Low HighMid

isIncrease = False isIncrease = True

Low High

Remaining Iterations = 6

1 1 2 3 4 5 6

Fig. 8. The simplified procedure of Fibonacci traversal and uniform traversal

5 Evaluation

5.1 Experimental Setting

A SimPy-based script is used to simulate a workflow of the D2D offloading scenario.

Mobility: We adopt the Gauss-Markov Mobility Model [14] to simulate the movement
of users. This model has no restriction on the movement path. The speed and direction
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of a device are affected by its past speed, past direction, and a random variable, so as to
simulate an unpredictable environment.

Network: We adopt the modified Shannon capacity formula proposed in [12] and the
network parameters reported in [13] to simulate the network speed. The max D2D
communication distance is set to 200 m.

Computing: The mean and standard deviation of the real-time CPU frequency of
device Di are set randomly as cμ(Di) ∼ N(1.5, 0.3) GHz and cσ(Di) = 0.1 × cμ(Di),
respectively. The parallel executed taskswill divide the real-timeCPU frequency equally.

Pricing: The unit time price of device Di is set to price(Di) = cμ(Di)
2 as it can make

the duration of the workflow offloading inversely proportional to the offloading cost,
which can better fit the actual demand.

Workflow: We adopt four scientific workflows from [15] for simulation, the structures
of which are shown in Fig. 9. The workload of task Ti is set randomly aswi ∈ {1, 2, 5}G,
and the data size of dataflow Ti → Tj is set randomly as di,j ∈ {1, 2, 5} M. The deadline
of workflow is set to be the ideal minimum duration of workflow multiplied by a ratio.
The ideal refers to the situation of the CPU frequency to be stable at 1GHz without any
communication delay. The default ratio is 1.5. For communication intensive workflows
such as CyberShake and Sipht, enlarge the ratio by one half.

(a) CyberShake (b) Epigenomics (c) Montage (d) Sipht

Fig. 9. The structures of scientific workflows

Simulation: Mobile devices move freely on 1000 × 1000 m2 ground. Their real-time
coordinates, speed, direction, communication speed, CPU frequency, dataflow transmis-
sion progress and task execution progress are refreshed at every second. From the 1st
second to the 10th second of the simulation, there are 10 devices with the lowest cμ

release of the workflow offloading requirements, and the simulation ends at the 300th
second. Each simulation offloads only one class of workflow. Each offloading approach
runs four simulationswith different scientificworkflows, and averages the result. In order
to reduce the interference of irrelevant factors, the parameters and the seed of random
number are kept the same as those in the first simulation.

Comparisons: We consider HEFT [16], PSO, GA and GRASP [17] for comparisons
of the proposed traversal search algorithm. HEFT is used for optimizing the duration of
workflow, and the others are used to optimize the cost in the premise of the workflow
that can be finished before the deadline. PSO and GA use the encoding scheme reported
in [4] and the default parameters of scikit-opt [18].
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Evaluating Indicator: We adopt decision overhead, offloading cost, and success rate
as evaluating indicators. The decision overhead is the number of offloading strategies
ever estimated in all the online adjustments. The offloading cost is the final cost when
the workflow is actually finished. The success rate is the proportion of the workflows
finished before the deadline of all the workflows.

5.2 Performance Evaluation

Table 1 shows the performance of the following case: number of mobile devices is 1000,
the maximum iteration number is 20, and the confidence level of expected duration is
95%. From a comprehensive point of view, our approach is the best. Compared with the
lowest-cost-approach (PSO), our approach reduces the decision overhead by 98.36%,
increases the success rate by 2.5%, and increases the offloading cost by 0.014% only.

Table 1. Performance comparison of different offloading approaches

Offloading Approach Decision Overhead Offloading Cost Success Rate
HEFT 14.8 961.24 100%

GA 16616.6 552.56 100%
PSO 13160.0 536.17 97.5%

GRASP 255.4 606.88 100%
Traversal Search 216.4 536.25 100%

HEFT has the minimum decision overhead and the maximum offloading cost as it
straightly uses high-capacity devices without considering offloading cost.

GA and PSO have the maximum decision overhead. But compared with the Traver-
sal Search which has a low decision overhead, their performances are not improved
significantly. The reason is that the decision process does not take auxiliary information,
such as workflow branches and device capacity, into consideration, and hence leads to
inefficiency.

GRASP has a low decision overhead and good performance. The reason is that the
decision process takes workflow branches into consideration, and searches strategies by
branches. However, GRASP is a type of random search, and it does not consider device
information. So, its performance is limited by the maximum iteration number.

The performance comparison in terms of different numbers of mobile devices is
shown in Fig. 10. We can find that 1) The decision overhead is not affected by the
number of mobile devices. 2) With increasing number of mobile devices, the offloading
cost ofHEFT is increased, others are decreased,which indicates thatHEFT is not suitable
for the scenario with many devices. 3) Traversal search can keep the lowest cost and the
highest success rate from the beginning to the end with a low decision overhead.
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Fig. 10. Performance comparison in terms of different number of mobile devices
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Fig. 11. Performance comparison in terms of different deadline ratios

The performance comparison in terms of different deadline ratios is shown in Fig. 11.
The deadline ratio is the ratio of the deadline to the ideal minimum duration of workflow.
We can find that 1) When the deadline ratio is greater than 1.5, the traversal search is
the best choice. 2) When the deadline ratio less than 1.5, GA and PSO are the best from
the perspective of offloading cost and success rate. However, the high decision overhead
is a fatal disadvantage when the deadline is such urgent. As a result, when the deadline
ratio is less than 1.5, the traversal search is still the acceptable best choice.

6 Conclusions

In this paper, we have studied the problem of D2D collaborative offloading for workflow
in an unpredictable dynamic environment. In order to make the workflow to be finished
before the deadline with the minimum cost, we propose a D2D collaborative offloading
approach. In this approach, the real-time state monitor triggers the online adjustment
basedon the estimationof the traversal to search the best strategy.Weconduct simulations
to evaluate the performance of our proposed offloading approach. The simulation results
show the significant improvement in performance achieved by the proposed offloading
approach.
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Abstract. In order to solve the problem of urban road congestion, this paper
proposes a road congestion detection model based on the sequence change of
vehicle feature matrix. The model uses the YOLO_V3 deep learning model to
extract features from the images of the traffic area, calculates the eigenvalues
of each vehicle, uses these eigenvalues to construct a road vehicle eigenvalue
matrix, and finally uses the eigenvalue matrix sequence changes to analyze the
displacement of vehicles in each lane. Then, the congestion situation of each lane
is judged. The model can not only quickly obtain multiple information such as
vehicle flow state and state duration in the lane area, such as straight, left-turn, and
right-turn vehicles, but also can interpret the speed of traffic flow, especially at
low speeds, so it is more suitable for road congestion detection. The experimental
results finally show that the accuracy of the model for the vehicle flow state of a
single lane is more than 84%.

Keywords: Road congestion · Congestion detection · Urban traffic ·
Eigenmatrix sequence · YOLO_V3

1 Introduction

With the improvement of people’s living standards and the acceleration of the urban-
ization process, the number of motor vehicles in my country has increased sharply, and
the traffic volume has also continued to increase, making the problem of urban road
traffic congestion increasingly serious. More and more attention has been paid to urban
intelligent trafficmanagement and control, and road congestion detection is an important
content of intelligent transportation [1].

At present, the common methods of road traffic congestion monitoring include sens-
ing based on electronic induction coils [2, 3], based on vehicle GPS data analysis [4–6],
and video trafficmonitoring based on artificial intelligence [7–9], etc. There are problems
such as high cost, easy damage or inability to accurately predict road vehicle congestion.
Based on the above problems, this paper proposes a road congestion detection model
based on the sequence change of vehicle feature matrix. Interpret the speed of traffic
flow, especially at low speed, it is more obvious. Therefore, it is more suitable for road
congestion detection. The experimental results finally show that the accuracy of the
model for the vehicle flow state of a single lane is more than 84%.
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2 Related Work

2.1 Road Congestion Detection Method

Document [2] collects data information through the induction coil detector, and uses the
fuzzy clustering judgment algorithm to judge the road traffic status of the collected data.
Literature [3] proposed a method of integrating induction coils and video data for road
traffic detection. This method can make full use of the information of different sensor
data, so as to effectively predict the reliability of traffic events. Literature [4–6] collects
the information of the vehicle GPS, and judges the congestion of the road through the
feedback information of the third-party platform. Reference [7] uses theYOLO_V3 deep
learning method for vehicle target detection, establishes a traffic flow counting model,
and realizes vehicle tracking. Reference [8] uses the basic SSD deep learning method
for vehicle target detection, and realizes road congestion monitoring by establishing a
vehicle flow model. Reference [9] explores three machine learning techniques (logistic
regression, random forest, neural network) for short-term traffic congestion prediction.
Most of these AI-based video traffic monitoring cannot distinguish lane information,
which in turn affects road traffic congestion monitoring.

In theYOLOseries,YOLO_V3solves the problemof low target recognition accuracy
for small targets and occlusions [7,10]. Therefore, this paper selects YOLO_V3 to detect
objects on the road. In order to solve the problem of high cost and inability to accurately
predict road vehicle congestion. This paper proposes a road congestion detection model
based on the sequence change of vehicle feature matrix.

3 Model Design

3.1 Model Architecture

In this paper, a road congestion detection model based on the sequence change of vehi-
cle feature matrix is proposed. The model architecture is shown in Fig. 1. The model
architecture includes five parts: clock drive system, video information acquisition sys-
tem, initial marking system, image feature extraction system, congestionmonitoring and
analysis system, and alarm system. In Fig. 1, the dotted box is information, the solid
box is the function, the dotted arrow line is the control flow, and the solid arrow line is
the information.

In order to better describe the basic data structure of the corresponding model in
Fig. 1, the basic data structure in Fig. 1 is described in detail in Table 1.

3.2 Vehicle Eigenvalue Matrix Sequence

In order to detect the vehicle congestion in the lane, the method uses deep learning
model to extract features from the images of traffic areas, thereby calculating the eigen-
values of each vehicle, and finally using these eigenvalues to construct a road vehicle
eigenvalue matrix, and then using the eigenvalue matrix sequence changes to analyze
the displacement of vehicles in each lane condition.
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Congestion monitoring 
analysis result file

Fig. 1. Model architecture diagram

Table 1. Symbolic description of basic data structure

Symbol Meaning

CA The camera area

MR Area lane, an area lane MR is a vehicle flow motion flow function Sub-area contained
in the main body of a certain camera area CA

SL Area lane dividing line, in the camera coordinate system of CA

minfoi The feature vector of vehicle i

FRi The eigenvalue of vehicle i is used to extract the vehicle in the Camera area CA by
using the method of target detection

MA[i] The information array of vehicle i

MRRti The eigenvalue matrix of the area lane vehicle at time ti

arid Represents different area lanes

farid Create a congestion monitoring analysis results file per zone lane

staarid The general flow state of vehicles in the area lane arid

Traditional machine learning [11–14] has computationally complex problems in
extracting vehicle features from images, here we use a simple and fast vehicle feature
extraction method. The calculation method of the eigenvalue FRi of vehicle i is shown
in formula (1), where in the eigenvector minfoi of vehicle i, pinfo is the weight vector
occupied by each component of minfo, and the sum of each component of the vector
is 1. MA[i].minfo is the row vector in formula (1), MA[i].pinfo is the column vector in
formula (1), and N is the length of the feature vector.

FRi =
[
P1 P2 · · · PN

] ×

⎡

⎢
⎢⎢
⎣

Q1

Q2
...

QN

⎤

⎥
⎥⎥
⎦

(1)
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Through simple geometric calculation, the arid of the area lane where vehicle i is
located can be calculated. The vehicle eigenvalue FRi of vehicle i is stored in the vehicle
eigenvalue matrix MRRTMP1[arid] (row,col) of the corresponding area lane aid. The
matrix subscripts row and col are calculated as shown in formulas (2) and (3), Where
MW and MH are preset values.

row =
⌊
MA[i].x
MW

⌋
+ 1 (2)

col =
⌊
MA[i].y
MH

⌋
+ 1 (3)

Let a time series be t1, t2, t3…, at time ti (i >= 1), a vehicle eigenvalue matrix
composed of the vehicle eigenvalues of all vehicles in the lane in the area at time ti, then
corresponding to the above time series, we can obtain a regional lane vehicle eigenvalue
matrix sequence MRRt1 ,MRRt2 ,…, MRRti . Here we calculate the variance value sv of
the vehicle eigenvalue matrices MRRTMP1[arid] and MRRTMP2[arid] at two adjacent
moments of each area lane arid. For the specific process, see Step 7 in Algorithm 2.

4 Model Implementation

4.1 Clock-Driven System GTS

The clock-driven system is a time series generator, which can generate a time
series according to the application requirements. All subsystems of the system run
synchronously according to this time series, and the time series interval is t.

4.2 Video Information Acquisition System CAVS

According to the time series provided by the GTS system, the image sequence P1, P2,
P3,… Pt of the camera area (CA) is formed by using a commercial camera, image
capturing and preprocessing system.

4.3 Initial Marking System MS

The MS displays the camera area CA on the display according to the image sequence
provided byCAVS, and the user uses themouse to successively give the area lane dividing
lines SL1, SL2,…, SLs, and divide the camera area CA into s + 1 disconnected areas.
The system is represented by the equation of SL1, SL2,…, SLs at the points marked by
the dividing line, denoted as YFi(x,y)(0 <= i <= s).

4.4 Image Feature Extraction System TS

Here, after passing the image obtained from the camera area CA through the target
detection network YOLO_V3, the x and y coordinates of the corresponding vehicle i
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and the feature vectorminfoi can be obtained. Themethod of the image feature extraction
system TS is Algorithm 1.

Algorithm 1. Image Feature Extraction System TS Algorithm

Start
Step1 Gets the current time t from system GTS.

Step2 System CAVS obtains the image Pt of the camera area CA at time t.   

Step3 Feature extraction is carried out on image Pt to obtain the information of all 

vehicles and store it in the vehicle information MA[i][j].

For i=0; i++;i<Q

For j=0;j++;j<5

MA[i][j]= vehicle information for vehicle i

End for
Step4 Vehicle information MA[i][j] is sent to the system BAS.   

Step5 Turn to Step1 for the next moment of image processing.

End

4.5 Congestion Monitoring and Analysis System BAS

The BAS method of the congestion monitoring and analysis system is as follows, and
Algorithm 2 is its corresponding algorithm.

Algorithm 2. Congestion Monitoring and Analysis System BAS Algorithm

Start
Step1 Obtain the regional lane divider SL1, SL2.. of the camera regional CA.

Step2 Create a congestion monitoring analysis result file farid for each regional lane.

Step3 Create two matrixes MRRTMP1[aridk], MRRTMP1[aridk] for each regional 

lane arid, and create a temporary exchange variable TTMP.

Step4 According to the GTS clock sequence, the vehicle information MA[i] of the 

image P is obtained.

Step5: The vehicle eigenvalue matrix MRRTMP1[aridk] of aridk is calculated.

Step6 The vehicle eigenvalue matrix MRRTMP2[aridk] of aridk is calculated at the

next moment, like Step5.

Step7 The variance values sv of the vehicle eigenvalue matrices MRRTMP1 [aridk] 

and MRRTMP2 [aridk] at two adjacent moments were calculated.

For a=0; a<n;a++

For b=0; b<m;b++

sv=sv+abs(MRRTMP2 [aridk]- MRRTMP1 [aridk])

sv=sv/(n+m)

Step8 According to the sv value, the current traffic flow state(sta) of regional lane is

judged, and put the individual attribute values into farid.

End
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4.6 Alarm System AS

1) Obtain from the congestion monitoring and analysis system BAS the number of
regional lanes s + 1 in the camera area CA and the congestion monitoring and
analysis result file farid(0 <= arid <= s) corresponding to each regional lane;

2) Read the current clock of GTS;
3) For 0 <= arid <= s + 1, do the following:

Read the state sta and duration ptime of the area lane arid at the current moment
from the farid, if the state sta duration ptime exceeds the normal value, the state sta
alarm will be thrown to the area lane arid.

4) Turn to 2) to perform the next moment alarm analysis.

5 Experiment and Analysis

5.1 Evaluation Indicators

Ai represents the total time of the actual situation of a certain state in a certain lane
unit time, Fi represents the time sum of the experimental analysis of a certain state in a
certain lane unit time, n represents the number of different states (n = 1, 2, 3, 4). Here,
the accuracy of the overall flow state of vehicles in different lanes (left-turn lane, middle
straight lane, right-turn lane) is counted separately, and MAPE is used to evaluate the
accuracy of the experimental results, as shown in formulas (4).

MAPE =
(
1

n

n∑

i=1

∣∣∣∣
Ai − Fi

Ai

∣∣∣∣

)

× 100% (4)

5.2 Experiment and Analysis

Divide the video into several 1-minute videos for analysis in the model in this paper.
Figure shows the detection results of vehicle feature values within a certain minute.
Figure 2 represent the characteristics of vehicles at the intersection of Jinqiao Road. The
detection result of the value, which corresponds to the corresponding eigenvalue matrix.

Taking the vehicle flow state per unit time at the Jinqiao Road intersection as an
example, Table 2 shows the experimental results of the vehicle flow state per unit time
at the Jinqiao Road intersection. Specifically, it includes the left-turn lane, the middle
straight lane, and the right-turn lane in the time t of a certain vehicle flow state sta and
the corresponding duration (units). The blank part in Tables 2 and 3 indicates the end of
the video analysis.

The experimental results of the vehicle flow state in the intersection unit time and
the actual collection results of the vehicle flow state in the intersection unit time are
analyzed. At the same time, according to the evaluation indicators of formula (4), we
obtained the accuracy rates of vehicle flow states in the left turn lane, middle straight
lane, and right turn lane at the Jinqiao intersection, respectively 98%, 84%, and 97%.
The road congestion detection model based on the change of the vehicle feature matrix
sequence has an accuracy rate of more than 84 for the vehicle flow state of a single lane.
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Fig. 2. Vehicle characteristic value detection results

Table 2. Experimental results of vehicle flow state at Jinqiao Road intersection in unit time

Lane Stat1 T1 Stat2 T2 Stat3 T3 Stat4 T4

Left turn lane 1 57.2 2 4.1

Middle straight road 1 19.0 2 9.0 1 11.0 1 21.0

Right turn lane 1 58.1 2 2.4

Table 3. Actual collection results of vehicle flow state in unit time at Jinqiao Road intersection

Lane Stat1 T1 Stat2 T2 Stat3 T3 Stat4 T4

Left turn lane 1 60.0

Middle straight road 1 22.0 2 8.0 1 19.0 1 11.0

Right turn lane 1 57.5 2 2.5

6 Summary

Aiming at the problem of urban road congestion, this paper proposes a model with low
implementation cost, strong global information, and fast and accurate prediction of lane
vehicle congestion. The model can not only quickly obtain multiple information such as
vehicle flow state and state duration in the lane area, such as straight, left-turn, and right-
turn vehicles, but also can use the vehicle eigenvalue matrix sequence transformation
difference. The speed of traffic flow is more obvious especially at low speed, so it is
more suitable for road congestion detection.

The training and test data in this paper contain images of day and night, due to factors
such as the complexity of urban road intersections and the influence of large trucks,
some vehicles may appear blocked. The phenomenon of occlusion leads to deviations in
vehicle target detection. These are the directions for further research in our next work.
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Abstract. The rapid growth of access and data traffic on the Internet has led to the
need for IT construction to cope with the high concurrent access of a large number
of users to network applications. Servers need to have the ability to provide a large
number of concurrent access services to achieve high availability and high fault tol-
erance. When a large number of users access concurrently, the access server faces
problems such as access load pressure and resource scheduling among back-end
services. This paper proposes a resource scheduling algorithm based on microser-
vices, comprehensively considers the performance indicators of each server, and
uses a quantitative scoring model to implement load balancing algorithms. Exper-
imental results show that the load balancing algorithm implemented in this paper
reduces resource scheduling time and improves The utilization of server resources
increases the concurrent access capability of distributed systems.

Keywords: High concurrency · Resource scheduling ·Microservices · Load
balancing · Distributed

1 Introduction

Behind the high concurrent traffic access of the network is the scheduling of a large num-
ber of service resources [1]. The most widely used method is to build a server cluster to
improve system performance to deal with huge access requests [2]. Resource scheduling
is an effective adjustment of resources, so that resources can be used reasonably to the
maximum extent [3]. The current method is generally to load balance the request to the
back-end server through load balancing technology, and let the back-end server handle
it [4, 5].

Microservice is a tiny service that can be deployed independently and it is more
suitable for contemporary service architecture [6]. If you use Eureka for load balancing
[7, 8], you will face a problem: if you want to adjust the load balancing scheme, such as
complex weighting, then the entire system will face the embarrassment of stopping the
service [9, 10]. So can we delegate load balancing to middleware outside the system?
This article realizes that the initiative of the load is handed over to the reverse proxy
server, and the load balance is realized through a third-party scheduling algorithm [11].

© Springer Nature Singapore Pte Ltd. 2022
Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1491, pp. 199–204, 2022.
https://doi.org/10.1007/978-981-19-4546-5_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-4546-5_16&domain=pdf
https://doi.org/10.1007/978-981-19-4546-5_16


200 Z. Tian et al.

2 Background

In the current era of rapid Internet development, more and more users have become
netizens. The “epidemic health code” launched by the national integrated government
service platform has been applied for by a total of 900 million people, and the number
of uses has exceeded 40 billion times [12]. Currently, the most widely used method is
to build a server cluster to improve system performance to deal with the huge traffic
demand [13]. Nginx is a high-performance reverse proxy server produced under this
background. Usually can carry tens of thousands of concurrent connections at the same
time. It also supports a variety of load balancing strategies, and also supports third-party
module extensions to achieve load balancing functions [14, 15].

3 Scheduling Algorithm

3.1 Scheduling Algorithm Module

This algorithm combines the three factors of single server connection (conn), weight
(weight), and last successful completion request time (delta) for comprehensive evalu-
ation, and the best score (score) is preferred. If the number of connections of a person’s
server is small, it means that the available processing power of the server is strong, so
it is preferred. If the time difference of a server is small, it indicates that the server has
a fast response time and strong processing capacity, and it should be preferred. Among
these factors, due to the large changes in the time factor, in order to reduce the impact
of the large changes in time, a parameter A is added to adjust the overall score, and in
order to increase the influence of other factors, the conn and weight are squared, and the
formula 1.

score = A · delta · conn2

weight2
(1)

3.2 Data Structure Design

This paper proposes an improved load balancing algorithm conntime, the structure
ngx_http_upstream_sugar_peer_data_t, which contains members such as the polling
structure, the number of attempts, the current time, and the adjustment factor. Among
them, since the network data transmitted by the socket communication is forcibly con-
verted into the data in the structure, the polling structure should be placed first, and space
should be opened for all members.

typedef struct{
ngx_http_upstream_rr_peer_data_t rrp;
u_char tries;
time_t now;
ngx_uint_t coefficient;
ngx_event_get_peer_pt get_rr_peer;

}ngx_http_upstream_sugar_peer_data_t;
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3.3 Registration Structure Design

Since the load balancing algorithm name needs to be written in the nginx.conf configu-
ration file, there should be registration information inside the load balancing algorithm.
If a new load balancing algorithm named conntime wants to register to the upper layer,
then the nginx instruction structure, the http subordinate module structure, and the nginx
registration structure containing the first two must be declared. As shown in Table 1.

Table 1. Registration structure.

Type of data Variable name Comments

static ngx_command_t ngx_http_upstream_conntime_commands[] Instruction

static ngx_http_module_t ngx_http_upstream_conntime_module_ctx http module

ngx_module_t ngx_http_upstream_conntime_module ngx module

3.4 Function Design

In nginx, all scheduling algorithms except for the main scheduling module have a fixed
process, which is the main algorithm function, the initialization algorithm, the initial-
ization of the back-end server, the obtaining of the optimal back-end server id and the
marking, and the end. After calling the initialization algorithm function in the main
function, proceed in sequence.

Fig. 1. The relationship between the structure of ngx-http-upstream scheduling algorithms.
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Obtaining the optimal back-end server is the core of the entire scheduling algorithm,
the simplified algorithm flow is shown in Fig. 1. After the necessary initialization, all
servers must be locked to prevent errors. Then try to see if all available servers are
available or if there are other errors. If there is no problem, the score is calculated. The
server with the best score is marked. Regardless of whether the optimal server is found,
unlock it and return the corresponding result.

4 Results and Discussion

4.1 Load Balancing Algorithm Test

If you want to use a certain load balancing algorithm in nginx, you must first add an
upstream node under the http node of the nginx.conf configuration file. We add three
back-end servers to the nginx server, namely 192.168.142.141, 192.168.142.142, and
192.168.142.143. And the load balancing algorithm used is the self-developed conntime
algorithm. The ApacheBenc(ab) command has very low requirements on the computer
issuing the load. The test uses 50 users to access the nignx server 2000 times. The total
time is 0.259 s, 1336000 bytes are transmitted, the average time per request is 0.130ms,
and the transmission rate is 5032.24 Kbytes/s (Table 2).

Table 2. Statistics details of each server.

Server IP Numbers ups_resp_time/ms request_time/ms

124.16.131.141 695 0.006608633 0.006585612

124.16.131.142 579 0.006740933 0.006734024

124.16.131.143 728 0.006303571 0.006300824

4.2 Comparing with Other Algorithms

Use ApacheBench to test the fair algorithm and least_conn algorithm in the same
way.That is, in the upstreamnode under the http node of the configurationfileNginx.conf,
change the scheduling algorithm to fair, least_conn, and polling for testing. When the
scheduling algorithm is polling, the result is shown in Fig. 2.

By comparing the least_conn, fair, conntime algorithms,we can get the instantaneous
data of 50 users with 2000 visits, as shown in Table 3.

By comparing the test time consumption, requests per second, average time consump-
tion and other information of different algorithms, we can see that under the negative
pressure tool of ApacheBench, the advantages of conntime algorithm are more obvious.
Excluding the influence of factors such as the time before and after the test, the small
data size, and the overall low test time, the algorithm is still relatively advantageous.
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Fig. 2. Test comparison-least_conn.

Table 3. Comparison test details.

Test time(s) Number of requests
(#/s)

Average time (ms) Transfer rate (KB/s)

least_conn 0.312 6416.01 0.156 4185.45

fair 0.345 5789.32 0.173 3776.62

conntime 0.259 7714.09 0.130 5032.24

polling 0.237 8428.01 0.119 5497.96

5 Conclusions

This article implements an nginx-based technology resource scheduling system, which
combines self-developed scheduling algorithms, jQuery framework, and Ajax technol-
ogy. The article explains the self-developed replacement steps and related usage of the
load balancing algorithm. Realize the combination of load balancer and microservice
registry. Designed and implemented a self-developed load balancing scheduling algo-
rithm. Under the ApacheBench negative pressure tool, the conntime algorithm improves
the scheduling efficiency of the system.
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Abstract. Image dehazing is an important pre-processing for computer vision
systems. Modern dehazing techniques are based deep learning and training data.
Typical datasets are constructed with depth camera for indoor scene. However, it
is challenging to construct outdoor dataset because the limitation of depth infor-
mation devices. This paper presents a novel construction approach for outdoor
dehazing dataset. In our approach, we propose to adopt realistic rendering engine
to generate pairs of both hazy and clear images for outdoor scene. Initial experi-
ments on typical dehazing networks confirm the proposed idea and construction
method.

Keywords: Image dehazing · Dataset design · Realistic rendering engine ·
Convolutional neural network · Atmospheric scattering model

1 Introduction

During the past few decades, with pollution in industrial production and the popularity
of cars, hazy weather happens frequently especially in metropolitans like Beijing. In
a haze scene, small particles condensed by water vapor in air will cause scattering of
light, resulting in serious degradation of images obtained through the camera, whichmay
reduce the accuracy of subsequent advanced vision tasks, such as image segmentation
and pedestrian re-identification. Therefore, removing haze fromhazy images has become
a hot research topic of computer vision and artificial intelligence.

Modern dehazing techniques are based on neural network models, in which the
dataset is the foundation of dehazing algorithms. In the field of dehazing based on deep
learning, there are several common datasets, such asNYUDepthV2 dataset [1], RESIDE
dataset [2], and so on. However, the method of constructing hazy images by depth maps
is limited by the capability of the device and is very costly for outdoor scenes. Thus,
existing outdoor hazy images was generated by depth estimation [3], which may lead to
big errors.

Therefore, we propose a method based on realistic sense engine simulation to con-
struct pairs of both hazy and clear images for one same outdoor scene at the same time,
which is impossible to be collected in real-world.

© Springer Nature Singapore Pte Ltd. 2022
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This manuscript has 5 sections: Sect. 2 discusses the related works of dehazing
algorithms and datasets of deep learning dehazing. Section 3 describes our approach
how to construct pairs of both hazy and clear images for outdoor scene based on the
realistic engine. In Sect. 4, initial experiments are conducted to confirm the proposed
idea and technique. Section 5 summarizes this work with future directions.

2 Related Works

2.1 Atmosphere Light Model

Theoretical studies have shown that the reasons for atmospheric light scattering are two
respects [4]. Firstly, in hazy days, particles in the atmosphere, as dust and water droplets,
will scatter the light in different directions. This scattering makes the light appear to be
split and thinner in different directions. Secondly, the incident light is reflected to some
extent by these particles, causing a direct change in the direction of the incident light.
Further validation and refining by other scholars supplement the conversion mechanism
between hazy and clear images.

The scattering mechanism of an image is shown in Fig. 1 [5].

Fig. 1. Atmosphere scattering model

The mathematical equation of the model is expressed as Eq. (1) and Eq. (2).

I(x) = J (x)t(x) + A(1− t(x)) (1)

where,

t(x)= exp−βd(x) (2)

In Eq. (1), J (x) is the dehazed image, I(x) is the image with haze, t(x) is the
transmittance map, and A represents the atmospheric light.

Equation (2) illustrates that transmittance t(x) can be estimated with depth informa-
tion. d(x) is the depth information value of the scene, and β is the atmospheric scattering
coefficient, which is usually small. The formula shows that t(x) and d(x) show a negative
correlation.
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2.2 Dehazing Algorithms

There are two catalogues of image dehazing techniques: techniques based on handcrafted
priors and techniques based on deep learning methods.

Based onHandcrafted Priors. These methods only based on physical models of atmo-
spheric scattering is applied by measuring or estimating parameters such as atmospheric
transmittance and scattering intensity.

Fattal et al. analyzed various components of the image separately thus achieving the
effect of dehazing [3, 6]. Tan et al. chose to regionally adjust the image contrast of haze
image [7]. S. G. Narasimhan et al. proposed a binary scattering model with image depth
and the intensity of atmospheric scattering considered [8]. He et al. proposed the dark
channel prior theory and estimate the transmission map according to the prior [9].

Based on Deep Learning Methods. Cai et al. introduced a CNN model called
DehazeNet for dehazing. [10] Li et al. constructed an end to-end network and com-
bined the atmosphere light and transmission into a K-estimation module to reduce the
error in training. [11] Zhang et al. developed a densely connected network optimizes the
Atmosphere, transmission map and the original image at the same time. [12]. FFA-Net is
a state-of-art method using the attention-based feature fusion structure of different levels
that is adaptive to learn feature weights and give more weight to important features [13].

2.3 Dehazing Datasets

The widely used dehazing datasets include NYUDepth V2 dataset, RESIDE dataset and
Middlebury Stereo dataset.

NYU Depth V2 Dataset. The dataset contains more than one thousand RGBD images
and the raw images of this data are acquired by Microsoft’s Kinect depth camera as
shown in Fig. 2.

It consists of the label information of the objects which is used for semantic seg-
mentation, the RGB and depth data provided by the original camera, and functions set
used for manipulating the data and annotation.

Fig. 2. NYU Depth V2 dataset images samples. The three images are the output from the RGB
camera (left), preprocess depth (center) and a set of labels (right) for the image.

Some popular networks such as DCPDN and AOD-Net adopt NYU Depth V2 to
generate hazy indoor images. In these works, the indoor hazy images are created by
using the atmosphere light model and the depth information from RGBD images.
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RESIDE Dataset. The RESIDE dataset (REalistic Single Image Dehazing) includes
both indoor images and outdoor images as show in Fig. 3. The indoor images of RESIDE
come from NYU Depth V2. The indoor hazy images are created by using atmosphere
light model and depth information of RGBD images.

For outdoor scenes, it is difficult to find the accurate depth information for hazy
image. Therefore, the depth estimation has to be used in atmosphere light model to
create hazy images, which are inaccurate.

RESIDE dataset is used in networks such as FFA-Net andMSBDN-DFF for training
and testing.

RESIDE dataset adopts two evaluation criteria, no-reference metric and human sub-
jective rating, which are used to evaluate the dehazing results on real-world blurred
images as a complement to the widely used PSNR and SSIM.

Fig. 3. RESIDE dataset image samples

Middlebury Stereo Dataset. In addition to the above datasets, there is a dataset called
Middlebury Stereo dataset [14], which consists of high-quality images of real indoor
scenes and depth maps as Fig. 4.

It’s used for indoor images dataset construction in RESIDE, too. Due to the small
number of images, it’s not used alone.

3 Dataset Construction

Though hazy images can be captured directly in the real environment, it is impossible
to get the corresponding ground-truth non-haze scene images at the same time, which
brings difficulty in dehazing based on the supervised learning. Furthermore, most of the
time we can’t acquire hazy images under extreme conditions in the real world.

Therefore, we propose to use Flightgear, a flight simulation engine, to simulate pairs
of scenes with haze and without haze. We also adopt the Simulink tool component in
MATLAB to control with same flight parameters. Finally, we use Auto Screen Cap to
collect images pairs of the same scene under different weather to construct the dataset.
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Fig. 4. Middlebury Stereo dataset image samples

3.1 Simulate Engine and Capture Tools

The proposed approach adopt three related tools as follows.

Flightgear. Flightgear is a flight simulator well established for realistic scenes, which is
released as free open-source GPL software [15]. Many aviation control data researchers
choose it for flight parameter acquisition and calculation. Therefore, we adopt this flight
simulation engine to generate both the haze weather scenes and clear scenes.

MATLABandSimulink. MATLAB is awidely usedmathematical software,which can
realize the calculation and simulation of some complex mathematical formula. Simulink
is a visual development component forMATLAB,which has specific functions to achieve
dynamic system modeling and digital signal simulation.

In the proposed approach, we use the Simulink component in MATLAB to generate
the states of the aircraft, such as velocity, gesture and position coordinates. These states
can be used to drive the aircraft scenes in Flightgear.

Auto Screen Cap. It’s a utility used to collect the pair images of hazy scenes and clear
scenes with a fixed frequency [16]. It starts up with simulator simultaneously to keep
the consistency of the flight trajectory in different weather.

3.2 Data Capture

The proposed capture process of dehazing data is shown as Fig. 5.

(1) First, Start the Flightgear with the Script. By setting specific aircraft startup
parameters in the startup file, the initial position of the aircraft is fixed in the air, so it has
a certain scenery in the initial state. The flight parameters of the aircraft are transmitted
to port 5502 via UDP protocol and stored using Flightgear’s official tool provided.

(2) Next, Start the Simulink to Control the Flight Trajectory of the Aircraft. The
simulation is repeated with same aircraft’s velocity and trajectory in scenes under
different weather.

The model structure of Simulink is shown in the Fig. 6.
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Fig. 5. The overall process of dehazing data capture

Fig. 6. Simulink model structure

(3) Get the Clear Images. During the first simulation, Flightgear runs without haze
effect, and images such as in Fig. 7 are collected.

Fig. 7. Non-haze scene
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(4) Get the Haze Images. Since the haze effect of Flightgear’s default weather engine
satisfies the Eqs. (1) and (2). Therefore, to obtain the corresponding haze images,
we enable the haze options of Flightgear and rerun the simulator with other parame-
ters unchanged, then collect the hazy-images as the same way above. We can get the
corresponding image as Fig. 8.

Fig. 8. Hazy scene

3.3 Dataset Construction

After image pairs collected, we can use them to construct our dataset. Different works
may need dataset in different format. The dataset can be easily constructed by separate
images into different folder with same filename for corresponding image.

Because of the lack of landscape model, we only construct a test dataset for the
following experiment at present. A larger dataset contains training set will be created
after more model collected in future.

4 Initial Experiments

Our initial experiments are designed to test and confirm the proposed idea with limited
scene data. Therefore, we use the captured data as testing samples in this paper. In the
future, we will use our data for training samples.

The experiment is based on the Pytorch 0.4.0, Python 3.6.0, and all the training and
testing runs on the Nvidia GTX 1070Ti GPU.

4.1 Testing Network

WeuseAOD-Net as the basic training and testing network andNYU-DepthV2 dataset as
training set to examine the effect of our constructed test set. Except the test on AOD-Net,
there are some additional examples tested on other net-works, which include GCA-Net
[17], DCPDN, FFA-Net.
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4.2 Dehazing Quality Metrics

After referring to recent studies on dehazing, we design experiment to examine the haze
removal performance of the constructed dataset from the aspect of quality and confirm
the effectiveness of the dataset.

To measure the quality of dehazing test, four kinds of hazy images are included in
the test as follows:

• white objects or areas
• low brightness image dehazing
• building dense scene image dehazing
• dense haze scene dehazing

After comparing and observing the factors of the recovered images in these scenes,
such as the color and the outline of objects and other vision effect of the dehazed images
of this dataset, the testing effect of this self-built dataset is confirmed.

4.3 Qualitatively Analysis of Dehazing Visual Effects

The results of dehaze test on different networks are shown in Fig. 9, though the light haze
is removed in all images, there exist some problems such as lightness decreasing inGCA-
Net, and oversaturation inAOD-Net andDCPDN.The comparison shows that the dehaze
net trained on real-world images dataset can be applied to test the simulator-generated
haze images with dense buildings.

Fig. 9. The dehazing effect under different scenes
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4.4 Quantitively Analysis of Dehazing Visual Effects

We added an experiment which using our generated dataset as the training set of the
AOD-Net and compare its’ effect with AOD-Net’s default training dataset.

The compared results are shown in Table 1.

Table 1. The PSNR & SSIM of AOD-Net with same test set when trained on different dataset

Default training dataset Our generated training dataset

PSNR 19.6954 21.5742

SSIM 0.8478 0.7998

5 Conclusion and Future Work

This paper presents a new method for generating dehazing data. Haze scenes are gen-
erated with Flightgear, a flight simulation engine and MATLAB Simulink. The corre-
sponding haze-free image of the same scenes are collected and tested with haze image
on several different networks. The initial experiment results confirm the proposed idea
and approach.

In the future, we will continue the work as follows. Firstly, the default landscape
model of Flightgear is limited in size, which makes it difficult to simulate long-distance
flight paths and limit the size and quality of the generated dataset. We aim to solve this
problem by importing model with larger scale and higher quality in the future. Secondly,
the frequent manual operations of flight path switching increase the burden of image
collecting. So, auto flight with complex preset path is need. Thirdly, due to the feature
of flight simulation, most of the landscape scenes are observed from a top view in the
sky. We will decrease the flight altitude and deal with the problems of aircraft clipping
through the mountain in low altitude flight.

References

1. Silberman, N., Hoiem, D., Kohli, P., Fergus, R.: Indoor segmentation and support inference
from RGBD images. In: Fitzgibbon, A., Lazebnik, S., Perona, P., Sato, Y., Schmid, C. (eds.)
ECCV 2012. LNCS, vol. 7576, pp. 746–760. Springer, Heidelberg (2012). https://doi.org/10.
1007/978-3-642-33715-4_54

2. Li, B., et al.: Benchmarking single-image dehazing and beyond. IEEE Trans. Image Process.
28(1), 492–505 (2019)

3. Liu, F., Shen, C., Lin, G., Reid, I.: Learning depth from single monocular images using deep
convolutional neural fields. IEEETrans. PatternAnal.Mach. Intell. 38(10), 2024–2039 (2015)

4. McCartney, E.J.: Optics of the Atmosphere: Scattering byMolecules and Particles. NewYork
(1976)

5. Xing, L., Yang, L.: Image restoration using prior information physics model. In: 2011 4th
International Congress on Image and Signal Processing, vol. 2, pp. 786–789. IEEE (2011)

https://doi.org/10.1007/978-3-642-33715-4_54


214 S. Yang et al.

6. Fattal, R.: Single image dehazing. ACM Trans. Graph. 27(3), 1–9 (2008)
7. Tan, R.T.: Visibility in bad weather from a single image. In: 2008 IEEE Conference on

Computer Vision and Pattern Recognition, pp. 1–8. IEEE (2008)
8. Narasimhan, S.G., Nayar, S.K.: Chromatic framework for vision in bad weather. In: Proceed-

ings IEEE Conference on Computer Vision and Pattern Recognition. CVPR 2000 (Cat. No.
PR00662), vol. 1, pp. 598–605. IEEE (2000)

9. He, K., Sun, J., Tang, X.: Single image haze removal using dark channel prior. IEEE Trans.
Pattern Anal. Mach. Intell. 33(12), 2341–2353 (2010)

10. Cai, B., Xiangmin, X., Jia, K., Qing, C., Tao, D.: Dehazenet: An end-to-end system for single
image haze removal. IEEE Trans. Image Pro-cess. 25(11), 5187–5198 (2016)

11. Li, B., Peng, X., Wang, Z., Xu, J., Feng, D.: Aod-net: all-in-one dehazing network. In:
Proceedings of the IEEE international conference on comput-er vision, pp. 4770–4778 (2017)

12. Zhang, H., Patel, V.M.: Densely connected pyramid dehazing network. In: Proceedings of the
IEEE conference on computer vision and pattern recognition, pp. 3194–3203 (2018)

13. Qin, X.,Wang, Z., Bai, Y., Xie, X., Jia, H.: Ffa-net: Feature fusion attention network for single
image dehazing. Proc. AAAI Conf. Artif. Intell. 34, 11908–11915 (2020)

14. Scharstein, D., et al.: High-resolution stereo datasets with subpixel-accurate ground truth. In:
Jiang, X., Hornegger, J., Koch, R. (eds.) GCPR 2014. LNCS, vol. 8753, pp. 31–42. Springer,
Cham (2014). https://doi.org/10.1007/978-3-319-11752-2_3

15. FlightGear: Flightgear flight simulator – sophisticated, professional, open-source. https://
www.flightgear.org/. Accessed 29 June 2021

16. Autoscreencap download—sourceforge.net. https://sourceforge.net/projects/autoscreencap/.
Accessed 29 June 2021

17. Chen, D.: Gated context aggregation network for image dehazing and deraining. In: 2019
IEEE Winter Conference on Applications Of Computer Vision (WACV), pp. 1375–1383.
IEEE (2019)

https://doi.org/10.1007/978-3-319-11752-2_3
https://www.flightgear.org/
https://sourceforge.net/projects/autoscreencap/


Cooperative Evolutionary Computation
and Human-Like Intelligent

Collaboration



Differential Evolution Algorithm Based
on Adaptive Rank Exponent and Parameters

Weijie Mai(B), Mingzhu Wei, Fengshan Shen, and Feng Yuan

Institute of Software Application Technology, Guangzhou and Chinese Academy of Sciences,
Guangzhou, China

maiweijie@gz.iscas.ac.cn

Abstract. Differential evolution algorithm is a very useful and impactful method
for handling global numerical optimization issue in the evolutionary algorithm
family. However, there are still some shortcomings. Such as, the performance
of DE is depend on its mutation strategy and parameters setting. In this article,
we present a new fashione differential evolution algorithm which called AFP-DE
with adaptive rank exponent and parameters. Compared with the update variant
DE algorithms, the experiment shows that performance of AFP-DE is better than
them with good performance.

Keywords: Differential evolution algorithm · Adaptive rank exponent and
parameters · Mutation strategy

1 Introduction

Differential evolution algorithm (DE) is a simple yet powerful evolutionary algorithm
firstly introduced by Storn and Price for dealing with global optimization over continues
space [1, 2]. The merits of DE are its simple of use, compact, speed, and robustness.
So far, DE has obtained many successful applications in different engineering fields.
However, like other smart algorithm, Differential evolution algorithm also can’t escape
its own shortcomings. For example, it is easy to fall into local optimum, the presence
of contradictory of convergence speed and accuracy as well as appear the trend of the
stalemate with the algorithm advance. recently, lots of researcher both here and abroad
have put forward many methods to improve DE, which can be major summarized for
two aspects:

1. Mutation strategies. Scholars have put forward a lot of classical variation strategies by
far, such as DE/rand/1, DE/best/1, DE/rand-to-best/1. However, different strategies
have different characteristics, which means that there are different effects when
solving different problems. It only lists some of the frequently used strategies, a
large number of mutation strategies are put forward,such as [3–9].

2. Parameter setting. The classical differential evolution algorithm has three control
parameters, namely the scaling factor F and the cross factor CR aswell as the popula-
tion sizeNP,which obviously affect the performance ofDE. Therefore, scholars have
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projected a number of parameter improvement methods to improve the capability of
DE. Such as [10–14].

In this paper, we are interested in the DE/rand/1, DE/rand/2, DE/best/1variation
strategies to improve the performance ofDE.Wepresent adaptiveRankmutation strategy
for the DE algorithm, which called AFP-DE.

The rest of the article is organized as follows. In Sect. 2, we briefly describes the
original DE algorithm and some related work to the mutation operators in DE. The
details of our proposed algorithm is described in Sect. 3. The experiment and evaluation
of our proposed algorithm are presented in Sect. 4. Section 5 gives the summary of this
article and the related research in the next step.

2 The Original Differential Evolution Algorithm

Fig. 1. The flow-process diagram of standard DE

Differential evolution was first proposed by Storn and Pricein in 1995 to deal with
complex optimization problems, and it is a heuristic algorithm. On the one hand, DE as a
kind of swarm intelligent algorithm, which is not affected by the nature and structure of
the problem, with a simple principle, few parameters involved, easy to understand and
in parallel in a given space search. On the other hand, Differential evolution algorithm
with only three control parameters, as well as variation, crossover and selection operator,
which greatly simplify the parameter setting process and running time of the algorithm.
Figure 1 shows the flow chart of the original DE algorithm.
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2.1 Initialization Population

At the beginning of DE, a set of D optimization parameters is called an individual, which
is represented by a D-dimensional parameter vector. DE contains a total of three control
parameters NP, F and CR. NP is also the size of the population. The parameters F is the
scaling factor, which is generally restricted in the range of (0,1]. CR is the crossover rate,
which restricted in range [0,1]. For each target vector Xi,G , generally, which is defined
as follows:

Xi,g = (X g
i,1,X

g
i,2, · · ·,X g

i,D) i = 1, 2, · · ·,NP (1)

the initialization methods are used for each solution is:

X 0
i,j = Xmin

j + rand(0, 1) · (Xmax
j − Xmin

j ) (2)

where rand(0,1) is a uniformly distributed random in [0,1], Xmin
j and Xmax

j are the
minimum and the maximum of the jth dimension of the search space respectively.

2.2 Mutation

In the DE algorithm, the kernel operator is the differential mutation operator. Lost of
mutation operators that have been proposed [15, 16]. Here we outline some of the major
variation strategies.

1) DE/rand/1

Vi = Xr1 + F · (Xr2 − Xr3) (3)

2) DE/rand/2

Vi = Xr1 + F · (Xr2 − Xr3) + F · (Xr4 − Xr5) (4)

3) DE/best/1

Vi = Xbest + F · (Xr1 − Xr2) (5)

4) DE/current-to-rand/1

Vi = Xi + F · (Xr1 − Xi) + F · (Xr2 − Xr3) (6)

5) DE/current-to-best/1

Vi = Xi + F · (Xbest − Xi) + F · (Xr2 − Xr3) (7)

where Xbest indicate optimal solution in the current generation; r1, r2, r3, r4, and
r5∈{1, 2, · · ·,NP}; and r1 �= r2 �= r3 �= r4 �= r5 �= i. The parameter F is the
scaling factor for controlling the mutation scale, which is generally restricted in
(0,1].In the literature [17], the author used a large number of experiments to point
out that the effects of mode 1) and mode 5) are equivalent.
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2.3 Crossover

Aftermutation, a binomial crossover operation forms the trial vectorUG
i = (UG

i,1,U
G
i,2, ··

·,UG
i,D) as follows:

UG
i,j =

{
Vi,j, ifrand(j) ≤ cr, or(j == j(rand)

Xi,j
(8)

Here, jrand = 1, 2, · · ·,D.

2.4 Selection

For Selection step pick the better solution from the parent vector xgi and the trial ugi in
the light of a greedy selection scheme. For example, we select the lower fitness for a
minimization problem, which is given by

XG
i,j =

{
Ui,j, if , fit(u) ≤ fit(x)

Xi,j
(9)

2.5 Discussion on the Parameter of DE Algorithm

The scaling factor F and the cross factor CR are the major research directions, which
control the mutation and cross operation of DE algorithm respectively.

The scaling parameter F is very sensitive to the characteristics of the algorithm,
it controls the size ratio of the difference vector and adjusts the search range of the
algorithm [18]. Generally, the value range of scaling parameter F is between 0 and 2.
Fan and Lampinen [19] advised that the value of F in [0.5, 1.1]. Ronkkonen [20] believe
that 0.9 is a fine option to regulate the relationship between precision and speed rate.

Like F, the cross factor CR is also sensitive to the performance of the DE algorithm
and is an important parameter of DE. Bigger values of CR tend to promote the local
search capacity of the algorithm and accelerate the speed rate of the algorithm, But it
may be possible to measure the diversity of populations [21]. The smaller CR value
increases the global search capacity of DE and improves the diversity of population, but
weakens the space utilization capacity of the algorithm and slows down the convergence
speed of the algorithm. Ronkkonen et al. [20] believe that the value of CR depends on
the characteristics of the problem. The range of CR is 0.9 to 1 is applied to non-separable
and multi-problems, while the range of 0 to 0.2 is just for separable problems.

3 Our Improved Approach

In this section, we put forward a new DE algorithm, which called AFP-DE algorithm
with adaptive rank exponent and parameters to enhance the performance of DE.
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3.1 Rank-DE

In nature, excellent individuals usually have good genes, and they have more opportu-
nities to produce offspring. In other words, in evolutionary algorithm, the unpacking of
good information that they should have more opportunities to generate new solutions.
Based on this natural phenomenon, Gong et al. [6] proposed a differential evolution
algorithm based on rank selection, which is called Rank-DE. Specifically, in differential
mutation operator, vector of parent variation not random from the population choice,
but according to a selected based on the probability level. The higher the individual
level, the higher the probability that the individual will be selected to produce variation.
Probability is calculated as follows [6]:

pi = Ri

NP
(10)

where Ri is its ranking that the ith vector Xi is sorted according to its fitness. NP is
the population size and pi is the probability of the ith vector Xi. After computing the
selection probability of each individual in (10), Gong gives algorithm for how to choose
individual according to the section probability, as Algorithm I [6]. Note that the function
rand is used to generate random numbers from 0 to 1.

Algorithm I: Ranking-based vector selection for ‘DE/rand/1’

1: Input: The current solution index i
2: Output: The select vector indexes r1, r2, r3

3: Randomly select 1r PN {base vector index}

4: while rand>Pr1 or r1==i
5:      Randomly select 1r PN
6: end while
7: Randomly select 2r PN {terminal vector index}

8: while rand>Pr2 or r2==r1 or r2==i
9:      Randomly select 2r PN
10: end while
11:Randomly select 3r PN
12: while r3==r2 or r3==r1 or r3==i
13:      Randomly select 

},1{

},1{

},1{

},1{

},1{

},1{3r PN
14: end while
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3.2 AFP-DE

3.2.1 Adaptive Parameters for F and CR

In standard DE, there are two important parameters, F andCR, which control the scaling
of the difference vector and the component of the trial vector from the basic individual
or the mutated individual. Formula (3)–(7) shows that Scaling parameters very affect the
performance of DE. Generally speaking, In the process of algorithm, the larger f value
is conducive to global exploration, while the compared value is useful to local search.
Formula (8) shows Capability of parameterCR dominates the “gene” of trial individual
that it comes from the mutant individual or the parent individual. Yet, when CR valube
get little one, the global search of DE will becomes powerful.

Based on the above analysis, the values of F and CR should be tune-up dynamically
as the population evolves, then two relatively simple parameter adaptive strategies are
raised:

F = gmax − (fgmax − fgmin) · (
g

Gmax
) (11)

CR = crmax − (crmax − crmin) · (
g

Gmax
)2 · (

g

Gmax
) (12)

where, the maximum value of and the minimum value of the scaling factor are setted
fgmax = 0.9, fgmin = 0.2, respectively. This paper takes crmax = 0.9, crmin = 0.3, Gmax

= 1500 is the maximum number of iterations.

3.2.2 Adaptive Parameters for F and CR

Shortcomings in literature [6] is that it uses a fixed probability calculation model, which
means that the superiority is the same of a better solution with respect to the worse one in
each generation. But in nature, the superiority of good individuals to produce offspring
with respect to a poor individual should be variable. Based on this natural phenomenon,
this paper proposes an adaptive exponential model (AFP-DE) to highlight the differences
between the two.

In this section, we put forward the selection probability pi of the ith individual Xi is
computed as:

pgi =
(

Ri

NP

)α(g)

(13)

where α(g) is a an adaptive exponential of the gth generation in population, and initialize
the value of α(1) = 1, which is renewed according to the following formula:

α(g + 1) =
{
k1 · sample(upper, 1) if RT (g + 1) ≥ η · RT (g)

k2 · sample(low, 1) else
(14)

RT (g + 1) = n(g + 1)

NP
(15)

where n(g + 1) represents the number of the (g + 1)th generation successfully produce
a better solution, which is initialized to 0 in every generation; in the parameter setting,
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we suggest that k1 = 4, k2 = 2, η = 0.85 and RT (0) = 0.5. upper and low are the
top NP/2 and bottom NP/2 of the uniform distribution rand(1,NP) in descending order.
Sample means to randomly select a value from upper or low.

The Fig. 2 shows curve with the change of the exponential α (here just list α = 1/3,
α = 1, α = 3), the difference of the individual level is also changed. As can be seen
from the figure, when α = 3, it means that condition RT (g + 1) ≥ η · RT (g) in the
formula is true. It is obvious that α = 1 is a special case of the literature [6], at this time,
the differences of all individuals level are the same.

Fig. 2. The changing curve of α

3.2.3 The Procedure AFP-DE Algorithm

Our adaptive rank exponent and parameters govern method are merged into classical
DE for compose the AFP-DE algorithm. The pseudo-code of the whole AFP-DE base
on the mutation strategy of DE/rand/1/bin is demonstrated in Algorithm II.
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2: crmin=0.3 , NP=100,   .
3: for g=1 to Gmax

4:     Set n=0;
5:   Sort individuals according to the fitness of the function from worst to best.
6:   Compute the probability of each solution according to Eq. (13). 
7:   Calculate g-th value of CR and F according to Eq. (11-12).
8:    for 1 toi NP
9:        Select r1, r2 and r3 according Algorithm I
10:         1 2 3   G G G G

i r r rV X F X X
11:        int(1, )randj rand D
12:         for 1 toj D
13:            if (0,1) or  randrand CR j j
14:               , ,G G

i j i jU V
15:            else
16:               , ,G G

i j i jU X
17:            end if
18:         end for               
19:         if    G G

i if U f X
20:           1 G G

i iX U , n=n+1;
21:       else
22:           1 G G

i iX X
23:        end if              
24: end for
25: RT(g+1)=n/NP; g=g+1;
26:   Update  according to Eq. (14). 
27: end for

Algorithm II: the procedure of the AFP-DE algorithm for ‘DE/rand/1/bin’

1:Initialize  ,    ,  , fgmax=0.9 , fgmin=0.2,
crmax=0.9 , 

4 Experimental Results

Ten out of twenty-two functions [15] with 30D were hired to test the ability of our
algorithm. The benchmark functions are given in Table 1.

In order to ensure fairness, the functions selected above include both continuous and
discontinuous functions, aswell as unimodal andmulti-peak functions, etc. In addition to
Rank-DE, we also compare with the state-of-art DE, SADE [16], The parameter settings
for DE, SADE, Rank-DE andAFP-DE base onmutation strategyDE/rand/1 respectively
are shown in Table 2.

In our experiments, the average and the standard deviation of the function value
are applied to evaluate the optimization performance. The maximal function evaluation
(max_FES) is adopted as the termination criterion, which is set to 5000 · D(Dimension
of solution). For all the compared algorithms, 25 independent runs are executed on each
test function. The accuracy of our algorithm is measured here by Wilcoxon’s statistics.
For simple, the optimal solution for each test issue are signed in boldface as Table 3.
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Table 1. Benchmark functions in experiments

Name Function Range Min

Sphere f1(x) = ∑D
i=1 x

2
i [−100, 100]D 0

Elliptic f2(x) = ∑D
i=1 (106)

i−1
D−1 x2i [−100, 100]D 0

SumSquare f3(x) = ∑D
i=1 ix

2
i [−10, 10]D 0

Step f7(x) = ∑D
i=1 (�xi + 0.5�)2 [−100, 100]D 0

Quartic f9(x) = ∑D
i=1 ix

4
i + random[0, 1] [−1.28, 1.28]D 0

Rosenbrock f10(x) = ∑D−1
i=1

[
100

(
xi+1 − x2i

)2 + (xi − 1)2
]

[−5, 10]D 0

Rastrigin f11(x) = ∑D
i=1

[
x2i − 10 cos(2πxi) + 10

]
[−5.12, 5.12]D 0

NCRastrigin

f12(x) = ∑D
i=1

[
y2i − 10 cos(2πyi) + 10

]

yi =
{

xi |xi| < 1
2

round(2xi)
2 |xi| ≥ 1

2

[−5.12, 5.12]D 0

Griewank f13(x) = 1/4000
∑D

i=1 x
2
i − ∏D

i=1 cos
(

xi√
i

)
+ 1 [−600, 600]D 0

Schwefel 2.2 f14(x) = 418.98288727243380∗D−∑D
i=1 xi sin

(√|xi|
)

[−500, 500]D 0

Table 2. The parameter settings

Algorithms Parameter settings

DE(DE/rand/1/bin) NP = 100, F = 0.5, CR = 0.9

Rank-DE(DE/rand/1/bin) NP = 100, F = 0.5, CR = 0.9

SADE(DE/rand/1/bin) NP = 100, k = 4, ε = 0.01, L = 50

AFP-DE(DE/rand/1/bin) NP = 100, fgmax = 0.9, fgmin = 0.2, crmax = 0.9, crmin = 0.3, k1
= 4, k2 = 2,
α(1) = 1, RT (0) = 0.5, η = 0.85

Table 3 clearly indicates experimental results. For the “DE/rand/1”mutationoperator,
it is clearly found out that AFP-DE is better than classic DE except f13 on ten test
functions. Compared with Rank-DE, AFP-DE wins in all test functions exclude f13.
At the same time, we found that the optimization results of AFP-DE and Rank-DE are
equal on the function f7, and they have achieved the best value is 0. In addition, the
performance advantages and disadvantages of SADE and AFP-DE in the test functions
are each half.

The specific instructions are as follows: AFP-DE is superior to SADE on the con-
tinuous unimodal functions f1–f3 and the Rosenbrock f10 which is unimodal for D = 2
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Table 3. Comparisons of the state-of-art DE algorithms with AFP-DE on 10 test functions with
30D

Fun Metric DE
DE/rand/1/bin

Rank-DE
DE/rand/1/bin

SADE
DE/rand/1/bin

AFP-DE
DE/rand/1/bin

f 1 Mean
std dev

5.61e−14
4.81e−14

2.51e−29
2.47e−29

1.56e−37
1.97e−37

2.41e−59
5.96e−59

f 2 Mean
std dev

3.79e−11
3.10e−11

3.19e−26
3.88e−26

4.12e−34
1.15e−33

2.24e−56
4.06e−56

f 3 Mean
std dev

4.55e−15
3.08e−15

2.21e−30
2.53e−30

5.37e−38
7.24e−38

1.17e−61
2.71e−61

f 7 Mean
std dev

0.00e+00
0.00e+00

0.00e+00
0.00e+00

0.00e+00
0.00e+00

0.00e+00
0.00e+00

f 9 Mean
std dev

9.37e−03
2.18e−03

4.82e−03
1.64e−03

3.31e−03
1.41e−03

3.62e−03
1.57e−03

f 10 Mean
std dev

1.61e+01
9.72e−01

4.16e+00
1.52e+00

2.12e+01
1.90e+01

5.13e−01
1.67e+00

f 11 Mean
std dev

1.67e+02
1.05e+01

1.13e+02
3.06e+01

2.83e−14
6.96e−14

2.05e+01
5.71e+00

f 12 Mean
std dev

1.55e+02
1.33e+01

1.09e+02
2.57e+01

1.11e−07
1.62e−07

1.95e+01
3.74e+00

f 13 Mean
std dev

1.72e−13
2.51e−13

4.92e−04
2.15e−03

6.86e−04
2.37e−03

4.49e−03
2.78e−03

f 14 Mean
std dev

7.13e+03
2.77e+02

5.45e+03
1.03e+03

0.00e+00
0.00e+00

1.31e+03
1.09e+02

-/+/ =
——

8/1/1 8/1/1 5/4/1
——

“−“, “=” and “+” respectively indicate that the running algorithm is worse, similar or better
than AFP-DE according to the Wilcoxon’s rank test at a 0.05 significance level.

and D = 3, while it may have multimodal optimal solutions. On the other hand, AFP-
DE is inferior to SADE on the noisy function f9 and the multimodal functions f11–f14.
Further, they have the same value of 0 at the function f7. Overall, on ten test functions,
AFP-DE is obviously better than DE and Rank-DE base onmutation strategy DE/rand/1,
and has also better robustness. Meanwhile, it has advantages over SADE in some of the
above functions. The evolution curves of the best mean function values comes from DE,
rankDE, SADE, AFP-DE versus number of iterations are plotted in Fig. 3.
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Fig. 3. Evolution curve of AFP-DE, DE, Rank-DE and SADE

5 Conclusion

In the article, a novel DE variant algorithm called AFP-DE, is raised to promote the
ability of DE, which is compared with DE, rankDE, SADE algorithms base on mutation
operator DE/rand/1. they have been tested on a series of typical benchmark functions
than they are used on the literature. Experimental results shows AFP-DE is better or at
least competitive performance just for the speed rate and the robustness, compared with
the latest DE algorithm. Considering the future work, the AFP-DE will be compared
with same kind of algorithm base on DE/rand/2/bin, DE/best/1/bin. At the same time,
Both new mutation strategy and sensitivity analysis of parameter (Eq. 14) should be
proposed to enhance the optimization performance of AFP-DE algorithm.
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Abstract. Unmanned systems can be abstracted as dynamic and complex sys-
tems of multi-agent competition and cooperation. Its quantitative and qualitative
characteristics are naturally similar to those in network science. Therefore, we can
explore how to form a dynamic and efficient adjustment of the link relationship
between nodes, based on studying of structural complexity, node complexity, and
interactions between structure and nodes in network science. The aforementioned
outputs can accordingly support the efficiency of information interaction and dis-
semination between nodes. To solve the problem of information cooperation in
weak communication connection of unmanned systems, this paper proposed an
information centrality evaluation method based on the degree of cascaded topol-
ogy correlation (CTRICE, Cascade Topological Relevance Information Centrality
Evaluation). The evaluationmethod and strategyof cascading topology association
degree based on local neighborhood were formed through the evaluation of cas-
cading information aggregation abilitywithin the neighborhood and the evaluation
of intimacy based on topology and interaction behavior. Consequently, the results
of the assessment would provide support for information fusion and decision-
making. This paper first proves the feasibility of this method in terms of informa-
tion synergy consistency. Meanwhile, it compares and analyzes the convergence
efficiency through simulation experiments between the proposed method with
assessment methods of mean value and degree centrality. Compared with the tra-
ditional method, the proposed method has better robustness and robustness under
the condition of low quality communication connections. The method presented
in this paper provides an idea for the realization of information self-organization
and collaboration based on topological relations in unmanned systems.

Keywords: Complex network · Multi-agent system · Information collaboration ·
Cascade topology · Centrality evaluation
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1 Background

In the multi-agent system (MAS), there are continuous interaction processes between
intelligent individuals and their environment [1]. Whether the linking and dissemination
of information in these interactive processes has the consistency and completeness of
information among multiple nodes is the basis for realizing collaboration and decision-
making among multi-agents [18–21].

TargetTarget

Y
I

J

X

(a) Example of direct observation area           (b) Example of information propagation and fusion 

Fig. 1. Schematic diagram of cluster direct observation and information dissemination.

For example, in the process of information perception and transmission of unmanned
clusters: Due to the fact that agents in close proximity to the information source would
own relatively complete target information, when the agents initially perceive the exis-
tence of the information source, and then spread the observation to neighborhood (Fig. 1),
the preference connection establishment tend to these key nodes, in regenerative pro-
cesses of multi-agent network. This preferred link feature is in line with the characteris-
tics of the BA scale-free network. Therefore, the unmanned system can be abstracted into
a cluster network, which simultaneously according to topological centrality of scale-free
networks and their nodes in the neighborhood (Fig. 2), the information dissemination
between nodes can bemeasured. As a consequence, the endogenous confidence level and
the attenuation level of the information propagation would be used as the basis for infor-
mation acceptance, supporting the integration ofmulti-agent information interaction and
group organization in a dynamic communication environment.

Since the 1940s, multi-disciplinary scholars have carried out continuous research on
the centrality description methods of nodes in complex networks. For example, Matjaž
Krnc et al. described and implemented group decentralization and centralized modeling
in networks through a greedy approximation algorithm [2]. A. Samad et al. proposed
the betweenness centrality measurement method (SAM) based on hop-count to analyze
user rankings in social networks [3]. Gaoshi Li et al. worked on the identification of
essential proteins via neighborhood closeness consistency model [4]. Zhenzhen Shao
et al. improved the efficiency and effectiveness of centrality calculation for dynamic
graph changes through incremental update of proximity centrality detection [5]. In terms
of the k-shell method, Alighanbari et al. proposed the SLPA algorithm based on K-shell
decomposition to detect and identify communities in the network [6]. Taras Agryzkov
et al. built an analysis model of urban transportation network based on eigenvector
centrality, by means of fusion of node data and topology information [7]. The main
indicators [8–11] are shown in the table below.



232 Y. Shen et al.

Fig. 2. Schematic diagram of target information fusion based on observation of neighbors.

On account of requirements of global calculations, when facing uncertain weak
and unstable connections in unmanned systems, methods like betweenness centrality,
proximity centrality and K-shell have conspicuous deficiency on cost-effectiveness, due
to its relatively larger time and computational overhead. Although degree centrality
only depends on the calculation of the local connection situation, however in practical
applications, the number of global nodes would not be stable. Feature vector centrality
is relatively expensive in local calculations. In addition, how to use the importance of
neighbor nodes to characterize materiality of central nodes requires specific design in
combination with practical applications (Table 1).

Table 1. Main importance indicators of undirected network nodes.

Appellation Definition Calculation
formula

Calculation range Complexity

Degree
centrality

The degree of the
node is used to
characterize the
importance of the
node, and
normalization is
generally
performed

DCi = ki
N−1 Local/Global O(n)

Betweeness
centrality

The importance
of the node is
characterized by
the number of
shortest paths
passing through
the node,
describing the
influence of the
node on
information flow
in the network to
a certain extent

BCi =
∑

s �=i �=t
nist
gst

[16]

Global O(n3)

(continued)
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Table 1. (continued)

Appellation Definition Calculation
formula

Calculation range Complexity

Closeness
centrality

The inverse of the
average distance
from a node to
other nodes in the
entire network

CCi = 1
di

=
N∑N
j=1dij

Global O(nm +
n2logn)

K-shell
decomposition

Through the
k-shell
decomposition
method, the shell
decomposition
process is carried
out layer by layer.
The complex
network is
decomposed into
cores,
peer-to-peer
connected pieces,
isolated pieces,
etc. for
coarse-grained
division

\ Global O(n + m)

Eigenvector
centrality

The importance
of the neighbor
node is used to
characterize the
importance of the
node

xi = c
∑N

j=1 aijxj Local/Neighborhood O(n2)

According to the above, information interaction requirements of unmanned multi-
agent systems could be measured from two aspects: information content and network
topology. Therefore, an information centrality evaluation algorithm based on cascade
topological relevance in extend the neighborhood (CTRICE) is proposed in this paper.
The cascading neighborhood information relevance of an agent jointly characterized by
associated evaluating the intimacy between neighboring nodes and cascading informa-
tion aggregation ability. The results of simulation experiment verify the effectiveness of
the method, and its promotion of the robustness of synergy in multi-agent systems in the
face of unstable topological connections.
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2 Information Interaction Consensus Theory of Multi-agent
Topology

Based on the basic Vicsek model [14], when N autonomous individuals constitute a
discrete-time system. The initial positions and directions of movement of the individuals
are randomly distributed. All individuals move freely in the plane area of L × L with
periodic boundary conditions at a constant speed. The individual’s cognitive estimation
information will be updated according to the broadcast information of all neighbors in
update processes with noise which mean value is zero. Each individual with its own
current location −→xt (t) ∈ R2 can only perceive the information of other neighbouring
individuals. Neighbors of individual i are composed of agents whose Euclidean distance
between themselves less than the sensing and communication range R > 0 (perception
range and communication range capability and size are the same). Let�i(t) [15] represent
the set of neighbors of individual i at time t, namely.

�i(t) = {
j|‖−→xj (t) − −→xi (t)‖ ≤ R, j = 1, 2, . . . ,N

}
(1)

The information interaction between individuals can be transmitted as follows

Ii(t + 1) = 〈Ii(t)〉� + ζi(t) (2)

wherein, ζi(t) is the uniformly distributed noise signal on [−η, η], and 〈Ii(t)〉� represents
the information fusion result based on individual local observations. Consequently, it is
easily obtainable that there must be a certain moment t0 > 0 for t ≥ t0, any Ii(0) when
Ii(t) = Ij(t),∀i, j = 1, 2, . . . ,N . at t → ∞ satisfying.

lim
t→∞Ii(t) = lim

t→∞Ij(t),∀i, j (3)

Accordingly, the cluster can gradually reach the consistency of information
exchange. Hence, regardless of whether there are discrete subgraphs in the topologi-
cal relationship of the group at current moment, the attenuation and distortion noise
between information interactions can be uniformly distributed to achieve consistent
cognition, after information accumulation during a certain amount of time. Then, when
there is noise based on probability and observation error in the information interaction
between agents, it is necessary to consider whether the cluster information interaction
can achieve global consistency, so as to ensure the local dynamic information interaction
process can be competent for comprehensive estimation of global information on the
cumulative time scale.

3 Cascade Topological Relevance Information Centrality
Evaluation (CTRICE)

3.1 Method for Defining Cascaded Neighborhoods Based on Cluster Topology

In the definition of cascaded neighborhood based on cluster topology, there are mainly
two problems as follows:
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(1) Influence Maximization.
In a given network diagram G(V ,E), maximization of influence is how to con-

struct the Influence Spread Model and the strategy of selecting k spreading base
nodes on current topology structure ofG and find the seed node set Nset(Nset ⊆ V ).
Through Expected Influence Spread Evaluation (EISE), the final node activation
seed set isσ(Nset). According to analysis of actual networks [13], the influence of
information transmissionwould been attenuated to a negligible level when the num-
ber of hops transmitted exceeds 3–4 hops. Therefore, when defining the cascaded
neighborhood, the number of link hops (Hopthreshold ) of the neighborhood comput-
ing node should not be greater than 3, in order to balance calculation efficiency and
data validity.

(2) Information Backflow.
According to the proof in Sect. 2, in information transmission process of target

perception, interference of information noise can be effectively integrated reduced
by fusion, whenmultiple agents produce observations of the same target with differ-
ent confidence levels. For example, processes of target reconnaissancewith different
payloads can provide different dimensions of information, thereby improving the
full-dimensional grasp of target information. However, when it is impossible to
determine whether it is direct observation or indirect observation, the multipath
backflow of information is often disturbed by the diffusion of cluster information.
As shown in the following figure, when agent X performs neighborhood node eval-
uation, neighbor agent I and J ’s information about targetM comes from the same
agent Y . Which is obvious that the correlation calculation would own highest utility
with trimming backflow nodes when the non-X neighborhoods of I and J have no
difference (Fig. 3).

Y

I

J
X Y

I

J
X

(a) Example of information backflow                            (b) Example of local neighborhood definition 

Fig. 3. Schematic diagram of information backflow and local neighborhood definition.

Hence, for themulti-agent cluster networkNICE(AICE,EICE) (we assuming that
the multi-agent cluster network NICE is an unpowered and undirected network)-
where AICE represents the set of agents contained in the network and EICEij repre-
sents the communication connection state between agent node i and agent node j -
the local neighborhood hop count (Hopthreshold ) should defined as 1 to 2 hops based
on the above analysis, namely Hopthreshold ∈ [1, 2] and Hopthreshold ∈ Z. That is,
for any agent AICE−X , the neighborhood range SneighborsAICE−X

at time t is
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Sneighbors_tAICE−X
= {AICE−v |AICE−v ∈ {S(AICE−X )Hop1_t

∪ S(AICE−X )Hop2__t
},∀AICE−X ,AICE−v ⊆ AICE }

(4)

where

S(AICE−X )Hop1_t = {AICE−v : (AICE−X ,AICE−v) ∈ EICE} (5)

S(AICE−X )Hop2_t
=

{
AICE−w |AICE−w ∈ {S(AICE−X )Hop2_Naive_t

− S(AICE−X )Hop2_BackFlow_t
}
}

(6)

S(AICE−X )Hop2_Naive_t = {AICE−w : (AICE−w,AICE−v) ∈ EICE,AICE−w �= AICE−X }
(7)

S(AICE−X )Hop2_BackFlow_t = {AICE−w : (AICE−w,AICE−v) ∈ EICE, S(AICE−v1)Hop1
= S(AICE−v1)Hop1,∀AICE−v1,AICE−v2 ⊆ S(AICE−X )Hop1}

(8)

As shown in the figure above, based on the current real-time cluster topology link situ-
ation, the green part is S(AICE−X )Hop1_t , the blue part is S(AICE−X )Hop2_t , and the red
part is the trimmed part S(AICE−X )Hop2_BackFlow_t at time t for agent AICE−X .

3.2 Evaluation Method of Cascaded Topological Relevance Based on Local
Neighborhood

The method of local neighborhood-based topological relevance evaluation is mainly
used in assessment and acceptance processes of neighborhood received information for
each agent node. The process can be divided into the direct relevance evaluation of the
neighborhood (Hopthreshold = 1) and the indirect relevance evaluation of the extended
neighborhood (Hopthreshold = 2). Specifically, the topological correlation evaluation of
each node in the immediate neighborhood mainly includes two aspects:

(1) Evaluation of cascading information gathering ability in the neighborhood
By measuring degree, nodes’ influence can be characterized in information inter-

action. The evaluation value of the normalized neighborhood degree centrality of the
one-hop neighbor node AICE−i in the immediate neighborhood of an agent AICE−X is

CD_NDRX _i = ki
∑

u∈�X (t) ku
(9)

where and
∑r

u=1 ku are the sum
of the degrees of other one-hop neighbor nodes in the immediate neighborhood. After
cascading the extendedneighborhood, the evaluation value of the extendedneighborhood
degree centrality of the one-hop neighbor node AICE−i is

CD_ENIRX _i = μ
∑

kj (10)

Among them, AICE−j : (
AICE−j,AICE−i

) ∈ EICE,AICE−j �= AICE−X and μ are used
to adjust the influence of the extended neighborhood degree centrality evaluation on
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the cascade evaluation. In summary, the comprehensive information aggregation ability
evaluation value with considering a node AICE−i in the direct neighborhood of AICE−X

and its associated expanded neighborhood is defined as

CDX _i = CD_NDRX _i ∗ CD_ENIRX _i (11)

Evaluation Strategy of Information Aggregation Ability in Cascade Neighborhood:

(a) If the one-hop neighbor nodes in the direct neighborhood is not trimmed, the cas-
cade evaluation value of the information aggregation ability of each node based
on direct and corresponding extended neighborhood. Which equals the informa-
tion aggregation capability value of direct neighborhood multiply by its extended
neighborhood evaluation value. If the extended neighborhood of a one-hop neigh-
bor does not exist, only the degree centrality of the direct neighborhood would be
calculated.

(b) If clipping operations occur (meaning that the node has a high risk of information
backflow), the information aggregation capability evaluation value of the clipped
node in extended neighborhood would be used as the information aggregation capa-
bility evaluation value of the node in its connected immediate neighborhood, with
doing information fusion processing for its connected one-hop neighbor nodes.

(2) Intimacy evaluation based on topology and interactive behavior
The computing spectrum of intimacy evaluation is confined to immediate neighbor-

hood based on topological relationship and interaction frequency per unit time [22, 23].
Concretely, the intimacy between any agent node AICE−X and its neighbor node AICE−i

in the immediate neighborhood is defined as follows

CIX _i = β1CI_T X _i + β2CI_I X _i (12)

whereCI_T X _i represents the topological intimacy between AICE−X and AICE−i,CI_I X _i
represents the interaction frequency intimacy between AICE−X and AICE−i. β1 and β2
are adjustment coefficients. The interaction frequency intimacy is characterized by aver-
age information interaction time interval. The specific definitions of the two aspects of
intimacy are as follows

CI_T X _i = �X (t) ∩ �i(t)

{�X (t) ∪ �i(t)} − 1
+ 1 (13)

CI_I X _i = 1

fX _i − 1

fX _i∑

n=1

tn − tn−1 (14)

Among them, �i(t) represents the set of neighbor nodes of i at time t, fX _i represents
the total times of information exchanges between AICE−X and AICE−i before the current
moment, and tn represents the time of the n th information exchange.

(3) Information centrality evaluation method based on cascade topological
relevance
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Synthetically, taking any agent node AICE−X as an example, the cascade topo-
logical relevance evaluation ELocal_TAX _i of neighbor node AICE−i in the immediate
neighborhood of AICE−X is defined as follows

ELocal_TAX _i = α1 ∗ CDXi + α2CIX _i (15)

where, α1 and α2 are adjustment coefficients.
Then the formula for neighborhood information fusion based on the evaluation of

the local association degree of the central agent node AICE−X is defined as follows

IX (t) =
∑

i∈�X (t)

ELocal_TAX _i∑

u∈�X (t)
ELocal_TAX _u

Ii(t) (16)

where, �X (t) represents neighbor nodes of agent node AICE−X at time t, Ii(t) represents
the information transmitted by neighbor AICE−i, and ELocal_TAX _i represents the topo-
logical relevance evaluation of neighbor AICE−i. The evaluated relevance results would
be used as the basis for information admissibility after unified processing.

4 Simulation Verification

Initial simulation environment based on the Barabási-Albert model with 200 agent
nodes which initial positions of which generation obeyed Poisson distribution were(
posAICE−i

)

t
=

[
posxti , posyti , poszti

]
,∀pos_xt_i, pos_yt_i, pos_zt_i ∈ [−1000, 1000].

The initial network topology was shown in Fig. 4 below. Simulation took one agent
owned largest current connections as the direct observation node to spread real target
position (700, 400,−200). The initial target positions held byother nodeswere randomly
generated obeying Poisson distribution on [−1000, 1000].

Fig. 4. Schematic diagram of the initial network connection topology of the experiment.

The simulation work of this article mainly focused on the following two aspects:

(1) Convergence efficiency of information collaboration consistency.
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It could be seen in Fig. 5 that the cascaded topology relevance evaluationmethod
can make the cluster shared information converge uniformly, possessing almost
indistinguishable efficiency with mean evaluation and degree centrality evaluation.

(2) Robustness of information collaboration under weak connection conditions.
Simulation experiment added a Poisson-distributed connection interruption that

obeyed [0, 5]. During connection interruption, the agent cannot interact with its
neighbors. We made comparative observation on synergy status during information
fusionwith disparate evaluationmethod between degree centrality and the proposed
method. As shown on the left side of Fig. 6, when there were a large number of
intermittent interruptions, under the degree centrality assessment, initial informa-
tion could converge to a certain extent, but could hardly achieve global uniform
convergence.

Using the proposed evaluationmethod based on local neighborhoods, when the com-
munication connection status was weak, the weight of acceptance during information
fusion can be adjusted through historical interactive information and interactive topo-
logical relationships. So that the system could handle weak connection conditions with
better robustness. At the same time, because of the expansion of the scope of informa-
tion evaluation, the loss of information can be compensated when some connections
are interrupted to enhance the robustness of the system. As shown on the right side of
Fig. 6, information centrality evaluation method based on cascade topological relevance

Fig. 5. Convergence efficiency comparison of information collaboration consistency.
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can still ensure convergence of information at a better level. Finally, the experiment
basically converged to the set threshold value range when the simulation step is about
2600.When one node entered target’s direct observation range, its could become a direct
observation node to accelerate convergence process.

All lines are metabolic curves along with time. In position convergence simulation
comparison, the gray ones are extreme values, the blue ones are mean values, and the
red ones are median values. In variance convergence simulation comparison, gray, blue
and green lines each represent positions of x, y and z for its statistical variance.

Simulation experiments were carried out at four levels of connection interruption and
conducted 30 trials for each level by adjusting the normalized parameters. The average
convergence time and efficiency reduction are shown in Table 2.

Fig. 6. Comparison of information collaboration under weak connection conditions.

Table 2. Statistics of connection interruption simulation.

Connection interruption
(obey poisson distribution)

Convergence time/simulation steps
(average used of 30 trials for each)

Average efficiency decline

No interruption 1683 \

[0, 3] 1976 14.828%

[0, 5] 2186 23.010%

[0, 10] 2249 25.167%

5 Conclusions and Prospects

Aiming at improving the robustness of information collaboration under the condition
of weak connections in unmanned systems, this paper proposes an information central-
ity evaluation method based on cascaded topological relevance. The proposed method
adopts the evaluation of cascaded information aggregation capability and the assess-
ment of intimacy in the neighborhood to estimate information centrality and contribute
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to form information fusion strategy. This paper verified the feasibility of this method in
terms of information coordination consistency, efficiency and robustness of information
collaboration under the condition of low-quality communication connections through
simulation experiments. Further work will be carried out on more diverse dynamic
changes of topological relations.
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Abstract. Green supply chain network design (GSCND) has become a hot topic
in many manufacturing industries today, since it is an environmentally friendly
manufacturing mode and is significantly related to the sustainable development of
enterprises. TheGSCNDproblem always hasmultiple complex constraints, which
makes it difficult for traditional methods to search for feasible solutions within
the limited time. Therefore, this paper designs a four-echelon green supply chain
network model, and proposes a Marine Predators Algorithm with the Stage-based
Repairment (MPA-SR) to solve the complex constrained problem. For infeasible
solutions that violate the constraints, MPA-SR repairs its logistics routes firstly,
and then allocates the freight volume to the routes. Besides, an adaptive repair
probability variable is designed to control the probability of the repair operator.
In order to prove the efficacy of MPA-SR, the experiment is carried out on nine
instances with three different scales. The experimental results show that MPA-SR
performs better than other compared algorithms in terms of both the solving speed
and the solution quality.

Keywords: Green supply chain network · Marine predators algorithm ·
Constrained optimization

1 Introduction

Supply chain network management has become more and more important for many
industries. Supply chain network generally consists of suppliers, manufacturers, ware-
houses, customers, and so on, which are connected to form a whole functional network
chain structure [1–3]. The main purpose of supply chain network design (SCND) is to
minimize the whole cost of the network and to satisfy the demand of customers. A well-
designed SCND can save the operation time and cost, and improve customer satisfaction
and the competitiveness of enterprises.
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As the green and low-carbon manufacturing has become more and more impor-
tant for the sustainable development, the green supply chain network design (GSCND)
has received widespread attention [4]. The concept of GSCND was first proposed by
the Manufacturing Research Association of Michigan State University in 1996 in an
“Environmentally Responsible Manufacturing” study [5]. GSCND considers both the
environmental impact and the resource efficiency in the system, and has become a mod-
ern popular management model. It pursues economic benefits and green benefits at the
same time to achieve sustainable economic development.

In order to extend the SCND problem to the GSCND problem, many models and
algorithms were proposed, but they still have some shortcomings. Qian Tao proposed the
Green Agri-food Supply Chain Network and used Chaotic PSO Algorithm to solve this
problem [6]. However, the proposed model contains few constraints and is not realistic.
EssamKaoudproposed theDual-ChannelClosedLoopSupplyChainwithE-Commerce,
and used GAMS-CPLEX to prove the validity of the model [7]. But, due to the large
scale of the problem and complex constraints, it is time-consuming to use software to
solve the problem. Y.T. Chen designed an integrated closed-loop supply chain model,
and applied a two-stage genetic algorithm (GA) algorithm to solve it [8]. Since the
complex constraints of the problem, it is difficult for the two-stage GA to produce the
feasible solutions without the repair operator.

To solve the above problems, this paper proposes a new green supply chain model
and a Marine Predators Algorithm with the Stage-based Repairment. The model takes
the green factor (i.e. the pollution) as a new constraint, so it can be easily applied to
various fields in manufacturing. This algorithm combines marine predators algorithm
(MPA) [9] and the repair operator to quickly find feasible solutions. And the repair
operator can randomly generate feasible logistics routes, which can help the solution
search in feasible space. Experimental results show that the proposed algorithm can
obtain higher-quality solutions within the shorter time.

2 GSCND Problem Definition

With the continuous promotion of the concept of green environmental protection in recent
years. In order to reduce the pollution from the source, this paper proposes a green supply
chain model composed of a logistics system, a supply system, and a distribution system
[10].

Green design of GSCND is an important part of the model in [11–13], and the
pollution is taken as a constraint in the proposed model. In the condition of satisfying
the pollution discharge requirements, this model is to minimize the whole cost of the
system, and improve the economic efficiency as much as possible.
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The workflow of the proposed model is shown as follows:

1) Suppliers provide materials for manufacturers.
2) Manufacturers produce products and transports them to warehouses.
3) Warehouses transport products to customers.

In order to make the model more closed to the reality, this paper considers the
following assumptions and constraints:

1) The materials provided by suppliers are subject to proportional restrictions. The
supply relationship constrained by proportion ismore in linewith the actual situation.
For example, if the ratio of material a tomaterial b required to produce a new product
is 1:1. The ratio of material a to material b provided by suppliers to manufacturers
must also be 1:1.

2) This model has the several capacity limitations. For example, the freight volume
of materials provided by a supplier should not exceed its capacity; the quantity of
products produced by a manufacturer and the freight volume of products provided to
warehouses by the manufacturer cannot exceed its capacity; the inventory of a ware-
house and the freight volume of products provided to customers by the warehouse
cannot exceed its capacity.

3) Customers’ demands are preset, and the demand of each customer must be satisfied.
4) A supplier can supply for different manufacturers, a manufacturer can supply for

different warehouses, also a warehouse can supply for different customers, and vice
versa.

5) According to the types ofmaterials required by the product, suppliers are divided into
multiple categories. Suppliers of the same category provide the same materials for
manufacturers, but their materials prices are not the same. Generally speaking, the
prices are related to the pollution. Similar to the situation formanufacturers.Different
manufacturers use different production processes, so their production prices and
pollution are also different.

The notations of indices, parameters and decision variables about this model are
shown as follows:
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Indices:
p index of materials w index of warehouses
s index of supplies c index of customers
m index of manufacturers
Parameters:
MT number of material types
Sp number of suppliers who supplies material p
M number of manufacturers
W number of warehouses
C number of customers
M_fixedCostm fixed cost of manufacturer m
W_fixedCostw fixed cost of warehouse w
T_sup2manup,s,m unit freight cost of material p from supplier s to manufacturer m
T_manu2warem,w unit freight cost from manufacturer m to warehouse w
T_ware2cusw,c unit freight cost from warehouse w to customer c
S_pricep,s unit price of material p supplied by supplier s
M_pricem unit price of a product produced by manufacturer m
S_pollutionp,s unit pollution of material p supplied by supplier s
M_pollutionm unit pollution of a product produced by manufacturer m
P_norm unit pollution of a product
S_capacityp,s capacity of supplier s supplying material p
M_capacitym capacity of manufacturer m
Q_componentp proportion of material p in a new product
C_demandc demand of customer c
TC total cost of the supply chain
materialCost material cost of the supply chain
productionCost production cost of the supply chain
fixedCost fixed cost of the supply chain
frightCost freight cost of the supply chain
Decision variable:
Q_sup2manup,s,m quantity of material p shipped by supplier s to manufacturer m
Q_manu2warem,w quantity of products shipped by manufacturer m to warehouse w
Q_ware2cusw,c quantity of products shipped by warehouse w to customer c
Q_manuprocessm quantity of products produced by manufacturer m
M_openm whether manufacturer m is selected
W_openw whether warehouse w is selected

The total cost TC consists of the material cost, the production cost, the fixed cost,
and the freight cost.

The material cost materialCost can be calculated as

materialCost =
MT∑

p=1

Sp∑

s=1

M∑

m=1

S_pricep,s × Q_sup2manup,s,m (1)

The conversion cost productionCost can be calculated as

productionCost =
M∑

m=1

Q_manuprocessm × M _pricem (2)
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The fixed cost fixedCost can be calculated as

fixedCost =
M∑

m=1

M _openm × M _fixedcostm +
W∑

w=1

W_openw × W_fixedcostw (3)

Finally, the freight cost freightCost can be calculated as

freightCost =
MT∑

p=1

Sp∑

s=1

M∑

m=1

T_sup2manup,s,m × Q_sup2manup,s,m

+
M∑

m=1

W∑

w=1

T_manu2warem,w × Q_manu2warem,w

+
W∑

w=1

C∑

c=1

T_ware2cusw,c × Q_ware2cusw,c (4)

So, the final objective function of this problem is calculated as follows:

Minmize TC = materialCost + productionCost + fixedCost + freightCost (5)

Subject to:

Sp∑

s=1

Q_sup2manup,s,m = Q_componentp × Q_manuprocessm ∀p ∈ MT ,∀m ∈ M

(6)

Q_manuprocessm =
W∑

w=1

Q_manu2warm,w ∀m ∈ M (7)

C∑

c=1

Q_war2cusw,c ≤
W∑

w=1

Q_manu2warm,w ∀w ∈ W (8)

W∑

w=1

Q_war2cusw,c = C_demandc ∀c ∈ C (9)

M∑

m=1

Q_sup2manup,s,m ≤ S_capacityp,s × S_opens ∀p ∈ MT ,∀s ∈ Sp (10)

W∑

w=1

Q_manu2warm,w ≤ M _capacity × M _openm ∀m ∈ M (11)

C∑

c=1

Q_war2cusw,c ≤ W_capacityw × W_openw ∀w ∈ W (12)
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Q_sup2manup,s,m ∈ N ∗ ∀p ∈ MT ,∀s ∈ S,∀m ∈ M (13)

Q_manu2warem,w ∈ N ∗ ∀m ∈ M ,∀w ∈ W (14)

Q_ware2cusw,c ∈ N ∗ ∀w ∈ W ,∀c ∈ C (15)

M _openm,W_openw ∈ {0, 1} ∀m ∈ M ,∀w ∈ W (16)

MT∑

p=1

Sp∑

s=1

M∑

m=1

T_sup2manup,s,m × S_pollutionp,s +
M∑

m=1

Q_manuprocessm × M _pollutionm

≤
M∑

m=1

Q_manuprocessm × P_norm (17)

Constraint (6) indicates that for eachmaterial required by eachmanufacturer, the sum
ofmaterials providedby suppliersmust satisfy the requirements for the productionof new
products. Constraint (7) indicates that for each manufacturer, the freight volume of the
provided product must be equal to the quantity of the new produced product. Constraint
(8) restricts that for each warehouse, the inflow is great than or equal to the outflow.
Constraint (9) shows that for each customer, its demand must be satisfied. Constraints
(10), (11) and (12) formulate the capacity constraints of suppliers, manufacturers and
warehouses respectively. Constraints (13), (14), and (15) represent the integer limit.
Constraint (16) represents the binary limit. Constraint (17) represents the pollution limit.

3 Marine Predators Algorithm (MPA)

MPA, developed by Faramarzi, is a nature-inspired metaheuristic. It mimics the optimal
foraging mechanism of Marine predators searching for prey. When the concentration of
prey in the environment is low, predators use Lévy strategy to search for prey; otherwise,
predators will employ Brownianmovement. Predators make tradeoffs between Lévy and
Brownian strategies based on the velocity ratio between predators and prey:

1) At low-velocity ratio (v = 0.1), whether the prey is moving in Brownian or Lévy,
the best strategy for the predators is Lévy.

2) At unit velocity ratio (v = 1), if the prey moves in Lévy, the predators will move in
Brownian.

3) At high-velocity ratio (v≥ 10), regardless ofwhether the prey ismoving inBrownian
or Lévy, the best strategy for the predators is to keep still.

The mathematical model of MPA is described as follows:
At the first step, a group of prey will be generated by the following formula:

−→
X 0 = −→

X min + −−→
rand ∗

(−→
X max − −→

X min

)
(18)
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where
−−→
rand is a uniform random vector generated between 0 and 1, and

−→
X min and

−→
X max

are the lower and upper bound vectors of variables in the optimization problem.
After the initialization, each solution will be evaluated based on the objective func-

tion, where the solution with the highest fitness is defined as the top predator. Based on
survival of fittest theorem, the top predator is used to build up a matrix which is called

Elite. Elite is consisted of n
−→
X I , the dimensions of Elite is n × d,

−→
X I represents the top

predator, d is the dimensions of
−→
X I .

The predators will update their position through a matrix called Prey, which has the
same dimensions as the matrix Elite and constructed of prey.

3.1 High-Velocity Ratio

This is the exploration phase, where the prey use Brownian strategy to explore the search
space. This phase happens in the beginning of the iterative process and is calculated as
follows:

−→
SSi = −→

R B ⊗
(−−→
Elitei − −→

R B ⊗ −−→
Prey

)

−−→
Preyi = −−→

Preyi + P ∗ −→
R ⊗ −→

SSi
, if t <

1

3
Max_t (19)

where
−→
R B is a normally distributed randomvector which represents Brownianmotion,⊗

represents the entry-wise multiplication, P is a constant number, the original paper
recommend P = 0.5,

−→
R is a uniformly distributed random number vector in [0–1], t is

the current iteration, and Max_t is the maximum one.

3.2 Unit-Velocity Ratio

This is the transitional phase between exploration and exploitation, where half of the
population (prey) use Lévy strategy to exploitation and the other half (predators) use
Brownian strategy to exploration. This phase happens in the middle iterative process.

( 13Max_t < t < 2
3Max_t) and is calculated as follows:

For the first half of the population

L Li i i

ii i

SS R Elite R Prey

Prey Prey P R SS
(20)

For the second half of the population
−→
SSi = −→

R B ⊗
(−→
R B ⊗ −−→

Elitei − −−→
Preyi

)

−−→
Preyi = −−→

Elitei + P ∗ CF ⊗ −→
SSi (21)

where
−→
R L is a random vector based on Lévy distribution representing Lévy movement,

and CF is an adaptive parameter and is used to control the step size of the predator and
is formulated as follows:

CF =
(
1 − t

Max_t

)(
2 t
Max_t

)

(22)
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3.3 Low-Velocity Ratio

This phase is for the exploitation, where the predators use Lévy strategy to catch prey.
This phase happens in the end of the iterative process and is formulated as follows:

−→
SSi = −→

R L ⊗
(−→
R L ⊗ −−→

Elitei − −−→
Preyi

)

−−→
Preyi = −−→

Elitei + P ∗ CF ⊗ −→
SSi

, if t >
2

3
Max_t (23)

According to research, the environment can influence the behavior of marine preda-
tors, such as the eddy formation or Fish Aggregating Devices (FADs) effects. So MPA
designed FADs to jump out of local optima solution, the FADs effect is formulated as
follows:

min max min

1 2

if

1  if

i

i

i r r

Prey CF X R X X U r FADs
Prey

Prey FADs r r Prey Prey r FADs

，

，

(24)

where r is the uniform random number in [0,1], FADs = 0.2 represents the influence of
FADs on the optimization process, and

−→
U is a binary vector containing arrays of 0 and

1. For each array in
−→
U , it is constructed by generating a random vector in [0,1]. And

if the array is less than FADs, then it is set to 0, otherwise, it is set to 1. r1 and r2 are
random integers in the range of population size.

Besides,MPAhas an operator calledmemory saving, this operator saves the previous
solutions. After a solution is updated, the current solution is compared to the previous
solution, if the previous solution is better, the current solution is replaced with the
previous solution.

4 Proposed Algorithm MPA-SR

4.1 Solution Encoding

The dimension of a solution is equal to
(∑MT

p=1 Sp × M
)
+M ×W +W ×C. An example

of the encoding of solutions is shown in Fig. 1.

Fig. 1. Illustration of the encoding schemes of solution.

In this example, MT = 2, S1 = 2, S2 = 2, M = 3, W = 2, C = 4. The solution
is divided into four parts. Part 1 represents the delivery of material 1. The first three
variables represent that supplier 1 delivers 30 units of material 1 to manufacturer 1 and
10 units of material 1 to manufacturer 2 and does not deliver materials to manufacturer
3. Part 2 represents the transportation of material 2, Part 3 represents the delivery of
products from manufacturers to warehouses, Part 4 represents the delivery of products
from warehouses, and the principle is the same as Part 1.
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4.2 Stage-Based Repairment

The penalty function method is widely used to solve constrained optimization problems
because of its simplicity and easy implementation. However, with the expansion of the
problem scale and the sharp increase in the number of constraints, it is difficult for the
penalty function method to find feasible solutions. In order to solve this problem, this
paper designed a stage-based repairmen (SR) to help find feasible solutions.

For each solution, the check algorithm is used to determine which part of the solution
is illegal. If the solution is feasible, the algorithm returns 0, otherwise the check algorithm
returns the indices of the illegal part of the solution, the procedure of the check is shown
in Algorithm 1.

After the solution is checked, if the solution is infeasible, the solutionwill be repaired.
Since the repair operator is time-consuming, an adaptive parameter prepair is designed to
control the repair probability. At the beginning, the value of prepair is small, so as to not
limit the search ability of the algorithm. After that, in order to increase the number of
feasible solutions and accelerate the convergence, the value of prepair keeps increasing.
The formula of prepair is as follows:

prepair = 0.01 ∗ e(pl−1) (25)

where e is an Euler’s number, and approximately equals to 2.718, and pl is the proportion
of feasible solutions in the population.

Firstly, the repair operator randomly generates a logistics route represented by binary
string, and then it is determined whether the logistics route is legal. If the logistics route
is illegal, a new logistics route will be regenerated until the logistics route is legal. Since
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logistics routes are generated randomly, this operator helps to protect the diversity of the
solutions.

An example of the binary encoding of the logistics route is shown in Fig. 2. The first
three variables represent that supplier 1 provides material 1 to manufacturer 1 and does
not provide materials to manufacturer 2 and manufacturer 3.

The judgment rules of the logistics route are as follows:

1. For each receiver, the sum of the quantities of products that all its providers can
provide must be larger than or equal to the receiver’s demand.

2. The sum of the quantity of products from all providers must be larger or equal to the
sum of demands of the receivers.

Then, after the logistics route is legal, the repair operator will allocate freight volume
to the logistics route. The allocation steps are shown in Algorithm 2.

Fig. 2. Illustration of the binary encoding schemes of route.

The complete steps of the repair operator are shown in Algorithm 3.
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4.3 Complete MPA-SR

The completeMPA-SR is shown inAlgorithm 4. Since the problem hasmany constraints
and a large solution space, it is difficult for the original MPA algorithm to obtain the
feasible solutions. The advantage ofMPA-SR is that it can quickly find a feasible solution
through the repair operator, which greatly reduces the time required for the algorithm.
Then MPA-SR can find higher-quality solutions through powerful search capabilities.
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5 Experimental Results

To validate the performance of theMPA-SR algorithms for solving theGSCNDproblem,
three different scales are considered. Each scale includes three instances. There are 3
(scales)× 3 (instances)= 9 instances in total. The details of each scales are reported in
Table 1.
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Four compared algorithms were implemented, including MPA, the social learning
particle swarm optimization (SLPSO) [14], the competitive swarm optimizer (CSO) [15]
and the Red deer algorithm (RDA) [16]. The optimal parameter settings of all algorithms
are shown in Table 2.

Each instancewas testedwith 30 replications, and both the best andworst and average
values were recorded. All the algorithms were implemented in python 3.8 and run on a
PC with the Intel Core i7-11700 and 16.0 GB memory.

Table 1. Scale configuration and execution time.

No. S1 S2 M W C Dimension Execution time
(Seconds)

1 3 2 4 2 5 38 40

2 5 4 5 5 6 100 120

3 6 6 8 6 10 204 300

Table 2. Optimal parameter settings of all algorithms.

Algorithm Tuned parameters

MPA-SR N_pop = 140,Max_t = 300,P = 0.5,FADs = 0.2

MPA N_pop = 140,Max_t = 300,P = 0.5,FADs = 0.2

SLPSO N_pop = 200, α = 0.5, β = 0.01

CSO N_pop = 300

RDA N_pop = 200,Nmale = 30, α = 0.9, β = 0.4, γ = 0.8

The results of the instances are shown in Tables 3, 4 and 5. Results in italics type
indicate that the global optimal solution is illegal. The best solutions among all the
algorithms are in bold.

In Table 3, MPA-SR can find the minimum total cost in each instance, followed by
MPA and SLPSO. CSO sometimes cannot find feasible solutions, because its exploration
capabilities are not enough to deal with complex constraints. RDA cannot search for
feasible solutions at all.

As shown inTable 4, in themediumscale, onlyMPA-SR,MPAandSLPSOcanobtain
better solutions, and other algorithms cannot find feasible solutions. Among the three
algorithms with the better performance, MPA-SR is better than other two algorithms.

Table 5 shows that as the scale expands to a large scale, only MPA-SR can search for
feasible solutions and converge to better values. Other algorithms cannot find feasible
solutions in the face of a large number of constraints.

In order to analyze the convergence of all algorithms, the convergence curves of three
scales are drawn, as shown in Figs. 3, 4 and 5. It can be seen that after some iterations,
the evolution of CSO, RDA, SLPSO quickly stagnates, falling into a local optimum. Due
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Table 3. The results on small-scale instances.

Instance MPA SLPSO CSO RDA MPA-SR

1 Best 146146.5 147341.5 146612.0 1.54E + 12 139754.0

Avg 147572.1 147826.6 3346729.0 2.28E + 12 139833.0

Worst 149401.0 148707.0 9146192.0 3.10E + 12 139890.0

2 Best 153338.0 154280.0 154417.0 1.46E + 12 147785.0

Avg 153881.8 154389.5 1954532.7 2.42E + 12 148561.3

Worst 154819.5 154475.0 6154840.0 3.55E + 12 149108.5

3 Best 153241.0 154624.0 154903.5 1.37E + 12 147158.0

Avg 154242.9 155724.3 355337.7 1.70E + 12 147535.8

Worst 154700.5 156366.5 1152664.0 2.30E + 12 147890.0

Table 4. The results on medium-scale instances.

Instance MPA SLPSO CSO RDA MPA-SR

1 Best 216110.6 226819.9 5.33E + 12 3.20E + 12 204356.1

Avg 221470.4 233918.4 6.59E + 12 4.13E + 12 205541.9

Worst 226840.6 238286.7 9.20E + 12 6.69E + 12 206475.8

2 Best 219051.8 227241.4 5.67E + 12 7.40E + 12 205323.0

Avg 225112.1 235312.2 6.85E + 12 3.13E + 13 206385.9

Worst 230742.5 238973.5 7.62E + 12 6.53E + 13 208554.5

3 Best 219120.3 225126.5 4.53E + 12 4.23E + 12 205532.5

Avg 224862.4 234531.8 6.42E + 12 6.52E + 12 205933.2

Worst 233688.4 237942.1 8.74E + 12 2.75E + 13 207850.5

Table 5. The results on large-scale instances.

Instance MPA SLPSO CSO RDA MPA-SR

1 Best 1406839.1 4.76E + 9 7.51E + 12 8.31E + 12 393962.8

Avg 15005174.6 8.63E + 9 9.79E + 12 1.32E + 13 394956.5

Worst 51402879.9 1.94E + 10 1.26E + 13 1.53E + 13 395940.7

2 Best 445827.2 5.09E + 10 7.24E + 12 2.36E + 13 423359.4

Avg 10452323.1 7.72E + 10 8.45E + 12 5.35E + 13 424451.6

Worst 31443358.4 1.02E + 11 1.43E + 13 8.35E + 13 425734.6

3 Best 5425123.0 5.88E + 9 3.15E + 13 1.68E + 13 434526.9

Avg 55775270.0 7.44E + 9 4.45E + 13 3.85E + 13 435843.2

Worst 87403555.0 9.52E + 9 6.39E + 13 5.72E + 13 437020.7
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to the characteristics of MPA, in the first third generation, the entire population is in the
exploratory stage. Its convergence speed is slow in the early stage. In the last two-thirds
of the generation, the algorithm uses Lévy strategy to accelerate convergence. MPA-SR
can quickly converge to a feasible value in the early stage through the repair operator,
because the repair operator can help to find more feasible solutions and speed up the
convergence speed of the algorithm.

Fig. 3. Convergence curves of all algorithms
(small-scale)

Fig. 4. Convergence curves of all algorithms
(medium-scale)

Fig. 5. Convergence curves of all algorithms (large-scale)

6 Conclusions

Based on the concept of green and environmental protection, this paper proposes a new
GSCNDmodel. Themodel ismore closed to the real needs and can be applied to different
manufacturing industries. However, due to the complex constraints of the model, it is
hard for the existing algorithms to solve the problem. This paper proposes an efficient
algorithmMPA-SR to deal with the complex constrained optimization problem. In order
to find feasible solutions, this paper proposes a stage-based repair operator. According
to the corresponding judgment rules of the logistic routes and distribution rules of the
freight volume of routes, the infeasible solutions can be transformed into the feasible
solutions. Since the repair operator is time-consuming, in order to balance the running
time and the performance of the operator, an adaptive parameter Prepair is proposed to
control the probability of the repair operator.
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Nine instances with three different scales are randomly generated to verify the per-
formance of the MPA-SR algorithm. The results show that MPA-SR is significantly
better than other algorithms in different scales of the problem. Besides, the increase in
the data size and the number of constraints will not influence the performance of the
proposed algorithm.
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Abstract. Particle swarm optimization (PSO) is a popular method for feature
selection. However, when dealing with large-scale features, PSO faces the chal-
lenges of poor search performance and long running time. In addition, a suitable
representation for particles to deal with the discrete binary optimization problem
like the feature selection is still in great need. This paper proposes a PSO algo-
rithm for large-scale feature selection problems named compressed-coding PSO
(CCPSO). It uses the N-base encoding method for the representation of particles
and designs a particle update mechanism based on the Hamming distance, which
can be performed in the discrete space. It also proposes a local search strategy to
dynamically shorten the length of particles, thus reducing the search space. The
experimental results show that CCPSO performswell for large-scale feature selec-
tion problems. The solutions obtained by CCPSO contain small feature subsets
and have an excellent performance in classification problems.

Keywords: Particle swarm optimization · Large-scale feature selection ·
Compressed coding · Hamming distance

1 Introduction

Feature selection is to select an optimal feature subset related to the problem from
the whole feature set [1]. It can not only reduce the number of large-scale features and
shorten the processing time of data but also reduce the interference of redundant features
on the results [2]. With the rapid development of big data and deep learning technology,
the number of features contained in the data has also increased dramatically. Since
the number of feature combinations increases exponentially as the number of features
increases, feature selection faces the difficulties brought by the massive combination
search space and is still a very challenging problem.

There are three main methods of feature selection: the filter method, the wrapper
method, and the embeddedmethod [3]. The filtermethod has awide range of applications
and a high calculation efficiency but generally performs worse than the wrapper method
in feature selection problems [4]. The embedded method embeds the feature selection

© Springer Nature Singapore Pte Ltd. 2022
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into a specificmachine learning training process, so it is more restricted than the wrapper
method when used. Particle swarm optimization (PSO) has the advantage of simple
implementation and fast convergence. As one of the wrapper methods, PSO is often
applied to solve feature selection problems [5, 6]. However, there still exist the following
problems when using PSO for feature selection. First, in the existing PSO algorithms,
a suitable representation and an effective evolution mechanism are still in great need to
handle discrete binary optimization problems [5]. Second, when dealing with large-scale
features, due to the huge search space, it is easy for particles to fall into local optima
and lead to a bad search performance, i.e., PSO faces the challenge of “the curse of
dimensionality” [6].

Focusing on the challenges faced by PSO in large-scale feature selection problems,
the main contributions of this paper can be summarized as follows:

(1) Proposing a compressed-coding representation for particles. The compressed-
coding method adopts the N-base encoding instead of the traditional binary encod-
ing for representation. It divides all features into small neighborhoods. The feature
selection process then can be performed comprehensively on each neighborhood
instead of on every single feature, which provides more information for the search
process.

(2) Developing an update mechanism of velocity and position for particles in discrete
space based on the proposed compressed-coding representation and the Hamming
distance. The update mechanism overcomes the difficulty that most PSOs search in
real-value space so it is hard to explain their search process in discrete space.

(3) Proposing a local searchmechanismbasedon the compressed-coding representation
for large-scale features. The local search mechanism can shorten the length of
particles dynamically, which not only decreases the search space but also improves
the search performance when dealing with large-scale feature selection problems.

The rest of this paper is organized as follows. In Sect. 2, the related work of applying
PSO to feature selection is introduced.TheproposedPSOfor large-scale feature selection
problems is introduced in detail in Sect. 3. In Sect. 4, the experimental results and analysis
compared with other state-of-the-art algorithms are given. Finally, the work of this paper
is summarized in Sect. 5.

2 Related Work

2.1 Discrete Binary PSO

The feature selection optimization problem is a discrete binary optimization problem.
Therefore, the original PSO algorithm [7] proposed for continuous space cannot be used
directly to solve feature selection problems. The discrete binary PSO (DBPSO) that can
be used for feature selection was first proposed byKennedy and Eberhart [8]. In DBPSO,
each particle has a position vector and a velocity vector. Each dimension of the position
vector can only be 0 or 1, i.e., the value of the position is discrete. However, the value
of the velocity is still continuous. For the optimization process in the discrete space,
DBPSO defines velocity as the probability that its corresponding position value is 1,
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and uses the Sigmoid function to map any velocity value to the range of [0, 1]. DBPSO
updates the velocity vi with Eq. (1) as

vi = vi + c1r1
(
pbesti − xi

) + c2r2(gbest − xi) (1)

where xi is the current position of the i-th particle, pbesti is the best position found by the
particle so far and represents the personal historical experience, gbest is the best position
found by all particles and represents the historical experience from other particles, c1 and
c2 are acceleration constants and always set to 2, r1 and r2 are random values uniformly
sampled from [0, 1].

Then, DBPSO updates the position with Eq. (2), where rand is a random value
uniformly sampled from [0, 1] and d is the dimension index of the position vector. If the
value of vdi is large, then its corresponding position xdi is likely to be 1.

xdi =
{
0, rand > vdi
1, rand ≤ vdi

(2)

2.2 Two Main Design Patterns for Applying PSO to Feature Selection

At present, most discrete PSOs for feature selection are mainly designed in two patterns.
The PSOs using the first pattern is to follow the idea of DBPSO and define the velocity
v as the probability that position x takes a certain discrete value, such as DBPSO and
Bi-Velocity Discrete PSO (BVDPSO) [9]. Although the value of the position vector is
discrete, the value of the velocity vector is continuous and is limited to the interval [0,
1].

The second design pattern is to discretize the existing PSOs which are proposed to
solve continuous optimization problems. Since feature selection is described as a 0/1
optimization problem, binarizing the continuous value of x can represent the solution
of the feature selection problem. Decoding x from continuous space to discrete space
usually uses Eq. (3):

xdi =
{
1, xdi > λ

0, xdi ≤ λ
(3)

where λ is a user-defined threshold. In the search process of the particle swarm, each
particle still searches in continuous space, and its values of position and velocity are
continuous. Only when evaluating the particle, its position x will be decoded into a
discrete value according to the given threshold. Most existing PSOs used for feature
selection adopt the second design pattern [10–13].

It is not complicated to convert the continuous PSO into the discrete PSO and it
only needs to perform the decoding step on x before evaluating the particles. However,
the meanings of the position and velocity in continuous PSOs are different from those
in discrete PSOs, which makes the update process of position and velocity hard to be
explained. The PSOs implemented by the first design pattern are more reasonable and
suitable to solve feature selection problems. However, the performance of the DBPSO
is usually worse than the PSOs designed by the second pattern [5]. Therefore, how to
find a more reasonable design pattern for PSO to handle feature selection problems still
remains to be solved [5, 6].



262 J.-Q. Yang et al.

2.3 PSO for Large-Scale Feature Selection

With the rapid increment of the feature number contained in the data, PSO faces the
challenge of the “dimensional curse” when it is used for feature selection. Proposing a
new PSO for large-scale feature selection problems has become a new research focus.
Gu et al. [11] discretized the competitive swarm optimizer (CSO) which performs well
on large-scale continuous optimization problems for the large-scale feature selection
problems. Tran et al. [12] proposed the variable-length PSO to assign different lengths
to particles in different subswarms, and dynamically change the lengths of particles
according to fitness values, which prevents particles from being trapped in local optima
for a long time. Song et al. [13] adopted the co-evolutionmechanism inPSOandproposed
the variable-size cooperative coevolutionary PSO,which divides the feature search space
based on the importance of features and adaptively adjusts the sizes of subswarms to
search important feature subspaces adequately. However, due to the huge search space,
many challenges like premature convergence and huge time consumption still remain to
be solved when using PSO for feature selection on high-dimension data.

3 The Proposed Compressed-Coding PSO for Large-Scale Feature
Selection

In this section, a compressed-coding representation for particles is first proposed. Then,
based on the proposed representation, a discrete update mechanism for the velocity and
position of particles is designed. Especially for the large-scale feature selection problems,
a local search strategy is also proposed. Finally, the overall framework of the proposed
PSO, named compressed-coding PSO (CCPSO), is given.

3.1 Compressed-Coding Representation of Particle Position

The traditional representation of the particle position for feature selection problems is
to use a binary bit to represent the selection of a feature. Therefore, in an optimization
problemwithD features, the encoding length of a particle isD. If there are thousands of or
even more features contained, the encoding length also needs to be thousands or longer,
which increases the difficulty of encoding and searching for the optimal solution. In
order to shorten the encoding length of particles, the compressed-coding representation
uses N-base (N > 2) encoding method and each bit can represent a segment of 0/1
string. The value N should satisfy N = 2n, where n = 2, 3, 4, and so on.

The process of compressing a 0/1 string with the N-base representation is shown in
Fig. 1. When N = 8, every three bits under the binary representation are compressed
into one 8-base bit. If the original binary bits are not sufficient, the remaining bits will
be randomly filled in. During the search process of the swarm, all particles adopt the
compressed-coding representation method. Only when evaluating particles, the N-base
representations will be decoded into binary representations to represent solutions of
feature selection problems for evaluation. With the compressed-coding representation,
multiple features in the same neighborhood can be selected as a whole. That is to say,
not only the selection state of the feature itself but also the selection state of the features
in its neighborhood can be learned from the representation. Therefore, the information
used in the search process for the optimal solution has increased.
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Fig. 1. The process of compressing binary representation into N-base representation.

3.2 Definitions Based on Compressed-Coding Representation

The Difference Between the Positions of Two Particles. The difference �(x1, x2)
between the positions of two particles p1 and p2 is defined as the Hamming distance
between their corresponding binary 0/1 strings, as shown in Eq. (4), where x1 and x2
are the positions of the two particles, xd is the value of the d-th dimension of x, function
h(xd ) is to get the binary strings corresponding to xd .

xd1 − xd2 = �
(
xd1 , xd2

)
= HammingDistance

(
h
(
xd1

)
, h

(
xd2

))
(4)

The Velocity of the Particle. The velocity of a particle is defined as the difference
between two positions, as shown in Eq. (5). Since the value of Hamming distance is
discrete, the value of the velocity vd is also discrete. Hence, vd can only take the value
{0, 1,…, log2N} under N-base compressed encoding.

vd = �
(
xd1 , xd2

)
(5)

The Addition Operation Between the Position and the Velocity. The addition oper-
ation between the position and the velocity is defined as selecting a position x′ to re-place
the original position x, as shown in Eq. (6), where the value of each dimension x

′d should
satisfy the equation HammingDistance(h(xd), h(x

′d)) = vd .

xd + vd = x′d (6)

3.3 Update Mechanism of Particles

Based on the above definitions, the velocity of the i-th particle pi is updated as Eq. (7),
where wi is the inertia weight sampled randomly between 0.4 and 0.7, c1 = c2 = 1,
r1 and r2 are a random number between 0 and 1, cbesti is the chosen personal optimal
position for pi, gbest is the global best position in the swarm, and [·] is the rounding
function. In addition, if the value of vi is out of range [0, log2N ], it should be modified
to 0 or log2N accordingly.

vi = [
wivi + c1r1(cbesti − xi) + c2r2(gbest − xi)

]
(7)
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In order to increase the diversity of learning sources and prevent the particle from
falling into the local optima, the cbesti chosen by pi can be the historical optimal position
of itself, the historical optimal position of another particle, or the historical optimal
position that has been eliminated. The d-th dimension of cbesti is selected as

cbestdi =
⎧
⎨

⎩

archivedr , rand ∈ [0, 0.025)
pbestdbetter, rand ∈ [0.025, 0.25)
pbestdi , rand ∈ [0.25, 1]

(8)

where pbesti is the historical optimal position of pi, pbestbetter is a historical optimal
position chosen from two randomly selected particles with the tournament strategy,
archiver is a historical optimal position randomly selected from the archive which stores
eliminated the optimal position.

The update equation for the position is shown in Eq. (9). In most cases, the particle
jumps directly to the chosen optimal position cbesti, which can speed up the convergence
rate. In the rest cases, the particle moves in the direction of the learned optimal position
which is subject to the cbesti and the gbest and can increase the diversity of direction
and help the particle jump out of local optima.

xdi =
{
xdi + vdi , rand < 0.1
cbestdi , rand ≥ 0.1

(9)

3.4 Local Search Strategy

For large-scale feature selection problems, a local search strategy based on the
compressed-coding representation is proposed to reduce the search space and improve
computational efficiency. The process of the local search strategy is described in Algo-
rithm 1. The value of position xdi updates only when its corresponding pbestdi is not zero.
Otherwise, the value of xdi is set to 0 which is the same as the pbestdi .

With the local search strategy, some bits of the position are dynamically fixed to 0
and no longer updated, as shown in Fig. 2. In the process of searching for an optimal
solution, each particle pi only handles with the features represented by the bits whose
values are not fixed in the pbesti instead of all features. Thus, the actual length of the
position is shortened and the search space for the particle is reduced. In addition, since
the fixed bits in different particles are different, each particle can search in different
feature subsets and the diversity of the swarm are retained.
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Algorithm 1: Local Search Strategy
Input: The position xi of particle pi, the coding length D' after compression, the index of the particle .

Output: The xi updated by the local search strategy.
1. begin
2. for d = 1 to D' do
3. if (pbestid ≠ 0) then
4. Update xid with Eq. (9);
5. else
6. xid ← 0;
7. end
8. end
9. return xi;
10. end

The particle may miss the global optimal solution because parts of the search space
are discarded by the local search strategy. However, under the N-base compressed-
coding representation, a value of 0 in pbesti means that all features in the neighborhood
represented by pbestdi are not selected at the same time. Therefore, the probability of
fixing a bit of xi is reduced to 1/N , which reduces the probability of blindly reducing
the search space by the local search strategy.

1 3 0 4 6 3 1 0 2 7pbest

2 7 0 4 3 3 0 0 1 6x

0 5 0 4 1 2 7 7 0 3

0 1 0 3 0 2 4 2 0 6
... 3 0 0 4 0 7 3 1 1 3

1 0 0 4 0 5 3 4 1 4

Fig. 2. Local search strategy (when N = 8).

3.5 Overall Framework of CCPSO

The overall framework of the proposed CCPSO is described in Algorithm 2. Before the
swarm initialization, the symmetric uncertainty (SU) value between each feature and the
classification label is obtained and all features are sorted in descending order according
to the SU values. SU is a measure of correlation and can be used as a filter method
for feature selection [14]. After the feature sorting, each feature and the features near
it, i.e., features in the neighborhood, have a similar effect on the classification result,
which is conducive to the search process because CCPSO also uses the information
from the neighborhood for searching. Then, the length of particle representationD′ after
compression can be calculated according to the number of features D and the given N.
In order to reduce the cost of computing the Hamming distance, an N × N table is
constructed in advance, which stores the Hamming distance between any two binary
strings represented by the N-base numbers.

Before evaluation, the particle needs to be decoded into a binary string to represent a
solution of feature selection, in which the value 1 means that the corresponding feature
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is selected and the value 0 means that it is not selected. Then, the process of particles
being updated and evaluated repeats until the terminal conditions are met.

Algorithm 2: CCPSO
Input: The maximum number of fitness evaluations MAX_FE, the size of the swarm P, the number of the 

features D, the base for coding compression N.
Output: The global optimal position gbest.
1. begin
2. Calculate the SU value between each feature and label;
3. Sort features according to the SU values;

4. D' ← D
log2 N

;

5. Construct the N × N Hamming distance table;
6. Randomly initialize and of each particle;
7. while evaluations < MAX_FE do
8. for i = 1 to P do
9. Decode and evaluate xi;
10. Update pbesti;
11. end
12. Update gbest;
13. for i = 1 to P do
14. Update vi with Eq. (7);
15. Update xi with Algorithm 1
16. end
17. end
18. return gbest
19. end

In the worst case, the time complexity of CCPSO is O(MAX_FE×P×D). However,
because CCPSO uses the local search strategy to shorten the coding length, the actual
time consumption of CCPSO is always less than that of the traditional PSOs, as shown
in Sect. 4.

In addition, although CCPSO is proposed for large-scale feature selection problems,
it can solve other binary discrete optimization problems without both the local search
strategy and the feature sorting step designed especially for feature selection.

4 Experiments and Analysis

In this section, experiments forCCPSOandother PSO-based feature selection algorithms
on data containing large-scale features are carried out to verify the effectiveness of the
proposed CCPSO.
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4.1 Datasets

The experiments used 6 open-access classification datasets1 for feature selection, whose
detailed information is listed in Table 1. All the used datasets contain large-scale features
but a few samples, which leads to the difficulty of classification.

Table 1. Detailed information of datasets.

Index Dataset Feature Type Samples Features Categories
1 Isolet Continuous 1559 617 26
2 Madelon Discrete 2000 500 2
3 COIL20 Continuous 1440 1024 20
4 WarpAR10P Discrete 130 2400 10
5 Yale Discrete 165 1024 15
6 Lung Continuous 203 3312 5

4.2 Algorithms for Comparison and Parameter Settings

There are 4 PSO-based feature selection algorithms for comparison with CCPSO. The
parameter settings of each algorithm are listed in Table 2. DBPSO, BBPSO-ACJ,
BVDPSO, and CSO are all discrete binary PSOs that are suitable for solving feature
selection problems.

Table 2. Parameter settings of algorithms.

Algorithm Parameter Settings

DBPSO [8] P = 20, the range of velocity: [-6,6], c1 = c2 = 2.01, w = 1.

BVDPSO [9] P = 20, the range of w: [0.4,0.9], c1 = c2 = 2, selected threshold α = 0.5.

BBPSO-ACJ [10] P = 20, chaotic factor z0 = 0.13, selected threshold λ = 0.5.

CSO [11] P = 100, control factor ϕ = 0.1, selected threshold λ = 0.5.

CCPSO P = 20, archive size: 100, c1 = c2 = 1, the range of w: [0.4,0.7], the base used 
in compressed coding N = 8.

The maximum number of evaluations is set to 5000 for all algorithms. On each
dataset, the 10-fold cross-validation method is used to divide samples into the training
dataset and test dataset. Then, each algorithm runs 10 times on 10 groups of training
data and test data divided by the same dataset and adopts the average results as the final
results. In the training phase, particles also use the 10-fold cross-validation method to
obtain evaluation fitness values. The k-nearest neighbor (k-NN) method is chosen as the

1 The datasets can be downloaded from https://jundongl.github.io/scikit-feature/datasets.html.

https://jundongl.github.io/scikit-feature/datasets.html
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classifier to calculate the classification accuracy values of the selected features in the
experiments and k is set to be 5. When the accuracy values are the same, the particle
with fewer features should perform better.

In addition, the Wilcoxon signed-rank test is employed to verify whether there is a
significant difference between CCPSO and other compared algorithms, with a signifi-
cance level of α = 0.05. In the experimental statistical results, symbol “+” indicates that
CCPSO is significantly superior to the compared algorithm, symbol “−” indicates that
CCPSO is significantly inferior to the compared algorithm, and symbol “≈” indicates
that there is no significant difference between CCPSO and the compared algorithm at
the current significant level.

4.3 Experimental Results and Discussion

The average classification accuracy values on the test dataset (Test_Acc) of each algo-
rithm on 6 datasets are shown in Table 3. The Test_Acc value of CCPSO on dataset
Madelon is significantly superior to other compared algorithms. On other datasets, there
is no significant difference between CCPSO and other compared algorithms on the
Test_Acc.

Table 3. The Test_Acc. of algorithms on the 6 datasets.

Data DBPSO BBPSO-ACJ BVDPSO CSO CCPSO

Isolet 0.866(≈) 0.862(≈) 0.870(≈) 0.870(≈) 0.884 

Madelon 0.678(+) 0.684(+) 0.678(+) 0.682(+) 0.786 

COIL20 0.904(≈) 0.920(≈) 0.918(≈) 0.910(≈) 0.906 

WarpAR10P 0.554(≈) 0.531(≈) 0.523(≈) 0.523(≈) 0.623 

Yale 0.559(≈) 0.512(≈) 0.553(≈) 0.518(≈) 0.559 

Lung 0.900(≈) 0.910(≈) 0.910(≈) 0.905(≈) 0.895 

+/-/≈ 1/0/5 1/0/5 1/0/5 1/0/5

However, in terms of the number of features included in the found optimal solution
(Feature_Num), CCPSO is significantly smaller than other algorithms on most datasets.
The experimental results are shown in Table 4. On all the datasets, the Feature_Num of
CCPSO are the smallest and much smaller than that of other compared algorithms.
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Table 4. The Feature_Num of algorithms on the 6 datasets.

Data DBPSO BBPSO-ACJ BVDPSO CSO CCPSO

Isolet 379.4(+) 255.6(+) 384.0(+) 384.0(+) 106.4 

Madelon 303.9(+) 220.4(+) 320.8(+) 259.9(+) 34.5 

COIL20 632.4(+) 207.9(+) 590.5(+) 404.2(+) 79.6 

WarpAR10P 1468.1(+) 156.6(+) 1370.8(+) 893.7(+) 26.7 

Yale 634.6(+) 188.4(+) 588.5(+) 314.8(+) 60.0 

Lung 1982.7(+) 1325.2(+) 1875.3(+) 1781.4(+) 178.8 

+/-/≈ 6/0/0 6/0/0 6/0/0 6/0/0

The total running time for each algorithm on the 6 datasets (Time) is listed in Table
5. The Time of CCPSO is significantly less than DBPSO, CSO, BVDPSO, and BBPSO-
ACJ. In general, when using a classifier to evaluate a particle, the smaller number of
features contained in the solution, the less the evaluation time it needs. Because DBPSO,
CSO, BVDPSO, and BBPSO-ACJ lack a mechanism to help them search in a smaller
feature subset, their evaluations takemore time than CCPSO. Such strength of CCPSO is
more obvious in the later stage of the search process. Although CCPSO needs extra time
to calculate the SU values, its Time is still much less than the DBPSO, CSO, BVDPSO,
and BBPSO-ACJ.

Table 5. The Time of algorithms.

Algorithm DBPSO BBPSO-
ACJ BVDPSO CSO CCPSO

Time (min) 1246.02 933.25 1240.492 1256.85 685.22

5 Conclusion

This paper proposes a discrete binary PSO algorithm named compressed-coding PSO
(CCPSO) for the large-scale feature selection problems. CCPSO adopts the N-base
encoding method and treats the features in the same neighborhood as a whole for selec-
tion. Then, CCPSO designs the update mechanism for particles based on the Hamming
distance and has a good explanation in the discrete space. For the large-scale features,
CCPSO proposes a local search strategy to help particles search in a smaller feature
subset to make good use of the computation resources. Experimental results show that
CCPSO is promising in large-scale feature selection. It can avoid premature conver-
gence and always select a feature subset that contains a small number of features but
performs well on classification problems. The running time of CCPSO is also less than
most compared algorithms.
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Abstract. Community detection is an important topic in complex net-
work analysis which can explore valuable relationships in the networks,
such as protein-protein interactions, advertisement recommendations, etc.
Recently, the structure and attributes of a network are expected to be
integrated to obtain a more accurate community division. But exist-
ing community detection algorithms based on multiobjective optimiza-
tion evolutionary algorithms (MOEAs) for attributed networks have two
common problems. First, their encoding strategies completely depend on
the network structure, which limits their use of attribute information
in search. Second, the calculation of the attribute objective function is
time-consuming. In this paper, we propose a novel algorithm that com-
bines the nodes’ embedding vectors generated by a Skip-Gram model with
an attention-based multiobjective optimization evolutionary algorithm
to discover overlapping communities on networks with attributes. With
the help of embedding vectors, the attention-based encoding strategy can
overcome the problem of the limited searching capability of traditional
MOEAs’ encoding schemes that depend only on a network structure, and
an attribute objective function based on embedding vectors is designed
which can be calculated in linear time to improve the computational effi-
ciency. The statistical results in artificial and real-world networks demon-
strate the feasibility and effectiveness of the proposed method.

Keywords: Community detection · Multiobjective optimization ·
Attributed network · Attention-based encoding

1 Introduction

Many complex systems in the real world can be modeled as networks, such as
biological networks [1], social networks [2], scientific collaboration networks [3].
c© Springer Nature Singapore Pte Ltd. 2022
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The goal of community detection is to divide all nodes in the network into a group
of clusters such that nodes in the same cluster are densely connected in structure
or similar in attributes. Community detection is a hot topic in complex network
analysis, which can help us explore the deep relationships between nodes. In
the past, many community algorithms consider only structure. However, many
networks in the real world are attributed, and the community detection that
combines structure and attributes is more widely used in the real world, such
as user advertisement recommendations, public opinion analysis, etc. Therefore,
we need to focus on structure and attributes at the same time when detecting
communities.

Most existing community detection algorithms in attributed networks can
only discover a single result. However, it is hard to distinguish which is more
important between structure and attributes in the real world. Multiobjective
optimization evolutionary algorithms can find the Pareto front (PF) composed of
a set of contradictory objectives. Many MOEA-based algorithms have been pro-
posed for community detection. However, to the best of our knowledge, only four
of them consider attribute information when detecting communities. MOEA-SA
[4] first considers the structure and attributes simultaneously by maximizing
modularity [5] and attribute similarity to discover communities. The same objec-
tives are also adopted in MOEA-SAOV [6] proposed by Teng, and it expands
MOEA-SA using a seed-expansion-based post-process to find the overlapping
communities. Pizzuti et al. proposed MOGA-@Net [7] which uses a post-process
of local merge method to merge communities. Sun proposed a graph neural
network encoding method for the multiobjective evolutionary algorithm (CE-
MOEA) [9] to discover communities in attributed networks. However, the exist-
ing MOEA-based community detection algorithms for attributed networks face
two severe challenges. First, their search capability is limited by the network
structure because they directly or indirectly use the adjacency encoding strat-
egy [7] which encodes genes as structural neighbors of nodes. Second, the com-
monly used attribute objective function needs to traverse each node pair in all
communities with a square computation complexity.

In this paper, we propose an attention-based multiobjective optimization for
community detection in attributed networks (AMOCDA), which includes three
stages. First, we design a node sampling method based on original attribute
similarity to generate node sequences. The sequences are input to the Skip-
Gram model [10] to learn attribute embedding vectors. The similarity matrix
between nodes can be obtained through the embedding vectors. Second, we use
NSGA2 [8] (a general framework of MOEA) to find the optimal center nodes. The
community division obtained by ideal center nodes cannot dominate each other
in the objectives of structure and attribute. Third, we integrate the attention-
based encoding strategy into NSGA2 to find the optimal overlapping community
structures. Instead of traditional adjacency encoding whose search capability is
limited by the structure, each node’s attention to the structure and attribute
is encoded as a gene in the attention-based encoding strategy. The fusion sim-
ilarity between nodes and center nodes can be denoted as a weighted sum of
structure and attribute similarity. The overlapping community structure can be
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obtained through the fusion similarity. The main contributions of this paper are
summarized as follows:

1. The attention-based encoding strategy can address the problem of structure
limitation on the search capability of traditional MOEA-based algorithms.

2. The designed attribute objective function can be calculated in linear time to
improve the efficiency of evolution.

3. The experiments on artificial and real-world networks were conducted to ver-
ify the superiority of our algorithm with respect to the baseline algorithms.

2 Preliminaries

2.1 Multiobjective Optimization

A multiobjective optimization problem (MOP) aims to optimize the multiple
objectives at the same time [11], which can be stated as follows.

min
x∈Ω

F (x) = min[f1(x), f2(x), . . . , fm(x)] (1)

Ω is the feasible space, m is the number of objectives. Given two vectors a =
{a1, a2, . . . an} and b = {b1, b2, . . . , bn}(a �= b), a dominates b is denoted as a ≺ b
if and only if fi(a) ≤ fi(b), i = {1, 2, . . . ,m.}. a is called the Pareto optimal
solution if there is no vector dominating a. All the Pareto optimal solutions
constitute a Pareto front (PF).

2.2 Objective Functions

Extend Modularity (EQ) is a metric used to measure the quality of the
discovered overlapping communities in network structure, which is defined as
follows.

EQ =
1

2m

∑

i

∑

v∈ci,w∈ci

1
OvOw

(Avw − kvkw

2m
)σ(cv, cw) (2)

where m is the number of edges, kv is the degree of node v. Ov denote the
number of communities which node v belongs to, σ(cv, cw) = 1 if nodes v and w
belong to the same community, otherwise 0. Avw = 1 if node v connects to w.
The larger the value of EQ, the higher quality of the detected communities.

Within-Cluster Attribute Similarity (AS) is the most commonly used
attribute objective function [7], which is as follows:

AS =

∑c
k=1

∑
vi,vj∈Ck,i<j 2s(ai, aj)∑c
k=1 rk(rk − 1)

(3)

where c is the number of clusters, rk is the number of nodes in cluster k. s(i, j)
represents the similarity between nodes i and j and ai means the attribute vector
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of node i. The larger the AS is, the more evident the division in the attribute.
However, the AS needs to sum the attribute similarity between each pair of nodes
within clusters, making the calculation complexity squared with the number of
nodes. The cosine similarity is commonly used as the similarity metric, which is
defined as follow.

s(ai, aj) =
ai · aj

||ai||||aj || (4)

where ai is the embedding vector of node i, · denotes inner product and || · ||
means L2-norm.

Within-Cluster Attribute Entropy (AE) is another attribute objective
function [6]:

AE =
c∑

k=1

rk

r

∑

a∈A

pak log (pak) (5)

where pak is the percentage of nodes in cluster k with attribute value a. A is the
attribute vector of each node. c is the number of clusters and rk and r denote
the number of nodes in cluster k and the number of nodes in a network. The
smaller the AE is, the more similar nodes in the detected communities are.

Within-Cluster Sum of Squared Errors (SSE) is the attribute objective
function in our design, and it minimizes the within-cluster sum of squared errors
based on the attribute embedding vectors. The definition of SSE is as follows.

SSE =
c∑

i=1

|ci|∑

j=1

||xij − μi||22 (6)

where c is the number clusters, |ci| is the number of nodes in cluster ci, xij

denotes the vector of j-th node in i-th cluster. μi means the center vector of the
cluster j. SSE can be calculated in near time. The smaller the SSE is, the more
similar the nodes’ attributes within the cluster are.

3 Problem Formulation

A community is a group of nodes which has dense connections in structure or
high attribute similarity. The goal of community detection is to divide nodes
in network into a set of communities {c1, c2, . . . , cK}ci neqcj ,∀i �= j, i, j ∈
{1, 2, · · · , k}.V =

⋃k
i=1 ci, ci �=. Therefore, the overlapping community detection

problem in attributed networks can be modeled as the objectives of minimizing
negative EQ and SSE, which are as follow.

min

{
-EQ = − 1

2m

∑
i

∑
v∈ci,w∈ci

1
OiOj

(Avw − kvkw

2m )σ(cv, cw)

SSE =
∑c

i=1

∑|ci|
j=1 ||xij − μi||22

(7)

The larger the EQ is, the more density connections within all communities. The
smaller the SSE is, the higher the attribute similarity among nodes within the
same community.
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Fig. 1. Framework of AMOCDA

4 AMOCDA

AMOCDA is mainly composed of three stages, as shown in Fig. 1. In stage 1,
We need to generate structure and attribute embedding vectors first, which is
the basis for the subsequent processing. Stages 2 and 3 are both built on NSGA2
share the same optimization objectives defined in Eq. (7). In stage 2, our purpose
is to optimize the center nodes. In stage 3, we integrate the structural information
and attributes to detect the optimal overlapping community structures.

4.1 Embedding Vector Generation

We simply use the DeepWalk [12] algorithm to generate structure embedding
vectors. A well-designed sampling method forces the attribute embedding vectors
of nodes with high attribute similarity to be similar. First, we need to build a
k-nearest nodes list KNi for each node i through building a ball-tree [13] based
on the original normalized attributes. The ball-tree can get each node’s top-
k nearest nodes in the complexity of O(k × log n). Second, we build an alias
table for each node i, and nodes in KNi will be joined to the table according
to their attribute similarity to node i. In this manner, we can sample a node
with high similarity to node i in node i’s alias table in const time. Intuitively,
nodes with high similarity should frequently appear in the same window of a
sequence. Based on this idea, we design the sampling method as follows: from
a source node i, sample its attribute neighbor according to node i’s alias table,
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Fig. 2. Example of the sampling process

and return to source node i immediately. Repeat the process above to get node
i’s sampling sequence. Figure 2 gives an example of the sampling process. As
shown in Figure 2, the left table is node 1’s k-nearest nodes list KN1, the list
needs to be normalized as the right table before creating the alias table. The
probability of a node in the table being sampled is related to its similarity to
node 1. It needs to return to the source node immediately when a neighbor is
sampled. Therefore, a possible sampling sequence is 1 → 4 → 1 → 7 → 1 → 9.

We use cosine similarity defined in Eq. (4) as the similarity metric. Based
on the sampled sequences, we train the embedding vectors using the Skip-Gram
model.

4.2 Center Node Optimization
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Fig. 3. Example of the center node decoding process

In this stage, our purpose is to obtain a set of center nodes that can further
obtain excellent nonoverlapping community structures based on structure and
attribute embedding vectors. We adopt the integer encoding and represent the
ID of a center node as a gene. Each solution is sorted in ascending order to
ensure that there are no duplicate solutions. Since the same center node cannot
appear more than once in a solution, the partially mapped crossover (PMX) [14]
is used as a crossover operator. The random mutation (RM) operator is adopted,
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and each gene value has the probability of randomly selecting a node that is not
in the current solution from the network as a new center node. The community
structures are obtained by the decoding process and evaluated by Eq. (7). Figure
3 gives an example of the decoding process.

As shown in Fig. 3, we first calculate the similarity matrix between all nodes
and center nodes (nodes 1, 3 and 5). The bold in the matrix means the maximum
similarity with the center node. Structure similarity matrix S1 and attribute
similarity matrix S2 can be obtained based on structure and attribute embedding
vectors. We assign nodes to the center node with the highest similarity. For
example, node 2 is assigned to the center node 1 because the similarity between
node 2 and 1 is the highest (0.82, bold in the matrix) in S2. In the above way,
structure division C1 and attribute division C2 can be generated according to
S1 and S2. C1 is obtained based on the structure information and C2 is based
on the attribute information.

The two community divisions C1 and C2 are the inputs for structure and
attribute objective function denoted in Eq. (7). The smaller the values of neg-
ative EQ and SSE, the more evident the structure-based and attribute-based
community divisions are, which further demonstrates that the selected center
nodes are accurate in both structure and attribute. We use NSGA2 [8] to opti-
mize the center nodes.

4.3 Overlapping Community Detection

In this stage, our purpose is to integrate structure and attribute embedding
vectors to find a set of overlapping community structures that are excellent both
in objectives of structure and attribute.

Nodes in a network may pay different attention to the structure and attribute.
Therefore, we encode each node i’s attention to a network structure as a gene
gi, gi ∈ [0, 1], node i’s attention to attribute can be denoted as 1−gi. Unlike using
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adjacency encoding indirectly or directly [6,7], our encoding strategy makes sure
that a network structure will not limit the search capability.

We use the real integer encoding, simulated binary crossover (SBX) [15], poly-
nomial mutation (PM) [16] in this stage. In the decoding process, the fusion simi-
larity of each node to center nodes is the weighted sum of corresponding structure
and attribute similarity. The weights are the values of each node’s attention to
the structure and attribute. We have an overlapping threshold parameter p to
control the generated communities’ overlapping degree. Figure 4 illustrates how
to decode the attention vectors into community structures. Nodes 1,3 and 5 are
still taken as the center nodes.

As shown in Fig. 4, the similarities of node 2 to the center node 1 are 0.25
and 0.82 according to the structure and attribute similarity matrix. The atten-
tion value to the structure of node 2 is 0.85, and the value to the attribute
of node 2 is 1 – 0.85 = 0.15. Then, the fusion similarity of node 2 to 1 is
0.25∗0.85+0.82∗0.15 ≈ 0.34. Similarly, the fusion similarities of all nodes to all
center nodes can be calculated. After that, we normalize the similarity matrix
to obtain a membership matrix. For each node i, the maximum similarity to
all center nodes can be represented as smaxi, the similarity sic from node i to
each center node c should be normalized as sic = sic/smaxi. The last step is
to generate an overlapping community structure according to the membership
matrix. Overlapping threshold p is set to 0.9 and node 8 in the membership
matrix is analyzed for illustration, the normalized similarities of node 8 to cen-
ter nodes 1, 3 and 5 are 0.9, 0.63, 1.00 respectively, node 8 can be assigned to
two communities (center nodes 1 and 5) because the similarities between them
are both greater than p = 0.9. Similarly, we can obtain each node’s community
assignment.

The generated community structure is evaluated according to Eq. (7). The
smaller the values of negative EQ and SSE, the more evident our community
structure both in structure and attribute. We still use NSGA2 to find the optimal
attention vectors which can be decoded into the optimal overlapping community
structures.

4.4 Pseudocode of AMOCDA

First, the two stages of MOEA are both built on an improved NSGA2 with
modified crossover and mutation operators described in Algorithm 1. The tour-
nament selection and fast nondominated sorting with crowding distance defined
in NSGA2 are denoted as functions Selection() and NdSort(). Then, the overall
procedure of AMOCDA is given in Algorithm 2.

The main stages of AMOCDA are summarized as follows: In stage 1, we
generate structure and attribute embedding vectors. In stage 2, we search the
accurate center nodes. In stage 3, we integrate structure and attribute to find
the optimal overlapping community structures for each group of center nodes.
Each subtask’s results are joined to OC. Finally, the nondominated solutions in
OC are returned.
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Algorithm 1: Improved NSGA2
Input: Population size ps; Maximum generations gen; stage number sta;

structure and attribute embedding vectors Vstru, Vattr; center nodes cen;
Overlapping threshold p;

Output: Final population P ;
1 P ← Initialize ps solutions;
2 for g = 1 to gen do
3 parents ← Selection(P );
4 if sta = 1 then
5 offpsring ← PMX(parents);
6 offspring ← RM(offpsring);
7 C1, C2 ← decode communities according to Fig. 3;
8 Evaluate C1, C2 according to Eq. (7);

9 else
10 offpsring ← SBX(parents);
11 offspring ← PM(offpsring);
12 C ← decode overlapping communities based on Vstru, Vattr, cen and p

according to Fig. 4;
13 Evaluate C according to Eq. (7);

14 Sort P by NdSort() and retain the best ps solutions;

15 Return P ;

Algorithm 2: AMOCDA
Input: Attributed Network G = (V,E,A); Overlapping threshold p; Maximum

number of attribute neighbors k; Population sizes of two stages p1, p2;
Maximum generations of two stages g1, g2;

Output: Overlapping community structures OC = {c1, c2, . . . , cpn};
// STAGE 1: Embedding Vector Generation

1 Kn ← ball-tree(A, k); // A is the attribute of network G
2 Generate Vattr based on Kn according to Fig. 2;
3 Vstru ← DeepWalk(G);

// STAGE 2: Center Node Optimization

4 cen ← Improved NSGA2(ps1, gen1, 1, Vstru, Vattr, null, p);
// STAGE 3: Overlapping Community Detection

5 OC ← ∅;
6 for i = 1 to |cen| do
7 subP ← Improved NSGA2(ps2, gen2, 2, vecstru, vecattr, ceni, p);
8 subC ← decode subP according to Fig. 4;
9 OC ← OC ∪ subC;

10 Remove all dominated solutions in OC;
11 Return OC;

4.5 Complexity Analysis

Let n be the number of nodes, m be the edges, f be the dimension of original
attributes in the network. The dimension of embedding vectors is denoted as h,
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population sizes of two stages are p1, p2, maximum generations of the two stages
are g1 and g2. The maximum number of attribute neighbors is k queried from
the ball-tree. We analyze the complexity of the three stages of AMOCDA. In
stage 1, the complexity of building ball-tree is O(n × f × k × log n) and k 
 n.
Building Alias table can be finished in O(k×n) and the complexity of DeepWalk
is O(m + n + n × log n). In stage 2, the main complexity is the calculation of
EQ and SSE which can be calculated in O(m) and O(n × h) respectively. SSE’s
complexity can be reduced to O(n) because h 
 n in a large network. Therefore,
the total complexity in stage 2 is O(p1×g1×(m+n)). In stage 3, the complexity
is O(p1×p2×g2×(m+n)) because each group of center nodes obtained in stage
2 corresponds a subtask of stage 3. Therefore, the complexity of AMOCDA is
O(n×f ×log n+k×n+m+n+n×log n+p1×g1×(m+n)+p1×p2×g2×(m+n))
which can be reduced to O(n × f × log n + p1 × p2 × g2 × (m + n)).

5 Experiments

5.1 Datasets

Artificial Networks. We use LFR benchmark [17] to generate artificial net-
works whose parameters are described as follows: N is the number of nodes, k is
the average node degree, kmax is the maximum node degree, cmin indicates the
minimum community size, cmax denotes the maximum community size, μ is a
mixing parameter, On means the number of overlapping nodes and Om denotes
the number of communities overlapping nodes belong to.

A larger μ indicates that the community structure of the network is ambigu-
ous, and the attributes need to be considered to improve the accuracy of discov-
ered communities. According to the real communities, the method proposed in
[18] is used to generate attributes for all nodes for each network.

Two groups of artificial attributed networks are generated for experiments
and their parameters are set as follow:

(1) D1 networks: N = 1000, μ = 0.1 − 0.7 On = 0.1, Om = 2;
(2) D2 networks: N = 1000, μ = 0.3 On = 0.1, Om = 2 − 8;

The other parameters of LFR are set by default: k = 20, kmax = 50, cmin = 10
and cmax = 100.

Real-World Networks. Cornell, Texas, Washington and Wisconsin are col-
lected from WebKB [19] of the computer science departments in four American
universities. Cora and Citeseer [19] are citation networks featuring scientific pub-
lications in different serval fields. Wiki [20] is a web page network and each edge
represents the link relationship of the web pages. The detail of real-world net-
works is given in Table 1.

5.2 Baseline Algorithms

DeepWalk [12] samples sequences through random walking, and the sequences
are input to the Skip-Gram model to learn embedding vectors. GEMSEC [21]
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Table 1. Parameters of real-world attributed networks

Network Number of nodes Number of edges Number of attributes Communities

Cornell 195 286 1703 5

Texas 178 298 1703 5

Washington 230 417 1703 5

Wisconsin 265 479 1703 5

Cora 2708 5429 1433 7

Citeseer 3312 4732 3703 6

Wiki 2405 17981 4973 17

improves DeepWalk by considering the clustering objective to ensure nodes
with more shared neighbors have similar representation vectors. ARGA and
ARVGA [22] improve graph autoencoder and variational graph autoencoder [23]
by adding an adversarial mechanism to enforce the embedding vectors match
Gaussian distribution. EMOFM [24] is a two-stage MOEA that takes only struc-
ture into accounts for detecting overlapping communities. CE-MOEA [9] and
MOEA-SA [4] are the state of art community detection algorithms based on
MOEA that consider attributes. The embedding vectors learned by GEMSEC,
ARGA, ARVGA are input to C-means [25] to obtain communities.

The parameters of all the baseline algorithms are set to the values recom-
mended by their original papers. In AMOCDA, the maximum generations of two
stages are set to 100, 50 respectively. The population sizes of the two stages are
set to 20, 50 respectively.

5.3 Evaluation Metric

Overlapping normalized mutual information (ONMI) [26] is adopted to evaluate
the overlapping community structure, which is as follows:

ONMI(A,B) = 1 − 1
2

⎛

⎝
|A|∑

i

H(Ai, B)
|A|H(Ai)

+
|B|∑

j

H(Bj |A)
|B|H(Bj)

⎞

⎠ (8)

where H (Ai) is the entropy of the i-th community Ai, H (Ai|B) is the entropy
of Ai with respect to B which is defined as follows:

H(Ai|B) = min
l∈{1,2,...,|B|}

H(Ai|Bl) (9)

The larger the value of ONMI, the higher an algorithm’s accuracy.

5.4 Accuracy Experiment

Results on Artificial Networks are shown in Fig. 5 and 6. Figure 5 shows
the accuracy of the algorithms on the D1 networks. Our accuracy is always
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Fig. 5. Accuracy of the algorithms with
varying values of µ

Fig. 6. Accuracy of the algorithms with
varying values of Om

higher than that of other algorithms in networks with different values of μ,
which shows the attention-based encoding strategy can integrate structure and
attribute well to improve the accuracy of discovered communities. Especially
in networks with a high value of μ, an obvious community structure is hard
to be detected using structure information alone. Therefore, the accuracy of
DeepWalk, GEMSEC and EMOFM decreases sharply when μ ≥ 0.6 because
they consider only network structure. ARGA and ARVGAs’ accuracy drop more
slowly when μ ≥ 0.5 because they use both structure and attribute information
to discover communities.

Figure 6 shows the accuracy of the algorithms on the D2 networks. With
the increase of Om, the accuracy of all algorithms drops because the number of
communities nodes belong to increase, making the community structure more
difficult to identify. GEMSEC’s performance decreases sharply when the value
of Om ≥ 5 because its clustering objective may not work well on networks with
highly overlapping communities. A similar phenomenon happens to EMOFM
because its optimization objective limits the number of communities a node
belongs to. AMOCDA is superior to other algorithms and its accuracy drops
more slowly because of the threshold p-based overlapping communities decoding
method and taking attribute into account through the attention-based encoding
strategy.

Results on Real-World Networks are shown in Table 2. The slashes mean
the data is inaccessible. In Cornell, Texas, Washington and Wisconsin, the
structure information makes nearly no contribution to the real communities.
Therefore, the structure-based algorithms DeepWalk, GEMSEC and EMOFM
do not perform well in these networks. The same problem happens to ARGA
and ARVGA because they cannot determine how important the attribute is in
these networks when detecting communities. CE-MOEA and MOEA-SA can find
diverse community divisions by optimizing the structure and attribute objectives.
However, their encoding strategies are completely dependent on the structure,
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Table 2. ONMI values of the algorithms on real-world networks

Network Cornell Texas Washin Wisco Cora Citeseer Wiki

DeepWalk 0.0646 0.0495 0.0585 0.0867 0.3277 0.1425 0.0155

GEMSEC 0.0939 0.0465 0.0478 0.0766 0.2682 0.1346 0.0516

ARGA 0.0745 0.0759 0.0646 0.0631 0.3544 0.1886 0.1281

ARVGA 0.0834 0.0812 0.0516 0.0799 0.3421 0.2622 0.1072

EMOFM 0.0187 0.0343 0.0352 0.0229 0.0949 0.0385 0.0154

CE-MOEA 0.1760 0.1550 0.1860 0.1900 0.3980 0.3450 \
MOEA-SA 0.1320 0.1110 0.1390 0.1560 0.1180 0.1420 \
AMOCDA 0.2588 0.1726 0.2820 0.2501 0.3991 0.3461 0.4057

which limits their search capability. On the contrary, our AMOCDA performs the
best in all networks because the attention-encoded strategy can simultaneously use
structure and attribute information to discover optimal community structures.

5.5 Efficiency of SSE

The complexity of the calculation of SSE is O(n), where n is the number of
nodes. The complexity of AS and AE are O(n2) and O(n × f) according to Eq.
(3) and (5), where f is the dimension of attributes.

Maximizing AS or minimizing AE can be also used as the attribute objec-
tive of AMOCDA to discover communities. We compare the running time of
AMOCDA with different objectives in Table 3.

Table 3. Running time (seconds) with different objectives

Objective Cornell Texas Washin Wisco Cora Citeseer Wiki

Maximizing AS 34.69 22.87 28.13 46.55 1475.88 2578.16 1690.35

Minimizing AE 464.83 447.31 557.43 640.39 6725.90 19210.80 20523.05

Minimizing SSE 6.13 7.14 7.85 6.81 53.83 72.55 55.87

As shown in Table 3, The efficiency of AMOCDA is significantly improved
when minimizing SSE is used as the attribute objective. AS’s efficiency decreases
sharply in large-scale networks such as Cora, Citeseer because its complexity is
O(n2). AE can only handle categorical attributes because it is defined based on
entropy. The efficiency of minimizing AE is the lowest because of the large dimen-
sion of attributes in these real-world networks. In summary, AS and AE are not
suitable objective functions in large-scale and high-dimensional attributed net-
works. Instead, minimizing SSE is a promising attribute objective for community
detection in attributed networks based on MOEAs.
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6 Conclusions

In this paper, we propose an attention-based multiobjective optimization for
community detection in attributed networks. First, we design an attribute-
similarity-based node sampling method to generate node sequences input to
the Skip-Gram model to learn attribute embedding vectors. Second, with the
help of the embedding vectors, the attention-based multiobjective optimization
can integrate structure and attribute information to discover communities with
high quality. Besides, an attribute objective function calculated in linear time
is designed based on the embedding vectors to speed up the evolution process.
In the future, we will integrate structure and attribute information tightly to
improve the accuracy of detected communities further. Moreover, we attempt to
expand this method to discover communities in heterogeneous networks.
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Abstract. At present, one of the difficulties in the field of fuzzy clustering is the
clustering analysis for high dimensional data.Most of the existing fuzzy clustering
algorithms are sensitive to initialization, which are greatly affected by noise points
and has weak adaptability to high-dimensional data. In order to solve these prob-
lems, a kernel space possibilistic fuzzy c-means clustering (KSPFCM for short)
algorithm is proposed. Firstly, considering that the fuzzy possibilistic clustering
algorithm can deal with the noise points better, the typicality matrix is introduced
to weaken the constraint on the membership matrix. Secondly, to refine the granu-
larity of clustering convergence, subspace clustering is introduced to assign each
feature weight value to the data, and the feature weight value is obtained by adap-
tive collaborative iteration. Among them, a greater weight value are given for the
important features of the data, which makes the feature weight allocation more
reasonable. Thirdly, the Gaussian kernel distance is used as the distance mea-
sure between data points to optimize the sensitivity to the data set, and thus the
KSPFCM algorithm is proposed. Finally, by comparing with several advanced
clustering algorithms on the artificial data sets and UCI data sets in this field, the
proposed KSPFCM algorithm performs better in the five clustering effectiveness
indicators of ACC, EARI, NMI, CHI and XBI.

Keywords: Collaborative intelligence · Fuzzy clustering · Subspace ·
Possibilistic clustering · Kernel functions

1 Introduction

In fuzzy clustering, the fuzzy c-means (FCM) algorithm is the most commonly used
method. Generally, FCM places equal importance on all feature weights of the data.
With the development of research, it is found that each feature of the object has different
effects on clustering. Therefore, the method of feature weights has become an important
development direction.

The Weighted FCM (WFCM) algorithm [1] performed clustering by separating fea-
ture weighted values. The weighted Euclidean distance was used as the similarity index
inWFCM. The improved versions such as the fuzzy weighted k-means (FWKM) and the
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fuzzy subspace clustering (FSC) algorithm have been proposed to overcome this weak-
ness. In the objective function of FWKM [2], a constant was added when calculating the
distance, which can effectively avoid the problems caused by the possible zero standard
deviation of some attributes in AWA. Gan proposed the FSC algorithm [3], which used
an objective function similar to FWKM. FSC also introduced a constant to avoid the
problem of zero standard deviation. Unlike FWKM, the constant parameters introduced
in the FSC algorithm were set manually, while constant parameters in FWKM were set
through a predefined formula.

When performing clustering in high-dimensional space, the traditional clustering
algorithm has some deficiencies. For example, these points may be far apart in a high-
dimensional space, which are in the same cluster. For most traditional clustering algo-
rithms, a key challenge is that clusters can reside in different subspaces. In many real-
world problems, these subspaces are composed of different subsets of features. Frigui
and Nasraoui [4] proposed a clustering and attribute identification (SCAD) algorithm
that performed clustering and feature weighting simultaneously. It used continuous fea-
ture weights, thus provided a richer representation of feature correlation than feature
selection. Later, Deng et al. [5] proposed the enhanced soft subspace clustering (ESSC),
which combined the intra-class compactness and the separation of inter-cluster in the
subspace. Yang and Nataliani [6] proposed a feature weight reduction fuzzy cluster-
ing algorithm (FRFCM), which calculated the weight of each feature and reduced the
irrelevant feature weights.

From different viewpoint, a possibilistic clustering method (PCM) was proposed [7,
8]. The differences between PCM and the methods of existing clustering lie in that the
result partition of data can be interpreted as possibilistic partition, while the membership
value can be interpreted as the possibilistic degree of point extension. PCM can handle
the problem of noise very well, but there is the problem of cluster center coincidence. Pal
et al. [9] proposed thepossibilistic fuzzy c-means (PFCM).PFCMgeneratedmembership
and possibilistic value along with the updating of the point prototype or cluster center for
each cluster. PFCM incorporated the possibilistic c-means (PCM) and fuzzy c-means
(FCM), which avoided the problems of PCM and FCM. Tang et al. [10] proposed a
possibilistic fuzzy clustering with high-density viewpoint algorithm (DVPFCM). By
referring to the idea of generating cluster centers by finding density peak points in RLM
[11], they proposed the HDCCI cluster center initialization algorithm, which overcame
the sensitivity of previous algorithms to initial cluster centers.

Both fuzzy membership and possibilistic membership play an important role in clus-
tering. Bahrampour et al. proposed a weighted and constrained possibilistic c-means
clustering algorithm (WCPCM) [12]. WCPCM included both the segmentation of pos-
sibilistic time series and the weighting of local attribute, and allowed different weights to
be assigned to different functions. Considering this imbalance between attributes, Shen
et al. presented a fuzzy weighted kernel clustering algorithm (WFKCA) [13]. WFKCA
performed clustering in the kernel feature space mapped by the Mercer kernel. Com-
pared with the traditional hard clustering algorithm, WFKCA can generate the cluster
center with numerical convergence.

At present, the problems of fuzzy clustering algorithm are mainly as follows:
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1) Weak adaptability to high dimensions. With the rapid development of science and
technology, the amount of data is more and more large and the dimension is higher
and higher, which requires the clustering algorithm to deal with the ability of high-
dimensional data. FCM, PFCM and DVPFCM lack special measures to deal with
high-dimensional data. SCAD and FRFCM adopt the idea of subspace with different
weights, which are relatively better. However, the existence of noise points lead to
unstable feature weight distribution, and the robustness of the algorithm is weak.

2) The influence of noise points on clustering. Now the data are very complex, which
havemanynoise points. So how to reduce the influence of noise points is an important
problem to be solved.

To solve the above problems, a feature weight driven Kernel Subspace Possibilistic
Fuzzy C-Means (KSPFCM) algorithm is proposed in this study. The ideas such as
typicality matrix, subspace clustering and Gaussian kernel distance, are introduced to
form an adaptive cooperative iterative strategy to obtain the feature weight value. The
advantages of the proposed algorithm are verified by comparing with other advanced
algorithms in six datasets.

2 Related Works

Suppose the data set is a set of n samples X = {
xj

}n
j=1. We try to break it down into c

categories (2 ≤ c ≤ n), and obtain the cluster center set V = {vi}ci=1. Each sample xj
and cluster center vi are all l-dimensional data.

The objective function of the FCM algorithm was as follows.

JFCM=
n∑

j=1

c∑

i=1

umij d
2
ij . (1)

Her uij represented fuzzy membership degree, whose value ranged from 0 to 1 and

subjected to the constraint
∑c

i=1 uij = 1, (j = 1, 2, · · · , n). d2
ij = ∥∥xj − vi

∥∥2 indicated
the distance between the j-th point and the cluster center of the i-th class. Andm denoted
the weighted fuzzy factor, in which m ∈ (1,+∞).

Two versions of SCAD algorithms were established by Frigui and Nasraoui [4].
SCAD1 attempted to strike a balance between the two terms of a composite objective
function, which introduced penalty terms to determine the optimal attribute correlation
weights. In SCAD2, fuzzy weighted index was introduced to minimize the single term
criterion. Their expressions were as follows.

JSCAD1=
n∑

j=1

c∑

i=1

umij

l∑

k=1

wikd
2
ijk +

c∑

i=1

δi

l∑

k=1

w2
ik , (2)

JSCAD2=
n∑

j=1

c∑

i=1

umij

l∑

k=1

wq
ikd

2
ijk . (3)
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Here dijk = ∣∣xjk − vik
∣∣ indicated the distance between the k-th feature of j-th point

and the k-th feature of the i-th cluster center. uij was the same as the one in FCM. q
denoted the weighted fuzzy factor, and q ∈ (1,+∞). δi was the weighted constraint
member, whose derived expression was:

δ
(t)
i = K

n∑

j=1
(ut−1

ij )m
l∑

k=1
wt−1
ik d t−1

ijk

l∑

k=1
(wt−1

ik )2

. (4)

Here K was a constant and superscript t−1 was the number of last iterations. They
demonstrated that SCAD1 and SCAD2 had similar behavior and clustering results.

Recently, Tang et al. proposed the DVPFCM algorithm [10]. The specific objective
function formula of DVPFCM was as follows.

JDVPFCM =
n∑

j=1

c∑

i=1

(
aumij + btpij

)∥∥xj − hi
∥∥2 + σ 2

m2c

c∑

i=1

n∑

j=1

(
ϕj − tij

)
p

, (5)

where the real cluster center was:

hi =
{
vi, i �= q
xd , i = q

, (6)

σ 2 =
∑N

k=1 ‖xk − x‖2
N

, x =

N∑

k=1
xk

N
, (7)

ϕk =
∑N

j=1

∥∥xj − xk
∥∥2

N
(k = 1, · · · ,N ). (8)

Here m, p were fuzzy coefficient and typical matrix fuzzy coefficient respectively.
σ 2 represented the distance of variance matrix. ϕk denoted the weight of each sample.
DVPFCM introduced the parameters, which considered the compactness and isolation
of the data set, as well as measured the contribution of each sample to clustering. With
the help of the viewpoint and typicality values, it had relatively stronger robustness and
noise resistance in the conceptual level of the algorithm.

The objective function of the FRFCM algorithm [5] was:

JFRFCM=
n∑

j=1

c∑

i=1

l∑

k=1

umij δkwk(xjk − vik)
2 + n

c

l∑

k=1

(wk log δkwk), (9)

where uij represented fuzzy membership degree. wik indicated the weight of the k-th
feature and the cluster center of the i-th class. δk was the weight penalty term, which
controlled function weights. Its formula was as follows:

δk = (
mean(x)

var(x)
)k (10)
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FRFCM computed new weights for each feature by adding feature weighted entropy
to its objective function. Then, the cluster center and fuzzy membership matrix were
updated by these new weights during the iteration. FRFCM not only improved the
performance of FCM, but also could select the important features by discarding the
unimportant features. Therefore, this algorithm could automatically reduce the feature
dimension and achieve a good clustering effect.

The objective function of PCM was as follows:

JPCM=
∑C

i=1

∑N

j=1
uij

∥∥xj − vi
∥∥2 +

∑C

i=1
γi

∑N

j=1

(
uij ln uij − uij

)
, (11)

where γi represented the penalty factor. The second binomial of (11) was for constraints
uij. The update formulas for uij and vi were as follows:

u(iter)
ij = exp

(

−
∥∥xj − vi

∥∥2

γi

)

, (12)

v(iter+1)
i =

∑N
j=1 u

(iter)
ij xj

∑N
j=1 u

(iter)
ij

. (13)

Here the parameter γi (i = 1, · · · ,C) needed to run FCM in advance, which
generally set according to the results of FCM:

γi = K

∑N
j=1 u

(FCM )
ij

∥∥xj − vi
∥∥2

∑N
j=1 u

(FCM )
ij

, i = 1 · · · ,C. (14)

The PCM algorithm loosened the constraint on uij,therefore it could handle noise
data as a better way than FCM.

Pal et al. [9] proposed the PFCMalgorithm to overcome the noise or outlier displayed
in FCM. PFCMcould eliminate the defect of overlapping clusters in PCMby introducing
the typicality values matrix, which was updated along with the membership matrix. Its
objective function was as follows:

JPFCM=
∑C

i=1

∑N

j=1
(aumij + btpij)

∥∥xj − vi
∥∥2 +

∑C

i=1
γi

∑N

j=1

(
1 − tij

)p
, (15)

whereuij represented fuzzymembership degree. tij was a typical component and tij ≤ 1.a
and bwere the relative importance parameters controlling the balance between typicality
values and fuzzy membership. The PFCM algorithm was more robust than the FCM
algorithm, but it was still sensitive to the initialization of cluster center. The calculation
of γi depended on the FCM algorithm, so its operation was not simple enough.

3 The Proposed KSPFCM Algorithm

3.1 Objective Function

In this section, we propose a kernel space possibilistic fuzzy c-means clustering
(KSPFCM) algorithm. Firstly, considering that fuzzy possibility clustering algorithm



Kernel Subspace Possibilistic Fuzzy C-Means Algorithm Driven 291

can deal with noise points better, a typicality values matrix is employed to weaken the
constraints on the membership matrix. Then, in order to refine the granularity of cluster-
ing convergence, subspace clustering is introduced to give weight to each feature, and
more weight is given to the important feature of clustering.

The proposed algorithm uses three parts to construct the objective function. In the
first part, fuzzy feature weight, typicality values matrix and Gaussian kernel distance are
introduced on the basis of FCM conventional objective function. The second part is the
penalty term of the typicality matrix, which is used to guide the typicality values matrix
to participate in the clustering process. The third part represents the weight entropy,
which can guide the real-time iteration of the weight matrix in the process of clustering.
Specifically, the objective function can be expressed as follows:

J=
c∑

i=1

n∑

j=1

(aumij + btηij)
d∑

k=1

wik‖ϕ(xjk) − ϕ(vik)‖2

+δ

c∑

i=1

n∑

j=1

d∑

k=1

wik(1 − tij)
η + ξ

c∑

i=1

d∑

k=1

wik lnwik .

(16)

Here c represents the number of clustering and n denotes the number of data in the
set and each data has d features. uij is the membership matrix, and uij ∈ [0, 1]. wik
indicates the weight of the k-th feature and the cluster center of the i-th class, in which
wik ∈ [0, 1][0, 1]. tij is a typical component and tij ≤ 1. There are restrictions as follows.

c∑

i=1

uij = 1, 1 ≤ i ≤ c, 1 ≤ j ≤ n, (17)

d∑

k=1

wik = 1, 1 ≤ k ≤ d . (18)

Here δ and ξ are penalty factors for the second and third terms, respectively, β

represents the variance of the data.

‖ϕ(xjk) − ϕ(vik)‖2 (19)

denotes the Gaussian kernel feature distance between xjk and vik . We have:

‖ϕ(xjk) − ϕ(vik)‖2 = K(xjk , xjk) − 2K(xjk , vik) + K(vik , vik), (20)

then

‖ϕ(xjk) − ϕ(vik)‖2 = 2 − 2K(xjk , vik), (21)

where

K(x, y) = exp(
−‖x − y‖2

σ 2 ). (22)
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The formula is as follows (by the Lagrange multiplier method):

J ′ = J +
n∑

j=1

λj(1 −
c∑

i=1

uij)+
c∑

i=1

γi(1 −
d∑

k=1

wik). (23)

The membership matrix is derived as follows. Let ∂J ′
∂uij

= 0. (23) is transformed into:

maum−1
ij

d∑

k=1

wik
∥∥ϕ(xjk) − ϕ(vik)

∥∥2 − λ = 0. (24)

It can be concluded that:

uij = (
λ

ma
)

1
m−1 · (

d∑

k=1

wik
∥∥ϕ(xjk) − ϕ(vik)

∥∥2)
−1
m−1 . (25)

From (17), we can get:

c∑

i=1

(
λ

ma
)

1
m−1 · (

d∑

k=1

wik
∥∥ϕ(xjk) − ϕ(vik)

∥∥2)
−1
m−1 = 1. (26)

We have

(
λ

ma
)

1
m−1 = 1

c∑

i=1
(

d∑

k=1
wik

∥∥ϕ(xjk) − ϕ(vik)
∥∥2)

−1
m−1

. (27)

By substituting (27) into (25), we can get:

uij =
(

d∑

k=1
wik

∥∥ϕ(xjk) − ϕ(vik)
∥∥2)

−1
m−1

c∑

i′=1
(

d∑

k=1
wi′k

∥∥ϕ(xjk) − ϕ(vi′k)
∥∥2)

−1
m−1

. (28)

The typicality matrix is derived as follows. Let ∂J ′
∂tij

= 0, (23) is transformed into:

ηbtη−1
ij

d∑

k=1

wik
∥∥ϕ(xjk) − ϕ(vik)

∥∥2 − δη

d∑

k=1

wik(1 − tij)
η−1 = 0. (29)
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According to (29), the following can be obtained:

(30)

The feature weight matrix is derived as follows. Let ∂J ′
∂wik

= 0. One has

n∑

j=1

(aumij + btηij)
∥∥ϕ(xjk) − ϕ(vik)

∥∥2 + δ

n∑

j=1

(1 − tij)
η

+ ξ(1 + lnwik) − γ = 0. (31)

wik = exp

⎛

⎜⎜⎜
⎝

γ −
n∑

j=1
(aumij + btηij)

∥∥ϕ(xjk) − ϕ(vik)
∥∥2 − δ

n∑

j=1
(1 − tij)η − ξ

ξ

⎞

⎟⎟⎟
⎠

. (32)

Because
d∑

k=1
wik = 1, we have

d∑

k=1

exp

⎛

⎜⎜⎜
⎝

γ −
n∑

j=1
(aumij + btηij)

∥∥ϕ(xjk) − ϕ(vik)
∥∥2 − δ

n∑

j=1
(1 − tij)η − ξ

ξ

⎞

⎟⎟⎟
⎠

= 1. (33)

From (33), it can be deduced that:

exp

⎛

⎜⎜⎜
⎝

γ − δ
n∑

j=1
(1 − tij)η − ξ

ξ

⎞

⎟⎟⎟
⎠

= 1
d∑

k=1
exp(−ξ−1

n∑

j=1
(aumij + btηij)

∥∥ϕ(xjk) − ϕ(vik)
∥∥2)

.

(34)

By replacing (34) with (32), we obtain:

wik =
exp(−ξ−1

n∑

j=1
(aumij + btηij)

∥∥ϕ(xjk) − ϕ(vik)
∥∥2)

d∑

k ′=1
exp(−ξ−1

n∑

j=1
(aumij + btηij)

∥∥ϕ(xjk ′) − ϕ(vik ′)
∥∥2)

. (35)
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The clustering center matrix is derived as follows. Let ∂J
∂vik

= 0, by substituting (21)
and (22), we get:

−4

σ 2

n∑

j=1

(aumij + btηij)wik exp(
−∥∥xjk − vik

∥∥2

σ 2 )(xjk − vik) = 0. (36)

Then

vik=

n∑

j=1
(aumij + btηij)wik exp(

−‖xjk−vik‖2

σ 2 )xjk

n∑

j=1
(aumij + btηij)wik exp(

−‖xjk−vik‖2

σ 2 )

. (37)

The principle of the KSPFCM algorithm is all introduced.

3.2 Algorithm Operation Framework

The process of the KSPFCM algorithm is as follows (Table 1):

Table 1. The implementation process of the KSPFCM algorithm
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4 Experiment

The proposedKSPFCMalgorithm is comparedwith several algorithms (including FCM,
PFCM, KFCM, DVPFCM, SCAD and FRFCM). Experiment objects had two artificial
data sets and four UCI machine learning data sets. The artificial data sets DATA1 and
DATA2 are composed of points with Gaussian distribution, which are generated by the
function make_blob() in Python’s Scikit-Learn library. Both of the two data sets have
the problem of interclass overlap and the data volume of DATA1 is larger than that of
DATA2. The UCI data sets include Breast Cancer, Statlog, seeds, Wine data sets, which
are frequently used in the field of machine learning.

There are mainly two types of clustering evaluation indexes: hard clustering validity
index and soft clustering validity index. We use the superscript “(+)” to indicate that the
indicator is the bigger the better, and the superscript “(−)” to show that the indicator is
as small as possible. Here, five clustering evaluation indexes are adopted, namely Accu-
racy Rate (ACC), Normalized Information (NMI), EARI, and Calinski-Harabasz-Index
(CHI), Xie-Ben-Index (XBI) [10]. The first three are hard clustering validity indexes,
while the last two are soft ones. The results of clustering with the best performance are
marked in bold. Table 2 provides the basic information of all the data sets to be used in
the experiment.

Table 2. Information statistics of experimental data sets

Name Instances Attributes Classes

D1 DATA1 1000 2 7

D2 DATA2 150 2 3

D3 Wine 178 13 3

D4 Breast Cancer 569 30 2

D5 Statlog 2236 36 2

D6 Seeds 210 7 3

Figure 1 shows the clustering effect of each algorithm in DATA1. There are seven
types of DATA1 reference clustering, and some data are easily divided into two
categories, and there are too many categories.

The Gaussian kernel distance is not introduced into PFCM and FCM, and they are
not sensitive to the data set, which leads to incorrect identification of the cluster center.
The performance of KFCM algorithm is better. The same problem also occurs in the
DVPFCM algorithm. As shown in f) and g) in Fig. 1, the introduction of feature weights
in FRFCM and SCAD algorithm can effectively improve the accuracy of clustering, but
it can also be seen that some data between the two class clusters are misclassified at the
edge of noise data. The proposed KSPFCM algorithm combines the feature weights,
possibility and data kernel of subspace, which integrates their respective advantages to
get better clustering results.
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a) DATA1                            b) FCM                           c) PFCM

d) KFCM    e) DVPFCM                            f)SCAD

g) FRFCM                       h)KSPFCM

Fig. 1. Experimental effect diagram

For DATA1 data set, the specific data are shown in Table 3. From the clustering
results of each index, the comparison of each algorithm is that: KSPFCM > FRFCM >

SCAD > DVPFCM > KFCM > PFCM > FCM.

Table 3. Related algorithm clustering results in DATA1

ACC EARI NMI CHI XBI

FCM 0.848 0.836 0.854 13.513 0.777

PFCM 0.849 0.900 0.858 13.881 0.630

KFCM 0.913 0.910 0.878 14.101 0.482

DVPFCM 0.928 0.936 0.895 14.282 0.458

SCAD 0.944 0.953 0.913 14.427 0.361

FRFCM 0.973 0.974 0.944 14.786 0.206

KSPFCM 0.989 0.988 0.969 14.982 0.102
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Similar results were obtained for DATA2, Wine, Breast cancer, Statlog, and seeds
data sets (see Table 4, 5, 6, 7 and 8). The proposed KSPFCM algorithm still achieved
the best experimental results.

Table 4. Related algorithm clustering results in DATA2

ACC EARI NMI CHI XBI

FCM 0.886 0.892 0.700 8.702 0.643

PFCM 0.900 0.901 0.714 10.194 0.470

KFCM 0.940 0.931 0.845 10.857 0.396

DVPFCM 0.953 0.939 0.861 11.639 0.321

SCAD 0.953 0.954 0.884 11.788 0.282

FRFCM 0.967 0.960 0.885 11.943 0.230

KSPFCM 0.980 0.979 0.911 12.118 0.211

Table 5. Related algorithm clustering results in wine

ACC EARI NMI CHI XBI

FCM 0.770 0.744 0.579 7.521 3.243

PFCM 0.853 0.791 0.681 8.935 2.770

KFCM 0.876 0.833 0.726 10.748 1.860

DVPFCM 0.882 0.852 0.749 11.635 1.727

SCAD 0.932 0.906 0.807 13.230 1.375

FRFCM 0.943 0.934 0.876 13.911 1.207

KSPFCM 0.966 0.990 0.884 14.844 1.118

Table 6. Related algorithm clustering results in breast cancer

ACC EARI NMI CHI XBI

FCM 0.776 0.524 0.440 47.919 1.095

PFCM 0.834 0.667 0.505 57.286 0.825

KFCM 0.884 0.760 0.531 61.211 0.428

DVPFCM 0.903 0.859 0.592 78.999 0.336

SCAD 0.919 0.870 0.597 82.496 0.305

FRFCM 0.926 0.880 0.610 85.655 0.292

KSPFCM 0.936 0.884 0.644 90.144 0.286
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Table 7. Related algorithm clustering results in statlog

ACC EARI NMI CHI XBI

FCM 0.869 0.716 0.559 218.662 0.567

PFCM 0.909 0.824 0.618 248.687 0.546

KFCM 0.930 0.871 0.668 298.394 0.387

DVPFCM 0.946 0.904 0.719 344.912 0.341

SCAD 0.956 0.924 0.763 393.673 0.318

FRFCM 0.964 0.931 0.799 400.146 0.312

KSPFCM 0.966 0.939 0.801 401.460 0.235

Table 8. Related algorithm clustering results in seeds

ACC EARI NMI CHI XBI

FCM 0.819 0.751 0.581 13.626 0.598

PFCM 0.833 0.773 0.615 13.870 0.529

KFCM 0.847 0.786 0.634 14.051 0.466

DVPFCM 0.861 0.817 0.653 14.997 0.410

SCAD 0.871 0.829 0.665 16.061 0.301

FRFCM 0.895 0.857 0.675 16.534 0.281

KSPFCM 0.900 0.859 0.683 16.714 0.247

The advantages of the proposed algorithm are mainly reflected in the following
aspects:

• It can be seen from the experimental results that the proposed KSPFCM algorithm
shows the best performance of ACC, EARI, NMI, CHI and XBI on all six data sets.
In general, the performance of KSPFCM is better than the other six comparison
algorithms.

• By combining the advantages of feature weighted subspace, typicality values and
kernel function, the KSPFCM algorithm is established. KSPFCM can effectively deal
with complex data with high dimension and noise, and get better results.

• The processing of typicality value will bring a relatively stable performance result.
The KSPFCM algorithm is less affected by noise points and has a better stable initial-
ization center and convergence reference point. The weight processing of subspace
can refine the convergence granularity, and give the corresponding weight according
to the importance of each feature of each data point to the clustering process. This can
optimize the clustering effect and efficiency to a certain extent. Kernel distance can
map data points to kernel space, and using of Gaussian kernel distance can optimize
the sensitivity of the algorithm to the data set. KSPFCM integrates the advantages of
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the above techniques, and assigns a small weight to the noise points. So it can greatly
reduce the impact of noise points and achieve a relatively ideal clustering effect.

5 Conclusion

In this study, a kernel space possibilistic fuzzy c-means clustering algorithm KSPFCM
is proposed. Firstly, the idea of typicality matrix is introduced to weaken the constraints
on the membership matrix. Secondly, subspace clustering is introduced, and the weight
value of each feature is assigned to the data, which is obtained by adaptive cooperative
iteration. Thirdly, the Gaussian kernel distance is used as the distance measure between
data points to optimize the sensitivity of the data set, and thus the KSPFCM algorithm is
established. According to the experimental analyses, the value of each index obtained by
KSPFCMhas the best performance, andKSPFCMhas the highest ACC, EARI, NMI and
CHI values, and the lowest XBI value. In general, our algorithm is superior in algorithm
design, experimental results, index verification and so on.

In future research, considering the fundamental and core driving role of logical
reasoning in the field of artificial intelligence, we will try to integrate the strategy of
logical reasoning [14–17] with fuzzy clustering algorithm. Then we can form a new
model of reasoning clustering, which is expected to bring new vitality and exploration
direction to the field.
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Abstract. Data-driven evolutionary algorithms (DDEAs) have shown promising
performance in solving small- andmedium-scale expensive optimization problems
(EOPs) with low and medium dimensions. However, the performance of existing
DDEAs is still not good enough for large-scale EOPs. To efficiently solve the large-
scale EOPs, this paper proposes a new offlineDDEAbased on adaptive differential
evolution (DE), called ADE-DDEA. To obtain a sufficiently accurate surrogate,
ADE-DDEA introduces a Latin hypercube sampling strategy with standardization
for collecting data and a grid searching based approach for training the surrogate.
Moreover, ADE-DDEA employs a state-of-the-art adaptive DE (i.e., the jSO) as
the optimizer and a multi-loop strategy to avoid trapping into local optima. In the
experiment, this paper compares ADE-DDEA with the traditional algorithms on
five commonly used test functions with different dimension scales. ADE-DDEA
shows significant advantages on large-scale EOPs with only 10% computational
budgets of traditional methods. Even if compared with the state-of-the-art DDEAs
for large-scaleEOPs,ADE-DDEAshows sufficient competitiveness. Furthermore,
the experimental results also show the advantage of the algorithm in terms of
running time consumption.

Keywords: Expensive optimization · Large-scale optimization · Data-driven
evolutionary algorithms · Adaptive differential evolutionary · Surrogates · Grid
search · Multi-loop strategy

1 Introduction

Evolutionary algorithms (EAs) received a lot of attention in the past decades. They
have been applied to various optimization problems [1]. Traditional EAs include genetic
algorithm (GA) [2], ant colony optimization (ACO) [3], particle swarm optimization
(PSO) [4], and differential evolution (DE) [5]. For EOPs, the real function evaluation
(FE) is usually computationally expensive, for example, a single evaluation of com-
putational fluid dynamics (CFD) problem can take several minutes or even hours [6].
Therefore, existing EAs for EOPs usually combine with surrogates to reduce the number
of FES. These algorithms are called data-driven evolutionary algorithms (DDEAs) [7],
or surrogates-assisted evolutionary algorithms (SAEAs) [8]. Specifically, the surrogates

© Springer Nature Singapore Pte Ltd. 2022
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are trained by data (i.e., evaluated solutions) and used to predict the fitness of the solu-
tion, thus replacing the real evaluation to drive the evolution of the optimizer. Through
this way, the DDEAs can reduce the number of FEs and the time budget, which makes
the algorithms perform well on EOPs.

In general, the existing DDEAs can be divided into two main categories, one is
the online DDEA [9–11], which usually allocates some FEs to initialize and train the
surrogates and then use the remaining FEs to support the iterations of the optimizer.
It means that online DDEAs require the problem context to provide FEs during the
optimization process. The other is offline DDEA [12, 13], which is suitable for offline
scenarios where new evaluations are not available during the algorithm’s optimization
process. In this paper, our algorithm is based on the framework of offline DDEAs.

For the study of DDEAs, the choice of the surrogate is a crucial issue that can
significantly affect the DDEAs’ performance, especially on large-scale EOPs. Various
models have been adopted as the surrogate such asGaussian process (GP) [9], polynomial
regression (PR) [14], artificial neural network (ANN) [15], and radial basis function
neural network (RBFNN) [12]. Since the models are with different characteristics, their
estimation performances are also different. Even the same model that adopts different
training methods or settings of hyper-parameters can show different performance on
estimation.

Recently, several well-performing DDEAs have been proposed for EOPs. Based on
the GP, Liu et al. [9] proposed an online DDEA named GPEME. GPEME utilizes the
computable prediction error of GP and proposes an evaluation criterion named lower
confidence bound (LCB), which not only improves the algorithm’s ability to find the
best solution but also makes the model gradually improve its accuracy. Li [12] proposed
a boosting data-driven evolutionary algorithm (BDDEA-LDG), adopts an ensemble
RBFNN model and combines a strategy of local data generation (LDG). The experi-
mental results verify that BDDEA-LDG is well-performing than most of the existing
offline DDEAs. Wang et al. [11] proposed the evolutionary sampling assisted optimiza-
tion (ESAO) to solve the large-scale EOPs, which employs DE as the optimizer and
includes a global RBFNN and a local one. Empirical tests show that the ESAO performs
well on EOPswith higher dimensions.Wei et al. [10] proposed a classifier-assisted level-
based learning swarm optimizer (CA-LLSO), which uses a gradient boosting classifier
(GBC) as the surrogate and employs a level-based PSO (LLSO) as the optimizer. CA-
LLSO is one of themost advanced online DDEAs currently available to solve large-scale
EOPs.

There are still some weaknesses in existing offline DDEAs: 1) Lack of sufficient
accurate surrogates. Firstly, traditional DDEAs perform the training process on the orig-
inal data from random sampling. However, it’s not a sufficient way for problems with
limited training data, especially for large-scale EOPs. Secondly, the hyper-parameters
of the surrogate are user-defined. But in practical terms, it is hard to predict the optimal
hyper-parameters with the lack of prior knowledge of the EOPs. 2) Ignoring the perfor-
mance bottleneck of traditional optimizers. In most of the existing DDEAs, it’s common
that the optimizers used in the optimization process are traditional EAs [9, 11]. These
traditional optimizers generally work well in simple problems with lower dimensions
but are inefficient in large-scale problems.
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To encounter the two weaknesses above, this paper proposes ADE-DDEA. To effi-
ciently solve the large-scale EOPs, themain process of ADE-DDEA includes three parts,
i.e., the data collection, the model management, and the optimization process. In the data
collection, Latin hypercube sampling (LHS) [16] is employed to sample the data. Then
standardization is used for preprocessing. In themodalmanagement, ADE-DDEAfirstly
adopts a grid search method to find the optimal hyper-parameter settings for the surro-
gate (i.e., RBFNN) and then trains the RBFNN based on the collected data. Finally,
ADE-DDEA adopts a jSO optimizer with a multi-loop strategy to search for the optimal
solution of the EOPs. The improvements of ADE-DDEA can be summarized as flow:

1) For the data collection process, LHS can help to get uniformly distributed training
data, which enables the surrogate to accurately reflect the landscape of the solution
space of the large-scale EOP. To reduce the negative effects of the scale of data, the
training data is standardized before the training process of the surrogate.

2) For model management, grid search is employed to determine the hyper-parameters
of the RBFNN, which can improve the efficiency and accuracy of the surrogate.

3) To efficiently solve the large-scale EOPs, a state-of-the-art adaptive DE named jSO
[17] is adopted as the optimizer.Also, themulti-loop strategy is utilized to avoid occa-
sional bottlenecks during convergence. These improvements overcome the problems
of traditional optimizers facing bottlenecks on larger-scale EOPs.

The rest of this paper is organized as follows. Section 2 describes the related work,
including RBFNN and jSO; Sect. 3 describes the framework of ADE-DDEA; Sect. 4
gives experimental verification of the ADE-DDEA, including comparisons with the
state-of-the-art algorithms in terms of solution fitness and running time; Sect. 5 draws
the conclusion.

2 Related Work

2.1 Radial Basis Function Neural Network

Among existing DDEAs for large-scale EOPs, RBFNN [11, 12] is one of the commonly
used models. Among different choices of the kernels for RBFNN, the gaussian radial
basis function is applied in ADE-DDEA:

R(x, c) = exp(−‖x − c‖2
2σ 2 ), σ > 0 (1)

RBFNN can be represented as a three-layer structure of input-hidden-output layers.
The input layer receives the input data with D decision variables. D is the number of
dimensions of the optimization problem. The hidden layer has the size of k, where each
unit represents a center selected in the hidden layer space. The output layer has only one
unit, which outputs the weighted sum of the values of the hidden units. The weights are
denoted as w1, w2,…, wk .

For an input vector x, the prediction value of RBFNN can be expressed as

y(x) =
k∑

i=1

wiR(x, ci)
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=
k∑

i=1

wi exp(−‖x − ci‖2
2σ 2 ), σ > 0 (2)

The k centers of the hidden layer and the weights are variables to be learned in
the RBFNN. The specific training method will be described in the model management
section of ADE-DDEA (3.2).

2.2 jSO

DE is proposed by Price and Storn et al. in 1995 [5]. In the past decades, scholars have
proposed many adaptive DE variants [18] to improve the optimizing ability. JADE [19]
and SHADE [20] put up adaptive control strategies for parameters F, CR. L-SHADE
[21] adds adaptive control of population size based on SHADE to further improve the
algorithm’s performance. jSO [17] is a high-performance DE variant developed from
L-SHADE. On the CEC2017 single objective benchmark [22], jSO achieved 2nd place
among multiple state-of-the-art algorithms.

The mutation strategy DE/current-to-pbest-w/1 is adopted in jSO, which is shown
as

vi,g = xi,g + Fw(xpbest,g − xi,g) + F(xr1,g − xr2,g) (3)

Compared with DE/current-to-best/1, the second part of the new strategy provides
the main improvement. It takes the historical information to drive the evolution, which
enhances the optimizing ability.

For the mutation parameter F, the crossover parameter CR, and the population size
Np, jSO adaptively controls them via different strategies, which are respectively shown
in Eqs. 4, 5, 6 as

Fi = Gaussion(meana(Ai,F ), σ ), σ > 0 (4)

CRi = Cauchy(meanl(Ai,CR), σ ), σ > 0 (5)

Npg = max((Npmax − Npmin) ∗ g/gmax + Npmin,Npmin) (6)

The fine-tuning ofF andCR is based on their historical information. The new param-
eters are obtained by Gaussian and Cauchy perturbations with parameter σ setting to
0.1. The population size Np decreases linearly during the evolution until the minimum
population size is reached (Npmax = 100, Npmin = 4). With such a parameter control
strategy, the algorithm can achieve a better exploration-exploitation balance, resulting
in the improvement of the search capability.

3 Proposed Algorithm

3.1 ADE-DDEA Framework

This section outlines the framework of ADE-DDEA. The main components of the
proposed ADE-DDEA include the data collection, the model management, and the
optimization process, which are shown in Fig. 1.
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Fig. 1. ADE-DDEA framework

Step 1: Data sampling and preprocessing. In general, when solving optimization
problems, we extract the objective function and the solution space from the problem. In
ADE-DDEA, LHS is applied to randomly sample multiple points in the solution space.
Then the sampled points are evaluated via the objective function to obtain correspond-
ing fitness. Next, standardization is applied to preprocess the data (i.e., solutions and
corresponding fitness values).

Step 2: Training of the surrogate. ADE-DDEA uses the grid search (Algorithm 1) to
determine the optimal hyper-parameters of the surrogate and trains the surrogate with
data collected in Step 1. The final trained surrogate is used to drive the evolutionary in
Step 3.

Step 3: Optimization. ADE-DDEA uses jSO as the optimizer. It combines with the
multi-loop strategy (Algorithm 2) to avoid trapping into local optima, aiming to find the
optimal solution indicated by the surrogate, which is the final output of ADE-DDEA.

3.2 LHS-Based Data Collection

Under the constraints of large-scale EOPs, the number of FEs we can use is very small
which is limited to 1000 in this paper. In offline DDEAs, the limited FEs are used to
generate offline data before the optimizer works. The FEs cannot be required during the
optimization process. To make full use of the FEs, ADE-DDEA performs the following
processing.

To generate uniformly and widely distributed data, ADE-DDEA applies LHS [16]
to sample data points from the solution space. LHS is a classical hierarchical sampling
algorithm. It divides the sampling space into several continuous intervals with equal
cumulative probabilities based on the probability distribution function. One random
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sample point is taken from each of these intervals to obtain the final sample set. The
samples obtained are uniformly distributed, which can reflect the overall characteristics
of the solution space. After the sampling, standardization [23], which is a widely used
data preprocessing method in machine learning, is applied here. Its formula is expressed
as

xi,d = xi,d − μ

s
, i = 1, 2, ...,Np, d = 1, 2, ...,D (7)

whereμ and s are themean and standard deviation of the sample set in the d-th dimension.
By the standardization, the mean of the data values in the same dimension becomes 0,
while the variance becomes 1. After completing the preprocessing, the training data is
feed to the surrogate in the next step.

3.3 Grid Search-Based Model Management

To obtain a surrogate with high accuracy, ADE-DDEA divides the model management
into two parts. Firstly, the grid search is executed to find out the optimal settings of the
hyper-parameters (i.e., the number of centers k and the standard deviation σ ). Then, with
the optimal hyper-parameters, the training process of RBFNN is executed on the whole
training data.

The RBFNN in ADE-DDEA requires two user-defined hyper-parameters. One is the
number of centers k, which is also the number of nodes in the hidden layer. The other is
the σ brought by the Gaussian radial basis function (Eq. 1). Both two hyper-parameters
can affect the performance of the surrogate.

ADE-DDEA adopts grid search to find out the optimal settings of the two hyper-
parameters mentioned above. Grid search is a simple but effective method for hyper-
parameter optimization in situations where the training is not complex or time-
consuming. This approach iterates through the candidate parameter combinations and
measures the model performance by 5-fold validation and coefficient of determina-
tion [24]. When considering the hyper-parameter settings, ADE-DDEA uses gamma to
denote the fraction of coefficient where σ is located (gamma = 1/2σ 2). In the experi-
ments, the range of k is between 2 and 200, and gamma is between 0.01 and 100. The
detailed process of grid search is shown in Algorithm 1.

After the grid search, RBFNN with the optimal hyper-parameter settings will be
retrained on the whole training data. Its training process is described as follows:

Step 1: Calculate the clustering centers of sample points. K-means is a classical
unsupervised learning algorithm for clustering tasks. It is employed to learn the clustering
centers in the training process.

Step 2: Calculate the optimal weights with the least square method. The loss function
of RBFNN is shown in Eq. 8. Compared to the gradient descent method, learning with
the least square method is simple, straightforward, and efficient.

E = 1

2

Np∑

i=1

k∑

j=1

(yi − wjR(xi, cj))2 (8)
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Algorithm 1 Grid Search
Input: CP –a set of different combinations of candidate hyper-parameter;

Fitness_train –the fitness corresponding to the individuals in the training data
Output Modelbest – the best model
Begin 
1:   Define the empty set Scores;
// Grid search
2:   For each parai in CP Do
3:   Scorei = 0;
4:   Randomly divide [X_train, Fitness_train] into 5 parts equally;  
5:   For j=1:5 Do // Perform 5-fold verification
6:   Use [X_train, Y_train]j as the validation set and the rest as the training set; 
7:   Initialize the model modelij using the parameter parai; 
8:    Train modelij on the training set; 
9:   Test modelij and get the performance score as Sij; 
10: Scorei = Scorei + Sij; 
11:     End For
12:    Scores = Scores (Scorei / 5); // record the score under 5-fold validation
13: End for
14: Find the hyper-parameter with best performance according to Scores, note as parabest; 
// Training process
15: Retrain model with parabest on the whole training data, getting Modelbest; 
End

3.4 Multi-loop-Based Optimization Process

In the optimization process, traditional DDEAs usually employ simple EAs as the
optimizers, which has insufficient performance for optimization on larger-scale prob-
lems reaching 50–300 dimensions. Therefore, ADE-DDEA applies a high-performance
adaptive DE (i.e., jSO) as the optimizer.

The multi-loop strategy is used to overcome occasional bottlenecks during the opti-
mization process. This strategy employs the jSO optimizer to perform multiple loops
to find the optima of the trained RBFNN. For EAs which converge fast like jSO, it is
easy to be trapped into local optima for problems above 100 dimensions, especially for
problems with multiple peaks in the solution space. To avoid these occasional errors,
a simple and intuitive approach is to employ a multi-loop strategy to let the optimizer
repeat the search process and compare the results to get the best final solution. The
pseudo-code is shown in Algorithm 2.
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Algorithm 2 Multi-loop Strategy
Input: Nop – the number of optimizers; Model – the trained model; gmax – the maximum

iteration number; Np – the initial population size
Output: Solutionbest – the final solution
Begin 
1:   Fitnessbest=MAX; 
2:   For i = 1:Nop Do
3: Initialize xg randomly, g = 0, Fitnessg=Model(xg); // Initialization
4: While g<gmax Do
5: Execute mutation operation; 
6:          Execute crossover operation;
7: Execute greedy selection, get new xg and fitness Fitnessg;
8:          Update Fitnessbest, note the corresponding solution as Solutionbest ; 
9: g = g + 1; 
10: Update parameters; // (Equations 4, 5, 6)
11:    End while
12: End for
End

4 Experiment Result and Discussion

4.1 Experimental Settings

The experiment is performedon common test functions forEOPs:Ellipsoid,Rosenbrock,
Ackley, Griewank, and Rastrigin [10–12]. The Ellipsoid problem is a unimodal function
and the rest are multimodal functions while they all have the same optimal value of 0 as
shown in Table 1.

Table 1. Test functions

Function Optima Domain Note

Ellipsoid 0 [−5.12, 5.12] Unimodal

Rosenbrock 0 [−2.048, 2.048] Multimodal

Ackley 0 [−32.768, 32.768] Multimodal

Griewank 0 [−600, 600] Multimodal

Rastrigin 0 [−5, 5] Multimodal

For brevity’s sake, the test problems below are abbreviated in the form of problem
type + dimension, for example, E20 denotes the Ellipsoid problem of dimension 20.
To distinguish the Rosenbrock problem from the Rastrigin problem, the latter one is
abbreviated as RA. The algorithms run on a platform of Windows 10/python 3.8, and
the CPU is Intel Core i7-8700. To reduce statistical errors, all algorithms are tested 20
times independently on each problem and the average result is recorded.
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4.2 Comparisons with the Traditional Algorithms

This section is comparisons with traditional EAs for large-scale EOPs. The algorithms
to compare are random sampling, the classical DE/rand/1, and jSO. The FEs limitation
for the latter two is set to 10000 in order to obtain valuable results. The initial population
sizeNp is set to 100. The other parameters are set with reference to the theoretical section
above.

Table 2. Comparisons between ADE-DDEA and traditional algorithms

Problem ADE-DDEA Random sample DE/rand/1 jSO

E20 1.19E+0 ± 5.54E−1 8.81E+2 ± 1.17E+2(+) 2.19E+2 ± 3.81E+1(+) 3.19E−4 ± 5.32E−4(−)

E30 5.94E+0 ± 4.01E+0 2.20E+3 ± 2.27E+2(+) 9.24E+2 ± 1.73E+2(+) 6.61E−2 ± 1.14E−1(−)

E50 1.52E+0 ± 2.31E+0 7.02E+3 ± 5.49E+2(+) 4.30E+3 ± 5.00E+2(+) 3.09E+0 ± 1.29E+0(+)

E100 1.32E+1 ± 3.58E+1 3.29E+4 ± 1.90E+3(+) 2.40E+4 ± 1.75E+3(+) 1.37E+2 ± 3.02E+1(+)

E150 1.04E+1 ± 7.58E+0 7.81E+4 ± 3.33E+3(+) 6.03E+4 ± 4.77E+3(+) 6.41E+2 ± 1.17E+2(+)

E200 3.43E+1 ± 1.04E+1 1.44E+5 ± 3.16E+3(+) 1.10E+5 ± 9.00E+3(+) 1.63E+3 ± 2.08E+2(+)

E300 3.55E+2 ± 8.38E+1 3.36E+5 ± 7.76E+3(+) 2.60E+5 ± 2.51E+4(+) 5.78E+3 ± 4.53E+2(+)

R20 1.05E+2 ± 5.05E+0 3.16E+3 ± 6.94E+2(+) 7.61E+2 ± 1.33E+2(+) 1.76E+1 ± 2.10E−1(−)

R30 1.56E+2 ± 6.54E+0 6.50E+3 ± 8.16E+2(+) 2.53E+3 ± 3.36E+2(+) 2.80E+1 ± 4.90E−1(−)

R50 2.55E+2 ± 6.85E+0 1.32E+4 ± 1.31E+3(+) 7.15E+3 ± 8.79E+2(+) 5.55E+1 ± 4.07E+0(−)

R100 4.66E+2 ± 2.23E+1 3.28E+4 ± 2.15E+3(+) 2.13E+4 ± 1.90E+3(+) 1.70E+2 ± 2.01E+1(−)

R150 5.95E+2 ± 2.92E+1 5.22E+4 ± 2.61E+3(+) 3.80E+4 ± 4.58E+3(+) 3.92E+2 ± 5.31E+1(−)

R200 6.37E+2 ± 3.20E+1 7.41E+4 ± 3.14E+3(+) 5.38E+4 ± 5.37E+3(+) 5.75E+2 ± 6.01E+1(−)

R300 6.72E+2 ± 4.28E+1 1.17E+5 ± 5.07E+3(+) 7.93E+4 ± 9.05E+3(+) 1.08E+3 ± 8.81E+1(+)

A20 1.44E+0 ± 1.15E+0 2.04E+1 ± 2.00E−1(+) 1.78E+1 ± 6.66E−1(+) 2.58E−2 ± 1.77E−2(−)

A30 1.96E+0 ± 1.48E+0 2.06E+1 ± 1.46E−1(+) 1.93E+1 ± 3.86E−1(+) 5.18E−1 ± 4.46E−1(−)

A50 2.13E+0 ± 1.46E+0 2.08E+1 ± 8.66E−2(+) 2.01E+1 ± 2.45E−1(+) 2.80E+0 ± 6.42E−1(≈)

A100 1.92E+0 ± 1.26E+0 2.09E+1 ± 7.15E−2(+) 2.06E+1 ± 7.72E−2(+) 5.92E+0 ± 3.74E−1(+)

A150 2.22E+0 ± 1.00E+0 2.10E+1 ± 4.53E−2(+) 2.07E+1 ± 9.45E−2(+) 7.69E+0 ± 7.32E−1(+)

A200 2.37E+0 ± 8.38E−1 2.11E+1 ± 4.38E−2(+) 2.08E+1 ± 1.25E−1(+) 8.42E+0 ± 4.66E−1(+)

A300 3.71E+0 ± 3.95E−1 2.11E+1 ± 3.30E−2(+) 2.08E+1 ± 1.01E−1(+) 9.66E+0 ± 3.18E−1(+)

G20 4.59E−1 ± 1.15E−1 3.15E+2 ± 3.04E+1(+) 1.11E+2 ± 1.44E+1(+) 3.37E−2 ± 2.72E−2(−)

G30 8.26E−1 ± 1.34E−1 5.51E+2 ± 5.36E+1(+) 2.92E+2 ± 2.44E+1(+) 7.41E−1 ± 1.92E−1(≈)

G50 1.01E+0 ± 2.09E−2 1.04E+3 ± 6.12E+1(+) 6.67E+2 ± 6.14E+1(+) 1.50E+0 ± 1.10E−1(+)

G100 1.20E+0 ± 4.06E−2 2.29E+3 ± 1.32E+2(+) 1.76E+3 ± 1.24E+2(+) 1.23E+1 ± 2.97E+0(+)

G150 1.28E+0 ± 1.85E−1 3.67E+3 ± 1.27E+2(+) 2.88E+3 ± 2.52E+2(+) 3.68E+1 ± 7.50E+0(+)

G200 1.79E+0 ± 2.11E−1 5.09E+3 ± 8.86E+1(+) 4.00E+3 ± 3.43E+2(+) 7.60E+1 ± 1.14E+1(+)

G300 8.67E+0 ± 1.09E+0 7.85E+3 ± 2.16E+2(+) 5.89E+3 ± 4.86E+2(+) 1.57E+2 ± 1.06E+1(+)

RA20 1.83E+1 ± 4.10E+1 2.52E+2 ± 2.50E+1(+) 1.82E+2 ± 7.64E+0(+) 4.98E+1 ± 1.78E+1(+)

RA30 3.06E+1 ± 4.18E+1 4.11E+2 ± 2.38E+1(+) 3.19E+2 ± 1.73E+1(+) 1.11E+2 ± 2.16E+1(+)

RA50 1.86E+1 ± 1.99E+1 7.30E+2 ± 2.57E+1(+) 6.11E+2 ± 2.12E+1(+) 2.63E+2 ± 4.21E+1(+)

RA100 4.42E+1 ± 4.20E+1 1.58E+3 ± 4.99E+1(+) 1.40E+3 ± 2.96E+1(+) 6.02E+2 ± 2.98E+1(+)

(continued)
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Table 2. (continued)

Problem ADE-DDEA Random sample DE/rand/1 jSO

RA150 4.40E+1 ± 5.29E+1 2.43E+3 ± 4.21E+1(+) 2.22E+3 ± 5.50E+1(+) 9.97E+2 ± 1.38E+2(+)

RA200 1.55E+2 ± 1.94E+2 3.31E+3 ± 5.92E+1(+) 3.02E+3 ± 6.65E+1(+) 1.36E+3 ± 8.45E+1(+)

RA300 3.74E+2 ± 1.28E+2 5.07E+3 ± 6.73E+1(+) 4.63E+3 ± 1.26E+2(+) 1.97E+3 ± 2.18E+2(+)

+/≈/− – 35/0/0 35/0/0 22/2/11

Table 2 shows the results of the comparison experiments between ADE-DDEA and
the random sampling (1000 FEs), DE (10000 FEs), jSO (10000 FEs). Wilcoxon’s rank-
sum test is adopted to compare the experimental data at a significance level of 0.05. The
notations +/≈/− in the last row represent the number of the results that ADE-DDEA is
significantly better, similar, or worse.

From the experimental results overall, the ADE-DDEA outperforms the traditional
EAs as well as the random sampling. Compared to jSO, ADE-DDEA performs worse on
11 problems, mainly on the lower dimensional problems. But on the other 22 problems,
ADE-DDEA gets better results. This experiment demonstrates the great advantage of
ADE-DDEA over traditional algorithms for large-scale EOPs.

4.3 Comparisons with Offline Data-Driven Evolutionary Algorithm

BDDEA-LDG [12] is one of the state-of-the-art offline DDEAs. It uses the same test
function as in this paper. The comparison is mainly performed in 4 dimensions of 10,
30, 50, and 100. Only 11*D FEs are available. To set up a fair experiment, this section
is under the same setting as the paper of BDDEA-LDG.

Table 3. Comparisons between ADE-DDEA and BDDEA-LDG

Problem ADE-DDEA BDDEA-LDG

E10 2.36E+00 ± 1.63E+00 1.33E+00 ± 4.59E−01(−)

E30 8.90E+00 ± 1.31E+01 5.95E+00 ± 2.22E+00(≈)

E50 2.97E+00 ± 4.06E+00 1.39E+01 ± 3.12E+00(+)

E100 3.75E+00 ± 5.00E+00 6.14E+01 ± 1.46E+01(+)

R10 7.11E+01 ± 1.87E+01 3.69E+01 ± 8.73E+00(−)

R30 1.73E+02 ± 1.38E+01 6.65E+01 ± 6.36E+00(−)

R50 2.66E+02 ± 2.10E+01 9.69E+01 ± 5.70E+00(−)

R100 4.76E+02 ± 1.94E+01 2.06E+02 ± 2.47E+01(−)

A10 4.58E+00 ± 2.03E+00 7.61E+00 ± 9.30E−01(+)

A30 3.05E+00 ± 1.49E+00 5.80E+00 ± 3.74E−01(+)

A50 2.57E+00 ± 1.17E+00 5.23E+00 ± 3.33E−01(+)

(continued)
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Table 3. (continued)

Problem ADE-DDEA BDDEA-LDG

A100 2.04E+00 ± 1.67E+00 4.63E+00 ± 2.63E−01(+)

G10 7.85E−01 ± 2.31E−01 1.42E+00 ± 2.65E−01(+)

G30 1.00E+00 ± 7.42E−02 1.36E+00 ± 8.13E−02(+)

G50 1.06E+00 ± 1.95E−02 1.49E+00 ± 7.99E−02(+)

G100 1.19E+00 ± 3.18E−02 1.89E+00 ± 1.77E−01(+)

RA10 2.19E+01 ± 2.62E+01 7.16E+01 ± 1.28E+01(+)

RA30 4.42E+01 ± 5.67E+01 1.46E+02 ± 2.72E+01(+)

RA50 4.04E+01 ± 4.76E+01 1.90E+02 ± 3.17E+01(+)

RA100 4.75E+01 ± 5.43E+01 3.20E+02 ± 7.53E+01(+)

+/≈/− – 14/1/5

Table 3 shows the experimental results of ADE-DDEA and BDDEA-LDG. From
the overall 20 test problems, both the algorithms can get close to the global optima on
most problems. BDDEA-LDG significantly outperforms ADE-DDEA on 5 problems
which mainly are the problems of low dimensions and the Rosenbrock problems. It is
reflected that possible underfit exists in the surrogates in ADE-DDEA. On the other 14
test functions, ADE-DDEA significantly outperforms BDDEA-LDG, demonstrating the
superior performance of ADE-DDEA as an offline DDEA for large-scale EOPs.

4.4 Comparisons with Online Data-Driven Evolutionary Algorithm

In the field of large-scale EOPs, CA-LLSO [10] is one of the best online DDEAs, which
uses a gradient boosting classifier (GBC) as the surrogate and a level-based PSO variant
(LLSO) as the optimizer to achieve good optimization results with only 1000 FEs. In
this section, ADE-DDEA is compared with CA-LLSO.

Table 4. Comparisons between ADE-DDEA and CA-LLSO

Problems ADE-DDEA CA-LLSO

E20 1.19E+00 ± 5.54E−01 4.15E−01 ± 3.33E−01(−)

E30 5.94E+00 ± 4.01E+00 4.93E+00 ± 3.14E+00(≈)

E50 1.52E+00 ± 2.31E+00 5.93E+01 ± 1.30E+01(+)

E100 1.32E+01 ± 3.58E+01 9.70E+02 ± 1.23E+02(+)

E150 1.04E+01 ± 7.58E+00 3.83E+03 ± 4.05E+02(+)

E200 3.43E+01 ± 1.04E+01 9.36E+03 ± 7.21E+02(+)

(continued)
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Table 4. (continued)

Problems ADE-DDEA CA-LLSO

E300 3.55E+02 ± 8.38E+01 2.88E+04 ± 2.24E+03(+)

R20 1.05E+02 ± 5.05E+00 1.87E+01 ± 8.17E−01(−)

R30 1.56E+02 ± 6.54E+00 3.46E+01 ± 4.63E+00(−)

R50 2.55E+02 ± 6.85E+00 9.24E+01 ± 8.99E+00(−)

R100 4.66E+02 ± 2.23E+01 4.57E+02 ± 2.38E+01(≈)

R150 5.95E+02 ± 2.92E+01 1.09E+03 ± 1.24E+02(+)

R200 6.37E+02 ± 3.20E+01 1.88E+03 ± 1.20E+02(+)

R300 6.72E+02 ± 4.28E+01 3.83E+03 ± 2.10E+02(+)

A20 1.44E+00 ± 1.15E+00 1.13E+00 ± 6.77E−01(≈)

A30 1.96E+00 ± 1.48E+00 3.09E+00 ± 6.52E−01(+)

A50 2.13E+00 ± 1.46E+00 6.47E+00 ± 4.74E−01(+)

A100 1.92E+00 ± 1.26E+00 1.12E+01 ± 2.94E−01(+)

A150 2.22E+00 ± 1.00E+00 1.26E+01 ± 4.23E−01(+)

A200 2.37E+00 ± 8.38E−01 1.38E+01 ± 2.66E−01(+)

A300 3.71E+00 ± 3.95E−01 1.49E+01 ± 2.53E−01(+)

G20 4.59E−01 ± 1.15E−01 6.40E−01 ± 2.50E−01(+)

G30 8.26E−01 ± 1.34E−01 1.32E+00 ± 2.35E−01(+)

G50 1.01E+00 ± 2.09E−02 8.33E+00 ± 1.34E+00(+)

G100 1.20E+00 ± 4.06E−02 7.33E+01 ± 1.22E+01(+)

G150 1.28E+00 ± 1.85E−01 2.09E+02 ± 1.19E+01(+)

G200 1.79E+00 ± 2.11E−01 3.48E+02 ± 2.32E+01(+)

G300 8.67E+00 ± 1.09E+00 7.45E+02 ± 3.16E+01(+)

RA20 1.83E+01 ± 4.10E+01 6.93E+01 ± 2.33E+01(+)

RA30 3.06E+01 ± 4.18E+01 1.52E+02 ± 3.15E+01(+)

RA50 1.86E+01 ± 1.99E+01 3.56E+02 ± 1.53E+01(+)

RA100 4.42E+01 ± 4.20E+01 8.28E+02 ± 4.07E+01(+)

RA150 4.40E+01 ± 5.29E+01 1.35E+03 ± 3.85E+01(+)

RA200 1.55E+02 ± 1.94E+02 1.84E+03 ± 5.99E+01(+)

RA300 3.74E+02 ± 1.28E+02 2.90E+03 ± 5.03E+01(+)

+/≈/− – 28/3/4



Multi-loop Adaptive Differential Evolution 313

The results of the comparison experiments are presented in Table 4. From the overall
experimental results, ADE-DDEA significantly outperforms CA-LLSO on 28 of the 35
problems, makes no difference on 3 problems, and behaves worse on the rest 4 test prob-
lems. This demonstrates that ADE-DDEA has greater performance on the experimental
problems comparing with the state-of-the-art online DDEA.

4.5 Running Time Test

This section records the running time of ADE-DDEA. The algorithm for comparison is
CA-LLSO, which can be run on the same platform and code environment (python 3.8),
ensuring the fairness of the experiment. Since both the algorithms use the same number
of FEs and consume the same time for the function evaluation part, the experiments here
mainly consider the time consumed beside the FEs. The experiment ran on the Ellipsoid
problem,whose actual time budget is negligible (1000 function evaluations take less than
0.01 s). The algorithms ran on the same platform three times independently to record
the time consumed, and the results were averaged.

Table 5. Running time (second)

Dimension Total Training Optimizing CA-LLSO

20 63.88 34.86 29.01 83.47

30 63.61 35.06 28.54 97.57

50 68.56 40.75 28.81 236.39

100 92.07 64.25 27.82 390.94

150 110.86 82.81 28.06 549.43

200 139.01 110.74 28.26 712.88

300 185.30 155.46 29.84 1026.93

The experimental results are recorded in Table 5. The total time taken by ADE-
DDEA ranges from about 1 min in 20 dimensions to 3 min in 300 dimensions, which
is acceptable in terms of time and variation with dimensions. CA-LLSO takes longer
time than ADE-DDEA in all dimensions due to the online mode. And it even takes more
than 10 min for problems with dimensions more than 200, which is worse than ADE-
DDEA. This demonstrates the excellent time complexity performance of ADE-DDEA.
Of course, for an algorithm oriented to EOPs, the running time of the algorithm itself is
often negligible comparing the real evaluation time in practical application.

5 Conclusion

In this paper, we propose a new algorithm ADE-DDEA for large-scale EOPs. To get an
accurate surrogate, ADE-DDEAfirstly uses LHS to get the training data that is uniformly
distributed and then preprocesses the data by standardization. Secondly, ADE-DDEA
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utilizes the grid search approach to select the optimal hyper-parameters. To make full
use of the surrogate and avoids the problem of falling into local optima, ADE-DDEA
combines the jSO with the proposed multi-loop strategy for cooperative search in the
optimization process. The experimental part shows that ADE-DDEA has an excellent
performance in the field of large-scale EOPs.

Of course, the algorithm still has some shortcomings. Its optimizing ability is still
inadequate on a few test functions and low-dimensional problems where a single model
might be underfitting. These problems should be considered in the further research.
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Abstract. Sentiment Analysis is a hot topic of Natural Language Pro-
cessing (NLP). There have been relatively good solutions to general senti-
ment analysis problems, but in the face of the complex long sentences and
the change of sentence sentiments such as transition and progression, it is
very difficult to effectively learn the sentiment changes of long sentences
based on deep learning methods. So we propose an approach named
Reinforcement Learning for Long Sentence Classification (RL4LSC), a
method based on reinforcement learning, to automatically identify the
sentiment transitions of sentences and output the local sentiment ten-
dency of each specific location and give the intensity of the sentiment
tendency. Experiment results show that RL4LSC not only outperforms
the state-of-the-art methods, BiLSTM and TextCNN, but also outputs
the sentiment change of each word in a sentence through Reinforcement
Learning.

Keywords: Sentiment analysis · Reinforcement learning · Chinese
complex long sentences

1 Introduction

Currently, the development of deep learning technology has greatly improved
the effect of sentiment analysis task. At the same time, however, the sentiment
analysis of Chinese complex long sentence can’t be solved very well. Generally,
there are two main difficulties in the sentiment analysis of Chinese complex
long sentences. On the one hand, because of the length of long sentence, gen-
eral classification algorithms can’t capture the common features of the sentence
with sentiment transition. On the another hand, at present, the state-of-the-art
sentiment analysis methods of complex long sentence even consider the lexical
structure information of complex long sentence, it is difficult to make full use of
powerful learning ability of neural network. This is because many existing works
rely on manual rules and pre-defined lexical structure analysis model to identify
c© Springer Nature Singapore Pte Ltd. 2022
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lexical structure, and do not combine the goal of lexical structure analysis and
sentiment analysis closely. The problems above bring a great challenge to the
sentiment analysis of Chinese complex long sentence. Generally, deep learning
based methods for the sentiment classification model only focus on the sentence
level sentiment, but the sentiment information or the sentiment tendency in
words are not used. We suggest that the sentiment words of a complex long
sentence can help the model learn the sentiment variation in a long sentence,
understand the text and explain the predict result. Therefore, from the perspec-
tive of understanding the sentence meaning structure and capturing sentiment
turn, we design a model to solve the sentiment analysis problem of Chinese
complex long sentence. In this paper, our contributions are as follows:

(1) We propose a model based on Reinforcement Learning which combine the
word level sentiment and the whole sentence level sentiment to predict the
sentiment of Chinese complex long sentence.

(2) We can easily visualize the sentiment of a complex long sentence and obtain
the interpretability of the predict results to use the method proposed by us.

2 Related Work

Traditional machine learning methods usually rely on sentiment dictionaries to
provide the sentiment orientation information of the words [1]. There are some
state-of-the-art sentiment dictionaries including HowNet Sentiment Dictionary
[2], Student Testimonial and Derogatory Dictionary [3] and Testimonial and
Derogatory Dictionary [4]. These works use the sentiment tendency of words,
which is marked in the dictionary, as features. In the traditional machine learning
methods [1,6–8] based methods, sentiment tendency of a word is used as features
at the same time. The method processes the features to achieve the purpose of
classification.

Currently, deep learning methods were used in sentiment analysis and
achieved significant improvement. The Word2Vec [9] method obtains the vec-
tor representation of each word in a sentence by means of pre-training. By using
the vector representation of words, the deep learning model can better under-
stand the context between words and the overall sentence mean. Convolutional
Neural Network [10] is used to extract sentence level semantic vector from word
representation vector and predict the sentiment. Meanwhile, Recurrent Neural
Network [11] is also an important method which combines context information
to learn the overall semantics. Long-Short Term Memory Network [12] is an
improved method of Recurrent Neural Network which introduces control gates
to avoid gradient disappear. Gated Recurrent Unit [13] improves its performance
[14] to discard useless control gates compared with LSTM. Bidirectional Long-
Short Term Memory Network combines the information from back to front into
the model. Hierarchical Recurrent Neural Network [15] cuts complex long sen-
tences into short ones, extracts the sentence meaning information of each short
sentence by using a recurrent neural network, and synthesizes the information of
all sentences by using a recurrent neural network to get the overall information.
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Transformer [16] and BERT integrate the full-text information by global self-
attention mechanism. Since then, some models have been further improved on
the basis of BERT [17–20]. Another part of the recent works introduce external
knowledge to help the model make correct judgments [21,22].

Reinforcement learning is an important branch of machine learning. Rein-
forcement learning is mainly divided into Deep Q Network [23] and Actor Critic
method [24]. Wiering et al. [25] modeled the text classification task as a sequence
problem and used the Actor Critic algorithm to solve it. Chen et al. [26] used
reinforcement learning method to analyze text sentiment at word level. In recent
work, reinforcement learning method is also used to overcome the imbalance of
data sets [27] in the field of sentiment analysis.

In the sentiment classification task of complex long sentences, we need to get
the sentiment tendency of a sentence, or get the sentiment change tendency of
the whole text for more in-depth data analysis. However, the deep learning based
methods can not capture the structure information of a complex long sentence.
In this paper, we propose RL4LSC which uses reinforcement learning to capture
the structure information and model the sentiment change for Chinese complex
long sentences.

3 Method

In this section, we give the problem definition of sentiment classification in com-
plex long sentence in Sect. 3.1. We define the RL4LSC model and implementation
detail in the Sect. 3.2.

3.1 Problem Definition

The problem or target can be decomposed into two sub-tasks:

Global Sentiment Classification. The RL4LSC predicts the sentiment ten-
dency of the entire sentence.

Local Sentiment Classification. The RL4LSC predicts the sentiment ten-
dency of each word in a sentence.

3.2 Our Approach

Our RL4LSC is shown in Fig. 1, which consists of four parts.

Pretreatment. Specially, we set the original Chinese character input as x =
[c1, c2, ..., cl] and limit text length not to exceed 240. Our RL4LSC uses BERT
as feature extractor and the word embedding sequence is obtained as xe =
[e1, e2, e3, ..., el].

State Coder. Sequence xe = [e1, e2, e3, ..., el] is used as the input of the subse-
quent feature encoder. In order to recognize the words appearing in the sentiment
dictionary, we need to operate word segmentation at the same time to get the



Hamiltonian Mechanics 319

Fig. 1. Sentiment classification model of the long text based on Reinforcement Learn-
ing. The green part of the sentence is the positive words in the sentiment dictionary,
and the red part is the negative words in the sentiment dictionary. Only the words
appearing in the sentiment dictionary are used to predict the sentiment of words when
model learns target. (Color figure online)

word sequence as xw = [w1, w2, w3, ..., wl].For every word wi which appears in
the sentiment dictionary whose details are shown in Table 1, we find out the word
sequence of its corresponding position, and mark the words in the sequence with
the same sentiment tendency yi.

Strategy Network. The strategy network is used to make the model predict the
sentiment tendency of sentences in every local position. The reinforcement learn-
ing algorithm based on policy gradient needs to define an agent, which inputs
state and outputs action in the environment, obtains feedback and updates its
own state. In the RL4LSC, the input of an agent is the output sequence of the
feature encoder [e1, e2, e3, ..., el] and the output of an agent is a F-dimensional
state sequence [h1, h2, h3, ..., hl]. Meanwhile, agents need to take correspond-
ing actions [a1, a2, a3, ..., al] in every position of the sequence through the state
sequence.

Table 1. Sentiment analysis dictionary data

Class Number

Positive sentiment word 838

Positive comment word 3732

Negative sentiment word 1256

Negative comment word 3118

Sum 8944

The RL4LSC uses Bi-LSTM as the main agent and the memory ci of LSTM
is responsible for remembering the current state of the agent. Specially, for the
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input eL
t of the position in a sentence, the specific calculation process of Bi-LSTM

is shown in formula 1, 2 and 3.

ift = σ(W f
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The W f ,V f and bf are the learnable parameters of the model. The if ,ff and of

are called input gate, forgetting gate and output gate respectively. The specific
calculation method of state update is shown in the formula 4 and 5.

cf
t = ff
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t−1 • tanh(W f

c hf
t−1 + V f

c eL
t + bf
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hf
t = of

t • tanh(cf
t ) (5)

The symbol • represents Hadamard plot. The hf
t is the final output of the posi-

tion t of a sentence. We merge the output hf
i and hb

i of the every position of the
Bi-LSTM to obtain the final output in formula 6.

hi = [hf
i , hb

i ] (6)

We use the formulas 7 and 8 to predict the sentiment tendency of the entire
sentence. The d is the average of ht. The Wc and bc are the parameters of a
linear layer.

d =
1
l

l∑

t=1

ht (7)

G = Wcd + bc (8)

For every position in the input sequence, an agent outputs a sentiment action as
its inference of the sentiment tendency of a sentence near this position. Intelligent
sentiment action is determined by the output of the agent and the input at
that time. The output action dimensions are three-dimensional, corresponding
to positive sentiment, neutral sentiment and negative sentiment. The output
value represents the positive and negative tendency of a word. We use linear
transformation to get the intensity of every sentiment corresponding to every
state like formula 9 and 10.

ft = Wfht + bt (9)

pt,j =
ft,i∑c

j+1 ft,j
(10)

The Wf is a matrix to map states to every sentiment category. The action of
strategy network taking position t by probability αt ∼ pt.

Target Learning. For reinforcement learning, we need to design the corre-
sponding reward function. In this article, the reward function is divided into
two parts, one part is the sentiment tendency of the whole sentence, and the
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other part is the sentiment tendency of the word level. In order to distinguish
the difference between a sentence level sentiment and a word level sentiment, we
design the formulas 11 and 12. In the formula 11, we designs an overall senti-
ment reward function rg. For each word which has appeared in the sentiment
dictionary, when the sentiment action taken at the corresponding position is the
same as the tag sentiment y of the whole sentence, the rg

i (ai) is 1, otherwise the
rg
i (ai) is 0.

rg
i (ai) =

{
1 ai = y
0 ai �= y

(11)

rl
i(ai) =

{
1 ai = yi

0 ai �= yi
(12)

We also designs a local sentiment reward function. For each word that has
appeared in the sentiment dictionary, when the sentiment action taken at the
corresponding position is the same as the tag sentiment in the dictionary, the
rl
i(ai) is 1, otherwise the rl

i(ai) is 0. The reward function of these two parts use
the parameter α to combine into the overall reward function like the formula 13.

r = rl + αrg (13)

Let θ denotes all the parameters in the network, and the outputs of sentiment
action strategy is pθ. The agent observes the reward r, so we can train the agent
by the loss function 14 which minimizes the reward.

�l(θ) = −Eα∼Pθ
[r(a)] (14)

The a is the sentiment action output by the strategy network in each step.
The superscript l indicates that this is the loss function of the local sentiment
target. We use REINFORCE [28] algorithm to count strategy gradient of the
Reinforcement Learning. We use gradient descent algorithm to optimize each
parameter of the RL4LSC and the θ is updated by the formulas 15 and 16.

∇θ�
l(θ) = −Ea pθ

[r(at)∇θlogpθ] (15)

θ = θ + ηl
B∑

i

l∑

t

r(ai,t)∇θlogpθ (16)

4 Experiment

In this section, we first describe the experimental data.

WeiBoDa. WeiBoDa was extracted from the website named Sina Weibo, which
contains 1900 records. it has 1531 positive records and 369 negative records,
whose length is at least 150.

CommendDa. CommendDa was extracted from the websites including
Douban, Amazon and Dianping, which contains 25000 records. It has 10000
positive records, 5000 neutral records and 10000 negative records.
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The maximum length of text is set to 240 in RL4LSC. If the text length is
greater than 240, we only keep the first two hundred characters. If the text length
is less than 240, we use the [PAD] symbol to fill up to two hundred characters.
The details of the WeiBoDa and the CommendDa are shown as Table 2 and 3.

Table 2. The details of the CommendDa

Positive Neural Negative

Train set 6000 6000 3000

Validation set 2000 2000 1000

Test set 2000 2000 1000

Sum 10000 10000 5000

Table 3. The details of the WeiBoDa

Positive Negative

Train set 919 223

Validation set 306 73

Test set 306 73

Sum 1531 369

We use three evaluation metrics which include precision, recall and f1 to evaluate
the effectiveness of RL4LSC. The calculation of precision, recall and f1 are shown
in formulas 17, 18 and 19.

Precisioni =
|TP |

|TP
⋃

FP | (17)

Recalli =
|TP |

|TP
⋃

FN | (18)

F1i =
2 × Precisioni × Recalli

Precisioni + Recalli
(19)

In order to test the effectiveness of the RL4LSC model, we conduct comprehen-
sive experiments on multiple data sets. Firstly, we set the max length to 240 in
a sentence and set the output dimension of the LSTM to 300. The adjustment
ratio in the local sentiment target is fixed at 1. Table 4 and 5 show the compari-
son of the different models on the data set WeiBoDa and CommendDa. It can be
seen that the RL4LSC, which takes into account the local sentiment information
of a sentence, surpasses other models that use the lexical guide word embedding
on the two data sets. On the Table 4, the precision and recall rate of RL4LSC
surpasses TextCNN used lexical guide word embedding by nearly 0.01, and the
F1 score exceeds 0.02.
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Table 4. The results of the experiment on WeiBoDa. Comparison models all use word
embedding vector guided by lexical method [30].

Model Precision Recall F1

BiLSTM 0.8902 0.8010 0.8197

BiLSTM + Attention 0.7848 0.8024 0.7842

BiLSTM + Pooling 0.8478 0.7850 0.8132

DPCNN 0.8399 0.8007 0.8188

TextCNN 0.9055 0.8237 0.8321

RL4LSC 0.9153(+0.0098) 0.8303(+0.0066) 0.8552(+0.0231)

On the Table 5, the precision and recall rate of the RL4LSC surpass TextCNN
about 0.01, which uses lexical guide word embedding, and the F1 score of the
RL4LSC exceeds TextCNN nearly 0.01. The above experimental results fully
illustrate the effectiveness of the RL4LSC model and the introduction of vocab-
ulary sentiment information which has a significant improvement effect on the
prediction performance of the model.

Table 5. The results of the experiment on the CommendDa. Comparison models all
use word embedding vector guided by lexical method [30].

Model Precision Recall F1

BiLSTM 0.8656 0.8374 0.8484

BiLSTM + Attention 0.8552 0.8668 0.8580

BiLSTM + Pooling 0.8694 0.8739 0.8694

DPCNN 0.8708 0.8692 0.8694

TextCNN 0.8848 0.8780 0.8810

RL4LSC 0.8995(+0.0147) 0.8931(+0.0151) 0.8902(+0.0092)

One of the advantages of the RL4LSC is that the sentiment tendency can
be obtained at every word in a sentence. Specifically, the experiment in this
section takes the sentiment strategy P of the strategy network model at every
position of a sentence and takes the difference between the positive sentiment
probability P2 and the negative sentiment probability p0 as the sentiment score of
the position. Figure 2 shows the sentiment tendency diagram of some sentences,
in which the color corresponding to each word in the sentence indicates the
sentiment tendency predicted by the model. It can be seen from the figure that,
while it obtains the overall sentiment information of the sentence, the RL4LSC
has carried out an accurate sentiment analysis for each position in the complex
long sentence. This shows that the RL4LSC can output the sentiment tendency
of complex and long sentences while outputting the sentiment tendency of the
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Fig. 2. The strategic network intercepts part of the content of the complex long sen-
tence based on the sentiment tendency and sentiment strength output by each word
position in the complex long sentence. Among them, red represents negative senti-
ments, green represents positive sentiments, the darker the color, the stronger the
sentiment tendency, and the yellow represents the weaker sentiment tendency. (Color
figure online)

entire sentence for further in-depth analysis. This property is very helpful for the
analysis of complex long sentences, and can achieve more effective use of data.

paginationThe data given in the Fig. 3 shows that the learning rate of the
local sentiment target and the global sentiment target needs to reach a good
balance to achieve the best training effect. When it is too high or too low, the
effect of the model will decrease, or even lower than the baseline model. This part
of the experiment also plays a role in the ablation experiment. When the learning
rate of the reinforcement learning equals zero, RL4LSC is not affected by the
local sentiment of the single word, but only depends on the global sentiment
feedback. At this time, the model is equivalent to a traditional supervised text
sentiment classification model, which uses BERT pre-trained word vectors and
bidirectional long-term short-term memory network for text classification. It
can be found that the performance of the RL4LSC has dropped significantly
at this time and is lower than the performance of the embedding vector model
based on lexical guidance. The experiment results show that the performance

Fig. 3. The performance of RL4LSC when using different learning rates in the rein-
forcement learning part. F1 score is used as an indicator. The horizontal axis is the
value of the learning rate of the reinforcement learning part, and the vertical axis is
the F1.
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improvement of the RL4LSC is closely related to its ability to recognize local
sentiments. When this part of the function is stripped off, its best performance
will not be achieved.

5 Conclusion

In this paper, we propose a sentiment classification algorithm named RL4LSC.
By learning the whole sentence level sentiment tendency and the single word sen-
timent tendency which is given by the sentiment dictionary at the same time,
RL4LSC tries to give an accurate overall sentiment category and predict the
sentiment tendency of each local position at the same time. Through detailed
comparative experiments, visualization experiments and ablation experiments,
the design motivation and working mechanism of RL4LSC has been confirmed.
Experiment results show that RL4LSC can predict the accurate sentiment ten-
dency of each local position and recognize the sentiment change. Experiment
results also show that the model can deal with different sentiment change struc-
tures and produce correct output when different sentiment sentences are com-
bined .
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Abstract. A cache is an efficient way to speed up the response of ser-
vices, which can also be applied in air ticket query services. However, the
time-to-live (TTL) setting is a challenging task for the caching mecha-
nism especially when the validity periods of the records change with
time, which is the case for the air tickets. In air ticket query services,
the validity of air ticket information is verified when a user places the
order. It provides a chance to adjust the initial TTLs. In this paper, we
provide a CAche T ime-to-live setting auto adjustment Strategy (CATS)
for air ticket query service based on the verification results during order
placement. In addition, by considering the associations between cached
records, CATS can also adjust the TTL settings for related cached
records. Experiments are conducted to test and compare different imple-
mentations of CATS and the results show that CATS can maintain both
the hit rates and verification success rates at a high level.

Keywords: Cache · Time-to-live setting · Air ticket query service ·
Deep reinforcement learning

1 Introduction

Currently, many online travel agencies (OTAs) [1] provide air ticket query ser-
vices. As shown in Fig. 1, in order to book an air ticket, a customer needs to input
the query conditions firstly. The query conditions consist of departure city, des-
tination city, departure date, cabin, and number of passengers. After receiving
this information, the ticket query engine sends the query conditions to the avail-
able ticketing platforms to query the available air tickets. Finally, the returned
ticket quotation lists from each ticketing platform are collected, organized and
returned to the customer. After the customer selects the ticket he prefers from
the list, the ticket information is sent back to the related ticketing platforms
to check if this quotation still exists which is known as quotation verification.
The customer can order this ticket successfully only if the quotation verification
c© Springer Nature Singapore Pte Ltd. 2022
Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1491, pp. 327–341, 2022.
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Fig. 1. The process of an air ticket query service

succeeds. Quotation verification is necessary since the availability of air tickets
changes from time to time.

In the air ticket query service, when a query is received, the query engine first
looks up the cache and the quotation list is returned from the cache if the key
already exists. When the key is not found in the cache, the relevant records will
be filled into the cache after obtaining the list of quotations from the ticketing
platforms. This technique, which is often called a Web cache, has been widely
applied in query engines. A key technique for a Web cache is to precisely set
time-to-live (TTL) for each record. Improper TTL settings will cause problems
for applications. TTL settings have already been a research topic for many years
and many approaches have been proposed [2,3].

The good news is, in the quotation verification step, not only can the corre-
sponding records be updated, it also provides some hints for updating the TTLs
of other cached records because air ticket quotations are inherently associated
in various forms. This fact can also be verified through the analysis of real-world
air ticket data. We randomly select sets of cache keys, which includes the user’s
query condition. We collect the time points when the quotation list changes each
day for the selected cache keys to observe their changed behavior patterns. The
result is shown in Fig. 2. The x axis of the figure is the timeline. As we can see,
the quotation list of every cache key changes frequently and the change time of
the quotation lists is not the same. It can be observed that for some cache keys,
the change points at the time of their corresponding air ticket quotations seem
to be relevant.

Based on the fact that there is a chance of knowing the validity of the cached
quotation list when a ticket order is placed, and the quotation adjustment occa-
sions for some cache keys are relevant, we propose the idea of modifying the
TTL settings for the cache keys when the quotation verification happens. The
contributions of this work are as follows:

– We propose a CAche T ime-to-live setting auto adjustment S trategy (CATS)
to maintain the validity of the cached quotation lists in the air ticket query
service using deep reinforcement learning.

– We design approaches to measure the correspondences between the quotation
lists and update the related quotation lists’ TTL settings together.
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Fig. 2. Changing points in time of cache key’s quotation list

– We perform extensive experiments on a real-world dataset and the experiment
results prove our strategy achieves good performance.

2 Related Work

Our study is related to TTL settings for caches and deep reinforcement learning.

2.1 TTL Setting

Different from a conventional cache, a web cache aims to improve the perfor-
mance of the web server, so inconsistency to some extent is tolerable which is
called a weak consistency requirement. The weak consistency requirement intro-
duces the concept of time-to-live (TTL).

We usually measure the performance of the TTL setting methods by hit rate
and consistency. Hit rate measures the acceleration effect and it can be calcu-
lated by the fraction of queries which return results from the cache. Consistency
measures the validation of the cache data and it can be calculated by the fraction
of queries which return valid results from the cache. Hit rate and consistency
are contradictory. A high hit rate means low consistency while high consistency
means a low hit rate.

There are two conventional TTL methods, i.e., the fixed TTL method [4]
and the heuristic method [5]. (1) The fixed TTL method always assigns the same
TTL to every data item. This method ignores the distinction of data items which
tends to lead to either a high hit rate and low consistency, or high consistency
and low hit rate. (2) The heuristic method determines the TTL as a portion of
the interval between the point of caching (Now) and the last point in time the
original data was modified (Last-Modified). This method takes the characteristics
of the time variant updating rate of the data item into consideration which is
better than the fixed TTL method, but it is unable to take into consideration the
differences between the different data items.

There is also update-risk based TTL method [2]. In this method, the updates
of the data items are assumed to be independent and the number of updates
of the data item is modeled as a Poisson process. This method works when the
updates of data items are independent, however, in our problem, the data items
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are not updated independently. Ticket quotations are usually related and their
updates are correlated. Therefore, modeling the number of updates of the data
item is not an appropriate method.

In this paper, we apply a heuristic approach to set the initial TTLs.

2.2 Deep Reinforcement Learning

Deep reinforcement learning (DRL), a method combin- ing reinforcement learn-
ing (RL) and deep learning (DL), has developed rapidly in recent years. When
AlphaGo [6] defeated Lee Sedol, deep reinforcement learning ushered in the
spring of development. DRL has been used in many fields like recommendation
[7–10], advertising [11,12], and games [13,14].

According to OpenAI spinning up documents [15], RL algorithms can be
divided into Model-Free RL and Model-Based RL, based on whether the agent
has access to (or learns) a model of the environment. Model-Free RL can further
be divided into Policy Optimization and Q-Learning algorithms. Policy Opti-
mization algorithms learn the policy πθ(a|s) or πθ(s) explicitly. Policy Gradient
(PG) [16] and the Advantage Actor-Critic (A2C) algorithm [17] are two impor-
tant branches in policy optimization with a discrete action space. The Deep
Deterministic Policy Gradient (DDPG) algorithm [18] is another branch of policy
optimization with a continuous action space. Q-learning learns an approximator
Qθ(s, a) for the optimal action value function Q∗(s, a) The Deep Q-Network [19]
and its expanding Double Q-learning [20] are important branches of Q-Learning.

In this paper, we use the PG, A2C and DDPG algorithms to train our agents
to modify the TTL of the quotation list.

3 Problem Formulation and the Framework of CATS

3.1 Problem Formulation

For clarity and convenience, we first introduce the following notations:

– Query conditions (Q): Conditions input by user including: adult/child pas-
senger number, departure date and departure city of flight, destination of
flight and cabin type.

– Air Ticket (T ): An air ticket consists of the flight number, cabin and passenger
type, which can uniquely identify a seat type. Moreover, passenger type can
be either adult or child. Airlines set different prices for different seat types.

– Cache Key (K): The cache key consists of query conditions and ticketing
platform ID. It can uniquely identify a quotation list in a cache. In this
paper, we also call the cache key the query key as it is constructed based on
query conditions.

– Quotation List (L): A list of (ticket, price) pairs related to a certain ticketing
platform.

– Cache (C): An in-memory key-value pair set. The query engine can get the
quotation list given the cache key from the cache.
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After a user submits a query at time ti, a set of cache keys {Ki1 ,Ki2 , ...,KiNi
}

are produced and sent to the cache to query the corresponding quotation lists, Ni

is the number of ticketing platforms that will be queried, different query condi-
tions have different ticketing platforms to query. If the key-value pair Kip is in the
cache then Lip will be returned immediately from the cache. Otherwise, Lip will be
queried from the related ticketing platform, then (Kip , Lip) is filled into the cache
with a timestamp t′ip beyond which (Kip , Lip) will be removed from the cache, and
Lip will be returned at last. If the customer wants to order tickets, then after a cer-
tain time period Δti, a set of (ticket, price) pairs will be selected from quotation
lists {Li1 , Li2 , ..., LiNi

} and then sent to the related ticketing platforms for verifi-
cation which will check the existence of all these (ticket, price) pairs. If all (ticket,
price) pairs in the selected set exist on the ticketing platforms, then the verification
is considered a success. The target of the problem is to give an appropriate strat-
egy to set timestamp t′ip so that we can maximize the number of quotation lists
Lip immediately returned from the cache and maximize the success probability of
verification. An example is shown in Fig. 3.

Fig. 3. A ticket query process example

The users’ queries and the returned ticket quotation lists of each query are
recorded in the log of the query service. The query log consists of following
attributes: transaction id to identify user query, timestamp, query key. When
the user initiates a query, a transaction id will be generated to identify the
query. The timestamp when the user initiates the query will also be recorded.
One transaction id corresponds to multiple query keys.

Since it is impossible to know how the quotation for the air ticket changes in
real time, we construct the record of the quotation change of the ticket according
to the returned result returned to the user’s query. The ticket quotation change
log consists of following attributes: query key, timestamp, ticket price list of the
query key after changing.
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Each verification record consists of following attributes: transaction id, query
key, seat, price of the seat queried by user, timestamp. Verification records are
sent to the ticketing platforms. The ticket platform checks whether the seat’s
price is the same as the queried price and returns the verification result.

3.2 The Framework for CATS

In this section, we describe the framework of CATS to set and adjust TTLs.

Fig. 4. The framework for CATS

As shown in Fig. 4, the framework contains components for Initial TTL Set-
ting (ITS), Associated Cache Key Selection (ACK), TTL Setting Adjustment
(TSA) and Adjustment Strategy Training (AST).

ACK decides the associations between the cache keys of the quotation lists
in the cache based on some algorithms. AST tries to learn the TTL adjustment
strategy from the historical data.

When a user submits an air ticket query, ATQS will search the cache by
comparing the cache keys with the query keys. If there is a match, the cached
quotation list will be returned immediately. When there is no matched one, the
query will be sent to the ticketing platforms and the quotation lists are returned
to the user. At the same time, the quotation lists will be saved in the cache
and TTL will be attached to it by ITS firstly. When the user selects a ticket
and decides to place an order, the ticket information is verified by querying the
ticketing platforms. TSA is responsible for deciding how to update the TTLs of
the associated quotation list records based on the rules learned by AST.

4 CATS: A Cache Time-to-Live Setting Auto Adjustment
Strategy

CATS comprises three techniques, i.e., initial TTL setting, associated cache key
selection and deep reinforcement learning based adjustment strategy learning.
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4.1 Initial TTL Setting

When a quotation list is inserted into the cache, an initial TTL will be attached
to it. Obviously, it is not appropriate to assign a fixed TTL for all the air
ticket quotation lists and we should assign different TTLs for different air ticket
quotation lists.

Predicting TTLs for an air ticket quotation list can be modeled as a machine
learning problem if the true expiration time of the quotation list is available.
Unfortunately, we do not know the exact expiration time since we will not know
whether the cached records are still valid or not until they are verified. Therefore,
we propose an approach to set the initial TTLs in a heuristic manner.

In this approach, instead of predicting the expiration time, we predict the
possibility of verification since we have the verification records. For each query
record, we build a sample for training. The features are described in Table 1
and the target is whether there is a verification record with the same query key
within 24 h.

Table 1. Features to train the decision model

Feature name Desc

departure query delta Days between departure date and query date

query weekday Weekday of query date

departure weekday Weekday of depart date

query hour Hour of query timestamp

haschild Whether the cache key has child passenger

This is a binary classification problem and we use the decision tree model
to solve it. Specifically, the CART algorithm is adopted in our study. When
the result is returned, it will be verified in 24 h, which means we need to set
the TTL smaller. Furthermore, we use the rules listed in Table 2 to decide the
TTLs. It reflects the relationships between the query frequency and the query
hour considering the number of days between the departure date and query date.
These heuristic rules have been verified in practice.

For the records that will not be verified in 24 h based on prediction, we set
TTL to 18 h directly.

4.2 Associated Cache Key Selection

To determine the associated cache keys of the verified cache key, we propose two
approaches.

1) Key structure based association. For the same query date, keys with the same
departure date are often related to each other. Hence, we split the keys accord-
ing to the departure date and keys with the same departure date are grouped.
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Table 2. TTL rules when machine learning model predicts 1. Δ is the days between
departure date and query date. H is the hours of query timestamp.

H (hours) Δ (days) TTL (minutes)

[0,7] ≤7 20

[8,30] 30

≥30 60

[8,17] ≤7 10

[8,30] 15

≥30 60

[18,23] ≤7 15

[8,30] 25

≥30 60

2) Quotation list based association. If the flight sets of two cache keys are very
similar, there will be a high probability that their quotation lists will change
simultaneously. Given two cache keys K1 and K2 and the flight sets F1 and
F2 in their quotation lists, we use formula (1) to compute the similarity of
K1 and K2.

sim =
|F1 ∩ F2|√|F1||F2|

(1)

Cache keys whose similarity is greater than δ are considered to be associated
with the verified cache key.

Fig. 5. Similarity distribution

We randomly select a set of candidate cache keys and compute their similarity
with all cache keys, then we collect the similarity and the average number of
cache keys. As shown in Fig. 5, the similarity of a cache key with all the cache
keys is almost 0 and we therefore set δ to a very small number.
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4.3 TTL Setting Adjustment Strategy Learning

For each associated cache key, we need to modify their TTLs. Our approach
is based on reinforcement learning. Specifically, we use an agent to modify the
TTL. Given the associated cache keys and their quotation list, the agent outputs
the TTL adjustment value for each cache key.

The key problem is how to train the agent. To train the agent, we need to
build an environment with which an agent should interact. When ticket verifi-
cation occurs, the agent interacts with the environment and each verification is
a time step.

We first determine how to represent the state of the environment. For a
cache key and its quotation list, we can define a feature vector using the cache
key and its quotation list and the state of this cache key is represented by the
feature vector. Given the associated cache keys, we combine all the states of the
associated cache keys as a matrix. Each row in the matrix is a cache key state
vector. We regard this matrix as a batch of the cache key state. At each time
step, the environment returns this matrix as its state.

Then we determine how to represent the reward at each time step. For each
associated cache key, we count the number of queries and cache hits between
the two verifications. We can use the number of queries, the cache hits and
the verification result at the current time step to define the reward. For each
associated cache key K, suppose the number of user queries is q, the number
of cache hits is h, the verified key is Kv, and the verification result is r ∈
{−1, 1}. As our goal is to increase the hit rate while not increasing the verification
failure rate, we need to give the agent a large penalty if verification failures
occurs. Therefore we use Formula (2) to compute the reward of cache key K. If
a verification failure happens, the agent will receive –1000 reward as penalty.

reward =

{
0.001 ∗ (2 ∗ h − q), K �= Kv

0.001 ∗ (2 ∗ h − q) + 1000 ∗ r, K = Kv

(2)

Based on the state and reward representation, we formulate the interaction
between the environment and the agent when a cache key is verified. When a
cache key is verified, the environment first uses the cache key association rules to
extract associated cache keys {K1,K2, ...,Kn}. Then, for each associated cache
key Ki, the environment builds a state vector Vi using its key structure and its
quotation list. It also builds the reward ri using formula (2). The environment
then combines all the state vectors as a matrix S = {V1,V2, ...,Vn} and cache
key reward as a vector R = {r1, r2, ..., rn}. Then the agent returns TTL mod-
ification amount vector A = {Δ1,Δ2, ...,Δn} as the action. The environment
accepts the action and modifies the TTLs of the associated cache keys. When
the next cache key is verified, the environment again returns the state vectors
and cache key rewards.

Another problem is how to update the agent’s parameters. Because each
verified cache key is different, their associated key set can be very different. The
state matrix of the environment is also not aligned between two time steps. We
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can get the intersection set of the associated keys of two consequent time steps
and use their state vectors to update the agent’s parameters. If the intersection
set is empty, we can consider it as the end of one episode. Suppose at time step
T , the verified cache key is Kv1 and its associated keys are {Ki1,Ki2, ...,KiN}.
At the same time, the reward returned by the environment can be one value from
{ri1, ri2, ..., riN} and the agent’s action set is {ai1, ai2, ..., aiN}. At time step T +
1, the verified cache key is Kv2 and its associated keys are {Kj1,Kj2, ...,KjM}.
The rewards returned by the environment can be one value of {rj1, rj2, ..., rjM}
and the agent’s action set is {aj1, aj2, ..., ajM}. Then we use {K1,K2, ...,KQ},
which is the intersection set of {Ki1,Ki2, ...,KiN} and {Kj1,Kj2, ...,KjM} as
the keys to build the state at T and T +1 to train the agent. Their corresponding
rewards and actions are also used to train the agent.

We use two algorithms to train different kinds of agents, i.e., PG (REIN-
FORCE) [16], A2C [17] and DDPG [18].

5 Experiments

5.1 Dataset

We obtained the dataset from a large online trip agent. The dataset consists
of two parts, i.e., the user query log and the ticket quotation change log. We
collected the logs of route HKG-TPE between 2019-12-26 to 2019-01-01 from an
OTA’s database. There are a total 1735946 query logs. The logs between 2019-
12-26 and 2019-12-30 are used to train the agent and the others are used to test
the performance of the agent.

5.2 Verification and Evaluation

Query and Verification Simulator. We built a query and verification simulator
for the air tickets to simulate the user’s query and order placement behaviors.
This simulator can also be used to train the agent. The working process of the
simulator is event driven. The implementation of CATS can be denoted by a tuple
(S,A,M,G), where S is the initial TTL setting approach, A is the associated
cache key selection algorithm, M is the TTL adjustment strategy and G is the
verification generator approach. Given a set of query logs and quotation change
logs, this simulator will return the hit rate and verification success rate based
on the given implementation of CATS.

Performance Evaluation. We evaluate the performance of an implementation of
CATS in terms of cache hit rate and verification success rate. The verification
success rate is defined as the ratio of the successful verification times to the total
verification times, which is related to the profits of OTA so it is not supposed to
decrease. The cache hit rate is the ratio of the number of queries hitting cache
to the number of total queries. It should be as high as possible.
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Verification Generator. Verifications are generated in terms of the real veri-
fication/query ratio r. We denote the verification generator with the verifi-
cation/query ratio r as Gr. The generator first generates a random number
x ∈ (0, 1), then compares x and r. If x is smaller than r, then the generator
randomly selects a ticket from the quotation list and returns it. The verifica-
tion/query ratio in our dataset is 0.0087.

5.3 Initial TTL Setting Approach

The constant TTL setting approach sets the TTL of the cache key as a con-
stant value from {10, 30, 60, 90} minutes. We denote the constant TTL setting
approach with the constant value c as Sc. We run the simulator with the cache
strategy (Sc, None, None, G0.0087). The hit rate and verification success rate are
shown in Table 3.

Table 3. Simulation results of CATS with only initial TTL setting approach applied

TTL settings Hit rate Verification success rate

S5 65.91% 99.60%

S10 73.07% 99.59%

S30 82.25% 99.58%

S60 86.37% 99.40%

S90 88.62% 99.21%

S120 89.74% 99.66%

S150 90.72% 98.91%

SML 80.92% 99.71%

5.4 Associated Cache Key Selection and Agent Training Process

Key Structure Based Association. As shown in Table 4, at each query date,
we group the cache keys with the same departure day into one group. For each
group, we use an agent to decide how to adjust the TTLs. For two neighboring
query dates, groups with the same Δ share one agent where Δ is the days
between the query date and departure date. We denote this associated cache
key selection approach as A1. For example, on query date 2019-12-01, agent2 is
used to decide the TTL modification of the cache keys whose flight departure
date is 2019-12-02. Then on query date 2019-12-02, agent2 will be used to decide
the TTL adjustment of the cache keys whose flights depart on 2019-12-03.

We use three reinforcement learning algorithms to train the agents, i.e.,
REINFORCE, A2C and DDPG respectively. For the agents in the REINFORCE
and A2C algorithms, the representations of their actions are discrete and their
actions are denoted as
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Table 4. Key structure based association and related agents

{−15,−10,−5, 0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50,
55, 60, 65, 70, 75, 80, 85, 90}.

For the agent in the DDPG algorithm, the representation of its action is con-
tinuous and its action space is [−30, 90]. The neural network used in all three
algorithms has one hidden layer whose size is 100 (Table 5).

Table 5. Features used by the agent

Feature name Desc

depart query delta Days between departure date and query date

query weekday Weekday of query date

depart weekday Weekday of departure date

query hour Hour of query timestamp

haschild Whether cache key has child passenger

verify haschild Whether verified cache key has child passenger

ttl left TTL left of cache key from verification timestamp

verify result Verification result

The simulation result using the cache strategy (SML, A1,M,G0.0087) is shown
in Table 6. A comparison of the method S90, SML and M5 is also shown. S90 is
(S90, None,None,G0.0087) cache strategy. SML is (SML, None,None,G0.0087)
cache strategy. M5 is the cache strategy (SML, A1,M5, G0.0087) which increases
the TTL of the associated cache keys by 5 min when verification succeeds and
decreases the TTL by 5 min when verification fails.

Quotation List Based Association. In this experiment, we use the REIN-
FORCE, A2C and DDPG algorithms to train the agents. The parameters are
the same as the algorithms in the key structure based association. The simula-
tion result using the cache strategy (SML, A2,M,G0.0087) where A2 is quotation
list based association is shown in Table 7. A comparison of the methods S90,
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Table 6. Experiment results with key structure based association

M Hit rate Verification success rate

REINFORCE 89.37% 98.02%

A2C 90.46% 96.63%

DDPG 86.15% 97.39%

S90 88.62% 99.21%

SML 80.92% 99.71%

M5 84.18% 99.66%

SML and M5 is also shown. S90 is (S90, None,None,G0.0087) cache strategy.
SML is (SML, None,None,G0.0087) cache strategy. M5 is the cache strategy
(SML, A2,M5, G0.0087) which increases the TTL of the associated cache keys by
5 min when verification succeeds and decreases the TTL by 5 min when verifica-
tion fails.

Table 7. Experiment results with quotation list based association

M Hit rate Verification success rate

REINFORCE 97.51% 93.80%

A2C 91.09% 93.90%

DDPG 84.32% 95.16%

S90 88.62% 99.21%

SML 80.92% 99.71%

M5 92.90% 94.30%

6 Discussions and Conclusion

As shown in the Table 3, the hit rate increases and the verification success rate
decreases as the TTL constantly increases. The results are consistent with our
intuition. The longer the cache time, the higher the cache hit rates and the
smaller the possibility that the verification may succeed. The hit rate of the
machine learning-based initial TTL setting approach is about 80.92%, and its
performance is similar to the constant TTL setting approach S30.

A2C algorithm outperforms the REINFORCE and DDPG algorithms among
the key structure based association methods. It is the most effective method to
modify TTL. Its hit rate is 9.54% higher than SML methods, 1.84% higher than
S90 and 6.28% higher than M5.

The quotation list-based association method using the REINFORCE algo-
rithm increases the hit rate by 16.59% compared with the SML method. It
increases the hit rate by 8.89% compared with S90 and increases the hit rate by
4.61% compared with M5.
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Both the key structure-based and quotation list-based association methods
improve the performance of the cache.

In the future, we will try other cache key association methods. We can use
methods like collaborative filtering in recommender systems to explore the asso-
ciations among the cache keys.
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Abstract. Named Entity Recognition (NER) is an important task in Natural Lan-
guage Processing (NLP), and its main goal is to extract the required entities from a
given text and label the entity type. Not only is an important research topic, but its
identification quality and efficiency also have an important impact on follow-up
tasks (such as machine translation, intelligent question answering system, etc.).
Current research methods are primarily based on Deep Learning (DL) models.
In practical applications, such models often rely on a large number of labeled
data, which will show a certain limitation in applications in specific domains. At
the same time, due to the high uncertainty of human language and the openness
involving problems, the DL model does not reach the point of complete replace-
ment of humanity. Human-machine collaboration refers to that in the changing
environment, human and machines perform tasks alternately, so that the task can
achieve the best performance with a small amount of human participation. In this
paper, we propose a Human-Machine Collaboration based Named Entity Recog-
nition (HMCNER) model by utilizing the complex cognitive reasoning ability of
human beings and combiningwith existingDLmodel. The extensive experimental
results show that our model can efficiently complete the NER task based on the
existing research results, and have practical application.

Keywords: Human-machine collaboration · Named entity recognition · Deep
learning · Natural language processing

1 Introduction

Text data is often lengthy, unstructured and of uneven quality, which makes it extremely
difficult to obtain valuable information quickly and accurately. Faced with such a large
scale of unstructured text filledwith a lot of noise, how to use an automatic text processing
technology to extract structured and valuable information has naturally become the top
priority, so Named Entity Recognition (NER) technology arises at the moment. Text
entity is usually divided into proprietary type entity and generic type entity. The entity
of generic type generally includes three kinds: numerical expression, time expression
and entity type. In particular, numeric expression contains a percentage value and a
currency; Time expression contains a time and a date; The entity type contains the names
of people, places, and organizations. In general, entities of a generic type can be used in
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any language and any type of text, while named entities of a proprietary type need to be
defined in terms of a specific domain. For example, in the business field, the entities that
usually need to be identified include products, product brands, product models, etc. In
the military field, the identification of such entities as the names of military institutions,
operations and weapons. In addition, for the entity of proprietary type, it also includes
the entity type under a specific subdivision scene, such as identifying the specific person,
location, song title ormovie title in a specific text. In recent years, as Deep Learning (DL)
began to show outperformance in computer vision, speech recognition and other fields,
many researchers also began to useDLmodel to deal withNLP tasks includingNER, and
have made breakthrough progress. Like most NLP tasks, accurate entity identification
depends on sufficient labelled samples. At present a lot of DL models have achieved
good experimental results on different public data sets, but for a specific application
and the actual scene, there is no publicly available data sets and idealized experimental
environment. Or for a model that is migrated collectively from a common dataset, it
performs and learns fewer effective features than it used to. In NLP, the characteristics
of large scale, diversity and low value density of data pose obstacles to the utilization of
data.

Faced with these problems, the traditional computing model may have been unable
to meet the demand. Human-machine collaboration combines the strengths of human
and machine, integrating the complex cognitive reasoning ability of human and the
high-performance computing ability of computer groups to deal with complex tasks.
In this way, it also brings new ideas for us to explore the NER method. Therefore, we
aim to improve the accuracy and efficiency of NER by establishing a human-machine
collaboration based model. The main contributions of this paper are:

• A Human-Machine Collaboration based Named Entity Recognition model (HMC-
NER) is proposed. The overall framework of the model is composed of four mod-
ules, including data processing module, neural network module, human-machine
collaboration module and prediction and evaluation module.

• Neural network module is designed based on Bi-LSTM, a neural network, and adds
CRF layer to solve the constraint problem of predictive labels.

• In the human-machine collaborationmodule, themethod of active learning is adopted.
Considering the uncertaintymeasure for the problem ofmanual participation labeling,
we implement and improve the various query strategies, such as RandomStrategy
(RS), LeastConfidenceStrategy (LC), LeastTokenProbabilityStrategy (LTP), etc. And
added the data pool update mode, can use manually generated data to update the data
pool.

• An interactive NER operation interface is developed, based on pyqt5 and multi-
threading technology.

2 Related Work

The early research onNER ismainly divided into rule-basedmethods and statistics-based
methods. YanDanhui et al. [1]made 152 ruleswhen extracting the names of people, loca-
tions, institutions and other entities in Vietnamese. Institutional entities include political
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parties and social organizations, corporations and cultural and educational institutions,
state power and administrative and judicial institutions. The rules systematically ana-
lyze the economic and political corpus of Vietnam and finally obtained the recall rates
of the three entities were 79.3%, 77.4% and 74.3%. Other scholars have used rule-
based methods to process Chinese text corpus. When extracting text entity for a January
2009 People’s Daily review article, Zhou Kun et al. [2] formulated 9 matching rules for
locations and 20 matching rules for person names, and achieved good results.

In recent years, DL has made a major breakthrough in the research of NER methods
[3, 4]. Li et al. [5] divided DL based NER model into three sub-modules, namely input
representation, context encoder and label decoder. At the same time, some researchers
have made different processing on the model structure [6]. They tried to fully connect
some features of the presentation layer directly with the tag decoding layer, or rebuild
other network layers [7], and embedded them into the input layer and the coding layer,
or between the coding layer and the decoding layer. In the absence of manual feature
extraction, Collobert et al. [8] proposed a unified Deep Neural Network (DNN), which
has achieved good results in NER task, semantic role annotation and other tasks. Similar
to Collobert, Huang et al. [9] adopted a neural network framework of "word vector input
+ context semantic coding layer + CRF decoding layer", which is used to deal with the
three-sequence labeling tasks of part of speech labeling, module analysis and NER task.
Considering the good effect ofRecurrentNeutralNetwork (RNN) in processing sequence
marking tasks, Kuru et al. [10] chose a Bi-directional Long Short-TermMemory network
(Bi-LSTM) to extract global text features. Through experiments on 8 different data
sets, they have achieved good recognition results, and it is proved that the character-
level labeling method is better than the sentence-level labeling method in dealing with
sequence labeling. Nichols and Chiu [11] also selected a Bi-LSTM network to encode
the input vector. The input vector not only splicing word vector and character feature
vector, but also realized manual feature. For the processing of pre-trained word vectors,
the author compared three methods including Senna [8], Word2vec [12] and Glove [13],
and meanwhile proved that the 50-dimensional Senna word vector showed the best
labeling effect.

Different from the single statistical learning method, some scholars have tried to
combine statisticalmethodwith rulematching, taking into account both human cognitive
ability and computer processing ability. Firstly, the entity extraction of text data is carried
out by statistical method, and then the recognition results are corrected and filtered by
manually formulated regular expressions [14]. The traditional machine learning model
is to manually collect and label a large amount of data for the machine to learn, while
the human-in-loop processing is to first-hand the data processed by the human to the
machine, and then the machine will feedback the results to the human for proofreading,
so as to achieve the effect of improving the accuracy. In 2019, Zhang et al. [15] proposed
a NER model based on human-in-loop to solve the time allocation problem during
data processing and model optimization. This model considers both manual regular
expression construction andmanual annotation, and the active learning method is added.
An accurate entity extraction framework is built through three manual participations to
reduce the timeof data annotation. Similar toZhang, Lihong [16] found thatmany entities
appeared or arranged in specific patterns and could be recognized by regular expressions
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when extracting complex network text. Therefore, he first constructed or collected the
existing rule set to identify a certain type of entity to establish weak labeling, pre-
training the neural network, and then used human experts to label a small part of the text
to optimize the neural network. Finally, the accuracy of the test effect on the data set for
different entities reached 93.50%, 94.36% and 90.95% respectively. Sen Wan et al. [17]
also used the idea of human-in-loop in a study on learning with a small sample. Existing
active learning methods focus on the labeling budget in the model training phase, while
their method uses a small number of samples to perform the labeling in the testing phase,
those uncertain samples are handed over to human experts for active labeling in the next
iteration and added to the trusted dataset. In the study of human participation, Ticiana
et al. [18] made a further division. They split the human participants into two distinct
roles: ordinary reviewer and data expert, and abandoned the annotation process using
regular expressions. Data experts use existing NER models to identify, annotate and
determine entity types. The common reviewer is involved in determining whether it is
correct or whether the entity type needs to be updated, and finally the data expert is
responsible for optimizing and iteratively updating the model.

3 Human-Machine Collaboration Based Named Entity Recognition
Model

3.1 Overall Framework of HMCNER

Fig. 1. Human-machine collaboration based named entity recognition model

The overall structure of the model is shown in Fig. 1. In terms of functions, the model is
divided into four modules: Data Processing Module (DPM), Neutral Network Module
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(NNM), Prediction and Evaluated Module (PEM) and Human-Machine Collaboration
Module (HMCM).

Module Function

• The DPM includes loading the external embedding into the data pool and the mapping
of data sets. The initial data set accepted by the model is all textual data. The purpose
of word embedding is to convert them into data types that the model can use. It can
convert words in the text into numeric vectors that are easy to process. The DPM also
maintains a data pool that provides all data operations of the model. The data pool
initially divides the text data into annotated data and unannotated data, and realizes
several different data update methods, including the generation of data with human
participation. The data pool remains functionally open to the other three modules.

• The NNM adopts the neural network of Bi-LSTM + CRF to select the data training
model from the data pool.

• The PEM provides prediction and evaluation functions, which can be evaluated and
predicted after each round of training to give the loss of training and the cost of human
participation. The cost of human participation is also a key issue that the model needs
to pay attention to. The PEM can give the reading cost of the machine and the labeling
cost of human for each human-machine collaboration operation.

• In the HMCM, the method of active learning is applied. A variety of query strate-
gies are implemented and improved considering the uncertainty measurement for
manual participation annotation. IncludingRandomStrategy (RS), LeastConfidenceS-
trategy (LC), NormalizedLeastConfidenceStrategy (NLC), LeastTokenProbabilityS-
trategy (LTP), MinimumTokenProbabilityStrategy (MTP), MaximumTokenEntropy-
Strategy (MTE), LongStrategy and TokenEntropyStrategy (TE). The HMCM also
provides an interactive interface to facilitate manual participation in data annotation.

Executing Process
HMCM, as the core of the whole model, calls the first three modules respectively in the
execution process to complete the construction of NER classifier. DPM first create and
initialize the data pool in the data processing module, it reads from the configuration file
the size of the data set required for training and the selected external word embeddings,
then the data set and external words embedded are loaded into the data pool of the
model, the text data is divided into the labeled data and annotation data. At this time,
the preliminary data preparation has been completed, and the HMCM begins to execute
the iterative process. In each iteration, the HMCM first calls the NNM, which selects
the labeled data from the data pool to complete the training of the standard Bi-LSTM +
CRF neural network. An iteration process is also included inside the module. After the
training, the PEM are invoked to evaluate and score the indicators in a single iteration.
Next, the HMCM participates in the data update process. The module implements the
active learning query strategy and gives data for manual participation and annotation.
The results of each execution are timely updated to the data pool and added to the next
iteration. During the whole iteration process, the data pool is kept open to the HMCM,
which allows manual generation of data to update the data pool, and human can also
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select the unannotated data in the data pool for annotation. At the end of all iterations,
the HMCM saves the last updated model and obtains a NER classifier with good effect.
The classifier can complete entity type annotation and extraction according to the input
text information.

3.2 Neutral Network Module Based on Bi-lSTM + CRF

The Bi-LSTM + CRF model combines Conditional Random Field (CRF) and Bi-
directional Long and Short-Term Memory network (Bi-LSTM). The overall network
structure of the model can be divided into three layers: Embedding layer, Bi-LSTM
layer and CRF layer. The overall structure of the model is shown in Fig. 2:

Fig. 2. The overall structure of Bi-LSTM + CRF network

CRF Layer
The CRF layer can normalize the output of the Bi-LSTM layer in the model to avoid
unreasonable sequence. The model uses Viterbi algorithm to analyze the labeling
sequence output by Bi-LSTM to find the optimal labeling sequence. For all proba-
bility transfer vectors ot generated by Bi-LSTM, the CRF layer forms ot and yt tags
into a conditional random field, that is, for a given O = (o1, o2, ..., on), a maximized
probability P(Y |O) is found, where Y = (y1, y2, ..., yn) represents the correct labeling
sequence. When the CRF layer is solving for this probability, let Syi−1,yi represent the
maximum transition probability from label yi−1 to label yi. If we set the tag sequence
Y = (y1, y2, ..., yn) as the best labeled tag. Then the probability of the correct label
sequence is shown in Eq. (1):

P(X , y) =
n∑

i=1

(Syi−1,yi + oiyi ) (1)
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After the tag sequence is obtained, the softmax function is used to process the
probability to obtain the corresponding conditional probability P(y|X ), as shown in
Eq. (2):

P(y|X ) = exp(P(X , y))∑
y∈Y exp(P(X , y))

(2)

where Y means that X contains all possible sequences of tags. During network training,
the negative logarithm of P(y|X ) is used to select the loss function, as shown in Eq. (3):

loss = − log(P(y|X )) = −P(X , y) + log(
∑

y∈Y exp(P(X , y))) (3)

During the training, the model is mainly trained to reduce the target loss function.
In CRF layer, Viterbi algorithm can be used to find the most reasonable sequence from
the whole O set as a prediction label. The core idea of Viterbi algorithm is dynamic
programming. If the optimal state sequence to be selected passes through a node yi on
the path, then the path from the initial node to the node yi−1 must also be an optimal
path.

3.3 Human-Machine Collaboration Module Based on Active Learning

Human-machine collaboration based on active learning attempts to solve the bottleneck
problemof data annotation. The framework considers the active learningmethod to select
some of themost valuable unlabeled data to be processed by experts in related fields. The
active learning approach consists of two important and basic tasks: learningmodules and
query strategies. The query strategy can select some samples (1 or N) from the unlabeled
data samples to hand over to manual annotation, and then add the processed annotated
data to the data set of the model for training by the learning module. The process ends
when the learning module meets the loss, otherwise repeat the above process to obtain
more annotated sample data for training. The description of the active learning problem
can be based on the unlabeled sample set U , and the maximum conditional probability
is used to determine the object type T , as shown in Eq. (4):

T = argmaxP(T |U ,w) (4)

where w is the weight of model parameters obtained by iteration on the data set through
learning in themodel. In each iteration, the importance of selected sampleU is calculated
and sorted, and experts in related fields involved in manual labeling only need to select
data samples of high importance for labeling.

Iterative Process
Human-machine collaboration based on active learning canbetter process a lot of training
data and select the sample points with high discrimination ability, which can reduce the
amount of data and reduce the cost of manual labeling. Figure 3 illustrates a complete
iteration.

The human-machine cooperation mode based on active learning can be expressed as
M = (C,L,U ,H ,Q). Where C represents entity extraction classifier (1 or N); L repre-
sents the data sample set that has been labeled; U represents the unlabeled data sample



Human-Machine Collaboration Based Named Entity Recognition 349

Fig. 3. Human-machine collaboration process based on active learning

set; H represents experts in related fields involved in manual labeling; Q represents the
query strategy taken for the current iteration.

Human-Machine Query Strategy
The purpose of establishing human-machine query is to establish a set of query rules
to judge the extent to which the addition of an unlabeled sample data to the training
data set affects the generalization ability of the network model. Depending on the query
strategy, the model learns on a small annotated sample and then uses the model to
process the unannotated portion of the dataset. In this paper, the characteristics of text
data are considered in theNER task, and the query strategy of uncertaintymeasurement is
adopted. The algorithmuses a pool-based samplingmethod to select the data samples that
are most useful for learning to be added to the growing training data set, i.e., the samples
that the model classifier is least certain of. The simplest method is RandomStrategy
(RS), which randomly selects data from the sample for annotation. From the perspective
of sample space, data with large information content tend to be distributed near the
boundary of model classifier, and LeastConfidenceStrategy (LC) is a relatively simple
uncertainty strategy, as shown in Eq. (5):

φLC(x) = 1 − P(y∗|x; θ) (5)

where y∗ is the most likely annotated sequence, i.e., the Viterbi parse. For sequence
labeling at the CRF layer, a posterior probability can be used to calculate this confidence.
The measurement method of the minimum boundary uncertainty is the comparison
between the best and the second-best uncertainties. If the probability of the most likely
type is significantly different from that of the second likely type, then themodel classifier
will be more certain in determining this type, as shown in Eq. (6):

φM (x) = −(P(y∗
1 |x; θ) − P(y∗

2 |x; θ)) (6)

where y∗
1 and y∗

2 are the first and second best annotation sequences respectively, which
can be calculated by using N-best algorithm in beam search respectively. Another infor-
mation measurement method based on uncertainty is entropy. Shannon entropy is used
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in this model. Its uniform distribution has the characteristics of maximum uncertainty
and the uncertainty is additive for an independent event. The higher the entropy value,
the greater the uncertainty of the probability distribution. For each unlabeled sample in
the training data set, TokenEntropyStrategy (TE) calculated the entropy of the predicted
field type probability and selected the sample with the highest entropy value, as shown
in Eq. (7):

φTE(x) = − 1

T

T∑

t=1

M∑

m=1

Pθ (yt = m) logPθ (yt = m) (7)

where T is the length of the sequence x, m traverses all possible field labels, where
Pθ (yt = m) is the marginal probability and m is the label at T in the sequence. For
the CRF layer, forward propagation or backward propagation can be used to calculate
these margins, and the total field entropy is usually normalized by the sequence length
T to avoid querying longer sequences. But this method can be considered extended to
MaximumTokenEntropyStrategy (MTE), as shown in Eq. (8):

φMTE(x) = T × φTE(x) (8)

The token-based query strategy treats the sequence of tokens as an isolated set of
fields and evaluates uncertainty by summarizing the information about these fields.
MinimumTokenProbabilityStrategy (MTP) choose themost amount of information field,
regardless of the distribution of the CRF, this strategy of labels of the highest probability
of field in low sampling, as shown in Eq. (9):

φMTP(x) = 1 − min
i

max
j

P(yi = j|xi;A) (9)

where P(yi = j) is the probability that the j tag in the sequence is located at position
i. Unlike MTP, LeastTokenProbabilityStrategy (LTP) considering the long and short
sequences all have their own advantages, the two can complement each other, the strategy
look for the long sequences with the highest probability, and demanded that the sequence
of the local field also had a higher probability, as shown in Eq. (10):

φLTP(x) = 1 − min
y∗
i ∈y∗ P(y∗

i |xi;A) (10)

4 Experiment

4.1 Datasets

The dataset used in the experiment in this paper is the annotated corpus of People’s Daily
and the MSRA corpus used in the Chinese NER evaluation task of Microsoft Research.
For these two kinds of data sets, this paper divides them into training set and test set
when conducting experiments. Since the task studied in this paper contains unannotated
data sets, in order to ensure the unity of data, part of the data sets was removed from
the annotated processing in the experiment and divided into unannotated data sets. The
statistics of corpus size and number of entities in the data set are shown in Table 1:
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Table 1. Corpus size and entity number statistics

Corpus #S #T #E ASL ASE AEL

MSRA (train) 50658 2169879 3 42.83 1.47 3.23

MSRA (test) 4620 172590 3 37.35 1.33 3.25

People’s Daily (train) 27350 409830 6 14.98 0.67 3.93

People’s Daily (test) 6825 99616 6 14.59 0.67 3.87

where #S is the total number of sentences in the data set; #T is the number of characters in the
data set; E the number of all entities; ASL is the average length of a sentence; ASE represents the
average number of entities in each sentence; AEL represents the average length of each entity;
The external word embedding in the data processing module of the model is the Chinese corpus of
Wikipedia, which contains a total of 1.33 million words and sentences, about 438 million words,
including the explanation and definition of various nouns, etc.

4.2 Contrast Experiments

The traditionalmethod does not include human-machine collaboration.A separatemodel
based on Bi-LSTM+CRF is selected here. Table 2 and Table 3 present the experimental
results of human-machine collaboration methods with different query strategies and
traditional methods on People’s Daily dataset and MSRA dataset.

Table 2. Experimental results of different methods on the People’s Daily dataset

Method LOC-F1 ORG-F1 PER-F1 Entity-Level-F1

Bi-LSTM + CRF 0.73 0.64 0.80 0.72

Bi-LSTM + CRF + HMC (LC) 0.79 0.71 0.80 0.76

Bi-LSTM + CRF + HMC (LTP) 0.79 0.73 0.81 0.78

Bi-LSTM + CRF + HMC (MTP) 0.81 0.68 0.84 0.78

Bi-LSTM + CRF + HMC (MTE) 0.78 0.71 0.77 0.76

Bi-LSTM + CRF + HMC (LONG) 0.76 0.66 0.80 0.75

Bi-LSTM+CRF is the traditionalmethod based onDL,Bi-LSTM+CRF+HMC is
themethod based on human-machine collaboration proposed in this paper, in brackets are
the human-machine query strategies adopted. Human-machine collaboration improved
by 4 to 6% compared to traditional approaches without human participation. For the
accuracy of individual entity type, the improvement of human-machine collaboration on
the PER type is not particularly outstanding,with only 1% to 2% improvement. However,
for LOC entities and ORG entities, the HMCNER method has obvious advantages over
the DL method, with 5% to 8% improvement respectively. This is because when dealing
with the location entity or institution entity implied in the text sequence, people are more
sensitive than machines. From the perspective of data volume, DL methods use all the
training data sets during training and require strict annotation while the method based on
human-machine collaboration only selects part of the data to participate in iteration and
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Table 3. Experimental results of different methods on MSRA datasets

Method LOC-F1 ORG-F1 PER-F1 Entity-Level-F1

Bi-LSTM + CRF 0.78 0.71 0.85 0.78

Bi-LSTM + CRF + HMC (LC) 0.85 0.74 0.83 0.81

Bi-LSTM + CRF + HMC (LTP) 0.86 0.76 0.84 0.83

Bi-LSTM + CRF + HMC (MTP) 0.85 0.75 0.85 0.82

Bi-LSTM + CRF + HMC (MTE) 0.84 0.74 0.84 0.81

Bi-LSTM + CRF + HMC (LONG) 0.85 0.76 0.84 0.82

does not require full labeling, thus achieving the same or even better recognition quality
of the traditionalmethod. In general, when aiming at practical problems, human-machine
collaboration will have more excellent processing effect.

4.3 Comparison of Different Query Strategies

In addition to comparing with traditional DLmethods, we also compare the performance
of different human-machine query strategies on the two data sets in the experiment, as
shown in Fig. 4 and 5:

Fig. 4. Entity-level F1 value of different query policies on People’s Daily and MSRA

Fig. 5. Sentence-level accuracy of different query strategies on People’s Daily and MSRA
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As can be seen from the figure, if the RANDOM strategy is taken as the benchmark,
except for TE and NLC, the other methods are better than the benchmark in terms of
accuracy, both in the F1 value at the entity level and the sentence level, there is no
obvious fluctuation and the convergence rate is good. NLC has some fluctuations in
the accuracy of both entity level and sentence level during iteration, while TE is not as
good as other query strategies in the final convergence result. From the perspective of
performance, LTP has the best execution quality among different query strategies, with
entity-level F1 and sentence-level accuracy on People’s Daily data set reaching 0.78 and
0.71, respectively. The entity-level F1 and sentence-level accuracy of MSRA data set
reached 0.83 and 0.78. Since the data volume of MSRA dataset is larger than that of
People’s Daily dataset, the performance of different query strategies on MSRA dataset
is better than that of People’s Daily dataset. From this point, we can also see the impact
of the data volume on the model performance.

5 Human-Machine Collaboration Interactive Interface

For the human-machine cooperation module in the model, we developed a human-
machine interactive interface to facilitate human participation in calculation. The
interface is shown in Fig. 6:

Fig. 6. HMC interactive interface

When the human-machine collaboration NER task is carried out, the overall frame-
work can be initialized and the external word embedded can be loaded through the
interface, and then the model training can be started. Human can modify parameters
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related to model construction, data sets participating in training and selection of human-
machine query strategies through configuration files. During the training process, the
current training information can be displayed in real time through the main window.
In the human-machine cooperation stage, the main window of the interface will give
statements that need manual annotation. At this time, users involved in calculation will
make annotation for each entity according to their judgment. The corresponding opera-
tion is through buttons of different entities under the input window, as shown in Fig. 8.
The human-machine collaboration interface provides an interactive window for users to
participate in the collaboration, and can be integrated with the existingmodel framework
to pass the annotated data to the input end of the model.

6 Conclusion and Future Work

For the task of NER, in this paper we propose a Human-Machine Collaboration based
Named Entity Recognition (HMCNER) model. In the overall structure, we modularize
and encapsulate the different functions, and propose a human-machine collaboration
NER model. Through the study and analysis of the existing human-machine collabora-
tion methods, the corresponding human-machine query strategy is designed. Through
experimental tests, the HMCNER model achieves 5% to 7% improvement over the tra-
ditional DL approach, and uses less annotated data on this basis. Our future work will
focus more on the participant of human, we can explore whether manually generated
data can affect the performance of the model.
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Abstract. How to schedule workflow tasks which are constrained by the
workflow deadline to minimize the total cost is of great challenge in cloud
manufacturing. The total cost is mainly determined by the production
cost and the logistic cost. However, the production cost could change
with the varying task processing times caused by learning and forgetting
effects. The logistic cost depends on the allocated resources which are
geographically distributed. The production and logistic costs could be
conflicting when a task is executed on different service resources. In this
paper, a learning-forgetting effect model is established for services. Two
heuristic workflow scheduling algorithms based on task sequence and
path clustering are proposed. The algorithmic components and param-
eters are statistically calibrated over a comprehensive set of random
instances. The proposed algorithms are compared to a modified clas-
sical algorithm for similar problems. Experimental results show that the
proposed algorithms outperform the compared one on average and the
two proposals are suitable for different workflow scenarios in cloud man-
ufacturing.

Keywords: Learning-forgetting effect · Workflow scheduling · Cloud
manufacturing · Resourcing scheduling

1 Introduction

How to allocate manufacturing resources to minimize the total cost of production
scheduling is one of the core issues of cloud manufacturing [1]. In addition to
the production costs considered by traditional manufacturing systems, logistics
costs for geographically distributed materials, equipment and manpower in the
cloud manufacturing environment must also be considered. Production costs
are directly related to the execution time of production tasks, and the learning
and forgetting effects of workers will change production Task execution time
[2,3], the learning effect will shorten the task processing time, and the forgetting
effect will lengthen the task processing time. Production orders are also subject
to the delivery date (deadline) constraints. This paper considers workflow task
c© Springer Nature Singapore Pte Ltd. 2022
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scheduling with deadline constraints in the cloud manufacturing environment,
with the optimization goal of minimizing the total cost (the sum of logistics cost
and production cost), and the distribution of manufacturing service resources is
heterogeneous and has a learning forget effect. The problem under consideration
is the NP-hard problem. The main challenges are as follows: (1) It is difficult to
weigh the completion time of the workflow to meet the deadline and minimize
the total cost. (2) How to ensure deadline constraints and minimize logistics
costs. (3) How to reasonably allocate tasks with partial order constraints to
different resources to minimize production cost is the key. This paper proposes a
workflow scheduling system framework under cloud manufacturing environment.
Based on the effect of learning and forgetting on task execution time, a learning
and forgetting effect model of service resources is established. Two heuristic
workflow scheduling algorithms based on task scheduling sequence adjustment
and path clustering are proposed respectively.

2 Related Work

At present, cloud manufacturing tasks and resource scheduling, learning forget-
ting effect and cloud workflow scheduling have been researched accordingly.

The effects of learning and forgetting are widely present in the production
environment [3]. Kuo et al. [4] studied the single machine scheduling problem
with learning forgetting effect and gave a linear combination model. Yang et al.
[5] studied the impact of learning and forgetting effects on the single-machine
scheduling problem of job families, and constructed three task execution time
models based on the task scheduling position, including no forgetting, complete
forgetting and partial forgetting. Wu et al. [6] proposed a sequence-dependent
generalized model of learning forgetting effects. This model assumes that learning
and forgetting effects depend on the cumulative execution time and scheduling
position of tasks.

Cloud workflow scheduling optimization is a research hotspot in recent years,
and heuristic or meta-heuristic algorithms are often used to solve the problem.
Commonly used list scheduling algorithms include HEFT algorithm [7], CPOP
algorithm [7], DLS algorithm [8], etc. Cluster scheduling reduces the cost of task
transmission by gathering multiple tasks, but at the expense of task parallelism
[9], each cluster of the workflow is a subset of the workflow task set, executed
on a separate resource, the key of cluster scheduling algorithm is how to balance
maximization of parallelism and minimization of communication delay [10]. The
copy scheduling algorithm is often used in combination with list scheduling and
cluster scheduling. The basic idea is to copy the target task on the resource where
the task is located, eliminate the transmission time between the two tasks, and
try to make the task on the resource start as early as possible to shorten the
completion time of the workflow [11,12]. However, the cloud workflow scheduling
with learning forgetting effect considered in this paper has not been studied yet.
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3 System Framework and Problem Description

3.1 System Framework

Combining the characteristics of the problem considered and the literature [13–
15], this paper proposes a system framework as shown in Fig. 1. The framework
mainly includes users, cloud manufacturing service platforms, and manufactur-
ing service providers. The cloud manufacturing service platform mainly includes
components such as resource managers, task managers, and schedulers. The spe-
cific operation process is as follows: a user submits a request to the cloud man-
ufacturing service platform, and the task decomposer divides the request into
multiple tasks, and establishes the partial order relationship constraints between
tasks and constructs workflow application examples. The cloud manufacturing
service platform receives the workflow application, the task manager estimates
the relevant time attributes of the task, and divides the sub-deadline accord-
ingly, and then generates task scheduling sequences or task clustering according
to different scheduling strategies. The resource manager is responsible for mon-
itoring manufacturing service resources, obtaining the set of available services
and real-time availability. The scheduler assigns tasks to appropriate service pro-
cessing, or adjusts the scheduling results according to optimization goals. The
workflow application is executed according to the generated scheduling plan, and
the platform returns the execution result to the user.

Fig. 1. Scheduling architecture for cloud manufacturing

3.2 Learning and Forgetting Effects Model

The learning and forgetting effects of service resources directly affect task exe-
cution time and production costs. The learning effect in the process of service
execution task shown in Fig. 2 will reduce the execution time of the task accord-
ing to a certain rule. Conversely, when the service is idle, it will produce a
forgetting effect, resulting in the task execution time becoming longer according
to a certain rule.
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Fig. 2. Learning-forgetting effect model

Combining literature [2,5] and the characteristics of the problem under con-
sideration, this paper constructs the following learning forgetting effect rate:

γi,j(t) =
{

(1 + t)−αj , t ∈ [0, t1]
1 − (1 − γi,j (t1)) · e−βj ·(t−t1), t ∈ (t1, t2]

(1)

γi,j(t) represents the learning forgetting effect rate of service sj at time t, and
the corresponding actual execution time is γi,j(t)×Ti,j . αj and βj are the learn-
ing effect coefficient and forgetting effect coefficient of service sj . (1 − γi,j (t1))
represents the level of learning of service sj at t1. The process of service sj

executing task vi is in the time period [0, t1], and the idle time period after
completion is (t1, t2].

3.3 Problem Description

The following assumptions are made for the problems considered: (1) The dead-
line, topological structure, amount of tasks and workload of each task are all
given in advance and are not changed in the scheduling execution. (2) Each
task is executed by only one service, without considering task migration and
without interruption. (3) The initial execution speed, unit time price, learning
effect coefficient and forgetting effect coefficient of services do not change in the
scheduling execution, and the logistics cost between services is given in advance,
but there is no logistics cost within services. (4) One service executes only one
task at a time, and one task executes only on one service at a time.

The deadline of workflow application G = (V,E) is D, V = {v0, v1..., vn+1}
represents the task set of G, v0 and vn+1 represent the source node and sink
node respectively, both of which are virtual nodes with processing time of 0. E =
{(vi, vj) | vi, vj ∈ V } represents the edge between workflow task set, (vi, vi) ∈ E
said task must be in the direct precursor vi can begin, after the completion of
Wi for vi workload. There are m heterogeneous available services in the service
resource pool S = {s1, s2, . . . , sm}, the initial speed of the service, the price per
unit time, and the coefficient of learning and forgetting effects are different. The
initial execution speed and unit time price of service Sj are ξj and ri, and the
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learning and forgetting effect coefficients are αj and βj , respectively. The logistics
time and logistics cost between service Sj and service sK are respectively LTj,k

and LCj,k. ϕP
i and ϕS

i represent the direct precursor and direct successor task
sets of Vi respectively. Decision variables xi,j ∈ {0, 1} represents whether task
vi is assigned to the service sj , If it is, then xi,j = 1, otherwise xi,j=0.

In this paper, the optimization of the target for total cost, namely, minC =∑n
i=1

(
Cl

i + Ce
i

)
. The logistic cost of task vj is equal to the sum of logistic cost of

all its precursor tasks to the task Cl
i =

∑
vp∈ϕP

i

(∑m
j=1

∑m
k=1 xp,k · xi,j · LCj,k

)
.

The production cost of vj is determined by its actual execution time and the
unit time price of its service, which is Ce

i =
∑m

j=1 xi,j · ⌈
TA

i

] · rj . The actual
execution time of vj is determined by the initial execution time on the service and
the learning forgetting effect value of the service at the actual start time of the
task, that is, TA

i =
∑m

j=1 xi,j ·Ti,j ·γi,j (ASTi). The initial service execution time
of Ti,j = Wi

ξj
. vj cannot start until all its direct precursor tasks are completed,

that is, ASTi ≥ max
vp∈ϕP

i

AFTp. AFTi = ASTi + TA
i indicates that it cannot

be interrupted during its execution. Let T = AFTn+1, then T ≤ D.
∑m

j=1 xp,j ·
xi,j = 1 means two tasks vp and vi are assigned to the same service for execution.

4 Task Sequence Adjustment Based Workflow Scheduling

Based on the idea of list Scheduling, a heuristic workflow Scheduling algorithm
TSAS (Task Sequence Adjustment Based Workflow Scheduling) framework is
proposed. Including task subdeadline division, scheduling sequence generation,
service allocation, variable neighborhood search (scheduling result adjustment)
and other algorithm components, as shown in Algorithm 1.

Algorithm 1. TSAS(Task Sequence Adjustment based workflow Scheduling)
Input: Workflow application G

Deadline D
Output: The completion time of the workflow application G T

The total cost C
1: begin
2: Time parameter estimation;
3: Division of task deadlines;
4: Generate task scheduling sequence Q;
5: while Q �= ∅ do
6: Take out the first task v in Q;
7: Assign services to task v;
8: end while
9: Calculate the total cost C;

10: Calculate the completion time T ;
11: Variable neighborhood search;
12: return C, T
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4.1 Division of Task Sub-deadline

First obtain the sub-deadline of the task. If each task can be completed within
its sub-deadline, the workflow can be guaranteed to be completed within the
deadline. The sub-deadline is based on the earliest completion time of the task,
and part of the floating time is allocated to it. Taking the fastest service can
estimate the execution time of task êl = Wi

max
j=1,...m

{ξj} , the logistics time may be

required between two tasks with partial order. When two tasks are assigned to
the same service, the logistics time between them is zero, and the estimated
logistics time is also assumed to be zero. Based on the estimated task execution
time and logistics time, the earliest start time ESTi and the earliest completion
time EFTi can be calculated iteratively:

ESTi =

{
0, i = 0

max
vp∈ϕP

i

(ESTp + êp) , i �= 0 (2)

EFTi = ESTi + êl (3)

The earliest completion time of the workflow is vn+1 earliest completion time
EFTn+1, because the service with the fastest execution speed estimates the task
execution time initially, the possible floating time between the workflow.

Based on the earliest completion time, three types of workflow floating time
FT are proposed according to different proportions:

• EFBS (Earliest Finish time based Sub-deadline): Divide FT according to the
ratio of the earliest completion time of the task to the earliest completion
time of the workflow, that is, Di = EFTi + EFTi

EFTn+1
· FT .

• Task node depth LDS (Level Depth based Sub-deadline): The task depth

is determined by li =

{
0, i = 0

max
vp∈ϕP

i

(lp + 1) , i �= 0 , divide FT according to the

ratio of task depth and maximum workflow depth lmax = max
i=1,...,n

{li}, that is,

SDi = EFTi + li
lmax

· FT .
• UpwardRank method URS (Upward Rank based Sub-deadline): According to

the average initial execution time of vi on all services T̄l =
∑m

j=1 Ti,j

m and ser-

vice Average logistics time LT =
∑m

k=1
∑m

j=1 LTj,k

m2 calculate its UpwardRank

value rankup
i =

{
T̄l, i = n + 1

max
vs∈ϕS

i

{
rankup

s +LT
}

+ T̄l, i �= n + 1 , then SDi = EFTi +

rankup
0 − rankup

i

rankup
0

· FT .

4.2 Scheduling Sequence Generation

According to li =

{
0, i = 0

max
vp∈ϕP

i

(lp + 1) , i �= 0 to divide the task hierarchy, low-level

tasks take precedence over high-level tasks. Tasks at the same level can be
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executed in parallel, but their task priority methods have different definitions.
This article proposes the following three priority scheduling sequence generation
methods:

• MSF (Maximum Successors First): The workflow task scheduling sequence
is sorted in non-ascending order according to the number of direct successor
tasks

∣∣ϕS
i

∣∣ of task vi.
• MFTF (Minimum Float Time First): According to the task floating time of

the same level task FTi = LSTi − ESTi, arranged in non-descending order
to get the workflow task scheduling sequence.

• CPP (Critical Path based Priority): Calculate the Up − downwardRank val-

ues of tasks in same level li =

⎧⎨
⎩

0, i = 0
max

vp∈ϕP
i

{
rankdown

p +Tp + LT
}

, i �= 0 , the

task scheduling sequence of workflow was obtained by non-ascending order of
priority, that is, priorityi = rankup

i + rankdown
i .

4.3 Service Assignment

Assign tasks that meet their deadlines for services. In order to minimize the
total cost of workflow, the services that can meet the sub-deadline constraints
and have the lowest total cost are preferred. If there is no service that can
meet the subdeadline constraint of the task, the service with the earliest actual
completion time of the task will be preferentially selected to avoid violating the
deadline constraint of the subsequent task and even the whole workflow.

4.4 Variable Neighborhood Search

The above scheduling process produces the initial scheduling Q, which can be
further optimized through variable neighborhood search. Divide the task into
different depth task sets Lj (j = 0, . . . , lmax) according to the above levels, that
is, V =

⋃lmax
j=0 Lj . Suppose there are kmax neighborhood structures, the k-th

neighborhood structure generates neighborhood solution set Nk. The process of
generating Nk is: randomly select a hierarchical task set (obviously the number of
tasks cannot be less than 2), and randomly select two from the task set Tasks,
exchange their positions in the scheduling sequence, and the above process is
repeated —Nk— times. The search process starts from N1. If the completion time
exceeds the deadline constraint or the total cost is not optimized, then directly
enter the next neighborhood structure search. If the completion time meets the
deadline and the total cost is optimized, record this neighborhood solution and
enter Search for the next neighborhood solution of the initial solution. Finally,
the optimal solution of a total of (kmax+1) solutions including the initial solution
is obtained, and return. Let Qfinal and Cmin denote the final task scheduling
sequence and its corresponding total workflow cost, respectively, and Q′, C ′,
and T ′ respectively denote the newly generated task scheduling sequence, the
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Algorithm 2. TSAS(Task Scheduling Sequence Adjustment Algorithm)
Input: Workflow application G

Deadline D
Task scheduling sequence Q
The total workflow cost corresponding to Q G
Different depth of the task set Lj (j = 0, . . . , lmax)

Output: The total cost of the workflow after adjusting scheduling result Cmin

1: begin
2: Qfinal ← Q;
3: Cmin ← C
4: for k ← 1 to kmin do
5: Q

′ ← Q;
6: for i ← 1 to k do
7: Lrandom ←Randomly select a meet set of |Lj | ≥ 2;
8: Selected at random from the Lrandom two tasks va and vb;
9: Exchange va and vb position in Q′;

10: endfor
11: while Q �= ∅ do
12: Take out the first task v in Q;
13: Assign services to task v;
14: end while
15: Calculate the total cost C′;
16: Calculate the completion time T ′;
17: if(T ′ ≤ D) ∧ (C′ ≤ Cmin) then
18: Qfinal ← Q′;
19: Cmin ← C′

20: end if
21: end for
22: return Cmin

corresponding total workflow cost and completion time. The idea description is
shown in Algorithm 2.

Variable neighborhood search performance is related to two key factors: kmax

and exchange task of neighborhood solutions |Nk|, through successive logarithm
increase exchange tasks, namely |N1| < ... < |Nk| < ... < |Nkmax

|. This article
assumes that kmax is determined by the coefficient of μ and workflow task num-
ber n, namely kmax = μ · n, and set |Nk| = k. Since the neighborhood solution
Nk is generated by exchanging K for tasks, when K is small, the initial solution
can be searched locally and the solution quality can be improved. However, when
K is large, the task scheduling sequence tends to be randomly sorted more and
more, making the quality of the neighborhood solution lower and lower and it is
difficult to improve the solution quality. In this paper, the coefficient μ will be
corrected in the experimental part.
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5 Path Clustering Based Workflow Scheduling

By improving and extending the PCH algorithm [9], the path clustering work-
flow scheduling heuristic MPCH (Modified PCH) was proposed. Different from
TSAS’s overall consideration of total cost, MPCH algorithm optimizes the total
cost of workflow from the perspective of reducing logistics cost and production
cost, mainly including task sub-deadline division, task clustering and service
allocation. The framework is shown in Algorithm 3.

Algorithm 3. MPCH(Modified Path Clustering Heuristic)
Input: Workflow application G

Deadline D
Output: The completion time of the workflow application G T

The total cost C
1: begin
2: Division of task deadlines;
3: Put all tasks into the unscheduled task set UTS;
4: while UTS �= ∅ do
5: Call the task clustering algorithm to generate a task cluster CL for the tasks

in UTS;
6: Call the service allocation algorithm to allocate services for CL;
7: UTS ← UTS − CL
8: end while
9: Calculate the total cost C;

10: Calculate the completion time T ;
11: return C, T

5.1 Division of Task Sub-deadline

The MPCH algorithm sets the sub-deadline of the task as the latest comple-

tion time of the task, which is LFTi =
{

D, i = n + 1
minvs∈ϕS

i
(LFTs − ês) , i �= n + 1 , to

ensure that the entire workflow application is completed within the deadline, the
corresponding start time is LSTi = LFTi − êl.

5.2 Task Clustering

Task clustering selects several tasks from the unscheduled task set UTS as a
whole, and the partial order constraint among tasks is considered in the process.
To add task vi to the cluster CL, any direct predecessor vp ∈ φP

i has either been
scheduled or is in the current cluster, otherwise vi cannot be added to the CL.
MPCH firstly selects vf with the largest UpwardRank value to join CL in UTS.
Depth-priority traversal starts from vf , and the direct successor with the largest
priority value is selected to join CL in each case. The direct successor task must
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meet two conditions: (1) It has not been scheduled. (2) Other direct precursor
tasks of this task have been scheduled. The priorityi of task vi is defined as the
sum of UpwardRank and DownwardRank, i.e. priorityi = rankup

i + rankdown
i .

The sub-deadline and completion time of task cluster CL are defined as the sub-
deadline and completion time of the last task added to the cluster respectively.
MPCH algorithm is described as Algorithm 4.

Algorithm 4. TSAS(Task Scheduling Sequence Adjustment Algorithm)
Input: Workflow application G

Deadline D
Unscheduled task set UTS

Output: A task cluster CL
1: begin
2: CL ← ∅;
3: vf ← The task with the largest UpwardRank value in UTS;
4: CL ← CL ∪ {vf}
5: vtemp ← vf ;
6: while ϕS

temp �= ∅ do
7: childselected ← NULL;
8: prioritymax ← 0;
9: Exchange foreach vs ∈ ϕS

temp do;
10: if (vs ∈ UTS)∧(

UTS ∩ (
ϕP

s − {vtemp })
= ∅

)∧(prioritys > prioritymax)
then

11: childselected ← vs;
12: prioritymax ← prioritys;
13: end if ;
14: end foreach
15: if childselected = NULL then
16: return CL;
17: end if
18: else;
19: CL ← CL ∪ { child selected };
20: S′ ← Get all services that meet the CL sub-deadline;
21: if S′ = ∅ then
22: return CL − {childselected};
23: end if
24: end else
25: vtemp ← childselected;
26: end while
27: return CL

5.3 Service Allocation

Service allocation of MPCH algorithm allocates services to each task cluster,
and all tasks in the same cluster are assigned to the same service. Firstly, all
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the services that can meet the CL sub-deadline of task clustering are screened
out as the candidate service set, and then these candidate services are assigned
to CL in turn, and the service that can make the total cost of CL is selected
as the distribution result of CL. If there is no service that can meet the CL
sub-deadline, that is, the candidate service set is empty, select the service that
can make the actual CL completion time earliest.

MPCH algorithm needs to go through the process of task clustering and ser-
vice allocation, and has two advantages: (1) Clustering multiple workflow tasks
and assigning them to the same service may sacrifice the parallelism between
tasks and increase the risk of workflow completion beyond the deadline. But
there is no parallelism between tasks in workflow serial structure. Therefore,
MPCH performs linear clustering through depth-first traversal of the task clus-
tering algorithm, and combines the tasks in the workflow serial structure into a
cluster. In addition, several tasks with sequential partial order relationship can
be directly assigned to the same service as a whole, which can avoid the logistics
time and logistics cost between these tasks, and help to complete the workflow as
soon as possible and minimize the total cost. (2) MPCH algorithm can ensure the
continuous execution of task clustering on the service to a large extent, reduce
the idle time in the cluster as much as possible, reduce the degradation effect of
forgetting effect when the service is idle, give full play to the optimization effect
of learning effect on task execution time, and effectively control the production
cost of the task. When the number of serial structure tasks in workflow increases,
the clustering scale of tasks obtained by MPCH algorithm increases, which is
more conducive to optimizing logistics cost and production cost.

6 Experimental Results

In order to get the optimal combination of TSAS, parameter correction is given.
Besides, TSAS and MPCH are compared with the classical algorithms on similar
problems.

6.1 Experimental Enviroment

Using WorkflowSim [16] workflow simulation platform to simulate task schedul-
ing in cloud manufacturing environment, all algorithms are written in Java lan-
guage and run in Intel Core i5-9400F CPU @2.90 GHz with 8 GBytes of RAM.

At the task level [15], task number n was set at {50, 100, 150, 200, 250, 300},
and 10 workflow instances were randomly generated for each task number sce-
nario. The deadline of workflow application is defined as D = EFTn+1 · θ, θ is
the deadline urgency factor values {1.5, 1.6, 1.7, 1.8, 1.9}. Task workload follows
uniform distribution U(1, 30000). There were 6 × 5 × 10 = 300 random work-
flow instances with 6 task numbers, 5 deadline factors and 10 instances per task
number scenario.

At the service resource level [17], the number of services is 50, initial execu-
tion speed follows uniform distribution U(600, 1200), price per unit time follows
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U(30, 60), and learning effect coefficients α and β follow U(0.04, 0.06). Logistics
time (h) follows U(0, 10), and logistics cost is proportional to logistics time.

The multi-factor analysis of variance technology ANOVA is used to analyze
the experimental results. Choose RPD (Relative Percentage Deviation) as the
evaluation index. Suppose the solution obtained by the current algorithm is
π, and the total workflow cost is C(π). The optimal scheduling solution under
different parameters or algorithms is π∗, and the minimum total cost is C(π∗),
then the total cost of the current algorithm is:

RPD =
C(π) − C (π∗)

C (π∗)
× 100% (4)

6.2 Parameter Calibration

TSAS algorithm includes algorithm components and parameters: (1) Seed dead-
line division method EFBS, LDS, URS. (2) Task scheduling sequence generation
method MSF, MFTF, CPP. (3) The maximum neighborhood structure quan-
titative coefficient π = {0, 0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.10,
0.11, 0.12}.

Figure 3(a) shows the comparison results of the three task subdeadline divi-
sion rules. It can be seen from the figure that EFBS has the smallest RPD
value. Figure 3(b) shows the comparison results of three different task schedul-
ing sequence generation rules. It can be seen from the figure that the RPD values
of MFTF is slightly lower than that of CPP. Figure 3(c) shows the corresponding
results of different maximum neighborhood structure quantitative coefficients.

Based on the above analysis, TSAS will adopt EFBS, MFTF and set the
coefficient μ = 0.11.

Fig. 3. Mean plots of the sub-deadline division methods, sequencing methods and
values with 95.0% Tukey HSD confidence level intervals

6.3 Algorithms Comparison

This paper selects HEFT algorithm [7] for comparison, and adds learning for-
getting effect in resource allocation stage to adapt to the problem under consid-
eration.
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In order to comprehensively compare the performance indicators of the algo-
rithm, the RPD values of total cost, logistics cost and production cost were com-
pared respectively in Fig. 4. Figure 4(a) shows the mean RPD chart of total cost
of the three algorithms under different number of tasks and deadline coefficients.
It can be seen that TSAS and MPCH have obvious advantages over HEFT, and
TSAS is more suitable for workflow scheduling scenarios with fewer tasks and
more loose deadlines, while MPCH is more suitable for workflow scheduling

Fig. 4. Interaction plots of RPDs of different costs on the number of jobs, deadline
levels with 95.0% Tukey HSD confidence level intervals
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scenarios with more tasks and more urgent deadlines. As the number of tasks
n increases, the total cost RPD of HEFT and MPCH generally decreases, while
that of TSAS generally increases. Figure 4(b) shows the average RPD of the
logistics costs of the three algorithms under different task numbers and dead-
line coefficients. It can be seen that the TSA algorithm has the best performance
when the number of tasks is small and the deadline is relatively loose. Figure 4(c)
shows the mean RPD of production cost of the three algorithms in different tasks
and different deadline coefficients. It can be seen that MPCH performs better
than TSAS and HEFT under most tasks and all deadline coefficients. As the
number of tasks n increases, the RPD of HEFT and MPCH decreases, while the
RPD of TSAS increases. With the increase of n, the probability of serial struc-
ture in workflow increases, and the number of tasks contained in serial structure
also increases.

Based on the above results, the TSAS and MPCH algorithms proposed in
this paper are close to each other in total cost performance, and both are obvi-
ously superior to the comparison algorithm. TSAS is more suitable for workflow
scheduling scenarios with less tasks and loose deadlines. MPCH is more suit-
able for workflow scheduling scenarios with a large number of tasks and urgent
deadlines.

7 Conclusion

This paper considers the workflow task scheduling problem with deadline con-
straint and learning and forgetting effects in cloud manufacturing environment,
and analyzes two main factors of total cost: logistics cost and production cost,
which contradict each other in cloud manufacturing environment. At the same
time, the learning and forgetting effects of service resources is analyzed and
the learning and forgetting effect model of service resources is established. Two
heuristic algorithms, TSAS and MPCH, are proposed to minimize the total cost.
A large number of experimental results show that TSAS is more suitable for
workflow scheduling scenarios with fewer tasks and loose deadlines. MPCH is
more suitable for workflow scheduling scenarios with a large number of tasks
and urgent deadlines.
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Abstract. As the increasing population is causing a large amount of traffic con-
gestion nowadays, accurate traffic flow forecasting (TFF) has become increasingly
significant for smart cities. While some recurrent neural network-based models
have taken the spatial-temporal (ST) features of traffic flow data into account for
TFF, they still treat the ST features from multi-source time-series data of each
timestep separately, which may be inefficient to learn a general and robust repre-
sentation with spatial correlation information for TFF. To address these issues, this
paper proposes a Spatial-TemporalGraphNeuralNetwork Framework (STGNNF)
for TFF. This framework is based on the assumption that when a small range of
adjacent temporal features of the multi-source time-series data is fused as the
input, the model is still able to effectively learn meaningful representation and
capture the time-series information. By doing so, the learned representation from
the fused adjacent data can be more general and robust for TFF, because it consid-
ers the multi-source time-series data within a larger time scale. Moreover, three
novel designs are proposed and integrated to further enhance the STGNNF, which
are 1) a local ST unit for learning the local ST information from the fused adjacent
multi-source time-series data; 2) a relevance evaluation module for paying more
attention to the significant local ST information; and 3) a global ST unit for gener-
ating the global ST representation and information from local ST information with
corresponding attentions. Experimental studies are conducted in three real-world
traffic flow datasets, which indicate that STGNNF performs better than existing
approaches and predicts reasonably when encountering anomalous data.

Keywords: Traffic flow forecasting · Spatial-temporal data · Graph neural
network · Recurrent neural network · Attention mechanism

1 Introduction

The booming progress of urbanization has led to the continuous increase of people’s
travel demand [1]. Many traffic congestion problems are inevitably caused by the
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increasing traffic volume on urban roads, which greatly affect the livelihood level of
citizens. How tomake accurate traffic flow forecasting (TFF) and apply it to the decision-
making of traffic dispersion control is a popular research direction in modern intelligent
transportation systems.

Statistical methods are usually adopted in TFF. Historical average (HA) model
regards the input traffic flow as a periodic process and adopts a weighted average to
make predictions [2]. Autoregressive integrated moving average (ARIMA) is a model
that transforms non-stationary time series into stationary time series [3], and then the
dependent variables are regressed only to its lag value, the present value, and the lag
value of the random error term. Vector auto-regression (VAR) forecasts the future traffic
flow by linearly regressing the endogenous variables within the same sample period [4].
Another type of statistical method applied to TFF is statistical machine learning, and one
of which is support vector regression (SVR) [5]. SVR applies support vector machine
and linear kernel to perform linear regression for the traffic flow. One problem of these
statistical methods is that their input sequence data should satisfy strict statistical con-
ditions. For example, a smooth input sequence is required for ARIMA. Nevertheless,
real-world traffic flow is highly complex and nonlinear, which makes it less likely for
statistical methods to perform well.

Neural network (NN) models are powerful nonlinear fitting tools. Park et al. adopted
a feed-forward NN (FNN) to predict the traffic flow, but the fully connected structure
of FNN overlooks the relative positions in the time series [6]. As a special recurrent
NN (RNN) variant, long short-term memory (LSTM) can process and predict important
events with very long intervals and delays in time series [7]. Sutskever et al. designed
an LSTM-based model with an encoder-decoder structure [8]. Similarly, Ma et al. pro-
posed a simple LSTM network with a one-layer LSTM, a fully connected input layer,
and an output layer [9]. They both benefit from the long-term and short-term temporal
dependency learned from the LSTM units.

However, both statisticalmethods andNNmethodsmentioned abovemainly consider
the temporal information but fail to consider the spatial correlation of traffic flow. It is
natural to observe that if traffic congestion happens on a certain road, the roads nearby are
very likely to experience a similar increase in car volume. The past few years witnessed
a remarkable growth in the number of works considering both spatial and temporal
dependencies of traffic flow. On one hand, RNN-based models are modified to take
spatial correlation of traffic flow into account, and are widely applied in spatial-temporal
(ST) forecasting tasks including TFF [10, 11]. On the other hand, a spectral-based graph
convolutional network (GCN) is proposed to process graph-structured data [12]. GCN
receives a large amount of attention because of its simple structure and high expression
ability. Yu et al. proposed an ST-based GCN, which utilizes convolution in both spatial
and temporal domain and achieves fast training time [13]. Diao et al. improved STGCN
by designing a graph Laplacian estimator to model the spatial dependency in a temporal
dynamicway [14]. Other state-of-the-art models also apply graph neural network (GNN)
variants, including graph attention networks [15–17], Graph Wavelets [18], in traffic
forecasting-related tasks.

Based on the preliminary studies, we find thatmost RNN-based deep learningmodels
treat the multi-source data of each timestep separately for TFF, which may be inefficient
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to learn general and robust representation (including local and global spatial correlation
information) of the multi-source time-series data. Considering this, it is worth figuring
out that “Is it possible to learn ameaningful ST representation from a local perspective of
spatially-correlated multi-source time-series data, rather than the dispersed perspective
of data at different independent timestep?”. To address these issues, we start from the
hypothesis thatwe can fuse a small rangeof adjacent temporal features,while themodel is
still able to effectively capture the time-series information locally and globally. By doing
so, the ST representation and information learned by the model will be more general
and robust, because that such ST representation can fuse knowledge and information
from the multi-source time-series data within a larger time scale. Based on this, an ST
deep learning framework named Spatial-Temporal Graph Neural Network Framework
(STGNNF) is proposed in this paper with three novel designs, which are local ST-fusion
unit, relevance evaluation module, and global ST-fusion unit. The STGNNF first adopts
the local ST-fusion unit to fuse a certain range of the input sequence to generate local ST
representations.After that, different local representations are utilizedwith corresponding
attention given by the relevance evaluation module, and then they are mined globally
via the global ST-fusion unit to generate higher-level features as global representations
for TFF.

In summary, the main contributions of our work are:

• A novel ST deep learning framework called STGNNF with the local ST-fusion unit
is proposed in this paper. As the local ST-fusion unit will force the model to learn
ST representations from a local perspective of adjacent temporal features, the pro-
posed STGNNF can obtain more general and robust local representations with spatial
correlation information.

• A relevance evaluation module is further proposed to pay more attention to the more
significant and relevant representations and information provided by local ST-fusion
units, so as to improve the learning efficiency and effectiveness of the STGNNF.

• A global ST-fusion unit is proposed and integrated into the STGNNF to further mine
the ST representations globally, which can result in a more powerful and robust high-
level representation for TFF.

The experimental results reveal that the STGNNF achieves better performance than
five existing approaches in three real-world traffic flow datasets. Furthermore, visualiza-
tion of the prediction results shows that STGNNF can generate reasonable predictions
when encountering anomalous inputs. Therefore, it is potential to learn a more mean-
ingful and robust ST representation from a local perspective of multi-source time-series
data for TTF and even other ST-based forecasting tasks.

2 Preliminaries

2.1 Problem Description

An intuitive method to abstract a traffic network is to convert it into a graph to utilize the
spatial correlation within traffic flow. Here, we define the TFF problem as it is described
in [13]. A traffic network can be defined as a graph G = (V, E,A), where V is the set of
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the traffic flow sensors in a certain area, N = |V | is the number of traffic flow sensors,
E is the set of weighted edges which encode the connectivity of each traffic flow sensor
pairs (e.g. the distances between every two sensors), and A is the weighted adjacency
matrix of G. All the traffic flow sensors are continuously generating a series of traffic
flow observations.

Time

. . .. . .

. . .
. . .

,2t hv +

,3t hv +

,4t hv +

,1t hv +

2,1t Tv − +

1,1t Tv − +

,2tv

1,2t Tv − +

1,3t Tv − +

1,4t Tv − +

2,2t Tv − +

2,3t Tv − +

(•)f

2,4t Tv − +

,4tv
,3tv

,1tv

Fig. 1. An illustration of the TFF task. Here, the previous T traffic flow historical observations
of four traffic flow sensors are utilized through a model f to forecast the traffic flow at the next h
timestep.

Figure 1 illustrates the task of TFF. In a certain timestep t, we hope to use a prediction
model f (·) to find the most likely traffic flow �vt+h in the future timestep t + h, according
to the traffic flow data collected from the previous traffic flow sensors. The TFF problem
can be therefore represented as:

�̂vt+h = argmax
�vt+h

logP(�vt+h|�vt−T+1, �vt−T+2, ..., �vt) (1)

2.2 Graph Convolutional Network

Denote the graph convolution operator as ∗G . The graph convolution of a graph signal
X ∈ R

N×C with a channel size of C is represented as:

� ∗G X = �(L)X = �(U�U�)X = U�(�)U�X (2)

where U and � are the eigenvector matrix and the eigenvalue diagonal matrix of the
normalized graph LaplacianmatrixL = IN −D−1/2AD−1/2,D is the degreematrix of the
graph G. The main purpose of graph convolution is to enhance or decay the graph signal
component in the spectral domain. Hence, �(�) is designed as a frequency response
function to fit the target signal. A Taylor polynomial can be adopted here to realize this
goal:

� ∗G X = U

(∑O

i=0
ωi�̃

i
)
U�X (3)

O represents the order of the Taylor polynomial, ωi is the i-th coefficient of this
polynomial, �̃ = 2�/λmax − IN is rescaled eigenvalue matrix, and λmax is the largest
eigenvalue of L. In practice, the eigen-decomposition of L is time-consuming, especially



Spatial-Temporal Graph Neural Network Framework 375

Relevance Evaluation

Local 
ST-Fusion 

Unit (1)

Concatenation

Global
ST-Fusion

Unit (1)

Local 
ST-Fusion 

Unit (2)

Local 
ST-Fusion 
Unit (Kl)

Global
ST-Fusion

Unit (2)

Global
ST-Fusion
Unit (Kl)

Output Layer

. . .

. . .

Positional 
Encoding

. . .

Partition

GLU

GCN

GLU

Layer Norm

Multi-Head Self-Attention

Residual & Layer Norm

Position-wise Feed Forward

Residual & Layer Norm

GRU

GCN

GRU

GCN

(a)  Framework structure of STGNNF

(b) Structure of the local 
ST-fusion unit

(c) Structure of the relevance evaluation module 

(d) Structure of the global ST-fusion unit

1:T%X 1:2T T+% %X ( 1) 1:l lK T K T− +% %X

Ŷ

Fig. 2. Detailed framework of STGNNF. (a) is the framework structure of STGNNF, where its
input traffic flow X ∈ R

T×N×Fin is divided into Kl parts with each containing T̃ timesteps, and
its output Ŷ ∈ R

N×Fout contains a single timestep. (b), (c) and (d) illustrate the local ST-fusion
unit, the relevance evaluation module, and the global ST-fusion unit, respectively.

in large graphs. Hence, we adopt a simple method to avoid using U and �. Consider
restricting O = 1, then the graph convolution can be represented as follows:

� ∗G X =U
(
ω0�̃

0 + ω0�̃
1
)
U�X

=U
(
ω0IN + ω0�̃

1
)
U�X

=(ω0IN + ω1(2L/λmax − IN ))X (4)

Furthermore, we simplify formula (4) by assigning ω = ω0 = −ω1 and λmax = 2.
In fact, there is also no need to introduceω to the graph convolution layer since the effect
of ω will be ignored when incorporating trainable parameters in this layer. As a result,
the graph convolution can be simplified as:

� ∗G X =ω
(
IN −

(
IN − D−1/2AD−1/2 − IN

))
X

=ω
(
IN + D−1/2AD−1/2

)
X

=ωD̃−1/2ÃD̃−1/2X

=D̃−1/2ÃD̃−1/2X (5)

where Ã = A + IN and D̃ii = �N
j=1Ãij. Eventually, an activation function ReLU(·) and

a trainable parameter WG are introduced to enhance the expression ability of the GCN
layer as

� ∗G X = ReLU
(
D̃−1/2ÃD̃−1/2XWG

)
(6)
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The graph convolution kernel D̃−1/2ÃD̃−1/2 is usually a sparse matrix, so a sparse
matrix multiplication operator can be used in model implementation to reduce the
computation time.

3 The Proposed Framework

We introduce the proposed framework STGNNF in this section. As shown in Fig. 2(a),
STGNNF mainly consists of three modules, local ST-fusion units, relevance evaluation
module, and global ST-fusion units. These three modules work collaboratively to learn
the ST representation of traffic flow from both local and global perspectives.

3.1 Learning Local Spatial-Temporal Representations

Modeling Spatial Correlation. The GCN layer mentioned in formula (6) is used to
model the spatial correlation of traffic flow, but with a minor modification. Suppose the
input of the GCN layer is Z ∈ R

M×N×CG , M is the number of timesteps in Z , CG is
the channel size of the GCN layer. The graph convolution operator should be therefore
generalized for three-dimension graph signal input. Here, we simply apply the same
graph convolution kernel to each timestep. In practice, the increasing number of layers
may cause gradient explosion or vanishing. Therefore, a skip connection [19] is placed
in the GCN layer. Then, the GCN layer mines the spatial features in the following way:

� ∗G Z = Concat
(
ReLU

(
D̃−1/2ÃD̃−1/2ZmWG + Zm

))
m = 1, 2, ...,M (7)

where Zm ∈ R
N×CG represents the spatial features of the mth timestep in Z .

Modeling Temporal Correlation. We adopt the gated linear unit (GLU) [20] to model
the temporal correlation of traffic flow in the local ST-fusion unit. For an input Y ∈
R
M×N×CT , where CT is the channel size of Y , a GLU first adopts two one-dimension

causal convolutions to Y for feature extraction. Both convolution kernels have the same
kernel size Kt , and the convolution here will explore the Kt neighbors of each timestep.
Denote the temporal convolution operator as ∗T , then the GLU generates an output
� ∗T Y ∈ R

(M−Kt+1)×N×CT according to the following way:

� ∗T Y = σ(�a ∗1D Y) � (�b ∗1D Y + ALN(Y)) (8)

� = [�a, �b] ∈ R
2Kt×CT ×CT is the temporal convolution kernel, � denotes dot

product operation, σ(·) is the sigmoid activation function, and ∗1D represents the one-
dimension causal convolution operator. ALN(·) in (8) is a fully connected layer used for
skip connection to avoid temporal channel inconsistency.

Local Spatial-Temporal Representation Fusion. To effectively fuse local ST features
of the input traffic flow, we adopt the bottleneck structure proposed in [13]. Figure 2(b)
illustrates the structure of a local ST-fusion unit, which stacks one GLU, one GCN layer,
and another one GLU to learn local ST representation. A layer normalization is placed
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after the second GLU. Hence, the output Lkl of the kl-th local ST-fusion unit is computed
by:

Lkl = LayerNorm
(
�2 ∗T

(
� ∗G

(
�1 ∗T X(kl−1)T̃+1:klT̃

)))
(9)

X ∈ R
T×N×Fin is the traffic flow input, F in is the number of input features. X is

partitioned to Kl parts {X1:T̃ ,XT̃+1:2T̃ , ...,X(Kl−1)T̃+1:Kl T̃
} as the input of each local

ST-fusion unit, T̃ = T/Kl is the local fusion range. Normally, Lkl is expected to be a
tensor with a temporal dimension size of 1, so T̃ is also equal to 2Kt − 1. All the Kl

local ST-fusion units are shared-weight to reduce the model complexity and enhance the
generalization ability to each local part of input traffic flow. The local representations
{L1,L2, ...,LKl } are then concatenated to a single tensor L ∈ R

Kl×N×CT .

3.2 Relevance Evaluation for Local Representations

The local ST representations learned from local ST-fusion units may not have the same
relevance and significance to the final prediction. Therefore, a relevance evaluation
module is placed between local ST-fusion units and global ST-fusion units to control the
amount of information flow and pay more attention to the significant local ST units. To
attain this purpose, we place a Transformer encoder in the relevance evaluation module.
A Transformer encoder mainly consists of a multi-head attention layer and a positional-
wise feedforward layer [21], as shown in Fig. 2(c). Suppose there are nh attention heads,
the attention mechanism then learns the temporal relevance for each sensor:

Multihead(L[i]) =Concat(head1, head2, ..., headnh)WO

where headj =Softmax

((L[i]WQj
)(L[i]WKj

)�
√
dk

)
L[i]WVj j = 1, 2, ..., nh (10)

L[i] denotes the sequential representations of the i-th sensor in L, dk is the channel
size in each attention head. Both the multi-head self-attention layer and positional-wise
feed-forward layer are followed with a skip connection and a layer normalization in
turn, as designed in the original Transformer. Note that the Transformer encoder cannot
extract the relative position of local representations, so position encoding is added to the
input of the Transformer encoder.

3.3 Learning Global Spatial-Temporal Representations

Similar to the local ST-fusion unit, the recurrent-structured global ST-fusion unit is used
to learn the ST representations of traffic flow, but in a global perspective. The global
ST-fusion unit is illustrated in Fig. 2(d), which is composed of two modules, one is a
gated recurrent unit (GRU), and the other is a GCN layer. As a variant of LSTM, GRU
can learn temporal dependency more efficiently since there are only two gates in each
unit. We stack GRU and GCN layer in turn as the global ST-fusion unit to learn the
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global ST representations of traffic flow. For the kl-th global ST-fusion unit, GRU learns
the temporal correlation as follows:

Rkl = σ
(
L̃klWR1 + H ′

kl−1WR2 + BR

)
Zkl = σ

(
L̃klWZ1 + H ′

kl−1WZ2 + BZ

)
H̃kl = tanh

(
L̃klWH̃1 + (

Rkl � H ′
kl−1

)
WH̃2 + BH̃

)
Hkl = (1 − Zkl) � H ′

kl−1 + Zkl � H̃kl

(11)

where L̃kl is the kl-th output from the relevance evaluation module, and H ′
kl−1 is the

output of the (kl − 1)-th global ST-fusion unit. The following GCN layer learns the
spatial correlation from the output of GRU:

H ′
kl = � ∗G Hkl (12)

The output of the Kl-th global ST-fusion unit H ′
Kl

will go through a fully connected

layer to generate the prediction Ŷ ∈ R
N×Fout , whereFout is the number of output features.

4 Experimental Studies

4.1 Datasets

Three commonly used traffic flow datasets are adopted. These three datasets are collec-
tions of data from three areas in California and show the aggregated traffic condition in
thousands of 5-min slots [22, 23]. All the datasets are split into three parts, 70% is for
training, 10% is for validation, and the rest 20% is for testing. A brief introduction of
these three datasets is provided in Table 1.

Note that there are anomalous data in both METR-LA and PeMS-BAY datasets,
which should be considered in the model training process. Here, we use a masked loss to
address this issue. The masked loss first sets the anomalous elements in the loss tensor
to zero, and then calculates the average of the rest elements for back propagation. In this
way, the NN model learns from the correct error and ignores the anomalous ones.

Table 1. Statistical overview of METR-LA, PeMS-BAY and PeMS-D7(M) datasets

Dataset #Sensors #Edges #Timesteps Anomaly ratio

METR-LA 207 1722 34272 8.109%

PeMS-BAY 325 1515 52116 0.003%

PeMS-D7(M) 228 18890 12672 0

While the historical observations are used as training data, the distance between
each sensor should also be utilized in the graph construction. We generate the weighted
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adjacency matrix A according to the method mentioned in [10]. Suppose the distance
between sensor i and sensor j is dist(i, j), then Aij in the is calculated as:

Aij =
{
exp

(
dist(i, j)2/σ 2

)
0

if dist(i, j) < κ

otherwise
i, j = 1, 2, ...,N (13)

Here, κ is set to 0.1 to mask the sensors that are too far from each other and control
the sparsity of A.

4.2 Baselines, Settings, and Evaluation Metrics

Two statistical models and three NN-based models are adopted for comparison, which
are:

• HA [2]: Historical average model views the traffic flow as a periodic process. For
example, the traffic flow prediction at time interval 18:00–18:05 on the fourthMonday
is the average of the traffic flow observation of the time interval on the first, second,
and third Mondays.

• LSVR [5]: The linear support vector regression model with penalty term C = 0.1.
• FNN [6]: The feedforward NN model with two fully connected layers of 256 hidden
units each.

• LSTM-NN [9]: An LSTM-based network with a fully connected input layer, a one-
layer LSTM, and a fully connected output layer. The size of hidden units is 256.

• STGCN [13]: An ST deep learning model with convolution structure in spatial and
temporal dependency modeling. The numbers of channels in the spatial and temporal
convolution layer are set to 64 and 16, respectively.

For the proposed framework STGNNF, the channel size of all hidden layers is set to
128. The number of local ST-fusion unit and global ST-fusion unit Kl is both 4. Kt in
the temporal convolution is set to 2. In the relevance evaluation module, the number of
attention heads nh is 4, and the dropout rate is 0.1. We train STGNNF by minimizing
the mean square error with RMSProp optimizer, and the batch size is 16. The initial
learning rate is 0.1 with a decay rate of 0.7 after every 5 epochs. To reduce the risk of
overfitting, an L2 regularization with penalty term (weight decay) 5e−7 is adopted. The
training process is adaptively terminated by an early stop strategy, in which the patience
is set to 20 epochs.

The experiment is conducted in three future time windows, which are 15 min, 30
min, and 60 min onward, to test the traffic flow prediction performance of the models.
The prediction performance is measured by three commonly used evaluation metrics
in prediction tasks, including mean absolute error (MAE), mean absolute percentage
error (MAPE), and root mean square error (RMSE). The experimental results of the five
baselines are reproduced in this paper.

4.3 Results and Discussion

Tables 2, 3, and 4 show the experimental results of all TFF models in three traffic flow
datasets, respectively. The best results are both bolded and underscored.
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Table 2. Experimental results of STGNNF and baselines in METR-LA dataset.

Time h 15 min 30 min 60 min

Metrics MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE

HA
LSVR

8.78
3.44

26.68%
8.11%

12.54
7.65

8.78
4.30

26.68%
10.48%

12.54
9.78

8.78
5.67

26.68%
14.25%

12.54
12.49

FNN
LSTM-NN
STGCN

5.07
3.18
2.89

15.49%
8.89%
7.74%

8.38
5.90
5.39

5.82
3.88
3.40

18.11%
11.41%
9.68%

9.47
7.18
6.32

6.78
4.97
4.00

21.66%
15.33%
11.82%

10.80
8.80
7.20

STGNNF 2.76 7.27% 5.12 3.21 8.97% 6.02 3.69 10.76% 6.84

Table 3. Experimental results of STGNNF and baselines in PeMS-BAY dataset.

Time 15 min 30 min 60 min

Metrics MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE

HA
LSVR

4.97
1.69

12.36%
3.58%

8.40
3.64

4.97
2.36

12.36%
5.36%

8.40
5.35

4.97
3.36

12.36%
8.29%

8.40
7.48

FNN
LSTM-NN
STGCN

2.41
1.66
1.46

5.60%
3.66
3.13%

4.49
3.45
2.91

3.07
2.38
1.89

7.61%
5.78%
4.33%

5.91
5.07
3.91

4.09
3.39
2.25

10.74%
8.93%
5.38%

7.71
6.92
4.60

STGNNF 1.43 3.06% 2.87 1.80 4.05% 3.79 2.15 5.05% 4.51

Table 4. Experimental results of STGNNF and baselines in PeMS-D7(M) dataset.

Time 15 min 30 min 60 min

Metrics MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE

HA
LSVR

7.71
2.44

22.09%
5.72%

11.36
4.60

7.71
3.45

22.09%
8.56%

11.36
6.69

7.71
4.88

22.09%
12.98%

11.36
9.22

FNN
LSTM-NN
STGCN

3.45
2.47
2.26

9.01%
5.99%
5.54%

5.74
4.51
4.06

4.51
3.59
3.09

12.33%
9.40%
7.96%

7.44
6.53
5.58

6.18
5.19
3.87

17.61%
14.6%
10.34%

9.63
8.89
6.81

STGNNF 2.19 5.35% 4.02 2.92 7.50% 5.44 3.65 9.62% 6.68

It is obvious that HA achieves the worst performance. HA generates the same results
for all the three prediction timewindows in each dataset, because it uses a fixed and long-
period observation window. This restricts HA from capturing the short-term dynamic
of the highly complex and nonlinear traffic flow. LSVR achieves approximately the
same results as some NN-based models do in less challenging datasets, such as PeMS-
BAY. It views the future prediction as the linear combination of the previous traffic flow
observations, so it works well in smooth datasets. However, when facing more complex
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traffic flow in METR-LA, the performance gap between LSVR and NN-based models
increases.

FNN does not generate promising prediction results as well. The fully connected
structure in FNN makes it overlook the relative position in the traffic flow time-series.
LSTM-NN, however, can better capture the sequential information with its unique recur-
rent structure. Compared to LSVR, LSTM-NN can achieve up to 29.54% improvement
in RMSE. Meanwhile, the advantage of LSTM-NN is more evident in long-term pre-
diction (e.g. 60 min) and more unstable datasets (e.g. METR-LA). These two situations
often represent a larger difference in the historical observation and future observation.

When incorporating spatial features, the STGCN and STGNNF models perform far
better than the other models without spatial correlation modeling. STGNNF generates
the best prediction in all tasks under all evaluation metrics. For example, in the 30-min
and 60-min prediction in METR-LA, STGNNF attains 8.97% and 7.33% improvement
in MAPE compared to STGCN. The improvement is also observed in MAE, with a
margin of 7.75% and 5.59% respectively. Similarly, STGNNF also achieves a 6.96%
improvement in forecasting error under the MAPE metric. The superiority difference
between STGNNF and other models is clearer in more challenging datasets.

Figure 3 shows the prediction results obtained by STGNNF and LSTM-NN when
encountering anomalous traffic flow historical observation input. A stronger robustness
of STGNNF can be observed in this figure.

(a) STGNNF generates a smooth curve.            (b) STGNNF captures complex traffic flow variation.
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Fig. 3. Forecasting results of LSTM-NN and STGNNF in a one-day duration (288 5-min
timesteps). The parts with missing blue lines represent anomalous data.

The prediction results of STGNNF are more stable than those generated by LSTM-
NN when receiving anomalous input. For example, in Fig. 3(a), the missing part should
be a stable fluctuation, but not a sharp drop. The predicted traffic flow obtained by
LSTM-NN is, however, an obvious decline, while STGNNF generates a smooth curve.
The advantage of considering spatial features can be further illustrated in Fig. 3(b).
Even though anomalous inputs last for almost 30 timesteps, STGNNF still captures the
complex variation of the traffic flow by utilizing the information gathered from nearby
sensors.
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4.4 Ablation Studies

STGNNF is a framework with multiple modules inside. Ablation studies can be there-
fore conducted to verify whether thesemodules work.Meanwhile, STGNNF is proposed
based on a local fusion hypothesis. To verify whether the local and global ST collabora-
tive learningworks, STGNNFwith different fusion sizes (Kl) should be also investigated.
Hence, we investigate five ablated variants of STGNNF:

• w/o RE: The relevance evaluation module is removed, and the model thus does not
learn the relevance of the local ST representations.

• w/o GCN: The GCN layers within local and global ST-fusion units are removed, and
the model could not utilize the spatial correlation of the traffic flow.

• w/Kl = 1 (complete fusion): The model fuses all the temporal features in a single
local ST-fusion unit.

• w/Kl = 2 (local fusion with different fusion size): The model fuses local temporal
features but with a larger local fusion range than the proposed one.

• w/Kl = 12 (no fusion): The local ST-fusion unit takes each timestep as its input, and
does not fuse any temporal features.

Tables 5, 6, and 7 show the experimental results of STGNNF and its five variants.
STGNNF with some components removed can also obtain better test results than those
obtained by the five baseline models in almost all datasets. This proves the framework
design of STGNNF is effective. However, without the relevance evaluation module and
the GCN layer, these two STGNNF variants cannot perform as well as the complete
STGNNF. STGNNF w/o GCN loses 0.5% to 4.0% prediction accuracy under MAE
metrics, while STGNNF w/o RE has an accuracy decline of 1.4% to 4.8%. The observa-
tions above indicate that bothmodules can improve the accuracy of traffic flowprediction
in STGNNF.

As for the experimental results of STGNNFwith differentKl, the STGNNFwith the
most local and global ST-fusion units (STGNNFw/Kl = 12) obtain the largest prediction
error among the four STGNNF variants, and its prediction accuracy is even worse than
the baseline models in certain tasks. This shows that an over-complex structure weakens
the expressiveness of the model. For the other extreme situation where all temporal
features are fused in a single local ST-fusion unit (STGNNF w/Kl = 1), the local fusion
works and improves the prediction performance, but is still inferior to the rest two
variants with appropriate local fusion. The proposed STGNNF and STGNNF w/Kl =
2 achieve similar test performance in all the three datasets, with STGNNF having a
slight advantage. This shows that our local fusion strategy is not parameter sensitive.
Considering that the parameter size increases with largerKl, and the training time is also
positively correlated with the parameter size in STGNNF, an appropriate local fusion
range Kl (2 and 4 in our example) that achieves shorter training time and effective local
and global ST cooperative learning, would be a cost-effective option in practice.
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Table 5. Experimental results of STGNNF and its ablated variants in METR-LA dataset.

Time 15 min 30 min 60 min

Metrics MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE

w/o RE
w/o GCN

2.90
2.79

7.59%
7.34%

5.21
5.13

3.33
3.28

9.29%
9.18%

6.11
6.09

3.79
3.88

11.15%
11.47%

7.00
7.09

w/Kl = 1
w/Kl = 2
w/Kl = 12

2.85
2.81
2.86

7.59%
7.37%
7.54%

5.27
5.17
5.32

3.34
3.25
3.38

9.47%
9.07%
9.51%

6.27
6.09
6.26

4.02
3.73
4.43

11.99%
10.90%
12.95%

7.37
6.89
7.78

STGNNF 2.76 7.27% 5.12 3.21 8.97% 6.02 3.69 10.76% 6.84

Table 6. Experimental results of STGNNF and its ablated variants in PeMS-BAY dataset.

Time 15 min 30 min 60 min

metrics MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE

w/o RE
w/o GCN

1.48
1.44

3.17%
3.08%

2.90
2.89

1.87
1.86

4.27%
4.21%

3.85
3.92

2.20
2.24

5.11%
5.36%

4.55
4.71

w/Kl = 1
w/Kl = 2
w/Kl = 12

1.47
1.42
1.50

3.15%
3.05%
3.20%

2.95
2.87
3.00

1.90
1.81
1.95

4.34%
4.07%
4.48%

3.97
3.79
4.01

2.32
2.15
2.41

5.60%
5.07%
5.74%

4.79
4.47
4.85

STGNNF 1.43 3.06% 2.87 1.80 4.05% 3.79 2.15 5.05% 4.51

Table 7. Experimental results of STGNNF and its ablated variants in PeMS-D7(M) dataset.

Time 15 min 30 min 60 min

metrics MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE

w/o RE
w/o GCN

2.22
2.20

5.47%
5.37%

4.02
4.05

2.98
2.96

7.68%
7.67%

5.44
5.53

3.77
3.72

10.07%
9.88%

6.75
6.77

w/Kl = 1
w/Kl = 2
w/Kl = 12

2.24
2.20
2.68

5.50%
5.38%
6.77%

4.09
4.04
4.57

3.04
2.95
3.43

7.88%
7.56%
8.57%

5.58
5.49
6.00

3.89
3.67
4.97

10.25%
9.55%
13.08%

6.90
6.62
8.24

STGNNF 2.19 5.35% 4.02 2.92 7.50% 5.44 3.65 9.62% 6.68

5 Conclusion

In this paper, we propose an ST sequence forecasting-oriented deep learning model
STGNNF for the TFF task, which is established on a motivation that the model can
learn more meaningful and robust ST representation locally and globally for TFF by
fusing a small range of adjacent temporal features of multi-source time-series data.
Based on this, the STGNNF realizes local and global ST representation learning with
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its unique three-part structure, which includes the local ST-fusion units, the relevance
evaluation module, and the global ST-fusion unit. To be more specific, all the local ST-
fusion units are shared-weight, which adopt GCN and GLU to extract local ST features.
The local ST representations are evaluated for their relevance to the prediction by a
Transformer encoder, and then mined by several recurrent-structured global ST-fusion
units. Experimental results demonstrate the effectiveness and robustness of the proposed
STGNNF framework. Besides, there aremany directions for futurework, which includes
applying STGNNF in other types of ST forecasting problem, implementing the local
ST-fusion units in a distributed way, and designing more efficient network structure for
the local and global ST-fusion units.
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Abstract. Falling into localminimum and slow convergence are the drawbacks of
traditional evolutionary algorithm in the process of function optimization. Com-
bined with Quantum mechanism and intelligent optimization algorithm organi-
cally, the quantum evolution method can be introduced into the differential evo-
lution algorithm in this paper. In this method, Probability amplitude of qubit can
represent the real coding of chromosome and the updating of the chromosome
position can be achieved by quantum mutation, quantum crossover and quan-
tum selection operation. The two probability amplitudes of qubit are exchanged
by quantum not-gate and the self-adaptive operator is introduced to improve the
diversity of the population, which can prevent the premature convergence of the
algorithm and improve the ability of the optimization algorithm to solve problems.
Taking the function extremumproblem as an example, the simulation results verify
the effectiveness of the algorithm through this method. Finally, quantum differ-
ential evolution algorithm is used to estimate the market microstructure model
and the asset allocation control problems caused by the model, So we can obtain
the optimal structure and the implied excess demand and market liquidity. And
furthermore we can use the estimated excess demand information rather than the
forecast price to guide asset investment. The results of empirical analysis in finan-
cial investment practice show the effectiveness of the proposed method, and it
achieves good results in the optimization of the model and obtain higher return on
asset investment.

Keywords: Self-adaptive quantum differential evolution algorithm · Market
microstructure model · Asset allocation

1 Introduction

In 1985, the first International Conference on genetic algorithm was held. In the past
30 years, the theoretical research on genetic algorithm was gradually deepening and its
application scope was becoming more and more extensive, including artificial intelli-
gence, neural network, operational research and so on. With the rapid improvement of
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computer computing performance, the ability to solve large-scale optimization problems
has also been improved. Optimization problems have been widely used in production
scheduling, engineering design management and other fields. But the complex numeri-
cal calculation problem requires a high level of mathematical modeling, which makes it
quite difficult to solve the problem of complex engineering optimization. Therefore, with
the progress of society, further research on the new optimization algorithm is needed.
It is an important research direction to integrate different algorithms to solve different
optimization problems. Each optimization algorithm has its advantages and disadvan-
tages. It is possible to integrate two or more algorithms with complementary advantages,
which may be more beneficial to solve the optimization problem better.

In 1996, Narayanan [1] and some other scholar first proposed quantum derived
genetic algorithm,which improves the search efficiency of genetic algorithmby using the
concept of quantum’s multi-universe, and successfully solves TSP problem. It improves
the efficiency of the algorithm by doing parallel search through multiple populations
and the cross and rich diversity of the population.

In 2000, Han [2, 3] first introduced quantum coding and quantum gate into evolu-
tionary algorithm, and he achieved the population updating by using rotary gate. In 2002,
the algorithm was further developed. Population migration mechanism was introduced,
which improved the ability of evolutionary algorithm to keep population diversity, and
had fast convergence speed and global convergence ability. In 2009, Nodehi [4, 5] pro-
posed a quantum evolutionary algorithm which uses function to dynamically change
population size to keep population diversity. This algorithm avoids premature algorithm
and accelerates convergence of algorithm.

In 2009, Gao Ying hui et al. [6, 7] took quantile as polar coordinate form and
proposed a quantum genetic algorithm by using polar angle coding chromosome. By
making use of the angle coding transformed quantum chromosome from complex pair to
real number form, this algorithm simplified population updating operation and improved
the efficiency of algorithm.

In addition, the fusion with differential evolution algorithm and the fusion of mem-
brane computing are all aimed at avoiding premature convergence and improving conver-
gence speed by using the global search performance of other evolutionary algorithms to
jump out of local optimal solution. In 2014, Zhang Rui et al. [8] proposed a new quantum
evolution algorithm, four-chain quantum-inspired evolutionary algorithm (FCQIEA),
which is based on the study of the four gene chain coding method. In FCQIEA, chromo-
some is composed of four gene chains, which effectively expands searching space and
improves the evolution rate. The optimization analysis of different parameters, including
rotation angle and mutation probability, is also carried out.

2 A Self-adaptive Quantum Differential Evolution Algorithm

Considering the integration of quantum mechanism and differential evolution mecha-
nism, the self-adaptive quantum differential evolution method proposed in this paper
introduces quantum computing into differential evolution algorithm. In this method,
Probability amplitude of quantum bits is used into real chromosome’s coding, and the
chromosome position is updated by quantummutation, quantum crossover and quantum
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selection, The quantum not-gate is used to exchange the two probability amplitudes of
qubits, and the self-adaptive operator is introduced to improve the diversity of the popu-
lation, which can prevent the premature and convergence of the algorithm and improve
the optimization algorithm’s ability to solve problems.

2.1 Classical Quantum Genetic Algorithm

In the classical quantum genetic algorithm, the chromosome is represented by a qubit, a
qubit is composed of [α, β]T , α and β represent the probability amplitude of state |0〉 and
|1〉, which satisfies the normalization condition |α|2+ |β|2= 1. A quantum chromosome
can represent the superposition state of any solution in the solution space. The details
are as follows [12]: [

α1 · · ·αn

β1 · · · βn

]
(1)

Quantum genetic algorithm evolves according to quantum gate, which makes quan-
tum population tend to the optimal solution. The commonly used quantum gates are
revolving gate, XOR gate and Hadamard gate. The most widely used quantum revolving
gate is the following quantum gate [12].[

α′
i

β ′
i

]
=

[
cos θi − sinθi
sinθi cos θi

]
·
[

αi

βi

]
(2)

Among them, [αi, βi]T is the i-th qubit;
[
α′
i, β

′
i

]T is the qubit after rotation; θ is
the rotation angle, and its size is determined by the setting adjustment strategy. The
revolving door can realize the transition between the States, which has high parallelism
and can ensure the convergence of the algorithm.

2.2 Differential Evolution Algorithm

Differential evolution algorithm is a kind of population-based heuristic global search
algorithm proposed by Storn and Price [13]. Because of its simple principle, less con-
trolled parameters and strong robustness, it has been widely used in function optimiza-
tion, data filtering, neural network learning and multi-objective optimization. Like other
evolutionary algorithms, differential evolution also operates on the population of can-
didate solutions [14, 15]. Firstly, the population is initialized randomly in the solution
space of the problem. X= (X1, X2,…, XN), N represents the population scale, and then
the current population is mutated and crossed to produce an intermediate population,
and the original population and the intermediate population are selected one-to-one by
the selection operation based on greedy thought to produce a new generation of popula-
tion. Although there are many different forms of differential evolution algorithm [16],
most mathematicians choose DE/RAND/1/bin. The concrete operations of mutation,
crossover and selection are following:
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Mutation operation operation: randomly select one individual from the population
as the base vector and the other two different individuals as the difference vector. The
generation method is as follows:

vg+1
i = xgr1 + F(xgr2 − xgr3) (3)

Among them, r1, r2, r3 ∈ {1, 2, …, N}, and r1 �= r2 �= r3, N is the population scale.
F ∈ [0,2], g is the current population. g + 1 is the next generation population.

Crossover operation: a new individual is generated by mixing the mutant individual
with the predetermined parent individual according to certain rules.

ug+1
i,j =

{
vg+1
i,j , if (randj ≤ Cr or j = jrand )

xgi,j, otherwise
(4)

Among them, j ∈ {1,2,…,D}, D is the dimension of the problem, randj is one of
the random number between [0,1], jrand is one of the random integer selected from
{1,2,…,D}, Cr is a cross factor, generally a random number between [0,1].

Selection operation: the selection operation adopts one-to-one greedy selection, and
its principle of selection is that individuals with better adaptability would enter the next
generation. The formula is as follows:

xg+1
i,j =

{
ug+1
i , if f (ug+1

i ) ≤ f (xgi )

xgi,j, otherwise
(5)

Among them, f(x) is the fitness function.
Through the above differential evolution’s mutation, cross and selecting operation,

the population will evolve to the next generation, and the final population will reach the
optimal through repeated circular evolution.

2.3 Self-adaptive Quantum Differential Evolution Algorithm

Self-Adaptive Quantum Differential Evolution Algorithm (SAQDEA) is a search opti-
mization algorithm combining quantum computing theory and differential evolution
algorithm. In SAQDEA, the chromosome is composed of qubits, the qubits are encoded
by the real numbers, the updating operation of quantum chromatin is realized by quan-
tum revolving gate, and the chromosome is mutated by quantum not-gate, so that it can
achieve the optimization of the goal Solution.

The composition and coding of quantum chromosome, quantum chromosome is
composed of qubits which meet the requirements of normalizing condition. A qubit
consists of a pair of corresponding states |0> and the probability amplitudes of |1> that
are defined in a unit space, defining: |ϕ> = α |0> + β |1 > among them, α and β are a
pair of complex numbers, called the probability amplitude of the qubit’s corresponding
state. |α|2 is the probability of quantum state collapsing to |0>, |β|2 is the probability of
quantum state collapsing to |1>, and satisfies the normalization condition, |α|2 + |β|2
= 1.Therefore, qubit can also be described as [cos(θ), sin(θ)]T .
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In quantum difference evolution algorithm, the real number code is used for quantum
chromosomes, and the coding method is as follows:

Qi,j =
[∣∣∣∣∣ cos(θi,1)sin(θi,1)

∣∣∣∣∣ cos(θi,2)sin(θi,2)

∣∣∣∣∣ ∧
∧

∣∣∣∣∣ cos(θi,D)

sin(θi,D)

∣∣∣∣∣
]

(6)

Among them, θ = 2πrand , rand ∈ [0,1], i ∈ {1, 2, …, N}, j ∈ {1, 2, …, D}, D is
the problem’s dimension and N represents the population scale.

In the solution space transformation method of optimization problem and quantum
differential evolution algorithm, the ergodic space of quantum is unit space I = [−1,1]
in order to analyze the performance of quantum chromosome, it is necessary to map the
variable of quantum chromosome from unit space to the solution space of optimization
problem. Each quantum chromosome variable corresponds to an optimization variable
of the optimization problem. Let’s define the domain of the solution space variable Xi,j

of the optimization problem as [aj, bj] and the qubit code as
[
cos(θi,j), sin(θi,j)

]T . Then
the corresponding solution space variables are:

[
X 0
i,j

X 1
i,j

]
=

⎡
⎢⎣

bj − aj
2

0

0
bj − aj

2

⎤
⎥⎦

[
cos(θi,j)

sin(θi,j)

]
+

⎡
⎢⎣

bj + aj
2

bj + aj
2

⎤
⎥⎦ (7)

By simplifying the above formula, we can get the following results[
X 0
i,j

X 1
i,j

]
= 1

2

[
1 + cos(θi,j)1− cos(θi,j)

1 + sin(θi,j)1− sin(θi,j)

][
bj
aj

]
(8)

Among them, the quantum chromosome represented by cosine probability ampli-
tude corresponds to X0

i,j, and the quantum chromosome represented by sine probability

amplitude corresponds to X1
i,j.

When the quantum state is updating, the rotation angle of the quantum position is
also adjusted, and the formula is as follows:

�θ
g
ij = θmin + fit(θmax − θmin)randj exp(

gen

max gen
) (9)

fit = fitgBest − fiti
fitgBest

(10)

Among them, θmin is theminimumvalue 0.001π of�θ interval, θmax is themaximum
value 0.05 π of �θ interval, fitgBest is the adaptability of the whole optimal individual
searched, fiti shows adaptability of the present individual, randij is the random number
between [0,1]; gen is the current iteration times of population, and maxgen represents
max iteration times of the limited population.

Quantum mutation’s operation: corresponding to the standard differential evolution
algorithm, a quantum’s chromosome is chosen at random from quantum’s population
thorugh this method. It takes the quantum bit phase as a basis vector and quantum bit
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phase of the other two different quantum chromosomes as the difference vector. The
generation method is as follows:

vg+1
i,j = θ

g
r1,j + F · rand · (θ

g
r2,j − θ

g
r3,j) (11)

Among them, r1, r2, r3 ∈ {1,2…, N}, and r1 �= r2 �= r3, F ∈ [0,1] is a contraction
factor, rand represents a random number between interval [0,1], g represents the current
population, and g + 1 represents the next generation population.

In the basic differential evolution algorithm, the mutation operator often adopts
constant, which is difficult to determine accurately. If the mutation rate is too large, the
global optimal solution is low. If the mutation rate is small, the population diversity will
decrease, and the phenomenon of “early maturity” is easy to appear. In this paper, a self-
adaptive mutation operator is introduced. In this way, the mutation operator is 2F0 at the
beginning, and the diversity can be maintained at the initial stage to prevent premature
maturity. With the progress, the mutation operator decreases and finally changes to F0
to avoid the destruction of the optimal solution. The calculation method is as follows:

ϕ = e1−
Gm

Gm+1−G ,F = F0 × 2ϕ (12)

Among them, Gm is the maximum algebra, G is the current algebra, and e is the
natural constant. In this way, the population can have better diversity in the early stage
of evolution, and it is benificial to local fine search in the later stage of evolution, which
can bring better results.

Quantum crossover operation: producing a new individual by combined the quantum
mutation individual and the predetermined parent individual according to certain rules.

ug+1
i,j =

{
vg+1
i,j , if (randj ≤ cr or j = jrand)

xgi,j, otherwise
(13)

Among them, j ∈ {1,2…, D}, D is the dimension of the problem, randj is a random
number between [0,1], jrand is {1,2…, D}. Cr is a quantum crossover factor and is
generally a random number in the interval [0, 1]. In this paper, a crossover operator of
random range is designed as follows:

Cr = 0.5 × [1 + rand(0, 1)] (14)

In this way, the mean value of the crossover operator is 0.75, which can better
maintain the diversity of the population.

Quantum selection operation: selection operation adopts one-to-one greedy selec-
tion. The principle of selection is that individuals with better fitness enter the next
generation. It can be expressed as follows:

θ
g+1
i,j =

⎧⎨
⎩
ug+1
i,j , if f(ug+1

i,j ) ≤ f(θgi,j)

θ
gt
i,j, otherwise

(15)

θ
gt
i,j = θ

g
i,j + �θ

g
ij (16)
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Among them, f is the fitness function, the two new bits after the updating are:

Qg+1
i,j =

[∣∣∣∣∣
cos(θg+1

i,1 )

sin(θg+1
i,1 )

∣∣∣∣∣
cos(θg+1

i,2 )

sin(θg+1
i,2 )

∣∣∣∣∣ ∧
∧

∣∣∣∣∣
cos(θg+1

i,D )

sin(θg+1
i,D )

∣∣∣∣∣
]

(17)

It can be seen that by rotating the quantum phase angle, the position of two quantum
chromosomes can bemoved at the same time, which can speed up the convergence speed
of the algorithm.

Mutation processing of quantum not-gate: make the mutation probability be Pm, if
rand < Pm, randomly select several qubits in the quantum chromosome, and use the
quantum not-gate to mutate the qubits, and the optimal position of its memory remains
unchanged. [

01

10

][
cos(θij)

sin(θij)

]
=

[
sin(θij)

cos(θij)

]
=

[
cos(π/2 − θij)

sin(π/2 − θij)

]
(18)

2.4 Algorithm Steps

In aword, the implementation steps of the Self-AdaptiveQuantumDifferential Evolution
Algorithm proposed in this paper are as follows:

Step 1. Population initialization: the initial populationQ composed of N quantum chro-
mosomes is generated according to formula (6); Take the mutation probability
as PM and contraction factor as F.

Step 2. Solution space transformation and fitness calculation: according to formula (8),
every quantum’s chromosome Q is corresponding to a solution X in optimiza-
tion problem, the fitness degree f (x) of each solution is calculated, and the
global optimal solution is updated according to the greedy principle.

Step 3. Quantum differential operation: For every quantum’s chromosome in popula-
tion, the rotating angle of its position is calculated in the light of (9) and (10),
the quantum mutation operation is performed according to (11) and (12), the
quantum crossover operation is performed according to (13) and (14), and the
quantum selection operation is performed according to (15) and (16).

Step 4. Each quantum chromosome is mutated by quantum not gate according to
formula (18).

Step 5. Compare the calculation results: if the convergence condition is satisfied, the
output result will end the program; if no, step 2 will be returned.

In the parameter optimization test of some common complex functions, good test
results are obtained.

3 The Application of This Algorithm in Market Microstructure
Model

Financial markets generally show some characteristics such as strong stochastic, non-
linear, jump, especially random fluctuations and so on. The time - varying fluctuation of
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financial time series can be expressed in two ways. One is to use a GARCH model with
conditional heteroscedasticity. The other is to use the stochastic volatilitymodel [21–23].
It will be discussed that we will use the algorithm in this paper to estimate the state and
parameters of a kind of market microstructure model in the stochastic volatility model,
and then apply the model into the investment decisions.The discrete-time microstructure
model proposed by Peng Hui [24, 25] can be described as follows:⎧⎨

⎩
Pk = Pk−1 + λk−1φk−1 + γ3λk−1ξ1,k

φk = α1 + β1φk−1 + γ1ξ2,k

log λ2k = α2 + β2 log λ2k−1 + γ2ξ3,k

(19)

Among them, Pk , λk, φk represent the asset price, market liquidity respectively and
excess demand at time K. ξ1,k ∼ N (0, 1), ξ2,k ∼ N (0, 1), ξ3,k ∼ N(0, 1) represent
the processes of independent white noise; α1, β1, α2, β2, γ1, γ2 and γ3 are constant
parameters. In the model (1), φk is defined as φk = φ+

k − φ−
k , among them, φ+

k is
immediate demand and φ−

k is immediate supply. φk > 0 implies that the market is
undervalued, which will make the price up; φk < 0 implies that the market is overvalued,
which will bring the price down.

To evaluate the model by using Kalman Filtering and Maximum Likelihood Esti-
mation, we should establish a state-space equation with observed variables. In model
(19), the state-space equation can be easily obtained, regarding Pk and log(Pk −Pk−1)

2

as observational variable quantity, and Discrete-time microstructure state space can be
written as [25]:

(20)

3.1 Model Parameter Estimation Based on the Self-adaptive Quantum
Differential Evolution Algorithm

Kalman Filtering and Maximum Likelihood Estimation aim to estimate all the constant
parameters from the model (20) and to use the observations in the model (20) to eval-
uate the state Xk|k−1 = E(Xk |Yk−1, · · · ,Y1), This is a non-linear filter problem, and
Kalman Filtering and Maximum Likelihood Estimation Approach are ulitized to solve
this problem [26]. Through minimizing the log likelihood equation, parameter θ* are
given by [23]:

(21)

For the optimizationofEq. (21), if the traditional gradient-basedoptimizationmethod
is used, it is easy to fall into the local optimal solution, so it may not get a good result.
Therefore, we propose a searchmethodwhich take the self-adaptive quantumdifferential
evolution algorithm as a baseline to minimize the logarithmic likelihood function (21).
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3.2 Application of Optimal Dynamic Investment

The daily closing price time series of Changjiang Industrial Stock in Hong Kong Stock
(CJSY) Exchange from 2001-02-05 to 2004-12-03 is selected as the observation data
for empirical analysis. Parameters and initial conditions of estimation in CJYS’s time
series in model (20) are as follows:

α1 = −4.9513e−05, β1 = 0.0492, α2 = −0.0689,

β2 = −0.0610, γ1 = 0.0560, γ2 = 0.0979,

γ3 = 1.3527, δ = 0.1402, ε1 = 0.0070, ε2 = 1.0076

X0|0 =
⎛
⎝ 462.35

−0.6995
−0.1470

⎞
⎠, S0 =

⎛
⎜⎝ 1.50 0 0

0 1.54 0
0 0 0.03

⎞
⎟⎠ × 10−4.

Using the estimated excess demand information and asset allocation strategy
obtained above, the dynamic asset allocation control of Changjiang Industrial Stock
time series is carried out. Figure 1 present a dynamic changing process of the whole
assets of the test data in Changjiang Industrial Stock with the control of asset allocation
strategy. The blue curve is the changing process in total assets without asset allocation
controlling strategy (fixed to 100 shares), and the black curve is the changing process of
the whole assets with the controlling of asset allocation strategy under the Nelder-Mead

Fig. 1. Asset allocation control results of CJSY testing data
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optimization method [24], The red curve is the change process of total assets with the
control of asset allocation strategy optimized by SAQDEA method in this paper.

You can see that the optimization dynamic investment application of market
microstructure asset estimated by self-adaptive quantum evolution algorithm Quan-
tum differential evolution algorithm can obtain higher total assets than the total assets
obtained under the original Nelder-Mead method [24] and without control.

4 Conclusion

Combined with quantum mechanism and evolutionary algorithm, this paper puts for-
ward a self-adaptive real-coded quantum evolutionary algorithm. It introduced the self-
adaptive mutation operator and crossover random operator under the framework of two
strategies of quantum and differential evolution, so that in the early stages of evolution
it can make the population have a better diversity, and in the later stages of the evolution
it is advantageous to the local fine search. The algorithm it makes the algorithm search
the optimal solution quickly and carefully in the solution space. The comparative anal-
ysis of the numerical optimization of the test function proves its effectiveness. In the
microstructuremodel proposed by Iino,Ozaki, PengHui et al., the self-adaptive quantum
differential evolution algorithm discussed in this passage is used to optimize the discrete
time microstructure model, and the process of excess demand and market liquidity is
estimated based on Kanlman Filter. It takes the information of excessive demand as the
determinant of whether the market is undervalued or overvalued, the optimal dynamic
asset allocation is made on the basis of the excessive demand. The threshold parameters
in asset allocation strategy are also estimated by the self-adaptive quantum differential
evolution algorithm. The investment application proves the effectiveness of themodeling
and optimization method.

References

1. Narayanan, A., Moore, M.: Quantum-inspired genetic algorithm. In: Proceedings of IEEE
International Conference on Evolutionary Computation, pp. 61–66. IEEE Press, Piscataway,
NJ (1996)

2. Han, K.H., Jong, H.K.: Quantum-inspired evolutionary algorithm for a class of combination
optimization. IEEE Trans. Evol. Comput. 6(6), 580–593 (2002)

3. Alba, E., Dorronsoro, B.: The exploration/exploitation tradeoff in dynamic cellular genetic
algorithms. IEEE Trans. Evol. Comput. 9(2), 126–142 (2005)

4. Mikki, S.M., Kishk, A.A.: Quantum particle swarm optimization for electromagnetics. IEEE
Trans. Antennas Propag. 54(10), 2764–2775 (2006)

5. Nodehi, S., Tayarani, M., Mahmoudi, F.: A novel functional sized population quantum evo-
lutionary algorithm for fractal image compression. In: 14th International CSI Computer
Conference. CSICC 2009, pp. 564–569. Tehran (2009)

6. Gao, Y.-H., Shen, Z.-K.: An angle-coding chromosome quantum genetic algorithm. Comput.
Eng. Sci. 31(3) (2009)

7. Cai, Y., Zhang, M., Cai, H.: A hybrid chaotic quantum evolutionary algorithm. 2010 IEEE
International Conference on Intelligent Computing and Intelligent Systems (ICIS), PP. 771–
776. Xiamen (2010)



396 Y. Sun and H. Peng

8. Zhang, R., Wang, Z., Zhang, H.: Quantum-inspired evolutionary algorithm for continuous
space optimization based on multiple chains encoding method of quantum bits. Math. Probl.
Eng. 9 (2014)

9. Yu, Z., Zhang, Z., Fang, W., Liu, W.: A variable-angle-distance quantum evolutionary algo-
rithm for 2DHPmodel. In: 4th International Conference. ICCCS 2018, pp. 323–333. Haikou,
China (2018)

10. Jing, J.J., Guan, S., Mu, X.: Dynamic AssignmentModel of Terminal Distribution Task Based
on Improved Quantum Evolution Algorithm. Big Data Analytics for Cyber-Physical System
in Smart City, pp. 359–367 (2019)

11. Tayarani-Najaran, M.-H.: Novel operators for quantum evolutionary algorithm in solving
timetabling problem. Evol. Intell. 560–578 (2020)

12. Moore, M.P., Narayanan, A.: Quantum-inspired computing. Department of Computer
Science, University of Exeter, Exter EX44PT, UK (1995)

13. Storn, R., Price, K.: Differential evolution-asimple and efficient heuristic for global optimiza-
tion over continuous spaces. J. Global Optim. 11(4), 341–359 (1997)

14. Abbass, H.A.: The self-adaptive Pareto differential evolution. In: Proceedings of the 2002
Congress on Evolutionary Computation (CEC2002), vol. 1, pp. 831–836. IEEE Service
Center, New York (2002)

15. Qin, A.K., Huang, V.L., Suganthan, P.N.: Differential evolution algorithm with strategy
adaptation for global numerical optimization. IEEE Trans. Evol. Comput. 13 (2009)

16. Babu, B.V., Jehan, M.M.L.: Differential evolution for multi-objective optimization. In: Pro-
ceedings of the 2003 Congress on Evolutionary Computation, pp. 2696–2703. IEEE Press,
Canberra (2003)

17. Dorigo, M., Maniezzo, V., Colorni, A.: Ant system: optimization by a colony of cooperating
agents. IEEE Trans Syst. Man Cybern. Part B 26(1), 29–41 (1996)

18. Dong, W.: Research and application based on differential evolution algorithm. Sci. Technol.
Eng. 9(22), 6673–6676 (2009)

19. Yang, L.H.: Genetic algorithm based on function optimization. Software Guide 8(2), 44–46
(2009)

20. Fei, Z.Z.: Novel improved quantum genetic algorithm. Comput. Eng. 36(6), 181–183 (2010).
21. Bouchaud, J.P., Cont, R.: A Langevin approach to stock market fluctuations and crashes. Eur.

Phys. J. B-Condensed Matter Complex Syst. 6(4), 543–550 (1998)
22. Iino, M., Ozaki, T.: A nonlinear model for financial dynamics. In: Proceeding of the Inter-

national Symposium on Frontiers of Time Series Modeling, pp. 334–335. The Institute of
Statistical Mathematics, Tokyo Japan (2000)

23. Peng, H., Ozaki, T., Haggan-Ozaki, V.: Modeling and asset allocation for financial markets
based on a discrete time microstructure model. Euro. Phys. J. B-Condensed Matter Complex
Syst. 31(2), 285–293 (2003)

24. Peng, H., Tamura, Y., Gui, W., Ozaki, T.: Modeling and asset allocation for financial markets
based on a stochastic volatility microstructure model. Int. J. Syst. Sci. 36(6), 315–327 (2005)

25. Peng, H., Kitagawa, G., Tamura, Y., et al.: Detection of low-frequency large-amplitude jump
in financial time series. In: Proceeding of the 46th IEEE Conference on Decision and Control,
pp. 4944–4949. New Orleans, LA, USA (2007)

26. Haykin, S.:KalmanFiltering andNeuralNetworks.Adaptive andLearning Systems for Signal
Processing, Communications and Control. Wiley, New York (2001)



Domain-Specific Collaborative
Applications



A Novel Method of Multi-sensor
Information Fusion Based

on Comprehensive Conflict Measurement

Kaiyi Zhao1, Li Li2, Zeqiu Chen1, Ruizhi Sun1(B), and Gang Yuan1(B)

1 College of Information and Electrical Engineering, China Agricultural University,
Beijing 100083, China

{zhaokaiyi1204,chenzq,sunruizhi,yuangang}@cau.edu.cn
2 Computer School, Beijing Information Science and Technology University,

Beijing 100101, China
lili 2018@cau.edu.cn

Abstract. The Internet of things expands the ability of human beings to
perceive the surrounding environment, bringing a great challenge to the
multi-sensor data processing. Evidence theory, one of the most effective
processing technologies, is commonly employed in the multi-sensor infor-
mation fusion. However, many counter-intuitive results of multi-sensor
data fusion may be obtained when fused evidence is highly conflicting.
In this study, a new comprehensive method for calculating the entropy of
each evidence is proposed, with the goal of improving information volume
measurement. In addition, a conflict measure method of multi-sensor evi-
dence is introduced, which can calculate the weighted average evidence,
by synthesizing vector space and evidence distribution. Finally, the pre-
processed body of evidences have been merged based on the evidence
theory. The proposed multi-sensor fusion approach based on compre-
hensive conflict measurement produces a more credible fusion outcome
compared to other approaches, according to experimental results.

Keywords: Evidence theory · Conflict · Entropy · Vector space

1 Introduction

It is widely accepted in the Internet of Things age that multi-sensor informa-
tion fusion can provide a more precise and dependable target state than a single
sensor. The sensing terminals of the multi-sensor system contains different types
of sensors and the same type of sensors with different observation angles. Due
to the fact that the sensing system can describe precise state, consistent esti-
mation and complete real-time evaluation of the observation object, by fusing
the redundant and complementary information obtained from multiple sensors,
the use of multi-sensor information fusion technology is gaining popularity in
a variety of sectors, including military, robotics, navigation, medical diagnosis,
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and environmental monitoring, etc. However, there is still an issue, i.e., how to
deal with data that is in conflict, resulting in counter-intuitive fusion results.

Nowadays, a variety of strategies have been suggested to solve the issue
such as probability theory, possibility theory, evidence theory, fuzzy set, rough
set, Bayesian reasoning. As one of the effective fusion theories, evidence theory,
whose full name is Dempster-Shafer evidence theory, has already been improved
and applied in many scenarios. Aiming at the shortcomings of evidence the-
ory, there are two main improvement ideas to avoid generating counter-intuitive
results when highly conflicting evidences are fused. The first way is to mod-
ify the evidence’s combination rule, such as model of transferable belief [6],
Bayesian approximation [8] and Dubois’s combination rule [1]. Another way
is to preprocess the evidence, such as Deng’s weighted average method [10],
Zhang’s cosine theorem-based method [12], Yuan’s entropy-based approach [11],
the belief divergence-based approach of Xiao [9] and Zhao’s improved evidence
fusion algorithm [13,14]. Although the methods based on modifying combination
rules have good performance, especially for some specific conflict scenarios, they
are difficult to deal with the conflict caused by raw data. Therefore, the latter is
a more effective improvement strategy. Although these methods have achieved
good performance in avoiding the impact of conflict evidence and obtaining cred-
ible fusion result, there are still some things that could be done better.

A novel multi-sensor fusion strategy based on thorough conflict measure-
ment is proposed in this research. First, a comprehensive method is developed
to determine the information volume in a piece of evidence to satisfy different
discernment frameworks of evidence theory. Then, considering multiple factors
of evidence weight, including the information volume, the distribution of evi-
dence and the angle of evidence in vector space, we propose a comprehensive
evidence weight measurement. Finally, based on the comprehensive weighting,
the weighted average evidence will be obtained, and the fusion result will be
obtained by using DS theory. To put the proposed method to the test, a multi-
sensor information fusion example of fault diagnosis is employed in the compar-
ative experiment, and the results of the fusion are compared to those of other
methods. What’s more, the conclusion is proved that the proposed approach can
produce more trustworthy fusion results.

The remainder of this article is structured as follows. Section 2 begins with
some preliminaries on evidence theory. Section 3 describes in detail the proposed
method. Section 4 is dedicated to validating the proposed method and discussing
the comparative experimental results. Section 5 summarizes the paper’s conclu-
sion and future work.

2 Preliminaries

Evidence theory, also known as Dempster-Shafer evidence theory, was developed
in the 1960s by mathematician A.P. Dempster, who applied upper and lower
limit probability to address a multi-valued mapping issue. The concept of belief
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function was then introduced by G. Shafer in order to establish a set of “evi-
dence” and “combination” to deal with the mathematical method of uncertainty
reasoning, namely DS evidence theory.

2.1 Discernment Framework

The discernment framework Ω is a set that isn’t empty, whose elements are
mutually exclusive and form a complete event set. Ω is defined as follows:

Ω = {e1, e2, e3, ..., en} (1)

Here, ei(i ∈ [1, n]) is the atomic event which may occur in the closed-world
hypothesis. n is the quantity of possible events. The power set 2Ω of the discern-
ment framework Ω has the following definition:

2Ω = {∅, {e1}, {e2}, ..., {en}, ..., {e1, e2, ...}, ..., Ω} (2)

Here, ∅ is an empty set, which means that all events will not happen, and 2n is
the number of subsets contained by the power set 2Ω .

2.2 Assignment of Basic Probabilities

Assignment of basic probabilities (BPA), also known as mass function, is widely
employed to represent uncertain information. Assignment of basic probabilities
m(A) is the mapping of power set 2Ω on interval [0,1]. Its definition is as follows:

m(y) : 2Ω → [0, 1] (3)

Here, m(y) is the value of mass function of subset y(y ⊆ 2Ω) and
∑

y⊆Ω m(y) =
1(m(∅) = 0). If m(y) > 0, y will be referred to as the focal element.

2.3 Dempster’s Combination Rule

Two distinct mass functions, ma and mb, can be fused by using Dempster’s
fusion rule. The definition of fusion rule has the following definition:

m(z) = (ma ⊕ mb)(z) =
1

1 − K

∑

x∩y=z

ma(x)mb(y) (4)

Here, the normalization factor, denoted by K, is as follows defined:

K =
∑

x∩y=∅
ma(x)mb(y) (5)
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3 The New Method of Multi-sensor Information Fusion

In this section, a novel method of multi-sensor fusion based on comprehensive
conflict measurement will be introduced in detail. As shown in the flowchart of
Fig. 1, further explanation will be divided into three modules.

1) Section 3.1: Considering the complexity of the closed-world hypothesis in evi-
dence theory, a comprehensive information volume measure method is pro-
posed for different discernment framework.

2) Section 3.2: To develop a comprehensive weight of evidence, the distribution
of the body of evidence, the angle of evidences in vector space, and the infor-
mation volume of each evidence are combined.

3) Section 3.3: The weighted average evidence will be obtained based on the
weight of evidence, and then it will be merged to generate the fusion result
using Dempster’s fusion rule.

Fig. 1. Flow chart of the proposed multi-sensor information fusion approach

3.1 New Belief Entropy

Evidence theory is an uncertain reasoning strategy based on the closed-world
hypothesis. In its discernment framework, the uncertainty information includes
not only mass function, but also the framework of discernment’s cardinal number
and the hypothesis set of uncertainty. Therefore, we not only unify the form of
belief entropy calculation methods in literatures [3–5,7], and also define a new
belief entropy. The unified form of computing belief entropy is given below.

E(m) = −
∑

y⊆Ω

m(y)log2(
m(y)

2|y| − 1
ef(y,Ω)) (6)
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Here, e is the natural logarithm. f(y,Ω) is the uncertainty information mea-
surement function about y and Ω. In this work, the proposed comprehensive
measurement approach of uncertain data is as follows.

f(y) =
∑

x⊆Ω,x �=y

|y ∩ x|
|y ∪ x|(2|Ω| − 1)

(7)

Here, |y ∩ x| is the intersection’s cardinality of y and x. |y ∪ x| is the union’s
cardinality of y and x. |Ω| is the cardinality of discernment framework.

Fig. 2. Comparison of the proposed method to other unreliable measurements

Example: assuming that the discernment framework is complete and mutually
exclusive, expressed as Ω = {e1, e2, e3, ..., e15}, the basic probability assignment
of an evidence will be as follows:

⎧
⎪⎪⎨

⎪⎪⎩

m({e3, e4, e5}) = 0.05,
m({e6}) = 0.05,
m(A) = 0.8,
m(Ω) = 0.1

(8)

Here, A is a variable and A ⊆ 2Ω . The atomic events contained in A gradu-
ally increase from e1 to e15, such as A = {e1}, A = {e1, e2}, A = {e1, e2, e3} and
A = {e1, e2, e3, e4, ..., ei}, i ∈ [1, 15]. When A changes, the calculation results of
different evidence entropy are illustrated in Fig. 2. As shown in Fig. 2, the hori-
zontal axis represents the cardinal number of A, and the vertical axis represents
the corresponding entropy value. Based on the results of various evidence entropy
calculations in Fig. 2, as can be seen, the values of the evidence entropies by our
proposed algorithm will gradually increase with the increase of cardinality of A,
which indicates that the proposed algorithm outperforms other algorithms in
terms of evidence uncertainty.
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3.2 Generating Evidences Weight

In this section, the distribution distance of the body of these evidence, the infor-
mation volume of evidences and the angle between these evidences in the vector
space will constitute the joined weight of the evidences. Based on the distribu-
tion distance and vector angle of evidence, the pseudo-code of calculating the
weight factor of evidence is shown in Algorithm 1. In this input of Algorithm
1, similarity measure method d represents the method based on evidence distri-
bution distance. Its definition is shown in Eq. 9. Here, m1,2 is the distribution
distance measure among m1 and m2 [13].

Algorithm 1: Assess the evidence’s credibility.
Data: The body of evidence, mi; Similarity measure method, d or v
Result: Credibility of evidence, Crdd or Crdv

1 Initialize the evidence distribution measurement matrix, DMMn×n (n
denotes the number of evidence);

2 for i = 1 → n do
3 for j = 1 → n do
4 DMMi,j ← Measure the similarity of evidences based on

distribution measure, d (Eq. 9) or vector space measure, v (Eq. 11);
5 end
6 end
7 Initialize support vector, SUPn;
8 for i = 1 → n do
9 SUPi = n−1∑n

j=1,j �=i DMMi,j

10 end
11 Initialize credibility vector, Crdd or v

n ;
12 for i = 1 → n do
13 Crdd or v

i = SUPi∑n
k=1 SUPk

14 end
15 return Crdd or v

i

d1,2 =

√

[
∑

i m1(Ai)log

√
2m1(Ai)

2

m1(Ai)
2+m2(Ai)

2 ]2+[
∑

i m2(Ai)log

√
2m2(Ai)

2

m1(Ai)
2+m2(Ai)

2 ]2

2

(9)

Another similarity measure between evidences is based on vector space,
expressed as v. The main definitions are shown in Eq. 10 and Eq. 11. Equa-
tion 10 is used to transform the basic probability assignment function m into
a vector mv, where e represents the atomic hypothesis and A is a subset of
2Ω . In short, this transformation is to evenly distribute the probability of a set
of atomic hypotheses to each atomic hypothesis, so that the basic probability
assignment of evidences can be stated in vector form.

mv(e) =
∑

e∈A⊆Ω

m(A)
|A| (10)
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After the evidence m1 is transformed into vector form mv1 , the similarity
measure between evidences is based on the inner product of vectors. Its definition
is demonstrated in Eq. 11, where |mv1 | and |mv2 | represent the norm of vector
mv1 and mv2 respectively.

v1,2 = 1 − mv1 ·mv2
|mv1 ||mv2 | (11)

Based on the above two similarity measures, Algorithm 1 can output the
credibility of evidence Crdd and Crdv, which are also the input of Algorithm
2. The pseudo-code of the evidence weight generation method is demonstrated
in Algorithm 2. First, the developed belief entropy will be applied to determine
each piece of evidence’s information volume. Then, the normalized information
volume is joined with the credibility Crdd and Crdv to form a comprehensive
measure of evidence uncertainty. After normalization, each piece of evidence’s
weight is calculated.

Algorithm 2: Generate evidence weight

Data: The body of evidence, mi; Credibility of evidence, Crdd and Crdv

Result: Weight of evidence, W
1 Initialize information volume of evidence, IVn;
2 for i = 1 → n do
3 IVi = eE(mi) //Determine the evidence’s information volume by using

Eq. 6 and Eq. 7;
4 end
5 Initialize evidence weight vector, Wn;
6 for i = 1 → n do
7 Wi = Crdd

i × Crdv
i × IVi∑n

k=1 IVk
//Crdd

i and Crdv
i are obtained from

Algorithm 1;
8 end
9 Wi = Wi∑n

k=1 Wk
;

10 return W

3.3 Evidences Fusion

Based on the weight of evidence, the weighted average evidence is obtained
after preprocessing the body of evidence. Using Dempster’s fusion rule, the final
combination result is calculated by combining this processed evidences. The
pseudo-code of this process is demonstrated in Algorithm 3 .

Algorithm 3: Fusing the body of evidence
Data: The body of evidence, mi; Weight of evidence, W
Result: Fusion result, mfusion

1 Initialize weighted average evidence, WAE;
2 WAE =

∑n
i=1 Wi × mi, i ∈ [1, n] ;

3 mfusion ← Combine WAE by Dempster with (n − 1) times. ;
4 return mfusion
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4 Experiment and Analysis

4.1 Example for Fault Diagnosis

The empirical data of fault diagnosis is shown in Table 1. In the discernment
framework Ω = {E1, E2, E3}, {E1}, {E2}, {E2, E3} and {E1, E2, E3} are the
possible hypotheses. These evidences (m1,m2 and m3) comes from sensors
(S1, S2 and S3) respectively. Furthermore, two parameters (the sufficiency index
μ(m), the importance index ν(m)) involved in this application are shown in
Table 2. They will be joined to form the static reliability SR, which is defined as
SRi = μi × νi. The static reliability SR needs to be multiplied by the weight W
of evidence before normalization, and the normalized result is the final weight.

Table 1. BPAs of multi-sensor information fusion

BPA {E1} {E2} {E2, E3} {E1, E2, E3}
m1(•) 0.41 0.29 0.30 0.00

m2(•) 0.00 0.90 0.10 0.00

m3(•) 0.58 0.07 0.00 0.35

Table 2. The index of μ, ν

Parameter m1 m2 m3

μ 1.00 0.60 1.00

ν 1.00 0.34 1.00

Fig. 3. Comparison of BPAs produced
by various methods for all hypotheses

Fig. 4. Comparison of BPAs produced
by various methods for {E1}

4.2 Discussion and Analysis

The methods by Dempster, Fan et al. [2], Yuan et al. [11], Zhao et al. [13], and
Xiao [9], are also employed in the experiment. As shown in Table 3, the first row
is the set of possible faults, the other rows are the outcomes of various methods’
experiments, and the final column is the corresponding faults. In addition, we
have visualized the data of Table 3 in Fig. 3 and Fig. 4. The horizontal axis in
two figures represents a possible hypothesis, and the vertical axis represents the
BPA of different methods in the corresponding hypothesis. Following a thorough
and reasonable analysis, the following conclusions are reached:
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Table 3. Comparison of fusion results from various fault diagnosis methods

BPA {E1} {E2} {E2, E3} {E1, E2, E3} Fault

Dempster 0.4519 0.5048 0.0336 0.0096 E2

Fan et al. [2] 0.8119 0.1096 0.0526 0.0259 E1

Yuan et al. [11] 0.8948 0.0739 0.0241 0.0072 E1

Zhao et al. [13] 0.8968 0.0692 0.0257 0.0083 E1

Xiao [9] 0.8973 0.0688 0.0254 0.0080 E1

Proposed 0.9032 0.0622 0.0261 0.0085 E1

1) Using Dempster’s fusion rule to directly fuse evidence, the counter-intuitive
conclusion is generated, which means that the diagnosis is greatly affected by
the conflict evidence and leads to the wrong conclusion E2.

2) Except Dempster’s combination rule, other methods can avoid the occurrence
of abnormal results when conflict evidence exists. The correct fault E1 is
accurately diagnosed, and the credibility of the diagnosis result is increased.

3) The proposed method can diagnose the correct fault E1. What’s more, the
proposed method has higher credibility of the diagnosis result than other
methods with the credibility of 90.32%, more than 0.59% higher than others.

All in all, the proposed method for multi-sensor data fusion based on com-
prehensive conflict measurement performs better than alternative methods. This
method eliminates the flaw of Dempster’s fusion rule, and avoids the occurrence
of the counter-intuitive results when conflict evidence exists. It also can obtains
higher credibility than other methods.

5 Conclusion and Future Work

The following are the contributions of this paper: 1) an effective belief entropy
is proposed to improve the measurement of information volume. 2) Consider-
ing the distribution distance measure of evidence, the angle between evidences
in vector space and the improved information volume, a comprehensive con-
flict measurement method is proposed to generate evidence weight. 3) Based on
comprehensive evidence weight, a method for combining data from multiple sen-
sors is proposed. In the comparative experiments of multi-sensor fault diagnosis
application, the proposed method can not only diagnose the correct fault, but
also achieve higher credibility than other methods. As a result, we can see that
our proposed approach outperforms other algorithms.

Acknowledgments. This study was supported by National Development and Reform
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Abstract. The existing virtual experiment platform mainly uses virtual reality
technology or animation technology to assist students in experimental teaching,
but it lacks the standardized supervision of users’ experimental behaviors. To
address the above problems, this paper designs a prototype smart glove applica-
tion for middle school experimental scenarios and proposes a scene perception
algorithm based on the smart glove, so as to obtain the user’s experimental behav-
ior more accurately. Based on the perception of the experimental scene, this paper
also proposes a multimodal fusion of intelligent navigation interaction paradigm
to obtain the user’s experimental intention, thus allowing students to conduct
exploratory experiments on a virtual experimental platform with targeted guid-
ance and monitoring of user behavior. Experiments show that the smart glove
designed in this paper can sense the relative relationship between experimental
equipment and objects in the scene in real time. Based on the user’s experimental
behavior, the smart glove can also infer the operator’s experimental intent and
provide timely feedback and guidance on the user’s experimental behavior.

Keywords: Virtual experiment platform · Smart gloves · Scene perception ·
Intention inference

1 Introduction

Experimental teaching is an important part of secondary school teaching, but in practice
there are problems such as the existence of dangerous experimental supplies for oper-
ation and irregularities in experimental operations. With the development of Internet
technology, the virtual experiment platform has solved these problems. However, there
are still some defects in the existing virtual experiment platform. On the one hand, the
virtual experiment platform tends to use animation to present the experimental process.
On the other hand, most virtual experiment platforms lack the monitoring of users’
experimental behaviors.

In order to solve the above problems, this paper designs a smart glove that can be
used for experimental teaching in secondary schools and also has the ability of field
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perception. The smart glove can sense the information of objects in the experimental
scene and their corresponding position relationship in real time. Students can operate the
real experimental apparatus on the virtual experimental platform to conduct experiments.
Basedon thefield perception, this paper also presents an interactive example of intelligent
navigation, which can synthesize the information of speech, vision and sensors used to
infer the user’s experimental intention and provide feedback and guidance to the user.

2 Related Work

The development of information technology has provided a broad platform for virtual
labs. Experimental teaching through the use of virtual laboratories has the following
advantages: 1. Virtual laboratories can save the cost of experiments and allow students
to conduct more types of experiments for schools with insufficient experimental funds;
2. The use of virtual laboratories can better ensure the safety of students; 3. Traditional
laboratories require teachers to spend time on equipment setup and maintenance.

In recent years, with the continuous development of Internet technology, virtual lab-
oratories have become a research hotspot for scholars at home and abroad. Sotomayor-
Moriano J [1] enable students to conduct experiments in a real environment through a
Web browser, and can design and practice controls in an interactive virtual laboratory.
Khulood Aljuhani [2] have developed a virtual laboratory platform based on the Web.
Users can use the mouse to perform experiments in the virtual laboratory individually
and perform multiple experiments as needed. It can not only enhances the flexibility
of teaching technology, but also deepens students’ understanding of experimental phe-
nomena. Web-based platforms can only immerse students in the learning experience to a
limited extent. In order to improve immersion, Ioannis Doumanis [3] uses gamemechan-
ics and game design thinking to design a multi-mode immersive teaching environment.
Experiments show that the platform can better improve students’ academic performance
and subjective experience. Dongfeng Liu [4] also used computer simulation technology
to design a low-cost virtual laboratory. Compared with the above methods, this virtual
laboratory allows students to assemble instruments and use their own assembled instru-
ments to perform physical experiments, so it can help students understand the scientific
process better. Although the above virtual laboratory designmethods have achieved good
results, the attractiveness of the virtual learning environment is relatively weak due to
the operation of the mouse and keyboard.

In response to the problems of insufficient experimental funds and lack of experi-
mental equipment in somemiddle schools, Francisco Torres [5] built a virtual laboratory
on the Unity platform, allowing students to interact with experimental equipment on the
virtual platform and design experiments based on learning topics. Diana Bogusevschi
[6] uses virtual reality technology to teach water cycle experiments in order to save
experimental costs. Students can conduct experiments in accordance with the guidelines
of the program, which greatly enhances students’ interest in learning and deepens stu-
dents’ understanding of water cycle experiments. Augmented reality technology (AR)
can increase the user’s immersion, so many researches also focus on augmented reality
technology. For example, Joanne Yip [7] applied AR video to students’ learning pro-
cess to help students understand space-related knowledge. Mustafa Fidan [8] integrated
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AR technology into the teaching process of physics and invited 91 students to conduct
experiments. The experimental results show that with the assistance of AR technology,
students’ learning attitudes are more active and their academic performance is improved.

The above research schemes have proved that virtual experimental teaching is feasi-
ble in teaching work. It can not only enhance students’ interest in learning, help students
understand knowledge, but also make up for the shortcomings in traditional experimen-
tal teaching. Lowell M [9] has further confirmed this point by comparing traditional
teaching methods and virtual experimental teaching methods. They selected 50 students
to use traditional multimedia presentation methods and virtual assisted teaching meth-
ods using VR equipment for chemistry teaching, and tested two groups of users. The
final score shows that the performance of students who use virtual assisted teaching
is significantly higher than that of students who use traditional methods. Also using
two different teaching methods, Sarah Sullivan [10] asked students to conduct pulley
experiments. The results proved that using virtual experiments can be more beneficial
to deepen students’ understanding of scientific concepts.

Whether using aweb browser or using virtual reality technology, most studies tend to
use a single channel to interactwith users, and the process of human-computer interaction
is often accompanied by the collaborative work of multiple channels. For example,
Sidenmark [11] proposed in the study of the user’s gaze that the user’s gaze is often
accompanied by the coordinated operation of the eyes, head and body. Therefore, it is
very important to treat the line of sight as a coordinated operation of multiple modalities.
Using multiple channels as input in the human-computer interaction process not only
improves the efficiency of human-computer interaction, but also enables more flexible
and free communication. In the design of the car driving user interface, Jingun Jung
[12] combines touch and voice to solve the problem of low control efficiency caused by
only using voice for input in some aspects, and enhance the user experience.In the AR
environment, Ismail A W [13] allows users to interact with virtual objects in two ways:
voice commands and gestures, making user operations more natural. The advantages
of using multi-channel interaction are more prominent in robot application scenarios.
Deng Yongda [14] proposed the use of gestures and voice commands to control the robot
to make the interaction process more natural. It also integrates the data of gestures and
voice channels. TingHan [15] proved that the result of multi-channel fusion is better
than the result of using only a single channel.

In summary, although the virtual experiment platform has shown excellent results
in teaching results, there are still shortcomings. In actual experimental teaching, the
standardization of experimental procedures is also very important, which puts forward
new requirements for the virtual experimental platform, that is, the virtual experimental
platform should have the ability to perceive and understand the user’s experimental
scene.To this end, this paper designs a smart glove with the ability to perceive the scene,
which can perceive the object information and the corresponding position relationship
in the experimental scene in real time. On the basis of scene perception, this paper also
proposes an intelligent navigational interaction paradigm based on multi-modal fusion
to infer the user’s experimental intention, so as to give the user corresponding feedback
and guidance during the experiment. Finally, the user can complete the experimental
operation under the guidance of smart gloves.
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3 Scene Perception Algorithm Based on Smart Gloves

Scene perception technology allows smart gloves to understand the environment like
a human. When smart gloves perform scene perception, they can use the camera to
detect experimental objects and thus understand the experimental scene. In secondary
school experiment scenarios, when users operate experimental equipment with smart
gloves, they often cannot obtain a complete image containing the experimental object,
so it is difficult to identify and locate the experimental equipment. To address the above
problems, this paper proposes an algorithm for perceiving and locating experimental
objects in specific scenes based on smart gloves, so as to obtain information about the
experimental objects operated by users and their location relationships with other objects
in real time.

3.1 Smart Glove Structure Design

Fig. 1. Hardware structure design of the palm of smart glove

The hardware structure design of the smart glove is shown in Fig. 1. The structure
of the smart glove is divided into several parts: 1. We use the curvature sensor to obtain
the change of the user’s finger curvature; 2. The Mpu6050 sensor is small in size and
can directly obtain the three-axis acceleration, angular velocity, and angle of the user
during movement. Therefore, it is used to restore the posture of the user’s hand; 3. As
the functional module of the smart glove, the Raspberry Pi is mainly responsible for
processing various sensor data; 4. In the palm of the smart glove, we place a small RFID
tag to read and write The smart glove can obtain real-time information about the object
currently being operated by the user’s hand; The data transmission mode of the smart
glove designed in this paper adopts wireless transmission, so that users can conduct
experiments more conveniently.

3.2 Target Detection System Based on YOLOv3

In the process of experimenting, due to the limitation of experimental space and other
factors, smart gloves sometimes cannot capture the complete image of the experimental
article. Therefore, this article uses a combination of different colors to mark the experi-
mental article. Considering that the smart gloves designed in this article will ultimately
need to be applied to middle school experimental scenes, when performing target detec-
tion, the target detection algorithm is required to ensure high recognition rate while
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pursuing real-time performance. In order to achieve faster and better identification of
experimental objects, this article uses the YOLOv3 network [16] to detect objects in
the experimental scene. First, we use binocular cameras to collect experimental scene
data of experimental item tags from different perspectives and distances. In the pro-
cess of data collection, in order to ensure that smart gloves can realize real-time scene
perception in different experimental situations, we use LabelImg tool to label the col-
lected pictures, and send the labeling information as training samples to the YOLOv3
network model After training in YOLOv3, the experimental item detection model FC
based on YOLOv3 was finally obtained. Figure 2 shows the target detection process of
the YOLOv3 network.

Fig. 2. Schematic diagram of YOLOv3 target detection process

3.3 Smart Glove Movement Track Acquisition

In the process of the user’s experiment, the smart glove needs to obtain the user’s hand
movement trajectory and map it to the virtual experiment platform built in Unity in real
time, so as to lay the foundation for the smart glove to better perceive the experimental
scene and track the user’s experimental behavior. This paper uses the open source ORB-
SLAM2 system [17] to realize the perception of the user’s movement trajectory by
smart gloves. The schematic diagram of ORB-SLAM2 system obtaining the user’s hand
movement trajectory is shown in Fig. 3:

Fig. 3. Smart glove’s perception of the user’s hand trajectory

After obtaining themovement trajectory of the user’s hand,we can use the formula (1)
to process the coordinate information according to the coordinate mapping relationship
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between the virtual scene and the camera position.

⎡
⎣
Posx
Posy
Posz

⎤
⎦ = k ×

⎡
⎣
Ux

Uy

Uz

⎤
⎦ (1)

Among them,
(
Posx,Posy,Posz

)
is the position coordinate of the smart glove obtained

by the ORBSLAM2 system.
(
Ux,Uy,Uz

)
is the three-dimensional position of the smart

glove mapped to the virtual environment. k is the scale factor for coordinate conversion.

3.4 Scene Perception Algorithm Based on Smart Gloves

The scene perception algorithm based on smart gloves considers the following two
situations: 1. Target object search, that is, the user uses smart gloves to search for target
experimental objects in the experimental scene; 2. Replacement of the target object, that
is, the user has an experimental object in his hand and needs to perform an operation on
another target object. This paper use the SGBM(Semi-global BlockMatching) algorithm
to obtain the depth information of the target object. Combining the position information
of the target object obtained by target detection, the identification and positioning of the
experimental object is realized, and the obtained information is transferred to the Unity
platform. During the user’s experiment, this article sets the target object set E. Each time
an experimental operation is performed, the target object E operated by the user will be
dynamically updated. The specific steps of the Scene Perception Algorithm Based on
Glove (Scene Perception Algorithm Based on Glove, hereinafter referred to as SPABG)
are as follows:
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In the SPABGalgorithm, the sensor informationOh is the result obtained by theRFID
tag reader placed on the palm of the smart glove; V1 is “currently you are approaching
En”; V2 is “currently you have selected On”; V3 is “currently you have selected En .

4 Intelligent Navigational Interaction Paradigm Based on Scene
Perception

This chapter will introduce the intelligent navigational interaction paradigm based on
scene perception proposed in this article. It processes information from different chan-
nels to infer the user’s experimental intention and guide the user on the experimental
operation. The intention understanding here refers to the fusion of visual data, sensor data
and voice data from the smart glove for specific application scenarios and context-based
interaction scenarios, so as to infer the user’s experimental intent.

4.1 Overall Framework

We constructed an overall framework for the navigational interaction paradigm of smart
gloves based onmulti-modal fusion intention understanding (Fig. 4). The overall process
can be divided into three levels: the input layer, the interaction layer, and the presentation
layer. In the input layer, smart gloves obtain data from voice, sensors, and visual channels
through interactive devices such as microphones and cameras. In the interaction layer,
the smart glove first extracts the semantics of the data from the three channels. When
processing the data of the voice channel, this article uses Baidu Voice to recognize and
analyze the user’s voice instructions. This paper proposes a user intention understanding
strategy based on intention screening, which integrates information from various chan-
nels to obtain the user’s experimental intention. According to the different experimental
intentions of the user, combinedwith the set experimental library, the user’s experimental
behavior is judged, and finally the user’s experimental intention, scene response, voice
prompt and other information are output. The output result of the interactive layer will
finally be presented in the interactive interface in the presentation layer.
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Fig. 4. The overall framework of multi-modal intelligent navigation interaction paradigm based
on scene perception.

4.2 User Intent Understanding

In this paper, the process of inferring the user’s most likely intention is defined as the
problemof intention screening, and the uncertainty of the user’s experimental intention is
modeled as the possibility of different categories.We define the intent screening problem
as a classification task. In the case of a given experimental operation by the user, the
smart glove infers the experimental target from the set of possible experimental targets
I.

We have pre-established an experiment library for the interaction process between
smart gloves and users, which stores the experiment categories and the steps correspond-
ing to each experiment. The set of experiment goals is set to I = {I1, I2, I3, ....In}, and
the different experiment categories are set to In. We use Baidu Voice to recognize and
analyze user commands’. For the voice command T acquired by the voice channel, after
lexical analysis, the voice channel intention Ti

{
Tsi ,Tni

}
is obtained, where Tsi and Tni

are the actions and target objects contained in the voice command, respectively.For the
data set Q from the sensor channel and the data pig from the vision channel, we inte-
grate the obtained sensor processing results and the target object set E obtained using
the SPABG method to obtain the integrated result Gi

{
Gsi ,Gni

}
. Among them, Gsi and

Gni are the actions performed by the user and the names of the target objects operated
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on respectively. After that, the intentions from the two channels are matched to obtain
the user’s current operation intention Oi, where i is the time label set by the system.

When users conduct experiments, the order of operations is often consistent. There-
fore, when we screen user intentions, in addition to using the information in the exper-
iment library, we also need to combine the context information set δ{O1,O2...Oi−1} of
the current user operation. Each value in δ is independent of each other. In the t time
period, when the smart glove obtains the user’s operation intention Oi, it will add Oi to
δ. We need to calculate the most likely experimental target H of the current user based
on the set δ, namely:

P(Ik |δ) = max{P(I1|δ),P(I2|δ),P(Ij|δ), ...P(In|δ)} (4)

In the intention screening,we set the offset degreeϑ for each possible experimental target
In, which is used to calculate the degree of offset of each value in δ in the experimental
step corresponding to In. Then the deviation ϑni of the experimental operation Oi in In
can be calculated by formula (5):

ϑni = i − βn[Oi] (5)

where βn[Oi] is the number of the experimental step corresponding to Oi in In. If Oi is
not in the experimental step of In, set it to blank. The calculation process of P(In|δ) in
formula (4) is as follows:

P(In|δ) = αn − ∑
ϑni

αn
× 100% (6)

αn = [N (In)]2 − 1

2
(7)

Among them, αn is the maximum deviation degree of each experiment, and N (In) is the
total number of experimental steps in each experiment. For the finally obtainedP(Ik |δ), it
is necessary to make a confidence judgment. IfP(Ik |δ) is greater than the intention deter-
mination threshold �, the user’s current most likely experimental target is determined
to be Ik , otherwise the intention screening state will continue to be maintained.

4.3 Navigational Interactive Algorithm Based on Scene Perception

After obtaining the user’s experimental intent, the smart glove will determine the user’s
behavior based on the rules in the knowledge base, and output corresponding voice feed-
back on the user’s experimental behavior to guide the user to complete the experiment in
a standardized manner. As shown in the navigational interactive algorithm (Navigational
Interactive Algorithm, hereinafter referred to as NIA algorithm) based on multi-modal
fusion intention understanding:
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In the NIA algorithm, Y1 indicates that the current hand behavior is inconsistent
with the voice command, whether to continue the experimental operation; Y2 indicates
whether the current experimental target is guessed to be Ik is correct; Y3 indicates that
you continue to perform the experimental operation.

5 Experiment and Analysis

Experimental hardware environment: CPU: i7-8750H.
Experimental software environment: Win10 64bit + Unity2018.3.8.

5.1 Feasibility Verification of Smart Gloves

In order to verify the effectiveness of the smart gloves designed in this article, this article
selects one typical experiments in middle school experimental teaching for testing. The
user wears gloves to verify whether the intelligent navigational interaction paradigm

Fig. 5. Experimental equipment diagram
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based on scene perception proposed in this paper can realize the perception of the exper-
imental scene. In this paper, 3D printing technology is used to make the experimental
supplies according to the size of the experimental supplies used in the actual experi-
ments, and a label representing the category of the experimental supplies is set on the
outside of the experimental mold. Some experimental equipment is shown in Fig. 5.

5.2 Experiment: Explore the Experimental Process of Concentrated Sulfuric
Acid Dilution Experiment

The scene shown in Fig. 6 is a scene where users conduct experiments in a chemical
experiment platform. Figure a shows that the user wears smart gloves to select exper-
imental items. The items in the red boxes in Fig. 6b and Fig. 6c are the experimental
reagents and instruments selected by the user; By judging the user’s operating behavior,
the smart glove speculates that the user wants to do a concentrated sulfuric acid dilution
experiment. If the user confirms that the experiment intention is correct, the name of
the experiment currently in progress and the steps of the experiment will appear on the
screen (the information marked in the green box in Fig. 6d). At the same time, the smart
glove recognizes that the reagent currently held by the user’s hand is an aqueous solution
by identifying the user’s operating behavior. The smart glove reminds the user that if the
experiment operation is continued, there will be danger. The information marked in the
yellow box in the picture e is that the user injected water into the concentrated sulfuric
acid solution, and the two reacted violently. The information marked in the green box
in the figure f is the user’s experimental results. The system also uses voice to explain
the user’s wrong operation and prompts the user to retry the experiment.

Fig. 6. Concentrated sulfuric acid dilution experiment diagram (wrong operation). (Color figure
online)

As is shown in Fig. 7, after the user chooses to re-experiment, he will re-select
experimental reagents (the information in the red box in Fig. 7b). The information
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marked in the yellow box in Fig. 7c is that the user pours the concentrated sulfuric acid
solution in front of the aqueous beaker. Figure 7d shows that due to the user’s dumping
position is too high (information marked in the yellow box), the concentrated sulfuric
acid solution splashed, causing corrosion of the desktop (informationmarked in the green
box). Under the guidance of the smart glove, the user finally conducts the concentrated
sulfuric acid dilution experiment at the correct experimental location, and uses a glass
rod to continuously stir.

Fig. 7. Concentrated sulfuric acid dilution experiment diagram (right operation). (Color figure
online)

6 Conclusion

Aiming at the existing problems in the experimental teaching process of primary and
secondary schools, this paper designs a smart glove with scene perception ability, which
can perceive the object information in the experimental scene and the corresponding
position relationship in real time. On the basis of scene perception, this paper also
proposes an intelligent navigational interaction paradigm based on multi-modal fusion
to infer the user’s experimental intention, so as to give the user corresponding feedback
and guidance during the experiment, so that the user is in the smart glove Complete the
experimental operation under the guidance.

The smart gloves designed in this article have the following advantages: 1. It can
perceive multi-modal information, such as voice, scene information, etc.; 2. The smart
glove kit combines human, machine, and material, allowing students to operate real
experimental objects,which can improve students’ experimental immersion andpractical
ability; 3. The smart glove kit designed in this paper can monitor and guide the user’s
behavior, and to a certain extent solve the problem that the teacher cannot guide every
student in the classroom.
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Abstract. With the advent of the 5G era, mobile devices (MDs) have gradually
become an irreplaceable part of people’s lives. More and more users use MDs to
handle some intensive tasks.However, such tasks cannot be processed efficiently as
theseMDs’ operatingmemory and computing power are limited, whichmay result
in high energy consumption and thus lower users’ quality of experience (i.e., per-
ceived service quality). Therefore, how to improve the computational offloading
strategy for users with satisfactory service quality is a major challenge. Motivated
by this challenge, this paper formally models this computation offloading prob-
lem in mobile edge computing for the minimum energy consumption calculation
under the time delay constraint, which exploits the penalty function to maintain
the balance between the delay and energy consumption. Tominimize the energy of
computation offloading, we propose a cooperative approach with joint considera-
tion of particle swarm optimization and differential evolution (PSO-DE). Through
extensive experiments, we demonstrate that the proposed scheme can obtain lower
energy consumption.

Keywords: Computation offloading · Mobile edge computing · Particle swarm
optimization · Mobile devices · Differential evolution

1 Introduction

With the rise of 5G networks and the continuous development of wireless networks,
mobile devices (MDs) have gradually become an irreplaceable part of people’s lives.
Meanwhile, according to the continuous improvement of people’s life needs, a large
number of high-quality services and applications have been spawned, such as smart
homes, VR, face recognition, fingerprint recognition, and other applications. This appli-
cation would result in high energy consumption and poor equipment performance [1].
However, it is impossible to perform such tasks efficiently, due to the limited storage
space and computing power of mobile terminal equipment [2]. Although the emergence
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of Mobile Cloud Computing (MCC) [3] can provide equipment with insufficient storage
space and computing power to handle complex calculations and high storage capabili-
ties, it still has some shortcomings: MCC uses centralized data processing, that is, each
task must be transmitted from the MDs to the remote cloud through a remote network.
When the amount of tasks continues to increase, because the cloud server is far away
from the terminal device, a series of problems such as data loss, high energy consump-
tion, and network delay are prone to occur during data transmission. These problems
will seriously affect the user experience.

To further reduce system energy consumption and time delay, improve user experi-
ence quality, etc., the introduction of mobile edge computing (MEC) [4]. Mobile edge
computing is a further optimization of cloud computing: Adopting a reasonable com-
putation offloading strategy to decentralize computing storage and computing resources
to the edge of the network close to mobile devices [3] is conducive to solving the prob-
lems of high latency, high energy consumption, network delay, data leakage and other
problems caused by centralized cloud computing. At the same time, the calculation and
storage pressure of the MDs is relieved, and the service life of the equipment is pro-
longed. In recent years, computation offloading has become a research hotspot in the
field of mobile edge computing. Since 2014, many researchers have begun to study it
and have achieved many research results. Computation offloading mainly includes two
aspects: offloading decisions and resource allocation. Among them, the offloading deci-
sion mainly studies how to divide the tasks generated by theMDs and offload some tasks
to theMEC server for execution bymeasuring the benefits generated by the strategy. That
is, how to reasonably allocate the limited MEC server resources to each task is a very
critical problem. Therefore, it is very necessary to propose an efficient and reasonable
computation offloading strategy.

Luo et al. [5] mainly addressed the problems of high time delay and high energy
consumption in industrial production lines and uses particle swarm optimization (PSOA)
to solve the problem of the optimal offloading strategy for minimizing time delay under
energy consumption constraints. Liu et al. [6] used the Markov decision process to
deal with the problem of minimizing power-constrained delay and proposes an efficient
one-dimensional search algorithm to find the optimal task scheduling strategy. Liu et.al
[7] used population diversity-binary particle swarm optimization (PD-PSO) to find the
optimal decision combination under the minimization of energy consumption for inten-
sive task offloading. About the optimization problem of task offloading and resource
allocation, Yan et al. [8] used an adaptive genetic algorithm to continuously adjust the
offloading decision, and optimize the system overhead in the process of task offloading.
Mao et al. [9] and Ulukus et al. [10] mainly focused on the scenario of computation
offloading on a single MD, setting time intervals and calculating the cost of task offload-
ing in each time interval to determine whether offloading was required. Chen et al. [11]
transformed the task offloading decision problem into a multi-user game problem and
proved that an efficient computation offloading strategy can be designed through Nash
equilibrium, to obtain the smallest delay.

At present, the most extensive research is to take time delay as the main optimization
goal, often neglecting that excessive energy consumptionwill also affect the performance
and service life of the MDs, and also affect the user experience. In this paper, we will
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investigate theMEC system that includes amulti-user, singleMEC server. The resources
of a single MEC server are limited, so how to reduce the total energy consumption of
task execution through reasonable task offloading strategies and resource allocation
techniques is the key to this paper. The main contributions of this paper are as follows.

1) We formally model this computation offloading problem in mobile edge computing
for the minimum energy consumption calculation under the time delay constraint,
which exploits the penalty function to tradeoff the delay and energy consumption.

2) We propose a computational offloading strategy of the PSO-DE algorithm which is
aimed to solve the complexity of the combination of multi-task computation offload-
ing decisions and optimization goals. Also, we can use the PSO-DE algorithm to
solve the above computational model and obtain the best task offloading strategy.
This algorithm introduces DE to increase the diversity of offloading strategy com-
binations and improve the accuracy of finding the optimal offloading strategy by
improving operations such as mutation and crossover.

3) Simulation experiments are carried out under different time delay constraints, task
data volume, and user tasks. The experimental results show that the computation
offloading strategy of PSO-DE is better than other offloading schemes.

2 System Model

MEC sever

User 1

User 2
User 3

...

User 4

User n

BS

Fig. 1. MEC system model

This paper considers a MEC system composed of multiple MDs and a base station (BS)
(see Fig. 1). MDs can be expressed as U = {1, 2, . . . , n}. Each user has a task and
the task of user i can be denoted as Taski = {

Di, ci,Tmax
i

}
, where Di is the amount

of data required for Taski, ci is the number of CPU cycles required to calculate each
byte, and Taskmaxi is denoted as the maximum time delay that each user can tolerate.
S is defined as a combination of offloading decisions made up of n tasks, where S =
{s1, s2, . . . , sn}, nεU . There are 2 possibilities for the offloading decision method for
each task. If si = 0, it means the task i is locally executed on its device. If si = 1, it
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means that the task i will be offloaded to the MEC server for execution. Note: When
task offloading occurs, this paper only considers the processing by a MEC server, and
does not consider part of the offloading problem.

2.1 Local Computing Model

When the user task i is locally executed on its device, we have si = 0. Note: we assume
that the MD has enough computing power and storage space to process tasks. Let Ci and
T local
i be the number of CPU cycles and the computational time of the task in the local

device, which can be respectively defined as

Ci = Dici (1)

T local
i = Ci

f locali

(2)

where f locali ,Flocal
i,max are defined as the computational capability and maximum compu-

tational capability of the MD.
The energy consumption to complete the task in the local device can be defined as

Elocal
i = k(f locali )

2
Ci (3)

where k = 10−26, and it is a constant related to the chip structure of the MDs [12].

2.2 Edge Computing Model

The storage space and computational capability of MDs are not enough to efficiently
process some tasks with complex calculations and high data storage, so some tasks need
to be offloaded to the MEC server for processing. When the user chooses to offload the
task i to the MEC for execution, we have si = 1.

The calculation of the time required for the completion of this task in theMEC server
mainly includes two aspects: TMEC

i,trans and TMEC
i,commit [13].

TMEC
i,trans is the time required to transmit task data from the MD i to the MEC server,

which is denoted as

TMEC
i,trans = Di

Wlog2(1 + Pi(li)−σ

WN0
)

(4)

where Ri = Wlog2(1 + Pi(li)−σ

WN0
) represents the transmission rate from the MD i to BS

[14].W is the channel bandwidth between theMDs and BS. Pi is denoted as the transmit
power of the MD i. (li)

−σ represents the channel gain between the MD i and the BS, li
is the distance between the MD i and the BS and σ is the path loss factor.
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TMEC
i,commit is the time to process this task on the MEC server, which is defined as

TMEC
i,commit = Ci

f MEC
i

(5)

The computational time of the task i in the MEC server can be defined as

TMEC
i = TMEC

i,trans + TMEC
i,commit (6)

Similarly, offloading tasks to the MEC server will also produce energy consumption,
which is mainly reflected in two parts: EMEC

i,trans and EMEC
i,commit .

EMEC
i,trans is the energy consumption to transmit task data from the MD i to the MEC

server, which is denoted as

EMEC
i,trans = PiDi

W log2(1 + Pi(li)−σ

WN0
)

(7)

EMEC
i,commit is the energy consumption to process this task on the MEC server, which is

represented as [14]

EMEC
i,commit = Diqi (8)

where qi is the energy consumption by the MEC server to process each bit of data.
The total energy consumption when this task is offloaded to the MEC serve can be

defined as

EMEC
i = EMEC

i,trans + EMEC
i,commit (9)

2.3 Problem Formulation

Computation offloading is to solve the shortage of computing resources and insufficient
energy efficiency of the MDs. It can optimize the performance of the equipment and
provide users with the best quality service. This paper is mainly aimed at establishing
a model in a computationally intensive application task scenario. Due to the limited
resources of the MEC server, intensive task offloading will cause problems such as high
latency, high energy consumption, and even reduced performance of the MEC server
and MDs. The problem of high energy consumption may deplete the battery energy
of the MD, which may cause subsequent task offloading to fail to complete. The goal
of this paper’s optimization is how to provide users with high-quality services while
minimizing the total energy consumption of task execution. To avoid the phenomenon
that low energy consumption is exchanged for high time delay, a penalty function is
introduced [5]. If the task execution time exceeds the maximum time delay that the user
can tolerate, the penalty function is used to increase the total energy consumption of the
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offloading strategy. Considering themulti-objective constraint problem, the optimization
objective of computation offloading can be formulated as

min
s

∑n

i=1
Ei + ϕ ∗

∑n

i=1
(Ti − Tmax) (10)

Subject to

Ei = { E
local
i , si = 0

EMEC
i , si = 1

(11)

0 ≤ f locali ≤ Flocal
i,max (12)

∑n

i=1
f MEC
i ≤ FMEC

max (13)

Ti ≤ Tmax
i ,Ti = { T

local
i , si = 0

TMEC
i , si = 1

(14)

where S = {s1, s2, . . . , sn} is a combination of task offloading strategies in the search
for minimizing energy consumption and ϕ is the coefficient of the penalty function.
Constraint (11) represents that the energy consumption of task i performed on the MEC
server or the MDs. Constraint (12) ensures that the computational capability of the MDs
in processing tasks cannot exceed its maximum computational capability. Constraint
(13) states that the total computational capability of all tasks on the MEC server cannot
exceed the maximum computational capability that the server can withstand. Constraint
(14) indicates that the time required to complete each task does not exceed the user’s
maximum tolerable delay.

3 Approach Design

In the previous chapter, a multi-user MEC system model is constructed. By comparing
the energy consumption of tasks at different locations, it is decided whether the task
is either executed on the MDs or the MEC server and finally, the optimal offloading
decision is found. As the amount of tasks continues to increase, the calculation process
is too complicated and the number of combinations of offloading strategies increases
exponentially. It is almost impossible to find the best offloading strategy directly through
the enumeration method. The advantage of the heuristic algorithm is that it is more
efficient than blind search. If a heuristic algorithm is meticulously improved, the optimal
solution to an optimization problem can be obtained in a short time. In this paper, we
propose a cooperative approach with joint consideration of the PSO-DE algorithm to
minimize the energy of computation offloading. Since in the later stage of population
evolution, all individuals in the PSO algorithm will move toward the optimal solution,
which will cause the population diversity to decrease and fall into a local optimum.
Therefore, the combination of mutation and crossover operations in the DE algorithm
with PSO can enhance the diversity of the population and makes up for the low accuracy
of the later optimization of the PSO algorithm.
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3.1 Particle Swarm Optimization

The core idea of PSO comes from the behavior of imitating a flock of birds searching
for food in an unknown space [15].

Suppose that in an N -dimensional search space, P particles are randomly generated
as the initial population X 0 = {x1, x2, . . . , xM }, x ∈ P. The position of any particle i in
the population can be expressed as xi = {xi1, xi2, . . . , xiN }. The velocity of the particle
can be expressed as vi = {vi1, vi2, . . . , viN }. The best position of the particle in the current
search process, that is, the best individual pbesti = {pi1, pi2, . . . , piN }. The best position
of the particle in the entire population, that is, the global best gbest = {gb1, gb2, . . . , gbN }.
During each iteration, the particle will update its position by tracking two extreme values
(pbesti, gbest), so the formulas for the particle’s velocity and position can be defined as

vtij = w ∗ vt−1
ij + c1 ∗ rand ∗

(
pij − xt−1

ij

)
+ c2 ∗ rand ∗ (gbj − xt−1

ij ) (15)

xtij = xt−1
ij + vt−1

ij (16)

where t is the number of current iterations,w is the inertiaweighting factor, andw ≥ 0.c1,
c2 are learning factors, and rand is a random number from [0, 1].

To avoid the premature phenomenon of particle swarm algorithm in the early search
process, the linear weight reduction method [16] is introduced to avoid premature
convergence in the early stage and fall into the local optimal solution.

w = wmax − t ∗ (wmax − wmin)

tmax
(17)

where wmax,wmin are the maximum and minimum inertia weights respectively. t, tmax
are the current number of iterations and the maximum number of iterations respectively.

3.2 Differential Evolution

Storm et al. first proposed the DE algorithm in 1995. It is an efficient global optimization
algorithm. The DE algorithm updates the population by performing operations such
as mutation, crossover, and selection on the individuals according to the difference
information between the individuals in the initial population [17]. In the iterative process,
it retains the elite group by the rule of “survival of the fittest” and guides the entire
optimization process to gradually approach the optimal solution.

Mutation Operation. To balance the global and local optimization capabilities of the
population, and improved mutation strategy is proposed. Combining the global optimal
individual and the random individual in the population to form the basis vector pro-
vides an accurate search direction for the individual and also improves the convergence
speed. To prevent premature convergence and other phenomena, the mutation factor F
is changed to an adaptive mutation factor. In the early stage of population evolution, the
value of F is very large. At this time, the population needs to expand to find the global
optimal solution, which is beneficial to improve global searchability. As the number of
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iterations continues to increase, F gradually approaches F0, which is beneficial to refine
the search range and enhance local optimization capabilities. Individual xti performs
mutation operation to generate a new individual mt

i based on the following formula:

μ = e
1− 1

1+ 1−t
tmax (18)

F = F0 ∗ 2μ (19)

mt
i = (

αgtbest + βxtr1
) + F ∗ (xtr2 − xtr3) (20)

where α, β ε [0, 1] and α + β = 1.i �= r1 �= r2 �= r3 and i, r1, r2, r3 ∈ [1,P] ∩ Z. F0
is mutation operator and F ∈ [F0, 2F0].
Crossover Operation. To effectively enhance the global optimization capability and
increase the diversity of the population, the new crossover individual uti is generated by
the individual xti in the current population and the mutated individual mt

i .

utij = {m
t
ij, if rand = CRor j = jrand ,

xtij, otherwise.
(21)

where j ∈ {1, 2, . . . , n}, jrand is a random integer within the range [1, n], and CR is the
crossover rate, which is a specific random number from [0, 1].

Selection Operation. DE algorithm adopts the idea of the greedy algorithm, which
calculates the fitness value of the original population individual X t and the population
individual Ut that undergoes mutation and crossover operations. Select the first P indi-
viduals with better fitness values to form the elite population X t+1 as the parent of the
next iteration and update the global optimal value and optimal solution.

3.3 The Task Offloading Strategy of the PSO-DE Algorithm

Coding Mode. This paper uses binary coding mode to describe the task offloading
decision. Suppose there are currently k tasks, that is, there are a total of 2k task offloading
strategies. S = {s1, s2, . . . , sk} represents one of the task offloading schemes (that is a
particle). The problem of finding the optimal task offloading strategy is transformed into
a problem of finding the vector S optimal solution. si represents the position where task i
is executed, and si ∈ {0, 1}. Table 1 shows the relationship between the particle foraging
process and the task offloading strategy.

Fitness Function. Each particle represents a feasible solution for the current task
offloading, and the degree of the task offloading strategy is measured by calculating
the fitness value of each particle. The optimization problem in this paper is to minimize
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Table 1. The relationship between particle foraging process and task offloading strategy

Particle foraging process Task offloading strategy

Individual particle A task offloading strategy

Individual particle dimensions Number of user tasks

Population of particles Different task offloading strategies

The best position of the particles The best strategy for task offloading

Particle fitness value Optimization effect of task offloading strategy

the energy consumed by the task under the constraint of the user’s maximum tolerance
time, so the fitness value of the particle is mainly affected by two factors, the delay,
and energy consumption of the processing task. The greater the energy consumption to
complete the task, theworse the optimization effect; the smaller the energy consumption,
the better the optimization effect. The fitness function is defined as

fitness =
∑n

i=1
Ei + ϕ ∗

∑n

i=1
(Ti − Tmax) (22)

3.4 The Task Offloading Process of the PSO-DE Algorithm

This paper proposes the application of the PSO-DE algorithm to the optimal solution
problem of task offloading strategy. The specific steps of the algorithm are as follows.

Step1:Randomly generate a population X 0 according to the individual particle’s dimen-
sion N , particle code, population size P, etc. Set relevant parameters of the PSO-DE
algorithm, like c1, c2, tmax,F0,CR,wmax,wmin.
Step2: Calculate the fitness value of each particle i according to formula (22) and record
the global best position gbest and its corresponding fitness value. (Note: The best pbesti
for each particle is the initial position of the particle).
Step3:Update the velocity and position of each dimension of particle i according to for-
mulas (15)–(17), and check the boundaries of the velocity and position of each dimension
of the particle.
Step4: Perform a mutation operation on the particle individual X t in the population
according to formula (18)–(20) and check the boundaries of each dimension of the new
particle individual. Finally, the population M t is formed.
Step5: Perform a crossover operation of individual X t andM t of the current population
according to formula (21) and check the boundaries of each dimension of the newparticle
individual. Finally, the population Ut is formed and the fitness of each particle of the
population is calculated.
Step6: Sort the fitness value of each particle in the population X t and Ut in descending
order and select the first P individuals with lower fitness values as the initial population
for the next iteration X t+1. Update the best individual pt+1

besti and the global best g
t+1
best and

their fitness values respectively.



Minimum-Energy Computation Offloading 433

Step7: Determine whether the end condition is met. If not satisfied, go to step 3 and
repeat steps 3–7. Otherwise, exit the loop and directly output the best task offloading
strategy and the corresponding fitness value.

4 Experimental Results

In this section, we use simulation experiments to verify the performance of our proposed
algorithm. We use Matlab2016a software for simulation. In simulations, we assume that
the coverage area is an area with a radius of 100m centered on EMC and base stations.
We set the particle swarm size P = 30, the maximum number of iterations tmax = 200,
crossover probability CR = 0.9, variation factor F0 = 0.8, wmax = 0.9, wmin = 0.4,
c1, and c2 = 1.5. We assume that the data size Di of each task is ranging from 0.5
to 3MB.The number of CPU cycles required for each byte of each task ci is randomly
generated from 500 to 1000 cycles. Computational capability and transmission power
of the MD are generated from [0.5,1] GHz and [500, 600] mw. We set path loss factor
σ = 4, W = 4 MHz, and N0 = 10−11 mw/Hz [16]. Also, we set f MEC

i = 4 GHz,
qi = 10−6 J/bit, Tmax

i = 1 s.
Compare the offloading strategy of the PSO-DE algorithm proposed in this paper

with the local offloading strategy (all-local), MEC offloading strategy (all-MEC), and
other algorithms like PSOA [5], LSWPSO [16], and DE.

Figure 2 shows that the relationship between the size of the task data and the average
total energy consumptionof the task.Due to the limitation of the computational capability
of the MDs, when the amount of tasks continues to increase, the equipment will produce
more energy consumption, so some tasks are more suitable to be offloaded to the MEC
server for processing. The average energy consumption of offloading strategy of the
PSO-DE algorithm proposed in this paper is much lower than the all-local and all-EMC
offloading strategy.When the data size of each task is 1MB, compared with all-local, all-
EMC, DE, PSOA and LSWPSO, and DE, the average energy consumption generated by
the offloading strategy based on the PSO-DE algorithm is reduced by 54.09%, 26.08%,
14.05%, 11.80% and 9.7% respectively.

Fig. 2. The relationship between the data size
of each task and the average total energy
consumption

Fig. 3. The relationship between the number
of tasks and the average total energy
consumption of task
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Figure 3 reflects the energy consumption of tasks when the number of tasks is differ-
ent. As the number of tasks continues to increase, the average total energy consumption
for executing tasks is also increasing. The average total energy consumption of all-local
is still much higher than other offloading strategies. When the number of tasks is less
than 15, the average total energy consumption of offloading strategy of the PSO-DE is
not very obvious compared with the offloading schemes of other algorithms. But when
the number of tasks is greater than 15, the optimization effect of the PSO-DE and other
algorithms is gradually obvious, indicating that the algorithm ismore suitable for solving
the problem of multi-task offloading strategy optimization.

Figure 4 describes the change in the average total energy consumption of tasks under
different time constraints. As the time constraint becomes larger, the average total energy
consumption of various offloading strategies gradually slows down, and finally gradually
stabilizes. Although the optimization effect of the three strategies of LSWPSO, DE, and
PSO-DE is not obvious, the effect of the PSO-DE algorithm is still slightly better than
other algorithms.

Fig. 4. The relationship between the time
constraint and the average total energy
consumption of the task

Fig. 5. Convergence analysis of various
algorithms under different iteration times

Figure 5 describes the convergence analysis of various algorithms under different
iteration times. As the number of algorithm iterations continues to increase, the average
total energy consumption of each algorithm first drops rapidly, and finally gradually
stabilizes. When the number of iterations is less than 20, the convergence speed of the
three algorithms, PSOA, LWSPSO, andDE, is higher than that of the PSO-DE algorithm,
but their optimization effects are not ideal. In particular, the fast convergence speed of
the DE algorithm in the early stage leads to a decrease in population diversity and a local
optimum. In contrast, the PSO-DE algorithm proposed in this paper has strong search
capabilities and optimization capabilities.

5 Conclusion

In this paper, we study the problem of minimizing energy consumption in the process of
multi-user offloading tasks to MDs or a MEC server and propose a multi-user and single
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MEC server computation offloading model that comprehensively considers time delay
and energy consumption. To prevent the problem of time-to-energy consumption during
task offloading, a penalty function is used to maintain the balance between time delay
and energy consumption. And we propose an offloading strategy based on the PSO-DE.
The algorithm converts the problem of finding the best offloading strategy into a process
of particle foraging and introduces operations such as mutation, crossover, and selection
in DE to increase the diversity of offloading strategies. Simulation experiment results
show that the optimization effect of the offloading strategy of the PSO-DE proposed in
this paper is better than other offloading strategies.

Acknowledgements. The paper is supported in part by the National Natural Science Foundation
of China under Grant (No. 61672022 and No. U1904186), Key Disciplines of Master Program of
Electronic Information of Shanghai Polytechnic University.
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Abstract. Video object segmentation has becoming a hot research topic
in the computer vision society, with a wide range of applications, such
as autonomous driving, video editing, and video surveillance. However,
due to the complexity of video data, video object segmentation still faces
challenges like occlusion, object appearance changes, and similar objects.
Previous methods mainly tackle this task by using the memory module,
but the computation cost will linearly increase along with the length of
the video. To deal with the issue of the previous memory-based method,
we proposed a cascaded semi-supervised video object framework with
an adaptive memory module. In addition, we use a cascaded instance
tracker to find the object and reduce the image resolutions, and we fur-
ther use a boundary estimation branch to improve the accuracy. Experi-
mental results on several benchmarks demonstrate the effectiveness and
efficiency of our proposed method.

Keywords: Video object segmentation · Memory module · Boundary
prediction

1 Introduction

With the development of technology, video data are increased vastly in our daily
life. The main goal of the semi-supervised video object segmentation task is to
segment the objects from the videos by only providing the annotations from
the first frame. Semi-supervised video object segmentation has become a hot
research topic in the computer vision society, with many applications, such as
autonomous driving, video editing, and video surveillance. However, due to the
complexity of video data, video object segmentation still faces challenges like
occlusion, object appearance changes, and similar objects.

Early semi-supervised video object segmentation methods firstly use hand-
extracted features to construct Spatio-temporal maps, such as the histogram of
directional gradient (HOG) [16] or optical flow [22]. They then use probability
graphical models [5,18,26] to predict the result of each frame. Caelles et al. [1]
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firstly proposed an online learning method OSVOS for this task. The OSVOS will
firstly fine-tune the model based on the first frame of a new testing video. After
that, several imporved version have proposed, such as OnAVOS [24], OSVOS-S
[11]. Luiten et al. [10] proposed the PREMVOS, which combines optical flow,
re-identification network (ReID), semantic segmentation and online learning, and
can significantly improve the performance.

Due to the strong temporal continuity between adjacent video frames, the
semi-supervised video object segmentation task can be regarded as adjusting
the mask of the previous frame to the current frame. MaskTrack [14], VPN [6],
RGMP [12], AGAME [7] and other models predict the segmentation result of the
current frame by concatenating the output mask of the previous frame. Unlike
the propagation-based method, the appearance matching-based methods mainly
focus on computing the appearance similarity of the target in different frames.
SiamMask [25] model also uses the siamese network structure, but the differ-
ence is that the model uses the first frame as a template frame for matching,
in addition to image-level matching. PLM [21] and PM L [2] model mainly uses
the similarity between pixels to predict. VideoMatch [4] model can simultane-
ously perform similarity matching on the foreground and background to obtain
the foreground image and the background image. In addition, methods such
as FEELVOS [23] and CFBI [32] perform a global matching on the first frame
while also using similar characteristics between consecutive frames to make a
local match on the previous frame.

Seoung et al. [13] proposed the STM model uses the memory mechanism.
The STM uses a memory module to store the information of the past frame,
and experiments showed that the memory module could significantly improve
performance. Li et al. proposed the GC [9] model based on the STM, which uses
a global context module to prevent the memory overflow and other problems
with a continuous concatenation of frames and improve the speed of the model’s
prediction on video data. Meanwhile, Seong et al. [20] argued that STM is a
non-local calculation, and the target tends to only appear in some surrounding
positions in the past frame. They proposed an improved model named KMN by
introducing the Gaussian kernel as a probability distribution map to alleviate
the non-local calculation issue in STM. Although, these methods can improve
the segmentation performance, but they still suffer a issue that the memory
usage and time cost will increase linearly along with the video length.

To deal with the previous issue, we propose a cascaded semi-supervised video
object segmentation method based on an adaptive memory module. This method
uses an adaptive memory module to avoid the problem of linear growth. At
the same time, a cascaded object tracking network is proposed to provide a
more accurate prior object area for subsequent memory segmentation models.
In addition, because the boundary pixels of the object and the pixels within
the object have different prediction difficulties and unbalanced distribution, a
boundary prediction branch is proposed to predict the boundary of the object
to enhance the results of the model prediction. Experimental results on sev-
eral benchmark datasets also demonstrate the effectiveness and efficiency of our
proposed method.
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Fig. 1. The framework of our proposed model for semi-supervised video object
segmentation.

2 Cascade Model Based on Adaptive Memory Module

The overall framework of our proposed model is shown in Fig. 1, which mainly
contains three parts: 1) Cascaded Target Tracker, 2) Adaptive Memory Module,
and 3) Boundary Prediction Branch. As shown in Fig. 1, we first input the current
frame into the Cascaded Target Tracker to locate the target, then we cut the
target out from the input frame. After that, the ResNet-50 [3] is used to the
image feature. Then, we feed the feature into the Adaptive Memory Module to
estimate the object’s foreground mask and update the memory. The Memory
Module stores the information from previous frames. Additionally, a boundary
prediction branch is added to enhance the performance of boundary estimation.
Finally, we combine the results from the memory module and the boundary
branch to obtain the final video object segmentation.

2.1 Cascade Target Tracker

In order to accurately find the approximate position of the target object, we use
the SiamFC++ [31] to be the target tracker in this study. For improving the
efficiency of the tracker, we leverage the shallow AlexNet [8] as the backbone
network of SiamFC++, instead of using a deep residual network.

However, even a fully trained target tracker cannot guarantee that it can
predict a complete target when facing various scenarios. To ensure that the
obtained bounding box containing the entire target, we will expand the target
area obtained by the target tracker. Assuming the bounding box from the tracker
is [x1, y2, x2, y2] with a certainty score of S, we then use S to calculate the
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Fig. 2. Adaptive memory module

padding factor Padding to extent the object area. As we known, a smaller score
S means a large uncertainty of the tracking result, and it is preferred to use a
large expanding factor. Therefore, we compute the padding factor Padding by

Padding = α +
(
e1−S − 1

) ∗ β, (1)

where α represents the basic distance that needs to be expanded, and(
e1−S − 1

) ∗ β represents adding an exponential smoothing to the score, and
β is the expansion weight. When the score S is higher and tends to 1, the final
padding Padding will tend to 0, and vice versa.

In addition, due to the inconsistent aspect ratio of the target frame, it is
necessary to expand the width and height to different degrees. The following
Eq. (2) represents the required expanded aspect ratio Scale:

Scale = 2 ∗ ew/h−1, (2)

where w and h represent the width and height of the prediction target box,
respectively. After obtaining the padding factor and the extended aspect ratio,
the new interception coordinates can be calculated based on the tracking results
of the target tracker. The calculation formula is as shown in (3):

x̂1 = max(0, x1 − Padding ∗ Scale)
ŷ1 = max(0, y1 − Padding)
x̂2 = min(x2 + Padding ∗ Scale,W )
ŷ2 = min(y2 + Padding,H)

(3)

2.2 Adaptive Memory Module

After obtaining the cropped target image, we then perform a more accurate
segmentation. Our proposed adaptive memory module is with a similar structure
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to the STM [13]. The main difference is that STM simply concatenates each
frame in the memory module, while ours use an adaptive filtering mechanism
to improve the STM. The main computation process our proposed adaptive
memory module is shown in Fig. 2.

First, the current and previous frames are encoded into a key-value pair
by the corresponding feature encoder. Since the previous frame has the most
significant similarity to the current frame, the previous frame will be added to
the memory module by default. Then the Key of the memory module and the
Key of the current frame are multiplied to obtain the similarity matrix, followed
by the Softmax function to generate a weight matrix. Then we multiply the
normalized similarity matrix with the Value matrix of the memory module and
then sum them together. The value matrix of the current frame is concatenated
to obtain the final result and sent to the subsequent decoder.

Meanwhile, the memory modules are filtered according to the normalized
weight matrix to fix the size of the memory modules and enable the memory
modules to be updated adaptively over time. Since the normalized weight matrix
represents the similarity between each pixel in the memory module and each
pixel in the current frame, pixels with lower similarity generally correspond to
background noise pixels, which are difficult or unable to provide helpful infor-
mation. Therefore, a certain threshold is selected to filter the pixels with low
similarity to achieve the adaptive update of the memory module. This filtering
mechanism can significantly improve the model’s efficiency without affecting the
model’s accuracy, and the calculation cost will not increase linearly with time.
The update process of the adaptive memory module after processing each frame
is illustrated in the Algorithm1.

Algorithm 1: Adaptive memory module update algorithm
Input : Key matrix of the current frame Kt; Key matrix of the previous frame

Kt−1;
Key matrix of the memory module Km and Value matrix Vm;
Fixed threshold of memory module thres;

Output: Key matrix in memory module after update Km and Value matrix Vm;
K ← [Km,Kt−1];V ← [Vm, Vt−1]
Sim ← Softmax(KT ∗ Kt)
if len(K) > thresh then

Sim ← Sum(Sim, dim = 1)
index ← Sort(Sim)
index ← index[: thres]
Km ← K[index];Vm ← V [index]

end
else

Km ← K;Vm ← V
end
return Km, Vm
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Fig. 3. The architecture of the boundary prediction branch

2.3 Boundary Prediction Branch

Although the model based on the adaptive memory module can produce good
results, the matching mechanism still processes each pixel separately. The bound-
ary pixels have a considerable distribution difference compared to the internal
pixels, mainly those closer to the boundary. Therefore, to further improve the
performance of the entire model, we also add a boundary prediction branch to
predict the boundary of the target as an auxiliary prediction output to help
the memory module improve the model’s prediction accuracy. Figure 3(a) is the
architecture of the boundary prediction branch proposed in this study, which
adopts a similar structure to U-Net [19].

In order to reduce the number of parameters and speed up the prediction,
the number of channels of the four-stage feature is first down-sampled to 64.
Then we start up-sampling from the last stage and concatenate the features
of the previous frame as the enhanced feature so that the information of the
past frame can be better utilized. In addition, a parallel CBAM [29] attention
module will be used to process the features. Its structure is shown in Fig. 3(b).
The channel attention and spatial attention are processed in parallel. After being
added, the original features are multiplied.

In order to predict the boundary image of the target, it is necessary to convert
the original label mask of the target into a boundary image for training. We
leverage the boundary expansion strategy used in LDF [28] and assign a new
label to each foreground pixel according to the minimum distance from the
background. For pixels closer to the background, the greater the difficulty of
prediction due to background noise interference, the higher the value it will be.
Figure 4 shows some newly generated boundary label images, where (a) is the
input images, (b) is the original label masks, and (c) is the generated boundary
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Fig. 4. Generated boundary labels.

labels. It can be seen that compared to the pure boundary image, the distribution
of the front background is much more balanced, and it has a larger pixel value
for the pixels that are more difficult to classify.

3 Experimental Results and Analysis

3.1 Dataset

To evaluate the performance of our proposed method, we conduct experiments
on three semi-supervised video object segmentation datasets, i.e., DAVIS [15,17]
and YouTube VOS [30]. Notice that the DAVIS dataset contains two different
versions 2016 and 2017, that corresponded to single-object annotation [15] and
multi-object annotations [17], respectively. The DAVIS2016 [15] contains 50
videos with 3455 labeled frames, of which 30 videos are used as the training set,
and the remaining 20 videos are used as the validation set. The DAVIS2017 [17]
divides the single object in the video into multiple objects for labeling and
expands the number of videos to 150, of which 60 are used as training sets.
YouTube VOS [30] is a multi-object semi-supervised video object segmenta-
tion dataset, and it is also the largest semi-supervised video object segmentation
dataset to date. A total of 4453 video clips are included, of which 3471 video clips
are used as training sets, and each video is also a short video clip of 3–6 s. To
evaluate the performance, we use the official evaluation metrics from the DAVIS
dataset: regional similarity J and contour accuracy F .

3.2 Experimental Settings

In the training phase, we resize all the images into a resolution of 240 × 432 for
the DAVIS [15,17] and YouTube VOS [30] video dataset. We train the whole
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model with the SGD optimizer with a learning rate of 0.01. The weight decay is
set to 1e-6 to avoid over-fitting. For each video, 8 consecutive frames are selected
as input, and cross entropy is used as the loss function to train 100 epochs. All
the experiments are implemented with PyTorch toolbox and run on a NVIDIA
GeForce RTX 1080 Ti GPU.

3.3 Analysis of Results

Table 1. The experimental results on the DAVIS dataset.

Method OL Time(s) DAVIS2016 DAVIS2017

J Mean F Mean J Mean F Mean

PReMVOS [10] � 38 84.9 88.6 73.9 81.7

OSVOS-S [11] � 4.5 85.6 87.5 64.7 71.3

OnAVOS [24] � 13 86.1 84.9 64.5 71.2

FEELVOS [23] - 0.45 81.1 82.2 69.1 74.0

RGMP [12] - 0.13 81.5 82.0 64.8 68.6

AGAME [7] - 0.07 81.5 82.2 67.2 72.7

RANet [27] - 0.03 85.5 85.4 63.2 68.2

CFBI [32] - 0.18 88.3 90.5 79.1 84.6

STM [13] - 0.16 88.7 90.1 79.2 84.3

GC [9] - 0.04 87.6 85.7 69.3 73.5

KMN [20] - 0.12 89.5 91.5 80.0 85.6

Ours - 0.07 88.7 90.0 79.4 84.0

We report the results on the DAVIS dataset in Table 1, where OL indicates
whether to use online learning or not. First, comparing the results on the
DAVIS2016 single-object dataset, we can observe that the memory mechanism-
based models have better advantages in both accuracy and efficiency. Our
method can reach 88.7% on J Mean and 90.0% on F Mean, and the processing
speed only needs 0.07s per frame.

The GC [9] proposed by Yu Li et al. also deals with the linear growth of
memory in STM [13]. Their method uses a fixed-size global context module to
store memory information and update during each frame. However, it is just use
a simple weight addition when updating, our method will perform a adaptively
update according to the similarity of each pixel, which can better adapt to the
change of the target appearance. Compared with GC [9], our method can obtain
1.1% higher in J Mean and 4.3% higher in F Mean. The KMN [20] believe that
STM is a global calculation, but the target usually only appears locally in the
video. Therefore, the KMN model adopt a local matching based on the Gaussian
distribution to improve the accuracy of STM. Although the KMN is 0.8% higher
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in J Mean than our method, it still stitches the results of each frame into the
memory module, which still suffer a linear increase in memory and computing
costs over time and cannot be applied on long videos.

When processing the multi-object dataset, each object is tracked and seg-
mented separately. The segmentation results of multiple objects are combined
using the Softmax normalization function. From the Table, we can find that our
method can achieve good results. It can reach 79.4% on J Mean and 84.0% on
F Mean, which also surpasses most methods. Although some methods can have
slightly better performance than ours, our method uses a fixed memory size to
achieve better efficiency.

3.4 Ablation Study

In order to verify the effectiveness of each module in the proposed model, an
ablation experiment was performed on the DAVIS2016 dataset, and J Mean and
time consumption were selected as evaluation metrics. From the experimental
results in the Table 2, it can be seen that the adaptive memory network based
only on filtering reaches 87.4% on J Mean, which is better than most existing
methods. After adding the cascaded network for tracking to segmentation, not
only the accuracy is improved by 0.9%, but also the speed is faster by 0.02 s per
frame. It can be seen from the FPS that there is still a significant improvement
effect. In addition, after adding the boundary branch, the accuracy of the model
is further improved by 0.4%.

Table 2. Results of ablation experiments on the DAVIS2016 dataset.

J Mean Time(s) FPS

Adaptive memory network 87.4 0.06 17

+Cascade network 88.3 0.04 24

+Boundary branch 88.7 0.07 14

Then further analyze the computation cost of each module in our model,
we report the computation time of each module in Table 3. From the results, it
can be seen that the proportion of time occupied by the target tracker is very
small, accounting for only about 6% of the time of the entire algorithm. At the
same time, the target tracker can cut the image into a smaller region of interest,
and the time consumption in the subsequent segmentation step will be reduced.
Therefore, it can be seen that the cascade network proposed in this study is very
effective, increasing the accuracy of the model and improving the computational
efficiency.

3.5 Visualization of Segmentation Results

Finally, to show the model’s output more intuitively, we visualized some predic-
tion results of our model in this section. Figure 5 shows the visualization results
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Table 3. Time performance analysis of each module in our model.

Target tracker Memory module Boundary branch In total

Time(s) 0.0037 0.039 0.024 0.067

Fig. 5. The segmentation results on the DAVIS2016 single object dataset.

on the DAVIS2016 single object dataset. It can be seen that our model can
segment the object more accurately. In the first row, when the camel moves to
the middle of the video, another camel with a similar appearance appeared, and
our model can still accurately focus on the correct object without object drift
phenomenon. In the second row, not only does the appearance of the target
change greatly due to the rapid movement, but the background also changes sig-
nificantly with the camera’s movement, but our model also can still accurately
identify the details of the object. A similar result can be observed in the third
row. Even if the person is in a complex motion, our model can still correctly
estimate the body parts.

Figure 6 shows the visualization results of our model on a multi-object
dataset. In the first row, the dog marked in green occulted the dog marked
in red in the middle frame, and when the dog marked in red appears again, our
model can find it and segment it accurately. As can be seen from the following
two rows, even if multiple objects are in contact, we can still distinguish different
targets and perform the segmentation.

Figure 7 shows the evaluation result of each video in the DAVIS2016 dataset.
Overall, the J Mean of most videos can reach higher than 90% on J Mean,
except three videos are around 70%. To further examine the reason for the
poor prediction of our model, the prediction outputs of these three videos are
compared with the ground truth label in Fig. 8. In Fig. 8, the left side represents
the ground-truth label of the video data, and the right side is the predicted
output of our model. When only examining the overall segmentation, we can
find that our model has accurately segmented the target in the video. Therefore,
we zoom in and observe some of the details.
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Time

Fig. 6. The segmentation results on the DAVIS2017 multi-object dataset.

In the first row, the target is occluded by tree branches. Because the small
tree branches occlude the object and separate it into multiple parts, even if it is
observed with the naked eye, it is necessary to magnify the image before carefully
dividing the branches and the object. However, in deep learning methods, images
are often down-sampled and then feature-processed. Therefore, it is inevitable that
some detailed information will be lost after down-sampling. By examining the sec-
ond and third rows, it can be seen that the model has been able to segment peo-
ple out better. However, after comparing with the ground-truth label, it is found
that the lower accuracy mainly comes from the missed scene. That is, the line
that needs to be accurately divided cannot be marked. These small lines will also
become blurred after down-sampling to make it difficult to distinguish from the
background, but the existing backbone models are often accompanied by down-
sampling. For example, ResNet50 will down-sample the image by 32 times. If you
want to down-sample such a large, it isn’t easy to find a line with the size of only
a few pixels in the original image. Therefore, the focus of subsequent research is

0.00%

20.00%

40.00%

60.00%

80.00%

100.00%
J Mean

Fig. 7. The J values of each video in the DAVIS2016.
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Fig. 8. The video data with poor segmentation results of our model.

how to avoid the loss of detailed information caused by image down-sampling and
better segment the small foreground objects in the image.

4 Conclusion

This study proposes an adaptive memory module to deal with the linear com-
putational cost explosion of STM in long videos by using the fixed-size memory
module. In addition, a cascaded network from tracking to segmentation is used,
which helps to eliminate the influence of background noise and interference and
reduces the image resolution and the amount of calculation for subsequent seg-
mentation modules. At the same time, a further boundary prediction branch is
added to improve the model’s accuracy. Unlike the simple prediction of the tar-
get boundary, the boundary pixels are expanded inward to avoid the imbalance
between pixels. Finally, the effectiveness of the model is verified on the DAVIS
dataset. The model in this article can achieve similar results with STM while
achieving faster processing speed and will not increase memory consumption and
computational cost over time.
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Abstract. Gastric cancer is one of the malignant cancers with a very high fatal
rate, and early detection plays an essential role in the treatment and improves the
five-year 5-year survival rate. In this study, we an improved gastric cancer detec-
tion method in endoscopy image based on SSD (Single Shot MultiBox Detector).
Our methods mainly aim to deal with the insufficient fusion of different semantic
feature maps and the existence of semantic gaps during fusion in the SSD detec-
tor. To achieve these goals, we leverage a recurrent feature pyramid network, a
multi-layer feature fusion module, and an auxiliary lesion segmentation branch.
The experimental results on the gastric cancer dataset collected from the First
Affiliated Hospital of Xiamen University show that the improved SSD algorithm
can improve the mAP metric by 5.9% compared with the original SSD algorithm
to reach 56%.

Keywords: Deep learning · Gastric cancer detection · SSD · Feature fusion

1 Introduction

According to data released by the China Cancer Center in 2018 [2], 500,000 people
died of gastric cancer in 2014. However, the detection level of gastric cancer in China
is far lower than those in developed countries, such as Japan and South Korea. In Japan,
the 5-year survival rate of patients with early gastric cancer after active treatment can
exceed 90% [5]. Therefore, it is with essential needs to develop early detection methods
for gastric cancer.

Gastric endoscopy is the most effective device to detect gastric cancer. However, the
morphological characteristics of gastric cancer, especially early gastric cancer, are very
insignificant in gastric endoscopy images. The diagnosis of early gastric cancer depends
on identifying the small changes in the color of the mucosa and the abnormality of the
lower blood vessels under the mucosa. Besides, each patient needs to take hours during
the whole endoscopy diagnosis, and then the endoscopist will check them one by one
to see if there is any malignant tumor or cancer. It is a severe challenge to endoscopists
and may lead to missed or incorrect diagnosis. Therefore, it is of great significance
to develop an algorithm that can assist endoscopic doctors in the diagnosis of gastric
cancer.

c© Springer Nature Singapore Pte Ltd. 2022
Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1491, pp. 451–459, 2022.
https://doi.org/10.1007/978-981-19-4546-5_35
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Fig. 1. The overall network architecture of our improved SSD Model.

Recently, with the development of deep learning, the clinical assistant diagnosis and
treatment involving artificial intelligence provide a new direction for disease diagnosis.
Many revolutionary algorithms and models in artificial intelligence have gradually been
applied to clinical applications. Such as the diagnosis system of artificial intelligence
skin cancer that can reach the expert level proposed by Stanford University [3], the arti-
ficial intelligence system for detecting lymph node metastasis of breast cancer [11], and
the artificial intelligence system for polyp recognition [13] and cancer recognition [4]
under digestive endoscopy.

In this study, we also mainly focus on gastric cancer detection in the endoscopy
images. To deal with the challenge of small tumor detection, we developed an improved
SSD detection framework [7] for this task. Our framework contains a multi-scale fea-
ture fusion module to leverage features from high layers to increase the feature discrim-
ination in lower layers. Besides, we also leverage a multi-task learning framework by
combining the lesion segmentation to assist the detection further. Experimental results
on a dataset collected from the First Affiliated Hospital of Xiamen University demon-
strate the effectiveness of our proposed method.

2 The Proposed Method

The overall structure of our improved SSDmodel is shown in the Fig. 1. Compared with
the original SSD framework, we add a Recurrent Feature Pyramid Networks to promote
the integration of different semantic features, and a segmentation branch to assist the
detection of small lesions.
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Fig. 2. The computation process of our proposed feature fusion module.

2.1 The Recurrent FPN

When labeling gastric cancer lesions, doctors do not directly mark the lesion area at a
glance but need to look carefully and repeatedly to identify the lesion area accurately.
To mimic this process, we first use a recurrent FPN network structure [9] as shown
in the left part of Fig. 1. In the recurrent pyramid network, a feedback connection is
used to transport the features obtained from the previous FPN to the feature extraction
(bottom-up) backbone network on the left again. Instead of using the features obtained
by FPN directly on the detection layer. This idea is similar to the Cascade RCNN [1]
using more selected samples for training. The recurrent feature pyramid improves the
more powerful expressive ability of FPN.

2.2 The Feature Fusion Module

In the original SSD, there is no connection between feature maps of different sizes,
so the texture and color information of low-level features and semantic information of
high-level features cannot be fully integrated. Therefore, in this study, we propose a
novel Feature Fusion Module (FFM) for feature fusion as shown in Fig. 2. The feature
fusion module is similar to the idea in ParseNet [8], that combines the local and global
features of the feature maps of different layers of CNN and integrates multi-scale and
multi-semantic spatial sum Channel characteristics. In the FFM, we mainly adopt a
dual-branch attention module to fuse the features from low-level and high-level. The
detailed computation flow of the FFM can be found in Fig. 2.
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Fig. 3. The network architecture of the segmentation branch.

2.3 The Segmentation Branch

Although the original SSD framework uses six different scale features to detect targets
of different sizes, low-level feature maps contain more shallow information such as tex-
ture and color, lacking semantic information. To deal with this issue, we add a semantic
segmentation branch into the detection framework to increase the feature discrimina-
tion in shallow layers. The network architecture of the segmentation branch is shown in
Fig. 3. In order to reduce the number of parameters to achieve real-time gastric cancer
recognition, we only use the features from Conv4 3, Conv7, Conv8 2.

The segmentation branch is then integrated into Conv4 3, and the semantic infor-
mation is added to it to assist the object detection in this layer. In other words, the
semantic feature map is used to activate the original low-level detection feature map by
pixel-by-pixel multiplication, denoted as:

Conv4 3new = Conv4 3 � Attentionseg. (1)

2.4 Loss Function

In the original SSD, there are two loss functions, i.e., Lcls and Lreg , corresponding to
the classification and bounding box regression. However, for our gastric cancer detec-
tion task, we suffer a severe imbalance data issue between the lesion and normal area.
To deal with this issue, we further adopt the Focal loss [6] into the Lcls, denoted as:

Lcls =
{−α (1 − ŷ)γ log(ŷ), y = 1

− (1 − α) ŷγ log(1 − ŷ), y = 0 (2)

where γ is used to adjust the rate of weight reduction of simple samples, and α is used
to balance the ratio between positive and negative samples. The γ and α are set to 2 and
0.25 in this study, respectively. The Lreg is implemented by the L1 loss as the same as
SSD.
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For the segmentation branch, we adopt the weighted cross-entropy loss and IoU loss
for training, denoted as:

Lseg = Lw
IoU + Lw

BCE . (3)

The final loss function for our whole network is a multi-task loss function which
combines the Lcls and Lseg ,

Lall = λLseg + (Lcls + Lreg), (4)

where λ balances the influence between Lseg and Lreg , and is set to 0.1.

3 Experiments

3.1 Dataset

The endoscopic images used in the study are collected in the First Affiliated Hospital
of Xiamen University. The whole dataset contains 646 gastric cancer images from 73
patients. Two endoscopic doctors annotated the images by using the LabelMe toolbox.
The training and testing split used in this study is shown in Table 1.

Table 1. The training and testing split.

# Patients # Images # BBox

Dataset 73 646 733

Training Set 63 560 629

Testing Set 10 86 104

3.2 Experimental Setup

We implement our model by using the PyTorch toolbox, and conduct experiments on
a GTX 1080Ti GPU. All the input images are resized to 300× 300, and the model is
trained by the SGD optimizer for a total of 12,000 iterations with an initial learning
of 3e–4. The batch size is set to 16, and a variety of data augmentation methods have
been used, such as random rotation, random flip, random color adjustment. The mean
average precision (mAP), precision and recall are used to evaluate the detection, and
the mIoU and mDice are used to evaluate the segmentation results.

3.3 Experimental Results

The experimental results are shown in Table 2. For the original SSD model, we can
find that the mAP metrics for both VGG16 and ResNet-50 backbone are around 0.5.
The mAP for the YOLO-v3 is only 0.478, which is lower than the SSD-based meth-
ods. Besides, we also compute the mIoU and mDice for the segmentation model U-
Net, which are 0.478 and 0.563, respectively. After adding the segmentation branch
and recurrent FPN and feature fusion mentioned in this paper, we can observe that the



456 M. Liu et al.

detection accuracy mAP is increased to 0.560, which is about 6% higher than the orig-
inal SSD. Besides, we can find that the mIoU and mDice are improved in our model
compared with U-Net [12]. These results suggest that the multi-task learning network
is helpful for the detection of gastric cancer when considering the detection and seg-
mentation tasks simultaneously.

Table 2. The comparison of our method with other different methods.

Method mAP Precision Recall mIoU mDice

SSD (VGG16) [7] 0.505 0.421 0.536 * *

SSD (ResNet50) [7] 0.502 0.437 0.542 * *

YOLO-V3 [10] 0.478 0.418 0.523 * *

U-Net [12] * * * 0.478 0.563

Ours 0.560 0.512 0.603 0.493 0.610

In addition, we also conduct an ablation study to verify the effectiveness of each
part in our proposed network. As shown in Table 3, we can find adding the segmenta-
tion branch, FPN, and Recurrent FPN individually can increase the performance overall
the baseline model. By comparing the results of FPN and Recurrent FPN, we can find
that our proposed Recurrent FPN can outperform the FPN. Finally, after adding both
segmentation branch and Recurrent FPN, the mAP will further increase to 0.560. These
results suggest the mutual benefits of the segmentation branch and the proposed Recur-
rent FPN.

Table 3. Ablation experiments

Method mAP Precision Recall

Baseline 0.502 0.437 0.542

+Seg branch 0.526 0.458 0.563

+FPN 0.514 0.449 0.552

+Recurrent FPN 0.547 0.481 0.586

+Seg branch & Recurrent FPN 0.560 0.512 0.610

3.4 Visual Analysis

In order to intuitively show the effectiveness of the proposed method, this paper selects
several representative test set images to do visual analysis. The visualization results of
our improved SSD and the original SSD are shown in Fig. 4. Columns 1 and 2 are the
ground-truth labels of gastric cancer images and gastric cancer locations, respectively.
Column 3 is the results obtained by the original SSD, and columns 4 and 5 are the results
obtained by the segmentation and detection branches of our improved SSD. It can be
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Fig. 4. Some detection and segmentation results obtained by the SSD and our model.

seen that the smaller cancer lesion areas were missed in the original SSD detection.
Such as gastric cancer lesions in rows 1, 3, and 4 cannot be accurately identified in the
original SSD but can be accurately in the segmentation branch and the final detection in
our model. In addition, as shown in the first row, the gastric cancer area detected by the
original SSD is much smaller than that of the real lesion and cannot accurately frame
the entire gastric cancer lesion. However, the method proposed in this study is more
accurate in detecting the lesion area, which can almost identify the whole gastric cancer
lesion and has higher confidence than that of the original SSD.

In addition, we also visualized some failure cases of our model in Fig. 5. It can be
found that these relatively poor results mainly appear in those areas with very similar
textures to normal areas. For example, gastric cancer and normal areas in the first row
are very similar and have very similar appearance characteristics. There are also missed
areas, such as the second row and third row, which are some early gastric cancers, and
their appearance is very inconspicuous. Even experienced gastro endoscopy doctors can
hardly distinguish them, and they need to use tools such as magnifying endoscopy to
achieve accurate identification.
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Fig. 5. Some failure cases produced by our model.

4 Conclusion

This study proposes an improved SSD-based gastric cancer detection method. Com-
pared with the original SSD detector, we use a recurrent feature pyramid network
(RFPN) to improve the feature discrimination of FPN. In addition, we further adopt
a dual-branch feature fusion model, one of which focuses on global semantic informa-
tion and the other on local semantic information. Finally, to address the lack of semantic
information in the lower feature map of SSD, this paper proposes a novel small target
detection method by fusing semantic supervision information. A semantic segmenta-
tion branch is added to the SSD, and its semantic information is added to the first part
of the SSD. Experiments show that the accuracy of the improved SSD detector on the
gastric cancer dataset of Xiamen First Hospital is much better than that of ordinary SSD
detectors and other detectors.

Acknowledgement. This work is supported by the National Nature Science Foundation of China
(No. 61876159, 61806172, 62076116, U1705286).
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Abstract. The current baggage re-identification methods only consider
the global coarse-grained features while ignoring the fine-grained fea-
tures. To deal with this issue, we proposed a simple and efficient multi-
granularity feature learning based on attention mechanisms for this task.
First, we introduce the global context attention mechanism into the back-
bone network to improve global features. Then, we use the batch feature
dropbox module to learn local fine-grained features with context informa-
tion combined with global coarse-grained feature learning. Our method
achieved 84.6% Rank-1 and 82.5% mAP on the public dataset, which
verified the performance of baggage re-identification can be improved by
global context information and multi-granularity feature learning.

Keywords: Baggage re-identification · Attention mechanisms ·
Multi-grained feature learning

1 Introduction

The mainstream method of baggage tracking and identification in the airport is
based on radio frequency identification technology. Radio frequency identifica-
tion technology can identify and track baggage without additional manual opera-
tions and locate and investigate suspicious baggage smuggled by customs quickly
and improve the customs clearance rate of passengers. However, this technology
has the following shortcomings due to the reliance on radio frequency tag iden-
tification. (1) The radiofrequency tag may fall or be torn off by some passengers
deliberately during transmission. (2) The radiofrequency tag must be marked
by humans or some equipment, which will cause additional costs and may affect
the customs clearance rate. (3) Some baggage or devices with metal materials
may interfere with the detection signal of the radio frequency tag, which may
lead to false negatives. The industry is considering using other technologies, and
baggage re-identification technology has attracted attention.

With the inspiration of Person Re-Identification method, some vision based
baggage re-identification have been proposed by different researchers, such as the
MSN [13] and [5]. However, these methods only focus on the difference between
c© Springer Nature Singapore Pte Ltd. 2022
Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1491, pp. 460–472, 2022.
https://doi.org/10.1007/978-981-19-4546-5_36
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Fig. 1. Fine-grained feature and context of the baggage.

probe image and the images in the gallery collection, and largely ignored the
fine-grained characteristics of the baggage. Besides, these methods are based on
the siamese network which only uses the weak label information (only considers
the relationship between the two samples), but not the identity label of the
baggage re-identification data set.

As shown in Fig. 1-(a), some common styles of baggage are very similar
and can not be distinguished if some fine-grained features are not considered.
Fine-grained features focus on objects (baggage with different identities) belong-
ing to multiple subcategories of the same category (baggage). In addition, the
smalle and larger intra-class differences in pose, scale, and rotation is caused by
the highly similar subcategories, which determined that a single global coarse-
grained feature is difficult to identify of baggage images.

On the other hand, we argue that fine-grained features have a certain mean-
ing only under the overall context information. For example, two baggage have
similar cartoon stickers (as shown in Fig. 1-(b)), and they are not the same bag-
gage since they are in different colors. In the absence of context, only relying
on fine-grained features will result in a higher similarity between the two bag-
gage images during retrieval (that is, the ranking in the retrieval ranking will
become relatively high). Therefore, instead of only considering the fine-grained
local features, we also need to consider the more general global information.
In this study, we will introduce a global attention mechanism to learn contex-
tual information. This mechanism can learn global context information through
long-range modeling to enhance the feature expression of the backbone.

After considering the above-mentioned aspects, this study proposes a bag-
gage re-identification method of multi-granularity feature learning based on the
attention mechanism. This method integrates with ResNet-50 by introducing a
Global Context (GC) attention mechanism [1]. Based on the features of context
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information, a batch feature dropbox module is proposed to learn local fine-
grained features. That is, the local granularity feature context information is
given and combined with the global coarse-grained feature to improve the dis-
criminability of the retrieval feature. Our method can achieve an 84.6% Rank-1
and 82.5% mAP on the public baggage re-identification data set MVB.

2 Related Work

2.1 Deep Learning-Based Method for Baggage Re-identification

At present, the baggage re-identification is mainly based on the siamese network.
Zhang et al. [13] proposed the MSN network. Specifically, the MSN network
uses VGG16 as the backbone to extract feature maps of the probe and gallery
images, respectively. Then, an element-wise subtraction layer is performed on the
feature maps of the two branches, and the output is fed to the fully connected
layer for binary classification. The classification part of the network predicts the
possibility of whether the probe image and the gallery image are from the same
identity. In the training phase, the MSN mainly aims to reduce the cross-entropy
loss function of the two classifications. The purpose of element-wise subtraction
is to suppress similar features at the same position on the feature map while
enhancing the different features and preserving spatial information. In the same
way, Mazzeo et al. [5] tried ResNet-50 and SENET and other classic image
classification networks as backbone networks to build siamese networks. Different
from the MSN network that uses an element-wise subtraction operation, it uses
a square layer. The square layer operation is defined as:

fs = (f1 − f2)
2
. (1)

where, f1 and f2 are the feature maps extracted by the backbone network for
the two input images. The utilization of a deeper backbone network improves
the accuracy by nearly 20% compared to the MSN network.

We can find that the current baggage re-identification methods have the
following shortcomings. (1) These methods consider the difference between the
probe image and the gallery image, but not the characteristics of the baggage
image, which makes it challenging to make full use of the information in the
baggage image and improve the performance of the baggage re-identification.
(2) The methods based on the siamese network only use the weak label informa-
tion (that is, they only consider the relationship between the two samples), but
not the baggage to re-identify the identity label of the dataset. (3) Single-task
training is insufficient to improve the performance of baggage re-identification.

2.2 Multi-grained Feature Learning

Wang et al. [8] proposed the Multiple Granularity Network (MGN) for person
re-identification. The MGN network introduced a multi-branch operation from
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res conv4-3 to res conv5-3 in ResNet. The pooling was used at different granular-
ities for extracting coarse-grained to fine-grained feature vectors in each branch.
Notice that the parameters of each branch are not shared. In [9], researchers pro-
posed a multi-granularity learning method based on receptive fields to represent
multi-granularity local features of different scales comprehensively. Unlike other
methods, this method performs local division on the intermediate representation
to manipulate the range of the receptive field, instead of performing the division
method on the input image or output feature, so this method can enhance the
position representation while maintaining proper local correlation.

2.3 Attention Mechanism

The attention mechanism can focus on the most informative input signals and
has been effectively used in various tasks, including natural language process-
ing, semantic segmentation, and image description. Vaswani et al. [7] first pro-
posed the self-attention mechanism to learn the global dependency between the
input and output sequence, which calculates the position response by paying
attention to all positions in the sequence. Hu et al. [3] proposed the “Squeeze-
And-Excitation” (SE) module, which can modeling the interdependence between
different channels by using a soft self-attention and re-weighting the channel
responses. Woo et al. [11] proposed a module called CBAM that integrates space
and channel attention mechanisms inspired by the SE module. Wang et al. [10]
proposed a non-local block (Non-local Block). The local is based on the recep-
tive field (for example, the receptive field of the convolution operation is usually
the size of its convolution kernel) in the non-local block. Non-local means that
the range of the receptive field is not limited to the convolution operation. The
Non-local process is defined as:

yi =
1

C (x)

∑

∀j

f (xi, xj) g (xj) . (2)

where, xi and xj are the feature vectors at a certain spatial position of the input
feature map (the dimension is the same as the number of channels of the input
feature map). f (xi, xj) is the similarity function between xi and xj . g (xj) is a
mapping function of 1, which is usually realized by the convolution operation of
the convolution kernel 1× 1, 1

C(x) is the normalization coefficient. For f (xi, xj),
it can be implemented in many different forms. The most commonly used form
in the field of computer vision is Embedded Gaussian. The form of the embedded
Gaussian function is:

f (xi, xj) = eθ(xi)
T φ(xj). (3)

That is, the Gaussian function is mapped to the embedding space and then the
similarity is calculated.
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Fig. 2. The Pipeline of the proposed AMG for baggage re-identification.

3 Proposed Method

The overall network structure of our proposed AMG model is shown in Fig. 2.
Our AMG model mainly contains three modules: the backbone network with
global context information, the global coarse-grained feature learning branch,
and the local fine-grained feature learning branch. To learning more discrimina-
tive local features, we introduce a batch feature dropbox process into the local
branch. In the following section, we will describe the computation details of each
module.

3.1 The Backbone Network with Global Context

The AMG network introduces the Global Context (GC) [1] module to learn the
global context information. Because of the low computational complexity and
the ability to model global contextual attention of the GC module, this study
will introduce the GC module to the baggage re-identification and propose the
combination of the GC module and the backbone network ResNet-50. Specifi-
cally, the AMG network first passes the feature map through the original ResNet
convolution module, and then feeds the output to the GC module. Due to the
characteristics of the attention mechanism, the GC module only needs a single
feature map as input. Figure 3 is a schematic diagram of the combination of the
third convolutional layer of ResNet50 and the GC module. The AMG network
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Fig. 3. The diagram of integrating the GC module in to the ResNet50-Layer3

embeds the GC module into ResNet-50, and pays more attention to global con-
text information when enhancing network learning features, thereby enriching
the discriminative power of features.

3.2 The Global Coarse-Grained Feature Learning Branch

As shown in Fig. 2, the AMG network obtains a feature map of size b × c ×
h × w after the backbone network with GC, denoted as S. Then the feature
map undergoes a hybrid pooling operation to obtain tensor Vg. Hybrid pooling
is a simple pooling operation, which is obtained by splicing along the channel
dimension after maximum and average pooling operation on the input tensor.
The operation can be expressed as:

Vg = Concat (GMP (S) , GAP (S)) . (4)

Then we flatten the tensor to the size of b×(2 × c), and denote this tensor as
V

′
g . The feature vector V

′
g will be used for the training of the triplet loss function,

and then fed to a batch normalization layer (BN) to obtain the feature vector
V

′′
g . According to the analysis in [4], the batch normalization layer can smooth

the feature distribution in the embedding space. The batch-normalized output
feature vector V

′′
g is sent to the Softmax layer. The number of neurons in this

layer is the number of identities (categories) of the baggage, and the output of
the Softmax layer is used for the training of the identity loss function (ID Loss).

3.3 The Local Fine-Grained Feature Learning Branch

For another core branch, the AMG network uses it to learn fine-grained features,
which is called the local fine-grained feature learning branch. This branch lever-
age the Batch Feature Dropbox (BFD) module to assist the feature learning.
The BFD randomly generates a rectangular area on the feature map S and sets
the values in the rectangular area to 0, forcing the network to use the remaining
information to learn more discriminative local features.

Algorithm 1 describes the detail of the proposed BFM module. In brief,
the input baggage image is obtained by integrating the GC module and the
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integrated network of ResNet-50 to obtain a feature map S with the size of
b × c × h × w. And then, the BFD randomly generates a mask, denoted as M .
The shape of the mask is the same as the feature map, and their values are
1. A rectangular area is randomly generated on the Mask, and the area of the
rectangular area is random within the range of the upper limit ah and the lower
limit al of the given original area ratio. The aspect ratio of the rectangle is also
randomly generated under the conditions of the given upper limit r2 and lower
limit r1. After the elements in the rectangular area are set to 0 as described
above, the Mask and the feature map S are multiplied element by element to
obtain a new feature map S∗. What needs to be explained here is that the neural
network training uses batch (Batch) input images, so the batch loss module
applies the same mask to the same batch input. That is the elements at the
same position of each c× h×w tensor are the same. The subsequent operations
of the output new feature map S∗ are the same as the global coarse-grained
feature learning branch. After the hybrid pooling operation and dimensional
compression, the feature vector is obtained and then used for the training of the
triple loss function. In addition, the tensor is also subsequently fed to a batch
normalization layer to obtain a new feature vector, which is used in the Softmax
layer to train the identity loss function.

Algorithm 1: Batch Feature Dropbox Algorithm
Input : the size B × C × H × W of S; the area of S as:A; the area ratio from

al to ah; the aspect ratio from r1 and r2;
Output: S∗

if Model is training then
while True do

Ad ← Rand (al, ah) × S; rd ← Rand (r1, r2);

Hd ← √
Ad × rd; Wd ←

√
Ad
rd

;

xd ← Rand (0, H); yd ← Rand (0,W );
if xd + Hd ≤ W and yd + Wd ≤ H then

M ← Ones(B,C,H,W );
M [:, :, xd : xd + Hd, yd : yd + Wd] ← 0;
S∗ ← S × M ;
return S∗;

end

end

else
S∗ ← S;
return S∗;

end

Discussion: The local fine-grained feature learning branch can set the origi-
nal main focus area to 0 by random batch feature discarding during training,
which can force the remaining part of the feature map to participate in the
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backpropagation. It should be noted that the batch feature loss module is not
the same as the Batch DropBlock in the BDB network [2] in the person re-
identification network. The differences are:

(1) The generation rules of the rectangular area are different. In this paper,
the generation area of the batch feature loss module is randomly generated
under the conditions of the upper and lower limits of the given aspect ratio,
not a rectangular area with a fixed aspect ratio. The Batch DropBlock in
the BDB network has the aspect ratio fixed in advance, and the rectangular
area generated each time only differs in position. By doing so, our generation
rules can increase the diversity of the generated rectangular area.

(2) The original intention of Batch DropBlock applied in the BDB network is to
erase the features of the same position of pedestrians in the same batch, which
is equivalent to introducing prior information of pedestrian structure. The
“batch” used in the batch feature discarding module proposed in this paper
does not cover the same parts of the baggage (baggage does not have inherent
constraints similar to pedestrians walking upright) but only improves the exe-
cution efficiency of discarding. Compared to generating a Mask for each bag
image, the same batch input generates a Mask with higher operating efficiency.

3.4 Loss Function

For both the global branch and the local branch, we use the triplet loss and ID
classification loss for training. The final loss function is the combination of the
two branches, denoted as follows:

Loss = Lce
global + Ltri

global + Lce
local + Ltri

local (5)

where Lce is cross-entropy loss function, and Ltri is the triplet loss function.

4 Experiment

4.1 Dataset

To evaluate the performance of our proposed method, we conduct experiments
on the baggage re-identification data set MVB [13]. The MVB contains 4,519
different baggage identities (categories) and 22,660 labeled images. The training
set contains 20,176 baggage images from 4,019 baggage identities, while the
probe set of the test set has 1052 images from 500 identities, and the gallery set
includes 1,432 images and 500 identities.

4.2 Experiment Settings

We implemented the proposed AMG network by using the PyTorch deep learn-
ing toolbox. In the training phase, we randomly cropped the input image to
the size of 256 × 256, and applied random horizontal flipping, random vertical
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flipping, and random erasing [14] for data argumentation. For each training
batch, we randomly sampled 32 identities, with each has 4 images. The area of
the Mask rectangular is randomly selected from [0.25, 0.75], and the aspect ratio
is randomly generated from [0.3, 1.3]. We trained the AMG by using the Adam
optimizer for 250 epochs on 2×1080Ti. In the testing phase, we concatenated
the features from the two branches for computing the similarity based on the
Euclidean distance.

4.3 Experiment Results

Due to there are very little researches about baggage re-identification, we further
include some typical person re-identification methods for comparison. PCB and
MGN networks are classic horizontally divided feature maps to extract local
features in person re-identification. It can be seen from Table 1 that MGN’s
Rank-1 is only 57.8%, and mAP is only 56.6%. PCB is better than MGN, but
the Rank-1 is only 64.4%, and the mAP is 65.5%. This is because the postures
of baggage images are quite different, and local features cannot be extracted by
horizontal division like pedestrian images, which causes the failure of methods
like PCB in the task of re-identification of baggage. BDB is similar to the model
proposed in this study and achieved 78.5% of Rank-1 and 78.0% of mAP. But
the effect of BDB is not as good as the AMG network because BDB does not
incorporate global context information. The methods proposed by MSN and
Mazzeo P. L. have only two baggage re-identification tasks, and the method in
this paper is far ahead of them.

Table 1. Comparison with state-of-the-art object Re-ID methods on the MVB dataset.

Method Rank-1 mAP

Person Re-ID PCB [6] 64.4% 65.5%

MGN [8] 57.8% 56.6%

BDB [2] 78.5% 78.0%

Strong baseline [4] 75.9% 73.6%

OSNet [15] 72.6% 69.1%

RGSC [12] 74.5% 74.4%

Baggage Re-ID MSN [13] 50.2% 51.8%

Mazzeo et al. [5] 64.8% 61.7%

AMG 84.6% 82.5%

4.4 Ablation Studies

In order to explore the effects of each module of the AMG network, ablation
experiment was conducted in this section.

The Effectiveness of the Global Context: First, to explore the integration
effects of our proposed global-context-based attention mechanism, we compared
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it with the CBAM, SE, Non-local. The results are shown in Table 2. It can be seen
that after integrating ResNet-50 with the attention mechanism, the performance
indicators of bag re-identification have improved in different degrees. The result
of integrating our proposed GC module into ResNet-50 is better than that of
using the non-local module and the SE module alone. This result suggests that
the global context information and the interdependence between channels can
mutually promote feature learning.

Table 2. The effect of different attention on the ResNet-50.

Rank-1 mAP

Baseline 75.9% 73.6%

Baseline + Non-local [10] 77.3% 77.5%

Baseline + SE [3] 79.4% 78.6%

Baseline + CBAM [11] 77.6% 76.8%

Baseline + GC [1] 80.4% 79.9%

The Effectiveness of the Global and Local Branch: In this part, we train
two different models, each containing the global branch or the local branch, to
evaluate their effectiveness. As shown in Table 3, we can find that the effect of the
local fine-grained feature learning branch is higher than that of the global-grained
feature learning branch. This is mainly because the proposed fine-grained feature
eliminates a certain ambiguity under the global attention mechanism condition
and improves the feature’s discrimination. On the other aspect, we can observe
the mutual benefits of considering these two branches jointly.

Table 3. The effectiveness of the global and local branch

Rank-1 mAP

Global branch 81.4% 79.8%

Local branch 82.9% 81.2%

AMG 84.6% 82.5%

The Generalization of the GC and Local Branch: We further integrate
the proposed global context learning and local branch into other person re-
identification methods. As shown in Table 4, we can observe a significant boost
in both Rank-1 and mAP compared with the original PCB, MGN, and OSNet.
This experiment shows that local fine-grained features based on contextual infor-
mation can further improve its performance in general methods and prove the
Generalization ability of the proposed method in this study.
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Table 4. GC Block + Local Branch on different methods

Rank-1 mAP

PCB 64.4% 65.5

PCB + GC + Local Branch 69.1% 70.1%

MGN 57.8% 56.5%

MGN + GC + Local Branch 60.9% 59.2%

OSNet 72.6% 69.1%

OSNet + GC + Local Branch 73.5% 73.2%

4.5 Visual Analysis

Visual analysis is conducted to explore the actual retrieval effect of the AMG
network in this paper. Figure 4 shows the top 10 images corresponding to the
sorting results of the 8 probe images (the leftmost column) on the baggage re-
identification MVB dataset of the AMG network. The green frame represents
the same baggage identity as the probe image, but the red frame is different.

Fig. 4. The Top-10 ranking list of the proposed AMG model. (Color figurte online)
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In general, we can find that the AMG network can sort the similar baggage in the
front, which can help us to filter out some similar baggage images as candidates
(ranking results are higher) even when the viewing angle changes significantly.

5 Conclusion

Since the current baggage re-identification methods ignore the fine-grained fea-
tures and are more complex, this paper proposes a simple and efficient bag-
gage re-identification method based on multi-grained feature learning and the
attention mechanism. Our method combines multi-granularity feature learning
and global attention mechanism to improve the performance of baggage re-
identification and then proposes a multi-granularity feature learning network
AMG based on the attention mechanism. The AMG network only uses the global
attention module and simple multi-granularity branch structure for multi-task
learning (without additional tag information). It obtains efficient features for
the retrieval of baggage re-identification. Extensive experiments on the AMG
network on the baggage re-identification MVB dataset proved the effectiveness
of the multi-granular feature learning and attention mechanism, and finally
achieved 84.6% of Rank-1 and 82.5% of mAP on the MVB dataset, which is
far ahead of the currently published baggage re-identification method.
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Abstract. Legal judgment prediction is a task that automatically pre-
dicts the outcome of court judgments. The sentence prediction contained
in it aims to predict the range of the sentence based on past textual infor-
mation, providing reference comments for relevant departments. Since
previous related researches mainly focused on criminal cases, they did
not pay attention to penalty change activities, for example, commuta-
tion cases. The main difficulty is that the amount of direct information
in commutation cases is less than that in criminal cases. Based on the
actual process of commutation, this paper proposes a method of com-
mutation prediction with multi-document information, by expanding the
information in the commutation documents. We collect criminal docu-
ments related to commutation cases and integrate them into a knowledge
base. Then, based on hierarchical attention networks for document classi-
fication, we design a multi-document commutation model with dynamic
context vectors. Indirect information, such as criminal documents, can
generate document vectors that are more relevant to specific commuta-
tion prediction tasks based on direct information, such as commutation
documents. The experimental results prove that this method can combine
the vector features of multiple documents to better predict the sentence
of commutation.

Keywords: Legal judgment prediction · Sentence commutation
prediction · Multi-document classification · Attention

1 Introduction

Sentence commutation is one of the activities of penalty execution changes. It
is a litigation mechanism that is initiated by the criminal himself, the prison
provides evidence of whether the criminal can be commuted, the procuratorial
organ implements legal supervision and the people’s court judges. As the final
link of criminal proceedings, penalty execution bears the task of punishing, edu-
cating, and reforming criminals, and how its effectiveness is directly related to
the realization of the ultimate goal of criminal proceedings [1].
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China has focused on the process of investigation, prosecution and trial while
neglecting the execution for a long time, making the execution of penalty the
weakest link in the construction of the legal system [1]. At the same time, there
are certain structural flaws in the execution of penalties in China. Compared
with the openness and transparency in the criminal trial process, the commuta-
tion trial adopts a more secret method in practice. The supervision of penalty
enforcement authorities and courts have limited reference materials for judging
penalty changes [2].

At present, judicial materials are usually in the form of text documents.
Natural language processing has achieved remarkable results in the practice of
the judicial field, and the main application is legal judgment prediction. The legal
judgment prediction is based on the textual information described by the facts
of the case and aims to predict the outcome of the judgment. Natural language
processing models can assist in real legal judgments. Judges can use the results
predicted by the model as a reference for judgments, which reduces the cost of
judgments, improves fairness, and begins to serve as an important auxiliary tool
for judicial judgments. However, the legal judgment prediction mainly focuses on
the criminal cases, ignoring penalty change activities, for example, commutation
cases. If we can collect and extract the data needed for penalty execution changes,
and apply the natural language processing model to the sentence commutation
prediction, the commutation prediction results given by the model can help
improve the last link of criminal litigation and contribute to the construction of
the legal system.

Compared with the more complete information on criminal trial documents,
the content of current commutation trial documents is not sufficient. The doc-
uments which can be publicly obtained mostly are the “Commutation Criminal
Verdict”. They only mention the direct information when the penalty execution
changed, that is, it only contains the crime, the original sentence, the previ-
ous changes of the sentence, and the performance of the reform. In the actual
commutation trial process, according to the “Provisions on the Working Pro-
cedures for Prisons to Propose Commutations and Paroles”, when the prison
districts or sub-districts propose commutation, the main textual material that
should be submitted is the “Commutation (Parole) Review Form”, which does
not only contain direct information such as crime, original sentence, the pre-
vious changes of sentence, the performance of the reform, as well indirect text
information not mentioned in the “Commutation Criminal Verdict”, such as the
defendant’s personal information and the criminal facts. At the same time, the
main materials that the prison should submit to the court for commutation are
the “Proposal for commutation” and the copy of the final judgments. “Proposal
for commutation” has the same format and content as “Commutation Criminal
Verdict”, and they only contain direct information on commutation, while the
final judgments attach indirect information. It can be seen that the commuta-
tion judgment should not only be based on the crime, the original sentence, the
previous changes of the sentence, and the performance of the reform, but also
on the criminal facts at the time, and more importantly, on specific legal provi-
sions. This is a judicial process that combines multiple information. It is obvious
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that the amount of information is not sufficient to predict the commutation only
through the document content of “Commutation Criminal Verdict”. It is neces-
sary to find the content of the relevant criminal document to provide sufficient
information for predicting.

By studying the content of the “Commutation Criminal Verdict”, we found
that the case number of the original criminal judgment is generally mentioned,
and the relevant specific criminal facts can be inquired through the case number,
to obtain more specific and rich data information. The information obtained
through the above process is multi-document text information, and the content
of criminal documents related to commutation is indirect information, which
itself does not serve for commutation. The amount of indirect information is
larger than that of direct information, and it is complex. It is necessary to
extract some of the most relevant information for the specific task of predicting
the sentence of commutation to predict more accurately. In the actual process
of commutation sentence, it also needs to extract indirect information related to
the current commutation task, and combine it with direct information to better
predict the sentence of commutation.

To sum up, a model that can effectively combine the key content of the com-
mutation document, the criminal judgment document, and the legal provisions
will be in line with the actual commutation trial process, and the commutation
results obtained by the model will be more precise. The main contributions of
the commutation prediction method with multi-document information are sum-
marized as follows:

1. Extract the direct document information of the commutation document and
the indirect document information of the related criminal document.

2. Design a commutation prediction model, based on the direct document infor-
mation of the commutation document, use the attention mechanism to com-
bine the indirect document information related to this specific commutation
task in a many-to-one way.

3. The experimental results show that this method can improve the effect of
commutation sentence prediction, which is more matched with the logic of
commutation sentences in reality.

2 Related Work

Legal Judgment Prediction is a classic legal task in deep learning, which aims
to predict the outcome of the judgment based on the facts of the case.

Most of the legal judgment prediction tasks in deep learning use the text
classification model framework. In the abstract, the legal judgment prediction
task is a classification task, what needs to be predicted is the result of judgment.
The main focus is how to optimize the text classification model framework based
on the specific task, we summarize two optimization methods in past research
as follows.

Some research integrates multiple data sources, such as facts, defense
requests, clauses, to optimize the interaction of data. Luo et al. [3] predict the
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charges for criminal cases based on the law articles, extract the representation
vector of the crime facts through the article encoder, and input the criminal
fact vector into the law article extractor to find the most relevant k law arti-
cles. However, the structure of the model only considers the crime facts and law
articles and uses the attention mechanism to extract the information about the
crime facts from law articles, and the data interaction is relatively simple. Long
et al. [4] refer to the reading comprehension model architecture, and actually
use the attention mechanism. They calculate the attention in pairs and selects
useful factual text descriptions to produce more relevant plaintiffs’ pleas and
law articles, and then more accurately predict the binary classification problem
of whether to accept the defense request. The model integrates the factual text
information into the plaintiffs’ pleas and law articles and adds more information
to make the prediction more accurate. Although the model takes multiple crimes
situation into account, it uses binary classification, and the number of combined
document information is also less, and the data interaction is relatively simple.

Some research expands to multi-task and optimizes the interaction of multi-
task. Zhong H et al. [5] propose that the subtasks of predicting legal articles,
crimes, fines, and sentences are not independent. They transformed the depen-
dency between these subtasks into a directed acyclic graph (DAG) and proposed
a topology multi-task learning framework, TopJudge, which contains multiple
subtasks and DAG dependencies for decision prediction. In fact, for a single
task, it adds information about the results of other tasks, making the predic-
tion more accurate. It can be seen that, compared to the method of calculating
attention in pairs, the multi-task interaction model can make the prediction of
the model more accurate through a more complex data interaction process.

In summary, it can be seen that the current mainstream legal judgment
prediction model optimizes and improves the model by adding more information.
Researchers can add information through the vector generation process in the
model or can associate multiple tasks to add information through the whole
process, these improvements are in line with the process of manual judgment, and
have good model interpretability. However, the current legal judgment prediction
tasks:

1. They merely predict criminal cases, which cannot meet the complex and
diverse needs of court criminal justice activities. There are activities of penalty
execution changes such as commutation and parole. At the same time, com-
bined with the actual sentencing process, legal judgments such as commuta-
tion can also learn from the current research way of legal judgment predic-
tion tasks, and combine more text information to predict the commutation
sentence.

2. For the single-task prediction model, the number of document inputs is usu-
ally no less than 3, and most text information interactions use paired atten-
tion interaction mechanisms. Based on the actual process of commutation
sentences, we combine multiple document information to have many-to-one
attention interaction, to extract effective document information vectors.
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Therefore, we propose a commutation prediction method that combines
multi-document information. Firstly, jointly collect criminal documents related
to commutation, and integrate them into a knowledge base containing com-
mutation documents, criminal documents, and legal provisions. Secondly, based
on the hierarchical attention network of document classification, we design a
multi-document commutation prediction model. This model uses dynamic con-
text vectors, referring to the actual process of commutation sentence, criminal
documents and other indirect documents can generate the document vector that
is more relevant to the specific task of commutation.

3 Prediction of Sentence Commutation Combined
with Multi-document Information

The main innovations of the commutation sentence prediction method combined
with multi-document information are as follows. We construct a new commu-
tation sentence knowledge base, which not only contains the direct informa-
tion of the commutation document but also contains the indirect information
of the criminal document related to the commutation document, and extract it
into multiple document information, including the crime (Crime), the previous
changes of the sentence (Judge), the performance of the reform (Performance),
the criminal facts at the time (Fact), specific legal provisions (Article). According
to the actual process of commutation sentence, We use dynamic context vectors
based on the hierarchical attention network of document classification, so that
indirect document information can generate deeper vector representations based
on direct document information, and effectively combine multiple documents to
predict sentence of commutation.

3.1 Commutation Knowledge Base

The construction of the knowledge base for commutation is to search for public
legal documents through the Tianyancha website. The ultimate source of legal
documents from Tianyancha is the China Judgment Document website. “The
Provisions of the Supreme People’s Court on the Issuance of Judicial Documents
on the Internet by the People’s Courts” clarify that the Supreme Court has
established the China Judgment Document website on the Internet to uniformly
publish the effective judgment documents of the people’s courts.

The construction process of the commutation knowledge base is shown in the
Fig. 1:

Collect Related Documents. We collect the public “Commutation Criminal
Verdict” as the direct document information source, and search for the corre-
sponding original criminal judgment as the indirect information source of the
documents.
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Fig. 1. Commutation knowledge base

The steps to collect related documents are as follows: obtain a public “Com-
mutation Criminal Verdict” as a direct document information source; extract the
case numbers of relevant criminal judgment through regular matching; search
for the public original criminal judgment through case number, and use it as an
indirect document information source.

Extract Multiple Documents. According to the main material submitted
at the time of commutation -“Commutation (Parole) Review Form”, compar-
ing it with the content of the documents collected, the “Commutation Criminal
Verdict” is extracted and divided into the crime (Crime), the original sentence
(Judge), and the performance of the reform (Performance); the original criminal
judgment can be extracted into the criminal facts (Fact); most of the “Commuta-
tion Criminal Verdict” only refer to Article 6 of the “Provisions of the Supreme
People’s Court on the Specific Application of Law in Handling Commutation
and Parole Cases” which is the main basis for commutation sentence, and take
this document as the legal basis (Article).

Since the document has a certain format, we can use regular expressions to
extract the corresponding document by writing rules. Extract from the commu-
tation document and the corresponding criminal judgment document to obtain
the multi-document data required by the model. For example, the crime is gener-
ally referred to as “the defendant commits”; the original sentence generally starts
with “sentence” and ends with “executive agency”; the performance of reform
generally starts with “ascertained by trial, in the period of sentence evaluation
the criminal” and ends with “this court thinks”; the criminal facts generally
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begin with “The People’s Procuratorate charges” and the end with “the crimi-
nal facts ascertained by the original verdict”.

3.2 The Multi-document Commutation Sentence Prediction Model

The main part of the multi-document commutation sentence prediction model
is the Text Encoder, as shown in Fig. 2. There are three types of Text Encoders
in this article, they are Static Text Encoder, Crime Encoder, and Dynamic Text
Encoder. The function of the Text Encoder is to input the crime (Crime), the
original sentence (Judge), the performance of the reform (Performance), the
criminal facts (Fact), and the specific legal article (Article). The correspond-
ing encoder generates the encoded document vector-dcrime, djudge, dperformance,
dfact, darticle.

Fig. 2. Multi-document commutation sentence prediction model

Static Text Encoder. Static Text Encoder adopts the Hierarchical Attention
Networks for Document Classification [6], shown as the orange part on the right
side of Fig. 2. The Judge documents and Performance documents will be gener-
ated by the Static Text Encoder to generate the representation vector, in which
the global level Context Vectors is used to select the informative words and
sentences. Static Text Encoder consists of several layers: Word Encoder Layer;
Word Attention Layer; Sentence Encoder Layer; Sentence Attention Layer.

The specific explanation of each part is as follows:
Suppose that a document has L sentences, sentencei represents the i-th sen-

tence, the i-th sentence contains Ti words, and wordit(i ∈ [1, L], t ∈ [1, Ti])
represents the t-th word in the i-th sentence. Static Text Encoder can map the
original textual document to the vector representation.
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Word Encoder Layer. To preprocess the sentence, the embedding matrix can be
used to convert the word into a word vector, and then the Bi-GRU layer can
be used to obtain the contextual representation of the word. Among them, the
encoding part can introduce BERT pre-training, so that the model can transfer
and learn the information of other text, optimize the representation degree of
some words, and further improve the accuracy of the model.

For the i-th sentence, the process of Word Encoder is expressed as follows:

xit = Wwewordit, t ∈ [1, Ti] (1)
→
hit =

→
GRU(xit), t ∈ [1, Ti] (2)

←
hit =

←
GRU(xit), t ∈ [Ti, 1] (3)

Among them, wordit is the one-hot vector of the t-th word in the i-th sen-
tence, the word length of the i-th sentence is Ti, and Wwe represents the embed-
ding vector. xit is the pre-trained vector of the t-th word in the i-th sentence.−→
hit and

←−
hit are the results of the Bi-GRU layer, which is the hidden state of the

t-th word in the i-th sentence.

Word Attention Layer. Not all words have the same effect on the representation
of a sentence. Therefore, the attention mechanism is introduced to extract the
words that are important to the representation of the sentence, and these word
vectors are aggregated to form a sentence vector. First, the hidden state of the
t-th word in the i-th sentence is input into a fully connected layer to obtain the
learned representation uit. The model randomly initializes a word-level context
vector μw and jointly learns it during training. The context vector μw is regarded
as the “advanced representation” of the fixed query, that is, “which are useful
words”.

The specific process is expressed by the formula as follows:

uit = tanh(Wwahit + bwa) (4)

α =
exp(uT

itμw)
∑

t exp(uT
itμw)

(5)

si =
t=Ti∑

t=1

αithit (6)

Among them, Wwa and bwa are the weight parameters and bias parameters
of the fully connected layer, respectively; hit, mentioned in the Word Encoder
section above, is the hidden state of the t-th word in the i-th sentence obtained
by the bi-GRU layer; uit represents the representation of the t-th word in the
i-th sentence obtained by the fully connected layer. μw represents the word-level
context vector, and αit represents the weight of the t-th word in all Ti words
in the i-th sentence. si represents the vector representation of the i-th sentence
obtained by weighting and summing Ti word vectors in the i-th sentence.
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Sentence Encoder Layer. Sentence Encoder Layer and Word Encoder Layer
adopt a similar method. Taking the calculated representation vectors of L sen-
tences as input to the Bi-GRU layer to obtain the context representation of each
sentence. The specific process is expressed as follows:

−→
hl =

−−−→
GRU (si), i ∈ [1, L] (7)

←−
hl =

←−−−
GRU (si), i ∈ [L, 1] (8)

Among them, si is the vector representation of the i-th sentence calculated
above;

−→
hl and

←−
hl are the results of the bidirectional GRU layer, representing the

hidden state of the i-th sentence.

Sentence Attention Layer. Sentence Attention Layer and Word Attention Layer
use similar methods. Firstly, through a fully connected layer, and then the model
uses the sentence context vector us to calculate the weight of the i-th sentence
in the document, and finally the document vector d is obtained, which sums up
all the information of the sentence in the document.

The specific process is expressed by the formula as follows:

ui = tanh (Wsahi + bsa) (9)

αi =
exp(uT

i µs)
∑

t exp(uT
i µs) (10)

d =
∑i=L

i=1 αithi (11)

Among them, Wsa and bsa are the weight parameters and bias parameters of
the fully connected layer, respectively; hi, mentioned in the Sentence Encoder
section above, is the hidden state of the i-th sentence obtained by the bi-GRU
layer; ui represents the vector representation of the i-th sentence obtained by a
fully connected layer. μs represents the sentence-level context vector, and αi rep-
resents the weight of the i-th sentence in all L sentences in the entire document.
d represents the document vector representation by weighting and summing all
L sentence vectors of the entire document.

djudge and dperformance are the document vectors generated by the above
Static Text Encoder, representing the Judge documents and the Performance
documents.

Crime Encoder. Crime Encoder shown as the purple part on the right side
of Fig. 2. The crime is a limited and discrete entity data. The model treats a
crime as a word, and also uses a one-hot vector to represent the crime. We
learn from the text encoder to encode the crime into a vector form and input
it into the Crime Encoder. Crime Encoder draws on the word-level structure
of the Hierarchical Attention Networks for Document Classification [6], and the
sentence-level encoding result represents the Crime vector dcrime.
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Dynamic Text Encoder. The Dynamic Text Encoder which encodes the Fact
and Article also draws on the Hierarchical Attention Networks for Document
Classification [6], shown as the yellow part on the right side of Fig. 2. However,
due to the Indirectness of the Fact document and Article document. For the
specific task of predicting the commutation sentence, only part of the text infor-
mation can play a key role. It can refer to Crime, Judge, Performance documents
that are more related to this specific task to extract key information from the
Fact and Article.

To effectively combine the related information of all documents and realize
multi-document learning, the Dynamic Text Encoder adopts a special process:
receiving the encoding results of Crime, Judge, Performance, relying on the
dynamic context vectors of the modified HAN model, embedded in the Fact and
Article encoding to get the vector which is specialized for the specific task of
commutation.

Transform the context vectors μw and μs in the Static Text Encoder. They
are not randomly initialized during training but are represented by the vectors
of the relevant source documents, which are learned through training by a fully
connected layer. The abstract dynamic context vector generation process is for-
mulated as follows:

μw = Wwd + bw (12)
μs = Wsd + bs (13)

Among them, d represents the source document encoded vector that needs to
be referred to, μw and μs represent the context vector at the word and sentence
level respectively; Ww and bw are the weight parameter and the bias parameter
of the fully connected layer at the word level, respectively; Ws and bs are the
weight parameter and the bias parameter of the fully connected layer at the
sentence level, respectively.

In practice, extracting Fact related information generally needs to be com-
bined with Crime’s key information to get more accurate information, so the
context vectors of Fact require Crime’s representation vector dcrime; In prac-
tice, the relevant information of Articles generally needs to be combined with
the key information of Judge and Performance. Therefore, The context vectors
of the Article need Judge’s representation vector djudge and Performance’s rep-
resentation vector dperformance.

The specific formula of the context vector combined with other document
information is as follows:

uwfact
= Wwadcrime + bwa (14)

usfact
= Wsadcrime + bsa (15)

uwarticle
= Wwa1djudge + Wwa2dperformance + bwa (16)

usarticle
= Wsa1djudge + Wwa2dperformance + bsa (17)

Among them, dcrime, djudge, and dperformance are the document encoded
vectors of the Crime document, the Judge document, the Performance document
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obtained by the Static Text Encoder. μwfact
and μwarticle

are the word-level
context vectors of the Crime document and the Article document, respectively;
usfact

and usarticle
are the sentence-level context vectors of the Crime document

and the Article document, respectively.
The context vectors of the Fact and the Article in the Dynamic Text Encoder

are not directly initialized randomly but learned through the combination of the
Crime, the Judge, and the Performance. The model can correlate and extract
criminal facts and article information, and generate document encoded vectors
that are more relevant to the commutation task-dfact, darticle.

The Distribution of Sentence Commutation. Finally, these encoded doc-
ument vectors d are concatenated, and a SoftMax classifier is used to predict
the distribution of sentence commutation.

d = concat(dcrime, djudge, dperformance, dfact, darticle) (18)
p = softmax(Wcd + bc) (19)

Among them, d· represents the encoded vector obtained by the Text Encoder,
d represents the multi-document vector needed to predict the commutation of
sentence, and Wc and bc are the weight parameters and bias parameters of the
fully connected layer.

Using Categorical Cross-Entropy as the training loss:

CE(x) = −
C∑

i=1

yi log fi(x) (20)

Among them, x represents the input sample, C is the total number of com-
mutation categories to be classified, yi is the real commutation label of the i-th
data, and logfi(x) is the predicted commutation label of the i-th data. By min-
imizing the Categorical Cross-Entropy Loss and training the model parameters,
a model can predict the distribution of the sentence commutation.

4 Experiment and Analysis

4.1 DataSet

In order to verify the effectiveness of the commutation prediction method with
multi-document information, multiple sets of comparisons are set up on the
commutation knowledge database.

We have collected 19,571 original “Commutation Criminal Verdict”, includ-
ing 8,663 original criminal judgments. After regular matching, the Crime, Judge,
Performance, Fact were extracted, 19,253 pieces of direct information on com-
mutation were screened out, of which 7,336 pieces of indirect information on
commutation were included. After data cleaning, blank and invalid data were
deleted, and 18,953 pieces of direct information data and 8,663 pieces of indirect
data were obtained.
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The division of labels is shown in the following table. The data is divided into
four categories, namely, sentence commutation of fewer than 3 months, sentence
commutation of 4–7 months, sentence commutation of 8–12 months, and special.
According to the approximate ratio of 9:1, the experimental data set is divided
into the training set and validation set, as shown in the following Table 1.

Table 1. DataSet

Label Total Training set Validation set

Low (0–3) 2439 2199 240

Middle (4–7) 10499 9431 1068

High (8–12) 4321 3889 432

Special 1694 1539 155

18953 17058 1895

4.2 Benchmark Models

The TextCNN model applies the convolutional neural network to natural lan-
guage processing and inputs the vector representation of the text into the con-
volutional neural network to extract deeper representations. It is a classic text
classification model and is used in classification tasks in legal judgment predic-
tion, and gets excellent results. We use the model parameters of [7].

The DPCNN model [8] also uses the convolutional neural network model to
deepen the number of CNN layers and extract deeper representations.

The TextRNN model uses neural recurrent networks to solve the text classi-
fication problem, adopts the architecture of the literature [9], uses bidirectional
LSTM to encode the text representation, and obtains a deeper representation of
the text.

The ATT-TextRNN model [10] introduces an attention mechanism based
on the TextRNN model, adds an Attention layer to the bidirectional LSTM
layer, learns a weighted text representation vector, and encodes a deeper
representation.

The ATT-RCNN model [11] flexibly combines the advantages of CNN and
RNN, adding a pooling layer to the two-way LSTM layer to learn a deeper
semantic representation.

The Transformer model [12] uses Transformer’s encoder to encode text. The
encoder uses a multi-head attention mechanism to encode a deeper representation.

4.3 Parameter Settings

For the experimental control models, since their design is for a single docu-
ment, we spliced multi-document data into a single document and input it into
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these models. Except for the parameter settings mentioned in Sect. 4.3, the other
parameters of all models are shown in the Table 2.

Table 2. Parameters table

Parameter Value

Optimizer Adam

Batch size 128

Dropout 0,5

Learning rate 0.001 (exponential decay, gamma = 0.9)

Pad size 32

Size of filters 2,3,4

Number of filters 256

Number of hidden state 128

Our model (Dynamic-HANConcat) counts the distribution of Crimes and
finds that most of the data has only one crime, and the length of 3 crimes can
cover most of the data, so the vector number of crimes is set to 3; respectively
count the sentence length and word length of the Judge, Performance and Fact
documents, sort the lengths from small to large, and take the length occupying
80% as the length of the document vector of the model. The sentence length of
the Judge documents is 5 and the word length is 10; the sentence length of the
Performance documents is 6 and the word length is 10; the sentence length of
the Fact documents is 8 and the word length is 33.

4.4 Evaluation

We use sklearn classification evaluation report indicators: Accuracy, Precision
calculated using macro average, Recall, and F1 value as evaluation indicators.

4.5 Analysis of Results

To verify the effectiveness of this method on the knowledge database dataset,
Our model (Dynamic-HANConcat) is compared with the existing 6 benchmark
models. The experimental results are shown in the Table 3.

As can be seen from the Table 3, the four indicators of our model, Dynamic-
HANConcat, exceed all benchmark models. In addition to our model, the model
with excellent classification performance is TextRCNN. Compared with this
model, the Accuracy, Macro Precision, Macro Recall, and Macro F1 of Dynamic-
HANConcat have increased by 4.30%, 10.56%, 8.75%, 9.04%, respectively. The
experimental results show that our method has obvious advantages in the task
of predicting sentence commutation.
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Table 3. Experimental results

Model Accuracy/% Macro Precision/% Macro Recall/% Macro F1/%

TextCNN 65.91 60.11 52.01 54.97

DPCNN 64.8 61.32 52.56 54.94

TextRNN 64.17 58.19 49.53 52.41

TextRCNN 67.39 62.86 51.85 55.45

Att-TextRNN 66.33 62.77 52.55 55.8

Transformer 62.11 55.26 48.78 51.04

Dynamic-HANConcat 70.29 69.5 56.39 60.46

Classification Performance Analysis of Each Commutation Category.
To prove that our model, Dynamic-HANConcat, can effectively improve the clas-
sification performance of a single commutation category, Dynamic-HANConcat
and the best-performing TextRCNN in the benchmark models are compared in
each category. We use Precision, Recall, and F1 as the evaluation indicators.
The results are shown in the Fig. 3.

Fig. 3. Comparison of each commutation category

It can be seen that the Precision of Dynamic-HANConcat is higher than that
of TextRCNN, except that the category of high. And the category of low is much
higher than TextRCNN. At the same time, in terms of the Recall, our model is
higher than TextRCNN except for low and medium categories. And the category
of high is much higher than TextRCNN. Our model improves the Precision of
the low commutation category, but slightly loses the Recall, and improves the
Recall of the high commutation category, but slightly loses the Precision. Due
to the task of predicting the sentence commutation, Precision is more important
in practice. Our model mainly improves the Precision of each category, which
proves that the model is more accurate and effective in practice. It can also
be seen from the F1 value that the Dynamic-HANConcat model has a certain
improvement in each category compared with the TextRCNN model.

5 Summary

Aiming at the task of sentence commutation, we propose a method of predict-
ing the sentence of commutation combined with multi-document information.
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We not only collect and construct a commutation knowledge base but also con-
struct a multi-document classification model that conforms to the actual com-
mutation process. The experimental results show that our model, compared with
other benchmark models, has a certain improvement, and can provide related
personnel with suggestions for the sentence of commutation. Our method may
have some limitations and shortcomings. Pre-training is not added in the experi-
ment so that our model can’t obtain certain language knowledge before training.
There is no structured semantic analysis in our model, it may just learns the
shallow language representation. At present, the transfer of knowledge in the
same or different fields is a hot and difficult point in legal judgment prediction.
In the next step, we want to carry out research on the transfer of legal knowledge
and combine the knowledge graph or other methods to optimize the method of
prediction, so that the method is more in line with the actual judging process.
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Abstract. Essay grading is an important issue in natural language processing.
There are two challenges for Chinese essay grading, namely the subjectivity of
expert grading standards and the lack of fine-grained labeled data. In this paper, we
propose an automatic Chinese essay grading method based on multi-aspect expert
knowledge. We introduce essay grading expert rules to turn the existing standards
into indexes, such as ‘TheEssayGradingStandards forCollegeEntranceExamina-
tion’ and ‘The Chinese Curriculum Standards for Compulsory Education’. Based
on the expert rules, we propose different encoders to learn multiple essay features
in three aspects, namely the topic consistency, structure rationality and linguistics
proficiency. An essay is graded by unifying the three grades in different aspects.
Experimental results on two real datasets show the effectiveness of our method.
We also analysis the influence of each aspect on the essay grading results. The
experiment on the material essay grading dataset shows the practicability of our
model in general exam scenarios.

Keywords: Essay grading · Multiple aspects · Expert knowledge

1 Introduction

Essays are the logical organization of texts based on fixed topics and the students’ ideas.
Compared with manual essay grading, many existing automated essay grading models
have the advantages of low cost, high efficiency, systematic and unified grading stan-
dards, and freedom from the subjectivity of evaluation experts. Therefore, educational
institutions gradually introduce automated essay grading models to replace part or all of
the manual grading in some essay examination scenarios.

Chinese essay grading has specific challenges compared to traditional English essay
grading tasks. The first challenge is the subjectivity of expert grading standards. Existing
expert standards for Chinese essay grading are mainly divided into two types: the first
type is the instructional standards in the teaching scenarios, such as ‘The Chinese Cur-
riculum Standards for Compulsory Education’ [1], which are focus on cultivating the
writing abilities of students with different cognitive levels in different education grades;
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another type is the instructional standards for essay evaluation experts in the examination
scenarios, such as ‘The EssayGrading Standards for College Entrance Examination’ [2].
In the above two kinds of standards, teachers are instructed to grade essays by combining
the standards with their own subjective judgements, such as ‘A low grade essay always
be far off the point, a normal grade essay should keep to the point, while a high-grade
essay’s point should be profound’. However, it difficult for experts to quantify essays in
a uniform way according to such standards.

Another challenge is the lack of fine-grained labeled datasets. Existing Chinese
essay grading datasets always contain essay texts and overall grades for full marked or
excellent essays, lack of essays with various grades in different cognitive levels. Some
datasets have the topic or category labels of essays, while few datasets have the grading
comments given by experts. It is difficult for automated essay grading models to learn
interpretability features from multiple aspects of essays.

To tackle the above challenges, we propose a Chinese essay grading method based
on multi-aspect expert knowledge. The contributions of this paper are listed below:

(1) We introduce Chinese essay grading expert rules that integrates existing expert stan-
dards. Themulti-aspect expert knowledge is proposed to grade the topic consistency,
structure rationality and linguistics proficiency.

(2) We propose the joint multi-aspect essay feature encoders based on pre-trained lan-
guage models. The encoders are adopted to represent the essay topic, structure,
and linguistics, respectively. The multi-aspect essay grades are calculated based on
these representations.

(3) We combine the multi-aspect essay grades with the attention mechanism [20], and
integrate them into an overall grade for each essay.

(4) The method is verified against real datasets and the experimental results show that
it outperforms other methods on the Chinese essay grading task. We also analysis
the influence of each aspect on the essay grading results. The experiment on the
material essay grading dataset shows the practicability of ourmodel in general exam
scenarios.

The rest of this paper is organized as follows. Section 2 presents the related works.
Section 3 introduces existing expert essay grading standards and the datasets. Section 4
presents the Chinese essay grading method based on multi-aspect expert knowledge.
Section 5 evaluates our model on real datasets. We conclude our paper in Sect. 6.

2 Related Work

The classical automatic essay grading works mainly use machine learning methods to
analyze the intrinsic essay features and predict the English essay grades. in 1966, Ellis
Page [3] developed the first automatic essay grading system, which uses surface features
such as the number of words in the essay to make judgments, and does not involve
the semantic part of the essay. It can perform batch review, which greatly improves the
efficiency of essay grading. In the 1990s, the essay grading system added features such
as vocabulary, grammar, syntax, and semantic similarity to the essay content, such as
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IntelligentEssayAssessor [4] andElectronicEssayRater [5] etc. In recent years,machine
learning has been gradually applied to essay grading tasks. In 2006, Rudner developed
a essay grading system IntelliMetricTM [6], which extracting features from multiple
aspects such as grammar, syntax, text content, etc., greatly improves the consistency
with manual review, and can review essays in multiple languages. Some works use the
Naive Bayes method to merge the nearest neighbor classification and other statistical
methods to convert the essay scoring problem into a text classification problem, such as
[7–9] etc.

Recently, many essay grading works adopt deep learning methods. Dasgupta et al.
[10] chose to consider the representation vectors of words and sentences, and use the
convolutional neural network of the attention-pooling mechanism on the word vectors
to extract the internal relationship between the essay contents. Dong et al. [11] construct
a hierarchical convolutional neural network review model to examine essay sentence
structure and article structure. Wang et al. [12] used an enhanced model framework
combined with the second weighted Kappa coefficient to review the essay. Tay et al.
[13] proposed an improved model for the LSTM structure. By modeling the hidden
state at different time steps, they improved the memory problem that exists when using
recurrent neural networks such as RNN and LSTM to process long texts. Alikaniotis
et al. [14] mainly consider the influence of vocabulary in the essay. They generate special
word representations by learning the contribution of specific vocabulary to the essay
score, thereby improving the effect of the model. Jin et al. [15] proposed a two-stage
deep neural network model. The first stage uses data under non-current topics to train a
shallow model, and the second stage is an end-to-end model for scoring.

However, the current related works mainly focuses on English essays. The study
of Chinese essay grading tools has theoretical significance and application value for
in-depth exploration.

3 Quantifying Expert Knowledge for Essay Grading

3.1 The Expert Standards for Essay Grading

We first present a few existing expert standards for essay grading. In practice, there are a
few standards for professionals to grade essay, which represent the expert knowledge on
essays. We choose two authoritative standards: (1) “The Chinese Curriculum Standards
for Compulsory Education” officially issued by the Ministry of Education in 2018. This
framework is to guide cultivating the writing ability of students in primary and middle
school.We list some key points in Table 1. (2) “The EssayGrading Standards for College
Entrance Examination” officially issued by the Examination Institute. We list some key
points in Table 2.

3.2 The Proposed Metrics Based on Expert Standards

In this Section, we propose a set of quantified metrics based on these standards that
cover three aspects of topic, structure, and linguistics. Based on the above authoritative
standards on essay grading, we propose the unified metrics that cover three aspects of
an essay:
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Table 1. Some key points of The Chinese Curriculum Standards for Compulsory Education.

Student grade Education goals

1–2 • Cultivate interest in writing and observation skills

3–4 • Cultivate interest in writing
• Able to communicate in short letters and notes
• Accumulate and use language materials, use novel words and sentences

5–6 • Able to write simple documentary essays and imaginative essays, with
specific content and sincere emotions

• Able to segment reasonably on demand
• Fluent sentences, correct writing

7–9 • Use reasonable expressions according to needs. Reasonably arrange the order
and details of content, and express your meaning clearly. Enrich the content
using association and imagination

• Enrich content in narrative writing; clear in expository writing; well-founded
in argumentative writing; able to do practical writing according to daily needs

Table 2. Some key points of The Chinese essay grading standards for 2019 college entrance
examination.

Basic level Advanced level

Fit the topic The topic is profound; Going deep into essence
through phenomena, revealing the inner
relations of things; the viewpoints are
enlightening

Fit the essay type requirements The essay is rich in content. The argument is
substantial, vivid and connotative

Sincere emotions, healthy thoughts, fluent
language and intact structure

The essay is full of literary talent. It is
appropriate in expression, flexible in sentence
structure, good at using rhetorical skills,
expressive in sentences

Rich in content and clear topic The essay is innovative. The viewpoints and
examples are novel, the ideas are new and clever,
the reasonings and imaginations are unique

(1) Linguistics proficiency. It considers the fluency and rationality of sentences in an
essay. It reflects whether the writing follows the usual usage of language. This
metric can be quantified on different levels, namely sentence level and document
level.

(2) Topic consistency. It judges whether the essay is related to the given topic and
whether there is always only one definite topic.

(3) Structure rationality. It reflects the author’s logical thinking and the ability to orga-
nize materials. Taking argumentative essays as example, its common structure is to
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give the argument at the beginning, gradually introduce materials and examples to
prove the argument, and summarize at the end.

3.3 The Dataset of Essay Grading on Primary and Middle School

The existing essay grading datasets have some shortcomings. Many publicly available
Chinese essay datasets only include excellent essays, and lack of those at different
levels. In addition, these datasets usually only include attributes such as essay score
and topic, lack of diversified attributes such as essay classification and student grade,
which are helpful for grading essay. We address these by crawling the essays with
multiple attributes from http://www.leleketang.com/zuowen/ to generate the dataset of
essay grading on primary and middle school (PAM for short).

We collected essay data from grade 1 to grade 12. The metadata crawled includes:
the title; the essay content; the essay classification, which is used to describe the style
and content of the essay, and can represent the topic to a certain extent, such as narration,
writing of people, writing of scenery and so on; the student grade; excellent words and
sentences; the essay grade, including four grades of excellent, good, medium and poor.
In order to ensure the uniformity of the essay grade in the dataset, we refer to themapping
method proposed by [16]. This method regards the student grade as the essay grade if the
essay is marked medium, adds one to the student grade as the essay grade if the essay is
marked good, and adds two if marked excellent, as shown in Fig. 1(a). The distribution
of essays in each grade after the mapping method is shown in Fig. 1(b).

(a) Mapping relationship between student grades and essay grades.

(b) Essay amount in each essay grade. 
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Fig. 1. PAM dataset statistics.

http://www.leleketang.com/zuowen/
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3.4 Linguistics Indexes and Topic Features for Essay Grading

We adopt linguistics indexes to grade essays in the linguistics aspect. We first analyze
the correlation between each index and the essay grade. Then we select several indexes
from the candidates as the essay grading features in the linguistics aspect, which are
more correlated with the essay grades. The candidate linguistic indexes are introduced
from L2SAC [17], as shown in Table 3. Different from the grading object in [17], the
research subject in this paper is Chinese essay, therefore, some index definitions are
different from the original meanings, such as T-unit [18].

Table 3. Linguistics index definitions and calculation methods.

Index Definition Calculation method

Sent Sentence number The sentence number in an essay

Clause Clause number The clause number in an essay

MLS (MLT) Average sentence length at word level Word/sentence number

MLC Average clause length at word level Word/T-unit number

C/S (T/S) Average clause number in sentences Clause/sentence number

CT/T Average T-unit complexity in T-units T-unit complexity/number

CN/C Average compound noun number in
clauses

Compound noun/clause number

VP/T Average verb number in T-units Verb/T-unit number

MLCC Average clause length at character
level

Character/clause number

MLSC (MLTC) Average sentence length at character
level

Character/sentence number

Table 4. Performance comparison of different essay grading models on PAM dataset.

Model QWK SCC PCC

ATT + CNN + Bi-LSTM (Ours) 0.7503 0.7324 0.7742

ATT + CNN + GRU 0.6379 0.6319 0.6691

ATT + Bi-LSTM 0.7199 0.7068 0.7445

CNN + Bi-LSTM 0.5095 0.5952 0.6216

ATT + CNN 0.6419 0.6341 0.6825

Bi-LSTM 0.7120 0.6972 0.6972

Bert 0.6152 0.6506 0.6629

Wecalculate the above indexes on the PAMdataset, and verify the Pearson, Spearman
and Kendall correlation coefficients [19] between the index values and essay grades,
respectively. The results are shown in Fig. 2.
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Table 5. Performance comparison of different essay grading models on EGC dataset.

Model QWK SCC PCC

ATT + CNN + Bi-LSTM (Ours) 0.6339 0.6265 0.6606

ATT + CNN + GRU 0.6265 0.5151 0.6817

ATT + Bi-LSTM 0.6067 0.5122 0.6675

CNN + Bi-LSTM 0.6129 0.4649 0.6510

Bi-LSTM 0.6042 0.4820 0.6586
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Fig. 2. Correlation coefficients between linguistics indexes and grades in PAM dataset.

Thenwe choose the indexes with high correlation coefficients and consistent positive
and negative values as the indexes of the quantification method, including sent, clause,
MLS, CT/T and MLSC. The calculation formula is:

ŷei = α1sent + α2clause + α3MLS + α4(CT/T ) + α5MLSC (1)

Among them, ŷei is the quantitative score calculated using multiple indexes. α is the
weight corresponding to each index, equals to its corresponding Spearman correlation
coefficient. In detail, α1 = 0.448, α2 = 0.534, α3 = 0.102, α4 =−0.315, α5 = 0.114.

Considering the essay grading in topic aspect, we train a neural network model to
predicate the grades based on the topic features, as shown in Fig. 3. In order to obtain
the vector representing the topic features of the essay, we use the LDA topic model to
train the distribution of the essay in the implicit topic space, and use the distribution as
the input of the neural network model, and finally gets the topic score of the essay after
activation of the ReLU function.

Fig. 3. Topic aspect features based essay grading model.
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When the number of labeled essay is limited, we can use the linguistics indexes
and topic model mentioned above to calculate the score of the unlabeled essay, thus
obtain more labeled data for training the multi-aspect essay grading model, which we
will introduce next.

4 The Chinese Essay Grading Method Based on Expert Knowledge

We propose a grading model based on the metrics mentioned in Sect. 3.2, shown in
Fig. 4, which is divided into three parts: topic, structure, and linguistics, represented by
the yellow, orange and green parts respectively. We will introduce them in detail in the
following.

Fig. 4. The essay grading model based on multi-aspect expert knowledge.

4.1 The Topic Part of Essay Grading Model

Considering that the pretrained word vector contains abundant semantic and syntactic
information, which is beneficial to the model. We introduce the pretrained vector to
generate the lookup tableW |V |×d in the embedding layer of the sentence encoder, where
|V| is the size of vocabulary V, d is the embedding dimension. The input is an essay
x = s1, s2, . . . , snsent , where si represents the i-th sentence of the essay, nsent is the number
of sentences. si can be represented as a sequence of word embeddings e1, e2, . . . , enword ,
where ek represents the embedding of the k-th word in the sentence, nword is the number
of words in si.

We use the bidirectional long and short-term memory network (Bi-LSTM [20]) as
the text encoder, obtain the sentence and document vectors constructing the sentence-
level and document-level Bi-LSTM respectively. The word sequence passed through the
embedding layer, enters a forward and a backward LSTM layer respectively to obtain
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hidden states
⇀

h i and
↼

h i. Combine them to get the hidden state hi of the i-th word in
the sentence. For the j-th sentence, we use the hidden state hjlast of the last word in the
sentence as the sentence vector, denoted as sj,s shown in formulas (2–4).

hij = LSTM (hji−1, e
j
i) (2)

hij = LSTM (hji−1, e
j
i) (3)

sj = hjlast = −→
h j

last · ←−
h j

last (4)

In many cases, based on a given text material, students should choose a topic within the
scope of the material and write an essay developed closely around the topic. We adopt
attention mechanism [21] to take the topic consistency into account. First, we process
the given material, denoted as t = ts1, ts2, . . . , tsnsent , tsj = w1,w2, . . . ,wnword . We use
sentence-level Bi-LSTM to obtain the sentence vector tsj, use attention mechanism to
calculate attention value wij between si in the essay and tsj in the material, finally get a
new sentence vector s′i containing topic consistency information, as shown in (5)–(7).

wij = tsj · (W t · si + b) (5)

αij = exp
(
wij

)

∑n
k=1 wik

(6)

s′i =
∑n

i
αij · si (7)

In which,W t is a weight matrix. We use s′i as input to the document-level Bi-LSTM,
obtain the essay vector d, useReLU to predict the topic consistency score at the document
level, as shown in (8):

gt = ReLU (d) (8)

4.2 The Structure Part of Easy Model

The structure of an excellent essay should be clear and structured, especially argumen-
tative essay, which should be able to put forward and gradually prove their point of view.
Inspired by the paper [22], we use convolutional neural network (CNN) to extract the
structure rationality on sentence level. Let si ∈ R

ksent denote each sentence embedding of
the essay. All the embeddings are concatenated together to generate a 2D tensor s1:nsent of
shape nsent ×ksent , nsent denotes the number of sentences in the essay.We select different
convolution kernel size nks ∈ {2, 3, 7}, useWks ∈ R

nks×ksent denotes convolution kernel.
The convolution formula is shown in (9):

cji = fi
(
Wj

ks · si:i+nks−1 + b
)

(9)
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where j represents the index of convolution kernel, cji represents the i-th element of
the 1D tensor obtained by convolution of s1:nsent using the j-th convolution kernel,
i ∈ [1, nsent − nks + 1]. We perform the maximum pooling operation on all cj, get a
vector vsent representing structure rationality, and use ReLU function to get the structure
rationality score gs, as shown in (10),Ws is the weight matrix, and b is the bias.

gs = ReLU (Ws · vsent + b) (10)

4.3 The Linguistics Part of Essay Grading Model

The linguistics expression of the essay is also important to essay grading, which can
reflect the student’s ability of choice of words and building of sentences. we introduce
the linguistics part, which is used to evaluate the essay in terms of linguistics expression.

We mentioned in Sect. 4.1, we obtained sentence vector sj encoded by the sentence-
level Bi-LSTM. In this part, sj is directly input into a document-level Bi-LSTM, and

the linguistics expression vector d
′
is obtained. We use formula (11) to calculate the

linguistics score:

ge = ReLU
(
d

′)
(11)

In addition, we introduce the interpretability algorithm proposed in the paper [16]
to extract excellent words and sentences in the essay, as shown in formula (12).

P
(
rjmj = 1|hjmj , α

j
mj , sj, βj, d

)
= σ(W1h

j
mj + w2α

j
mj + hjmj

T
W3sj + w4βj + sTj W5d + b)

(12)

For a sentence sj,mj is the word index with the largest attention value in sj, α
j
mj is the

corresponding attention value, hjmj is the word’s hidden state. βj is the attention value

calculated between sj and the essay, sj is the sentence vector. d is essay vector.W1h
j
mj

denotes word content information. w2α
j
mj + hjmj

T
W3hj denotes the importance of word

for sj.w4βj +hTj W5d denotes the importance of sj for the essay. Judge whether the word

or sentence is excellent from the importance of it to the essay, rji denotes whether the
i-th word in sj is extracted or not.

4.4 Multi-aspect Essay Grading and Optimization Objective

Given an essay x, the output of the model is a set of scores g = {gt, gs, ge, g ′ }, gt
represents the topic consistency score, gs represents the structure rationality score, ge
represents the linguistics proficiency score, g

′
represents the final score. After scoring

from three aspects respectively, we get the g
′
by combine them linearly as shown in

formula (13).

g
′ = α1gt + α2gs + α3ge + b (13)
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In terms of the loss function, the final loss function is the sum of the cross-entropy
loss of excellent words and sentences extraction and the mean square error loss of the
score, as shown in formula (14).

J (θ) = CrossEntropy
(
r, r

′) + MSE(g, g
′
) (14)

5 Experiments

5.1 The Dataset of Essay Grading on College and Experimental Settings

In addition to the PAM dataset mentioned in Sect. 3.3, we also conduct experiments
on the same cognitive level Chinese essay grading dataset from some college (EGC
for short). The dataset contains the essay attributes and the grading information, gives
material and requires students to write essays according to thematerial. The EGC dataset
contains 49,642 essays, and the scope of the grades is [0,14]. The essay grade distribution
is shown in Fig. 5. There is no essay with the score of 13.5 or 14, and the highest is 13.
The average grade in EGC is 9.28, and the variance is 5.80.
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Fig. 5. The EGC dataset statistics.

We set both the maximum number of sentences and the maximum number of words
to 50, fill the insufficient part with 0 and cut off the excess part of the sentence. As for
the training parameters, the number of epochs is set to 15, the number of batches is set
to 32, both the dimension of the sentence vector and the essay vector are 64.

5.2 Experimental Results and Analysis

We conduct experiments on PAM and EGC dataset. The model’s name is a collection
of encoders’ short names. Variation models are used for ablation study by removing
or changing some encoders. Bi-LSTM and Bert [23] are adopted as baselines. We use
metrics of Quadratic Weighted Kappa (QWK for short) [24], Spearman’s correlation
coefficient (SCC for short) and Pearson’s correlation coefficient (PCC for short). The
results are shown in Table 3 and Table 4 below.

Because most of the essays in PAM dataset come from students’ daily writing exer-
cises, there are no materials given. So, we use essay’s title as the topic-related material.
The results shown in Table 3 indicate that our method has achieved the best results on
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PAM dataset. Moreover, removing any part will cause a degradation of performance,
because the model structure designed in Sect. 4 are based on the expert knowledge. Also,
it can be seen that the most important parts of the model are the linguistics and topic
part. We guess the reason is that, the CNN used in structure part pays more attention to
the consistency of sentences. However, in reality, experts pay more attention to whether
the context can be logically connected. It can’t extract logical relations well.

We also conduct experiments on EGC dataset to explore whether our model can be
applied to exam scenarios, the results are shown in Table 4. Since there is no information
about excellent words and sentences in EGC dataset, the first term of loss function in
formula (14) is abandoned. It can be seen that the performance of the model significantly
reduced, but our method is still the best. According to the above results, we find that our
model can be used in exam scenarios (Table 6).

Table 6. Performance comparison of using given material to learn topic features on EGC dataset.

Model QWK SCC PCC

ATT + CNN + Bi-LSTM (Ours) 0.6171 0.4756 0.6584

ATT + CNN + GRU 0.6309 0.4948 0.6783

ATT + Bi-LSTM 0.5365 0.4671 0.4671

CNN + Bi-LSTM 0.5390 0.4858 0.6311

Bi-LSTM 0.6099 0.4910 0.6628

We continue to conduct experiments on EGCdataset using the givenmaterial as input
to the topic part rather than the essay’s title, the results are shown in Table 5. Comparing
Table 5 and Table 4, we found that using text materials as the topic consistency content
is slightly worse than using the title. The possible reason may be that, the given material
usually contains multiple implicit topics. Students often focus on a certain topic when
writing. Therefore, integrating the whole material into the text vector may cause the
essay has poor correlations with other topics, cause the poor topic consistency score. In
addition, the material in EGC dataset is classical Chinese, some words are not included
in the pretrained dictionary. So, some features are lost when encoding the material.

6 Conclusion

Based on expert knowledge, we integrate existing essay grading standards, propose
metrics from three aspects: topic, structure, and linguistics. Based on these metrics, we
first give a quantification grading method using a set of indexes and topic model for
low resource situation. Second, we propose a multi-aspect essay grading model. The
model uses Bi-LSTM as encoder to generate text vectors, and extracts features from
topic, structure and linguistics to grading the essay. We designed complete experiments
to verify the effectiveness of our model on PAM and EGC dataset. In addition, we
designed experiments to analyze the influence of different topic materials.
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Abstract. Map construction and path planning are two critical problems for an
autonomous navigation system. One traditional map construction method is to
construct a 2D grid map based on LiDAR, but this method has some limits. It
easily ignores 3D information which affects the accuracy of navigation. Another
one is visual SLAM techniques, such as ORB-SLAM2 and S-PTAM algorithms,
which can recognize 3D objects. But the visual methods perform not well because
of light changes. Some conventional path planning algorithms, such as TEB and
DWA, are proposed for auto-navigation. However, those algorithms are likely to
go to a stalemate due to local optimum, or have the problems of collision caused
by sudden speed changes in constrained environments. In order to address these
issues, this paper proposes a multi-sensor fusion method for map construction
and autonomous navigation. Firstly, the fusion model combines RGB-D, lidar
laser, and inertial measurement unit (IMU) to construct 2D grid maps and 3D
color point cloud maps in real-time. Next, we present an improved local planning
algorithm (Opt_TEB) to solve the velocity mutation problem, enabling the robot
to get a collision-free path. We implemented the whole system based on the ROS
framework, which is a wide used an open-source robot operating system. The
map construction and path planning algorithms are running on the robot, while
the visualization and control modules are deployed on a back-end server. The
experimental results illustrate that the multi-sensor fusion algorithm is able to
conform to the originalmapmore than the 2Dgridmap. Furthermore, our improved
algorithm Opt_TEB performs smoothly and has no collision with obstacles in 30
trials. The navigation speed is improved by 4.2% and 11.5% compared to TEB
and DWA, respectively.

Keywords: Mobile robot · RTABMAP · Sensor fusion · Path planning

1 Introduction

Mobile robots have been developed and widely applied in various applications, such
as indoor transportation logistics [1], shopping guide [2], and so on. With the help of
high computing power and robust sensors, a robot can quickly construct an identifiable
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map in a complex indoor environment. It continuously receives real-time sensor data
from multiple devices, processes the data timely, and makes a reasonable decision [3].
For example, the robot needs to identify moving obstacles on its path, and determine
to change to a new router to avoid them in a short time. We can find that there existing
two key technologies for autonomous robot navigation: map construction and navigation
algorithms.

There are two main types of simultaneous localization and mapping techniques:
LiDAR and Visual SLAM. Laser lidar is to construct a 2D grid map using laser [4–
6], but the 2D method is relatively single and might ignore some information. Another
technique uses visual SLAM [4, 5] to identify and construct maps. ORB-SLAM2 [7]
and S-PTAM [8] are graph-based SLAM methods that use loop closure detection and
graph optimization to construct a sparse feature graph. However, they cannot produce a
dense point cloud map and build an accurate map. DVO-SLAM [9] uses the luminosity
and depth on all pixels of the RGB-D image to produce a dense 3D point cloud map.
This method is susceptible to go further with the target due to the inability to determine
the current locus in terms of local vision, making it challenging to adjust the position
shift caused by prolonged navigation.

Path planning is one of the significant control aspects of the robot, which mainly
includes global path planning and local path planning [10–13]. The established path
planning algorithms are Dijkstra [14], A* [15]. D*, where the Dijkstra algorithm is
defaultly used in the navigation planner (Navfn) in the ROS [16, 17] platform for global
navigation. DWA [13] and TEB [18] algorithms are proposed for local path planning in
some works. We find that the DWA algorithm might fall into local optimum and incur
oscillation problems. The robot with the TEB algorithm needs to run backwardness
when the target point is not aligned with its orientation. In this case, the robot is prone
to sudden speed changes causing collisions.

To tackle the problems of existing technologies in map construction and path plan-
ning. This paper proposes a multi-sensor fusion and autonomous navigation system for
mobile robots. The system combines RGB-D, radar-laser, and inertial measurement unit
(IMU) data to build 2D raster maps and 3D color point cloud maps in real-time, improv-
ing map recognizability and robustness. A local path planning algorithm is developed to
solve the backward velocity mutation problem, enabling the robot to run a collision-free
path. Finally, a distributed architecture system based on the ROS framework [18, 19] has
been implemented, and the mapping algorithm and navigation algorithm are deployed
on the robot. The visualization module is remotely deployed on a back-end server.

The main contributions of this paper are listed as follows:

(1) A multi-sensor fusion method is proposed for map construction, which integrates
RGB-D, Radar-Laser, and Inertial measurement unit (IMU) data to build a refined
real-time map instead of single sensor.

(2) We present a local path planning algorithm (Opt_TEB) to solve the velocity abrupt-
ness problem. It combines angular and linear velocities to plan a collision-free
path;

(3) The whole system is implemented based on the ROS platform. The experimental
results shows that the map build our multi-sensor fusion method conforms to the
original map more than the 2D grid map. In addition, a 3D point cloud map is not
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limited by the flatness of a 2Dmap, so that the 3D features beyond 2D can be clearly
shown in the map;

(4) We evaluate our system with existing navigation algorithms. Our improved navi-
gation algorithm (Opt_TEB) has a significantly lower chance of oscillation and has
no collision with obstacles in 30 trials. Moreover, the navigation speed is improved
by 11.5% on average compared to DWA and 4.2% on average compared to TEB.

The organization of this paper is as follows. Section 1 introduces the background
and significance of the study. Section 2 investigates the advantages and disadvantages of
existing map construction algorithms and navigation algorithms. The details of the map
construction algorithm and navigation algorithm are presented in Sect. 3. Sections 4 and
5 introduce the robot’s hardware and software configurations.

We evaluate the efficiency and accuracy of the algorithm in a multidimensional
experimental comparison in Sect. 6. Section 7 summarizes the work of the paper.

2 Related Work

2.1 Map Construction

Simultaneous localization and mapping (SLAM) technology of robots has made some
achievements. there are two major slam systems: Laser-based slam [4–6] and Vision-
based slam [7–9].

LiDAR-based SLAM scans the space environment to get the point cloud data by
matching the data to generate a map. It dynamicly calculates the motion distance and
attitude for localization. Grisettiet al. in 2007 [5] proposed the gmapping SLAM, which
is a popular method and regarded as the default SLAM technique for ROS. The disad-
vantage of this technique is that it uses a large number of particle filters to estimate the
robot’s trajectory, thus a larger quantity of computational resources has been comsumed.
The Hector SLAM [4] proposed by Kohlbrecher et al. in 2011 is capable of creating 2D
raster maps in real-time using 2D LiDAR and needs less computational resources. Apart
from this, this slam method also uses IMU to estimate the robot’s poses. However, this
algorithm degrades the performance of laser scan matching in complex environments.
Karto SLAM [6] was proposed by Vincent et al. in 2010 and Lago SLAM [19] was pro-
posed by Carlone et al. in 2012. Both graph optimization-based SLAM methods utilize
the mean value of the graph to represent the map, and each node in the map is a location
point of the robot trajectory and a sensor measurement data set. When a loop closure
is detected, the location of the sub-map is re-optimized to reduce the prediction errors
brought by sensor noise. In contrast to Hector SLAM, both algorithms [6, 19] are more
robust in a complex environments.

Visual SLAM is one of the most used SLAM technologies, which can be done
using monocular cameras, but monocular SLAM has a scale drift problem. Studies have
demonstrated that the problem can be solved by using RGB-D cameras. The Maplab
SLAM [11] was proposed by Schneider et al. in 2018 and VINS-Mono SLAM [12] was
proposed by Yi et al. in 2017. Both visual-inertial map-based SLAM systems provide
visual maps only using IMU and camera. ORB-SLAM2 [7] was proposed by Tard os in
2017 and it is a SLAM method based on image feature extraction. This method is used
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depth information to synthesize stereo coordinates by an RGB-D camera. The RANSAC
+ PNP [13] method is used to estimate motion transformation. This method constructs a
sparse feature map by utilizing loop closure detection and graphical optimization. But it
cannot export a dense point cloud map and construct an accurate map. Moreover, all the
above visual SALMmethods are implemented based on the assumption of no occlusion,
which is not fit in a real scenario. To address this problem, RGB-D-SLAM-V2 [13] was
proposed by Endres et al. in 2014, using external rangingmethods for motion estimation.
Note that, ROS packages (such as the robot positioning package) can be used for sensor
fusion (using ExtendedKalman Filtering, EKF) of multiple range sources to obtainmore
reliable ranges. In this paper, we improve the robustness of the robot by multi-sensor
fusion RGBD-SLAM-V2, which can generate 3D occupancy grid maps and 3D dense
point cloud maps.

2.2 Path Planning

Path planning is one of the significant control aspects of the robot, whichmainly includes
global path planning and local path planning [10–13].

Global path planning is responsible for finding a collision-free optimal path from
the starting point to the end point in a well-constructed global map, which generally
does not work well to dynamic avoid obstacles. One of the representative global path
planning algorithms is the A* algorithm [13], which uses a direct search algorithm to
get a shortest path. The disadvantage of this algorithm is that the state recalculation and
the valuation ranking cause it to occupy a large amount of computing memory. The D*
algorithm,whichworks similarly toA*, is also applied to robot global path planning. The
D* algorithm is also known as dynamic A*, but it incorporates over linear interpolation
planning to make its planned paths smoother and needs fewer memory resources.

Local path planning modifies the global path for dynamic obstacle avoidance by
adjusting the path with real-time updates. One representative local path planning algo-
rithm is the dynamic window approach [20], which simulates the robot’s trajectory in
the following phase by sampling the space [v,w]. The artificial potential field method
[21] is also commonly used in the robot’s local path planning. The disadvantages of this
method are that when the gravitational part is not proportional to the distance between
the robot and the target point position, it may lead to the collision of the robot with the
obstacle. The graph optimization-based TEB algorithm [18] was proposed by Rosmann
et al., which is applicable to complete or incomplete constrained machine movers [7].
These algorithms are subject to the situation where sudden changes in velocity can pro-
duce impact oscillations on the robot without constraints on acceleration, leading to a
problem where the robot falls into a local optimum solution.

3 Architecture

The multi-sensor fusion autonomous navigation system proposed in this paper can be
classified into two phases: map construction and navigation.
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3.1 Map Construction Algorithm

In this paper, the mapping algorithm uses the improved RTAB_MAP [22] of RGBD-
SLAM [23], and the process model is shown in Fig. 1.
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Fig. 1. RTAB-Map construction algorithm

Input: There are three ROS node topics (ROS Topic [16]) for the input of RTAB-
MAP: (i) Depth information from an RGB-D camera. Since the Astar pro depth camera
used in the experiment cannot provide both color (rgb-image) and depth images (rgbd-
image), the RGB images need to be provided separately through theUSBVideoCameras
(UVC) and then theRGB image topics are remapped.At the same time, camera distortion
parameter calibration (camera_info) incorporating the depth image to get the depth data
format. Finally, wrapping it as /camera/depth_registered/image_raw topic. (ii) Using
LiDAR scannedmaps to obtain rastermapmessage formats andwrapping them into/scan
topics. (iii).

The quaternion message format of the robot pose obtained from the position inertial
odometer (IMU) of the robot base is wrapped in the /mobile_base/sensors/imu_data
topic.

Map construction: The sensor information is synchronized by practical calibration
and fed into the Short Memory Module [23] (STM). After receiving the data, the STM
module will create a node to remember the sensor’s raw data for other modules (such as
for loop closure and proximity detection of locus points).

The memory of RTAB was divided into Working Memory (WM) and Long Term
Memory (LTM). The STM updates the weight of the locus by observing the similarity
of consecutive images in time. When the number of locus reaches a particular value, the
locus with the longest storage time will be moved to WM Working Memory (WM) to
detect the locus’s closed-loop hypothesis in space. When the number of locus points in
WM exceeds a certain memory threshold “Rtabmap/MemoryThr,” the locus points are
transferred to LTM (Long Term Memory) according to the rule “High weight < Low
weight < Long storage time”, so that these transferred locus points do not participate in
the next closed-loop detection operation. The extracted localization points are subjected
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to graph optimization, which propagates the computational error to the whole graph to
reduce the odometry drift. The octomap (3D occupied grid), the point cloud data, and
the 2D grid map are updated globally as the optimization process proceeds. The global
map is eventually assembled through graphical optimization. According to the back-end
optimization results, the global map is “assembled” on the local grid map information
before the map is corrected.

Output: The graph-optimized part of the output contains map data with compressed
sensor data and graphs, alongside with Map Graph without any data; The TF transform
part (/map→/odom) is used to output the odometer correction for robot positioning in
the map frame; The output of the global map assembly part is OctoMap (3D occupied
grid map), dense point cloud and 2D occupied grid map.

3.2 Navigation Algorithm

The process of path planning can be divided into global path planning and local path
planning. A path search is carried out in the previously created 3D point cloud map
in global path planning. The local path planner avoids obstacles not present in the a
priori map and performs local obstacle avoidance without affecting the global path. In
this paper, the existing TEB algorithm is improved (Opt_TEB algorithm) to control the
velocity mutation problem by jointly constraining the angular and linear velocity.

The Navfn planner method is used in global path planning, using the Dijkstra algo-
rithm.TheDijkstra algorithmused breadth-first search to solve the shortest path problem,
and the algorithm ultimately obtains a shortest-path tree.

Dijkstra’s algorithm uses a greedy strategy:
Initially, define an array (dis) to reserve for each vertex T the shortest path from s

to v found so far. When starting the search, the path weight of the starting point s is
assigned as d[s] = 0. Set the dis[m] of the vertex S that can reach the boundary directly
to w(s,m), assuming that the vertex S points that are indirectly earned or unreachable
are infinite. The algorithm starts with the vertex set T having only the source point s.
The next step selects the minimum value from the dis array as the shortest path value
from the source point s to the minimum vertex and adds it to the set T. When the first
vertex is added, determine whether the newly added vertex can reach other vertices and
determine whether the path length through the vertex to other points is shorter than the
path length directly to the source point. If true, the value of the vertex in dis is replaced.
Eventually, the minimum value is found from dis, and the above process is repeated until
all vertices of the graph are included in T. The pseudo code for the evolution is shown
as follows.
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In terms of the local path planning algorithm, we have improved the existing TEB
algorithm [3] (Opt_TEB algorithm) by changing the backward phenomenon to in-situ
rotation to control it in a narrow space to avoid collisions.

The original TEB algorithm is a segmented row of the global path planner output
result, where each small segment has its own endpoint, and that direction always points
to its next pose. The canonical “Elastic-Band” [18] is described by a sequence of n
robot poses [18] poses Xi = (xi, yi, βi)T, where xi, yi represent the robot position, βi
represent Global robot orientation. This sequence can be expressed as Q = {Xi}i = 0…n.
In this method, the kinematic time between points is defined to display the trajectory’s
kinematic information, called “Timed-Elastic-Band”. The TEB algorithm adds a time
interval sequence τ = {�Ti}i = 0…n−1. In the TEB algorithm, each time interval repre-
sents the time required for the robot to switch from the current pose to the next pose in
sequence Q. Consequently, TEB consists of the above two sequences B = (Q,τ).

The ultimate goal of TEB is to perform path planning, as in Eq. (1) and (2):

f (B) =
∑

k
f k(B) (1)

B∗ = arg min
B

f (B) (2)

where f(B) represents the global objective function, a weighted sum considering various
constraints; B* represents the optimized TEB sequence, which is the path we need for
local planning.
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Nevertheless, the original TEB algorithm does not consider the constraints on the
robot’s forward velocity and angular velocity, which may lead to sudden changes in the
robot’s velocity to generate oscillations, as shown in Fig. 2.

Fig. 2. An example of TEB obstacle avoidance trajectory

Therefore, we propose a joint robot forward velocity and angular velocity constraint,
The expressions for the velocity and acceleration of the robot are presented as follows.

Linear velocity:

vi ≈ 1

ΔTi

(
xi+1 − xi
yi+1 − yi

)
(3)

Angular velocity:

wi ≈ θi+1 − θi

ΔTi
(4)

Linear acceleration:

ai ≈ 2(vi+1 − vi)

ΔTi + ΔTi+1
(5)

Angular acceleration:

αi = 2(wi+1 − wi)

(ΔTi + ΔTi+1)
(6)

Themaximum forward linear velocity and angular velocity constraints are combined
as follows:

v(k) = vmax
1 + β|k|μ β > 0 μ > 0 (7)

where k = wi/vi represents the curvature value of the point, β and μ are variable values.
The specific values of β and μ can be adjusted according to the actual situation. In the
experiment, β is 0.2, μ is 2. The improved robot motion trajectory is shown in Fig. 3.
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Fig. 3. An example of Opt_TEB obstacle avoidance trajectory

The optimized TEB algorithm (Opt_TEB) considers the joint constraint of angular
velocity and linear velocity to control the sudden change of velocity, thus avoiding the
vibration of the robot, which leads to the loosening of the sensor and the damage of
the trolley. In the actual experiment, we used an omnidirectional moving robot and the
max_vel_x_backwords parameter to 0/ms−1 so that its backward movement becomes
in-situ rotation, thus reducing the impact of oscillation.

4 Experimental Setup

4.1 Hardware Configuration

Robot Configurations: Our experiment employs a omnidirectional robot, including
four mecanum wheels with each connected to a geared motor. It uses an STM32 devel-
opment board as the driver board for the whole robot. We supply some components
for power and network connection: a 6 V 6000 mAh battery, and a router for wireless
connection between the host computer and the car. The robot is also equipped with Astar
pro depth camera and Silan PRLIDAR_A1 16 Hz LIDAR. The backend server could
config RVIZ for remote observation and controllor.

LIDAR Configurations: In the experiment, we use Silan PRLIDAR_A1 LIDAR,
which has a measurement radius of 0.12 m–35 m, a sampling frequency of 8K, a scan-
ning frequency of 16 Hz, an angular resolution of ≤ 1°, a ranging accuracy of 2 cm, and
a scanning range of 360°. This lidar can meet our indoor navigation.

Camera Configurations: We use Astar pro depth camera for depth image acquisition;
the depth range of this camera is 0.6m-8m, power consumption is 2.5 w max, peak
current is less than 500 mA, color map resolution supports up to 1280 × 720@30 FPS,
depth map resolution supports up to 1280 × 1024@FPS, accuracy is ±1–3 mm@1 m
1 m, the transmission delay is 30–45 ms.
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Robot Control Unit: We use Nvidia Jetson Nano as an on-board microcomputer with
equipped NVIDIA Maxwell architecture GPU, which has 128 NVIDIA CUDA cores.
The CPU model is ARM Cortex-A57 MPCore CPU, and 4 GB of 64-bit LPDDR4
memory, and the size of storage is 16 GB flash memory. We config the Nano in
Ubuntu envoriment and ROS platform to execute our experiments’ map construction
and navigation algorithm.

Driver Board: We use Hibot driver board as the chassis driver, which includes a six-
axis IMU attitude module, motor drive interface, Laser lidar interface, battery input
interface, power switch interface, STM32 controller, charger input interface, 5 V USB
interface, and upper computer communication module.4.2 Software Configuration.

4.2 Software Configuration

Operating System: Our system is running on the Ubuntu 18.04, a desktop application-
based Linux operating system that provides a robust, feature-rich computing environ-
ment.

ROS Platform: ROS is an acronym for Robot Operating System, a highly flexible soft-
ware architecture for writing robot software programs. It provides the services expected
of an operating system, including inter-process messaging, underlying device control,
andmanagement of available packages. This framework combines loosely coupled com-
ponents together and provides a general communication architecture. The platform pro-
vides the tools and library functions for easily acquiring, compiling, modification, and
running. The main goal of ROS is to provide open-source packages to support robotics
research and development. It is a distributed framework packaged in packages and feature
packs that can be easily shared.

4.3 Experimental Environment

Our experiment is running in a confined and complex laboratory. Carton obstacles
are simulated to distinguish the original static map; Fig. 4 shows the experimental
environment where the map will be constructed.
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Fig. 4. Experimental environment

5 System Implementation

5.1 Map Construction

The original map is built without any obstacles in our experiment. When starting the
robot, we can control the robot with the help of wireless network. Some othe control
nodes are launched from the start scripts, which contains the lidar sensor, IMU sensor,
and odometer, and Astar pro depth camera. The map fusion algorithm then is executed
to process data and construct the map. After that, we can see the map remotely through
RVIZ. In this process, we apply a robot handle to slowly scan the room with the speed
of 0.3 m/s, 0.3 m/s, and 0.4 m/s. Finally, a whole map can be generated for our next
navigation.

5.2 Navigation

Due to the narrow environment of the laboratory, the space left for the robot to avoid
obstacles is relatively tiny.We change the expansion coefficient of obstacles to 0.1. After
several navigation testings, we set the kinematics parameters of the robot, as shown in
Table 1. To distinguish the original maps, we use cardboard boxes as barriers placed in
the laboratory. After using RTAB-MAP SLAM to construct the map, the handle topic
is paused or closed, and the navigation command is opened at the robot side when
all declarations are not completed by default. To better view the global and local paths
during navigation, we added two path display types in Rviz to show global path planning
and local path planning, respectively.

The whole navigation planning framework is designed based on the ROS system.
We can control the robot behavior using the move_base package (such as forward, back-
ward, turn around, etc.). The navigation combine global and local navigation together to
accomplish the task. Thewhole framework is shown in Fig. 5.Whenmove_base receives
a request to a target point from the user, move_base calls the Navfn planner for global
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Table 1. Robot kinematic parameters

Constraint parameters Numeric value

Max_vel_x/(m·s−1) 0.25

Max_vel_x_back/( m·s−1) 0

Max_vel_y/( m·s−1) 0

Max_vel_theta/(rad·s−1)
Acc_lim_x/( m·s−2)

0.63
0.5

Acc_lim_theta/(rad·s−2) 0.7

planning. While the local path planning, the move_base module will call our improved
algorithm Opt_TEB to reduce the chance of collision. The laser lidar is responsible for
detecting obstacle information. The odometer IMU information is used for localization.
The recovery behaviors mode is triggered when global and local planning fails or when
anomalous trapped behavior occurs.

map_serverglobal_costmap

local_costmap

sensor source

Navfn global_planner

Improved TEB 
loacal_planner

move_base

0dometry source

amcl Sensror 
transforms

/map

Nav_msgs
/Getmap

Sensor topics
Sensor_msgs/LaseScan
Sensor_msgs/pointclou

d

base_controll

/ /message

odom

Nav_msgs/
Odometry

cmd_vel geometry_msgs 
Twist

Recovery behavious

Fig. 5. Motion planning framework

6 Experimental Results

The whole experimental results are evaluated on the ROS framework. We compare
the performance between different constructing map algorithms on boundary analysis
and trajectory fitting. Then we evaluate the runtime of navigation algorithms based
on different contructed maps. Last but least, we analysis the navigation efficiency on
different number of obstacles in the map, and compare the number of collisions in the
navigation stage.



514 H. Wang et al.

6.1 Boundary and Trajectory Fitting Analysis of Constructing Maps

In our experiments, we compare the mapping boundaries of Karto SLAM [16], which
only uses lidar for mapping, and RTAB-SLAM [21], which uses multi-sensor fusion.
The RTAB-SLAM algorithm mainly matches by locating points, then estimates camera
motion, and finally reduces the error by closed-loop detection.

The comparison results are shown in Fig. 6(a) for RTAB-SLAM and (b) for Karto
SLAM,which shows that the use of the RTAB-SLAM algorithm reduces the mapmatch-
ing error, and the boundaries are more clear. Figure 6(c) is a 3D point cloud map com-
bining camera and Lidar, which solves the limitation of 2D map with a single plane and
shows the 3D features beyond 2D.

In addition to performing the see figure edge comparison, the trajectory coordinates
of the two algorithms were extracted for comparison with the real trajectory coordinates
in our experiment. The results illustrate that Karto’s turning has a clear estimation error
in Fig. 7. We can also find that the map of RTAB is more conform to the original map
than that of Karto.

Fig. 6. Comparison of construction maps

Fig. 7. Motion track comparison
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6.2 Navigation Algorithm Analysis

We conducted the experiments to evaluate the algorithm efficiency. We compare the
runtime of two navigation algorithms (TEB and DWA) with same start point and end
point.

The experiment was divided into two phases (Half of Map, and Whole) according
to the navigation distance of the target points. In the first phase, we randomly select ten
points as our navigation targets among the half of our map. This procedure is repeated to
test their navigation time. The second phase is executed in the same process except the
whole map. We can find that the TEB algorithm reaches the target point more quickly
in the map created by the RTAB algorithm and also sees a little more fluctuation in the
operational efficiency of the randomly selected points in the second stage in Fig. 8.

Fig. 8. Map construction algorithm to reach the target point time without obstacles

The second comparison is to analyze whether a collision occurs after setting an
obstacle during navigation.Wemainly compare the windowing-based local path planner
DWA, the TEB algorithm, and the improved TEB algorithmOpt_TEB. Themap is based
on a well-built global map by RTAB SLAM, and then different numbers of obstacles are
set to test the performance of the obstacle avoidance algorithm.

The number of testing is set to 6 * 5 times, one obstacle was placed every 60 cm in
the whole global map created by RTAB SLAM, and a total of 1–6 obstacles were placed
in the environment. Each test was conducted five times: 0 collisions for DWA, TEB,
and Opt_TEB in environments with 1 to 3 obstacles placed, one collision for DWA in
environments with four obstacles placed, two collisions for DWA, and one collision for
TEB in environments with five obstacles placed; Two collisions occurred in DWA, and
two collisions occurred in TEB in the environment where six obstacles were placed.
Overall, the DWA algorithm was subjected to 5 obvious shocks with a shock probability
of 1/6, and the TEB algorithmwas subjected to 3 obvious shockswith a shock probability
of 1/10. The Opt_TEB algorithm does not collide with the robot during navigation, and
the motion trajectory is smooth.

Figure 9 shows the average time to reach the target point for the three algorithms in
environments with different obstacles. The results show an average 11.5% improvement
in navigation speed compared to DWA and an average 4.2% improvement over TEB.
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Fig. 9. Comparison of algorithm times

7 Conclusion

This paper proposes a multi-sensor fusion method for map construction and autonomous
navigation to solve the problem of ignoring 3D information in LiDAR SLAM, or the
limitation of visual SLAM affected by light changes. Our model combines RGB-D,
lidar laser, and inertial measurement unit (IMU) to construct 2D grid maps and 3D
color point cloud maps in real-time. In order to get a collision-free path, we present an
improved local planning algorithm (Opt_TEB) to solve the velocity mutation problem.
Our system is implemented based on the ROS framework and the experimental results
illustrate that the multi-sensor fusion algorithm is able to conform to the original map
more than the 2D grid map. Our improved algorithm Opt_TEB performs smoothly and
has no collision with obstacles in 30 trials. The navigation speed is improved by 4.2%
and 11.5% compared to TEB and DWA, respectively. Next we plan to use binocular
cameras to improve the efficiency of map construction and neural networks solve the
problem of local or global optimal solutions in complex environments.
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Abstract. Stroke patients in rehabilitation period often encounter prob-
lems such as high training cost and weak self supervision. We proposed a
rehabilitation evaluation method of upper limb function based on wear-
able inertial sensor data acquisition auxiliary equipmen, which aims to
realize the self-monitoring and evaluation of rehabilitation of patients in
the middle and late stage of upper limb function rehabilitation. We have
used three inertial sensing units MPU6050 to make wearable upper limb
rehabilitation training auxiliary equipment, which can collect the motion
data of stroke patients in rehabilitation period during daily rehabilita-
tion training. Combined with lindmark upper limb rehabilitation scale,
we collected eight hand gesture data for upper limb rehabilitation exer-
cise evaluation. For the original data, quaternion data and Euler angle
data, we established upper limb rehabilitation training action evaluation
models based on libsvm, multi-layer LSTM and cnn-lstm neural network
respectively to evaluate the rehabilitation status of patients. The results
show that CNN LSTM model has the best performance, with the recog-
nition accuracy of 99.67%, followed by multi-layer LSTM, and the model
recognition accuracy of 97.00%. The work of this paper will provide a ref-
erence for patients in the middle and later rehabilitation stage of upper
limb after stroke to realize their own supervised rehabilitation training
and recovery state evaluation.

Keywords: Inertial sensors · Wearable devices · Upper limb
rehabilitation training and assessment

1 Introduction

Stroke, also known as apoplexy, is an acute cerebrovascular disease that often
occurs in middle-aged and elderly people. It is accompanied by high mortal-
ity and high disability and has become one of the main diseases that endanger
human health in today’s society. Due to the large range of the cerebral cor-
tex mapped by the upper limb motor control, the rehabilitation treatment and
c© Springer Nature Singapore Pte Ltd. 2022
Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1491, pp. 518–528, 2022.
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rehabilitation assessment of the upper limb motor function have become a key
problem to be solved urgently after stroke. Medical research has shown that
the upper limb rehabilitation training of post-stroke patients can not only effec-
tively improve the patient’s condition, but hand and upper limb rehabilitation
also plays a vital role in the rehabilitation of other diseases. The standardized
training program given by the doctor is combined with regular follow-up visits.
The assessment helps to restore the normal movement of upper limbs quickly.
However, the current post-stroke rehabilitation training system has excessive
time and resource costs, weak self-supervision, and high hospital dependence,
which lead to prolonged rehabilitation and low efficiency. Therefore, the develop-
ment of a low-cost, high-efficiency upper-limb rehabilitation system for patients
in the recovery phase of stroke has become increasingly important. Unreason-
able rehabilitation training without the guidance of professional doctors will not
only produce unsatisfactory recovery effect, but also aggravate the condition:
Patients with hand injury may have complications such as scar, tissue adhesion,
joint stiffness and so on; Stroke patients may cause symptoms such as hand nerve
paralysis and dyskinesia [1].

The existing rehabilitation assessment mainly focuses on the following four
aspects: assessment of the severity of brain damage; motor function assessment;
balance function assessment; and assessment of activities of daily living [13]. We
mainly focuses on the upper limb motor function assessment in motor function
assessment. According to the Lindmark upper limb motor function assessment
method [5], the eight single-arm motor function recovery actions in this article
are determined as Table 1.

2 Upper Limb Rehabilitation Data Collection Equipment

The wearable device that collects upper limb movement data in this article is
composed of a main control module (Arduino) and a six-axis inertial sensor
(MPU6050). The connection part is made of a 6 cm wide polyester elastic band,
which transmits movement gestures through a serial port like terminal The sig-
nal data is stored in the terminal. MPU6050 is a space motion sensor chip that
can obtain current three-axis acceleration components and three-axis rotation
angular velocity, with a rated working voltage of 5 V and a rated current of
3.5 mA. The chip has a built-in data processing sub-module DMP, which uses
the I2C bus communication protocol and the Wire library to realize the com-
munication between the Arduino main control module and the MPU6050. The
MPU6050 embeds the chip’s registers to read and write data. The experimen-
tal data is stored in the 14-byte registers from 0x3B to 0x48. The data will be
dynamically updated in real time and the update frequency can reach 1000 Hz.
Each data occupies 2 bytes. The MPU6050 chip has its own coordinate system:
make the chip face itself and rotate the text on its surface to the correct angle.
At this time, with the center of the chip as the origin, the X axis is horizontal
to the right, the Y axis is vertically upward, and the Z axis points to itself. The
specific structure of the upper limb wearable exercise data collection device is
shown in Fig. 1.
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Fig. 1. Our upper limb rehabilitation data collection equipment.

3 Rehabilitation Assessment Method

Stroke is a common neurological disease. After the onset, patients often have
half-body motor dysfunction is one of its important clinical features, which
will greatly affect the daily life of patients, in order to determine the degree
of motor function damage in stroke patients and The degree of recovery in the
later period, and provides standards for the later recovery of motor training and
active recovery training. A unified standard and recognized effective motor func-
tion evaluation method will provide an important basis for patient rehabilitation
training. The reliability and validity of these sports training rehabilitation evalu-
ation standards should be Is reliable [6]. There are different evaluation standards
for patients in different recovery periods, including early, middle and late stages,
and different professional evaluation standards for different rehabilitation parts,
such as upper limbs, lower limbs, and back.

3.1 Eight Rehabilitation Assessment Motions Based on Lindmark
Scale

Lindmark upper extremity motor function assessment is a complete set of com-
prehensive assessment methods for patients’ motor function [5,12], revised on
the basis of the Fugle-Meyer Assessment Scale (FMA) [2]. It mainly includes
seven aspects: active movement, rapid rotation movement, posture transfer and
walking, balance function, sensation, passive movement and pain. This article
mainly discusses the upper limb motor function assessment in motor function
examination.

Based on the evaluation criteria for upper limb rehabilitation in the Lindmark
Motor Function Rating Scale [5], this article has determined the eight upper limb
rehabilitation actions in this experiment, as illustrated in Table 1.
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Table 1. Eight rehabilitation assessment motions.

Abbreviation Gesture Description

HTM Hand touch mouth Bend your elbows, suppose your forearms,
your hands can touch your lips

HTN Hand touch Back
of neck

Shoulder Abduction, Elbow Bend, Forearm
Pronation

SF Shoulder flexion Shoulder forward 180◦, elbow extension

SA Shoulder abduction 180 shoulder abduction, elbow extension

TTOK Touch the opposite
knee joint

Touch the outer side of the contralateral knee
joint, shoulder adduction, internal rotation,
elbow extension, and forearm pronation

FS Forearm supination Forearm supination 80◦–90◦

FP Forearm pronation Forearm pronation 80–90

TTW Touch the waist Bend your elbows and place the back of your
hands on the same waist

When performing upper limb rehabilitation training movement check, you
need to sit on a bed or a chair, wear a wearable upper limb movement data
collection device, perform the specified movement and repeat it many times.
The collected movement data will be passed through the serial port at 115200
baud rate 14 Hz. The sampling frequency is stored as a CSV data file.

3.2 Quaternion Expression

In this experiment, we perform data preprocessing, filtering and smoothing, and
signal segmentation to obtain the quaternion after the original data obtained by
the inertial sensor. The quaternion can well integrate the object space informa-
tion represented by the accelerometer and the gyroscope and transform it into
a more concise form of expression. It contains four elements, expressed as:

q(q0, q1, q2, q3) = q0 + q1i + q2j + q3k, (1)

among them, i, j, k are imaginary number units, and they are required to obey
the following algorithm:

ii = jj = kk = −1; ij = −ji, jk = −kj,ki = −ik; ij = k, jk = i,ki = j. (2)

The Runge-Kutta method [10,11] is used to update the quaternion, and the
update formula is as follows:

qn+1 = qn +
1
2

⎡
⎢⎢⎣

0 −g(n+1)x −g(n+1)y −g(n+1)z

−g(n+1)x 0 −g(n+1)z −g(n+1)y

−g(n+1)y −g(n+1)z 0 −g(n+1)x

−g(n+1)z −g(n+1)y −g(n+1)x 0

⎤
⎥⎥⎦qn, (3)
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where g is the value obtained by the gyroscope. Bring the quaternion representa-
tion of upper limb movements into classification models to classify and recognize
eight upper limb rehabilitation training movements.

4 Experiment

We selected eight adult college students aged 22–25, including four males and four
females. Before the experiment, we recorded the one arm real person front video
and 3D simulation animation video tutorial of the upper limb rehabilitation action
used in the experiment in advance. 15 min before the experiment, inform the pur-
pose and process of the experiment, and then play the tutorial video to make the
volunteers familiar with the action. After the volunteers watched the eight upper
limb single arm action teaching videos, let the volunteers face the computer and
sit on the side, and put their hands on the hammer naturally to make them in
the initial sitting position of the acquisition experiment. After that, the volunteers
were shown a single action repetition video and asked to simulate and follow each
action twice, with a total of eight groups of actions. After the simulation train-
ing, the volunteers rest for 5–10 min to relax the arm muscles again. Before the
start of the formal experiment, we will wear the experimental upper limb wear-
able motion data acquisition device for the volunteers, open the data serial port,
let the volunteers swing their upper limbs at will, and monitor whether the data
transmission is normal. After confirming that the wearable equipment, data acqui-
sition equipment and volunteers are ready, raise their hands and open the serial
port to receive data. Volunteers follow the rehabilitation training actions played
by computer video, 19–22 times for each action, a total of eight groups of actions.
Among them, six volunteers use their right hands and two volunteers use their left
hands. The sensing action data collected through the serial port will be stored as
a CSV format file according to the volunteer serial number and action tag name.
The whole experiment process of a single person lasts about 30 min. Volunteers
wear the acquisition device to perform SA action, as shown in Fig. 2.

Fig. 2. Rehabilitation training motion SA.
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5 Gesture Recognition

5.1 Data Preprocessing

The median filter [7] is used to smooth the data and remove abnormal points. The
inertial sensor data fusion algorithm performs Mahony complementary filtering
on the data according to the characteristics of inertial sensor data [8], but this
does not ensure the smoothness of the data, and ignores the noise of bending
sensor data. In order to solve this problem, the gravity acceleration is eliminated
by subtracting the average value of the sampling acceleration from each data
point to obtain the acceleration generated by the movement of the upper limb.
The next step is to smooth the high-frequency noise by using the moving average
filter. By measuring the same data source for many times, the multi-point set
average method is used to obtain the data. The reasonable estimation is the
moving average filter [9], and the filtering expression is as follows:

f [n] =
1

2M + 1

M∑
m=−M

fr[n + m], (4)

Which fr[n] refers to the n-th point of the data sample and M is the window
size which is often set from 3 to 7 in this work.

5.2 Temporal Data Segmentation

The purpose of temporal data segmentation is to identify the beginning and end
of each upper limb rehabilitation action. Continuous sensor data can be divided
into individual upper limb action sequence intervals. A segmentation scheme of
timing data is as shown in Fig 3, which shows the action HTM information.
When no action is made, the upper limb sensing data is relatively stable. On
the contrary, when an action is made, the sensing data will change greatly. Set
the preprocessed attitude data sequence P =< p1,p2, ..pt, ..pn >. Define d[n]
as the Euclidean distance between P[n] and P[n − 1]. The d[n] of the action
interval is much larger than the d[n] without action. This conclusion can be
used to segment the beginning and end of the action of time series data.

5.3 Build the Classifier

LibSVM. Different from the traditional SVM classifier, LibSVM is a set of
support vector machine library developed by Taiwanese professor Lin Zhiren. It
has an SVM library with fast calculation speed, easy expansion and convenient
parameter adjustment. Different from the other two network models used in this
article, LibSVM needs to process upper limb motion sensing data into lib format
data, because the experimental data set extracted in this experiment is a time
series data set. Therefore, we consider converting the original outs after data
preprocessing and action segmentation into quaternion and Euler angle data,
and then converting the three-dimensional format to two-dimensional to perform
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Fig. 3. Motion HTM raw attitude signal.

the conversion of the lib data format, and finally bring the data into the LibSVM
classification Model. Use the grid tuning tool to optimize the parameters c and
g. The principle is network traversal. In this experiment, the optimal parameters
are obtained when c = 2.0 and g = 0.001953.

Multi-layer LSTM. LSTM is a variant time series model based on RNN net-
work, it can obtain information in the time domain well [4,14]. In this experi-
ment, we constructed single-layer, double-layer, four-layer, and six-layer LSTM
networks to learn eight upper limb rehabilitation exercises.

CNN-LSTM. Considering the time-series information stored in the original
data, this paper will combine traditional convolutional neural network (CNN)
and long-short-term memory neural network (LSTM) to process upper limb
motion sensing data [3,15]. Among them, the convolutional layer performs fea-
ture extraction, and the LSTM layer learns time series to achieve simultaneous
processing of timing information and feature extraction of original data in a
network. The CNN-LSTM network structure used in this paper to process the
upper limb rehabilitation training sensor data is shown in Fig. 4.

As shown in Fig. 4, feed the collected upper limb single arm rehabilitation
training action data to the array in numpy. The array dimension is (sample size,
time step, features). After inputting the data, we use the one-dimensional con-
volution kernel moving on the sequence to construct the convolution layer. The
convolution kernel in the sequence can act as a filter in training. In many CNN
architectures, the greater the depth of the level, the more the number of filters.
Each convolution operation is followed by a pooling layer to reduce the length
of the sequence. In the experiment, we use a convolution layer and a pooling
layer to process the original data and transmit it to the LSTM layer to learn the
information between time series.
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Fig. 4. CNN-LSTM network structure.

The performance of quaternion and Euler angle on libsvm is that the average
recognition accuracy is about 70%. In order to analyze why the performance of
the classifier is affected, we re process the original data into lib format data
and feed it into the libsvm classifier with the same parameters. The results
show that the performance of the original data on libsvm is much lower than
that after processing the data into quaternions and Euler angles. It can be seen
that quaternion and Euler angle can capture important information features of
motion attitude and are better than the original accelerometer and gyroscope
data set. However, because libsvm classifier can well learn the time correlation
information hidden in time series, it does not perform well on the original data
set without quaternion and Euler angle feature extraction.

Considering the time series characteristics of the above training action data,
we built single-layer, double-layer, four layer and six layer LSTM networks. Com-
pared with each classifiers’ results, the performance of upper limb training action
data in different layers of LSTM is almost the same, and the average recognition
accuracy is about 97%, which is significantly higher than that in libsvm classifier.
The final performance of LSTM with different layers used in this experiment is
shown in Table 2. The effect of LSTM learning time series data is very good. It
can be seen from the results that the recognition accuracy of LSTM networks
with different layers for upper limb training recovery action is stable at about
97%. Compared with single-layer LSTM, the performance of six-layer LSTM is
only improved by less than 0.1%. The performance of upper limb sensing data
set on six-layer LSTM is shown in Fig. 5(a). Therefore, cnn-lstm network does
not pay close attention to the characteristics of data sets in time series. At the
same time, CNN convolution layer can automatically extract the most basic fea-
tures of data sets and combine them into high-level and abstract features, and
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Table 2. Performance of upper limb recovery training on different layers of LSTM
network model.

LSTM layers Batch loss Accuracy

1 0.776494 0.970066

2 0.777375 0.970199

3 0.694999 0.970199

4 0.719958 0.973510

5 0.684645 0.976821

6 0.688868 0.980132

6 0.753726 0.976821

then feed them into LSTM network, which can better learn general statistical
features and time series features. Figure 6 shows the performance of upper limb
training motion sensing data set on CNN-LSTM model. The average recogni-
tion accuracy on the test set is 99.00% and the highest recognition accuracy is
99.67%.

Fig. 5. (a) Recognition accuracy of six layer LSTM network on test set; (b) Confusion
matrix.
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Fig. 6. (a) The accuracy of the CNN-LSTM model on the validation set; (b) Loss
curve.

6 Conclusion

This paper presents a rehabilitation evaluation method of upper limb function
based on inertial sensor data acquisition equipment, which aims to realize the
self supervision and rehabilitation grade evaluation of patients in the middle and
late rehabilitation stage of upper limb function. The upper limb wearable reha-
bilitation training data acquisition device is made of three inertial sensing units
MPU6050, which can collect the motion data of patients during daily rehabilita-
tion training. Combined with the lindmark upper limb rehabilitation evaluation
scale, through the self collected eight kinds of upper limb rehabilitation move-
ment evaluation gesture data, data preprocessing, filtering and smoothing, signal
segmentation and other steps are carried out. For the original data, quaternion
data and Euler angle data, the upper limb rehabilitation training movement eval-
uation models based on libsvm, multi-layer LSTM and cnn-lstm neural network
are established respectively, Grade evaluation of patients’ rehabilitation status.
The results show that cnn-lstm model performs best, and the recognition accu-
racy is about 99.67%. Multi-layer LSTM performs second, and the model recog-
nition accuracy is about 97%. Our follow-up work will continue to pay attention
to the patients in the middle and late stage of rehabilitation after stroke, under-
stand their rehabilitation training needs and rehabilitation schemes, continue
to improve the upper limb rehabilitation movement data acquisition hardware
equipment proposed in this paper, improve the wearable comfort of patients, and
continue to improve the self-monitoring and evaluation scheme of rehabilitation
training according to the needs of patients’ rehabilitation training, Improve the
recognition accuracy and real-time performance of the recognition model.
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Abstract. This paper studies a bi-objective vehicle routing problem
considering both travel cost and workload balance. Different from the
existing research, the workload balance is calculated by workload vari-
ance and average value. We propose an improved multi-objective ant
colony algorithm (MO-ACOTC) to eliminate distorted solutions and use
a new global pheromone update strategy. The algorithm also designs a
travel constraint mechanism to dynamically control the workload for each
vehicle. The experimental results on traditional and revised instances
show that the algorithm can obtain satisfactory solutions.

Keywords: Vehicle routing problems · Workload balancing · Ant
colony algorithm

1 Introduction

Vehicle routing problem (VRP) is one of the most important fields in transporta-
tion systems. The solution to this problem is to determine the route of vehicle dis-
tribution according to the target requirements [11]. For solving the problem, there
are many algorithms proposed to reduce cost and improve customer satisfaction.

The fairness between vehicles is a key issue in VRP. The benefits of achieving
fairness are three fold: 1) as to deliverers, reducing overtime and ensuring each
driver is treated equally and fairly. 2) as to logistics company, saving the shipping
cost and improving the service quality. 3) as to customers, improving user expe-
rience. However, the general VRP only consider the maximization of platform
benefits, rarely consider the workload distribution among different deliverers,
and it is difficult to meet the general demand of performance bonus balance [3].
Unfairness directly affects employee benefits and morale, and indirectly affects
company revenue and service quality.

In recent years, fairness-related topics have gradually been discussed by
researchers. Study [6] by Halvorsen-Weare and Savelsbergh proposes four
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different models that comprehensively explore the classification and character-
istics of “fairness” in VRP. Different papers have different ways to quantify the
fairness. In most papers, the VRP’s fairness is defined as the balance of the length
of routes (travel cost) between vehicles. Y. Sun et al. [13] modeled the problem
as a bi-objective optimization problem (VRP with routing balance, VRPRB), in
which route balance is to minimize the difference between the longest and the
shortest route lengths among vehicles. For solving this problem, [7] proposed a
multi-start method based on two search spaces.

Balancing the capacity or load of vehicles can increase the utilization rate of
vehicles. Green VRP considers load and the fuel consumption directly related
to load and distance in the paper [12]. Paper [8] proposed a fairness model and
designed a meta heuristic algorithm considering load fairness.

In the logistics systems, the performance of employees is generally related to
workload [15]. The workload often not only refers to the transportation time and
service time [14], but also includes quantifiable information such as the weight
and quantity of goods that affect the distribution progress of the deliveryman [9].
This paper addresses a VRP with workload balance (VRPWB), which minimizes
both travel cost and workload balance. An improved ant colony algorithm called
Multi-objective Ant Colony Algorithm with Travel Constraints (MO-ACOTC) is
designed to solve VRPWB. MO-ACOTC adds a travel constraint to the ant rout-
ing process to ensure workload balance, and proposes the elimination method of
distorted solution. In addition, the global pheromone update strategy is improved
to speed up the convergence of MO-ACOTC.

The remaining sections are organized as follows. Section 2 presents problem
formulation. Section 3 proposes the algorithm for the problem. Section 4 presents
experimental results. Finally, Sect. 5 presents the conclusion.

2 Problem Formulation

We define VRPWB on a complete undirected graph G = 〈N,E〉, where vertex set
N = {0, 1, 2, · · · , n} consists of depot 0 and n customers, E = {(i, j) | i, j ∈ N}
is the edge set. The travel cost of each edge (i, j) is represented by cij , and each
customer i ∈ N \ 0 is associated with a demand di. The demand of depot is
assumed as d0 = 0.

The logistics company has a driver crew and their vehicle collection V , with
m vehicles. Each vehicle corresponds to a driver, which has the same upper
capacity limit Cv. The mathematical formulation and constraints for VRPWB
are defined as follows

(minf1 (s) ,minf2 (s)) (1)
∑

i∈N

xv
ij = yv

j , ∀v ∈ V,∀j ∈ N, j �= i (2)

∑

j∈N

xv
ij = yv

i , ∀v ∈ V,∀i ∈ N, i �= j (3)
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∑

i,j∈N

xv
ij ≥ 1, ∀v ∈ V,∀i, j ∈ N, i �= j (4)

∑

v∈V

yv
i = 1, ∀i = 1, · · · , n (5)

∑

v∈V

yv
0 = m (6)

∑

i∈N

(yv
i di) ≤ Cv, ∀v ∈ V (7)

uv
i − uv

j + Cvxv
ij ≤ Cv − dj ,

∀i, j ∈ N\ {0} , i �= j, v ∈ V, di + dj ≤ Cv
(8)

di ≤ uv
i ≤ Cv, ∀i ∈ N\ {0} , v ∈ V (9)

Formula (1) shows the optimization objectives of the VRPWB model. The
objective functions f1 (s) and f2 (s) are defined by the travel cost and workload
balance indicator, respectively. The constraints (2) along with (3), indicate that
each node obeys flow conservation constraints. If vehicle v enters node i, then it
must depart from node i. Where xv

ij is binary variable equal to 1 if vehicle v can
travel from i to j directly, and 0, otherwise. And yv

i is a binary variable which
takes value of 1 if vehicle v serves customer i. Constraint (4) ensures that each
vehicle has at least one customer. Constraint (5) ensures that each customer only
served by one vehicle. Constraint (6) ensures that all vehicles must depart from
the same depot. Constraint (7) ensures that the total delivery demand of the
nodes in each route should not exceed the vehicle capacity. Subtour elimination
is given in (8) and (9) which are proposed by [10].

For the two objective functions of formula (1), the first objective function
can be written as:

f1 =
∑

i∈N

∑

j∈N

∑

v∈V

cijx
v
ij (10)

To represent the second objective function, this paper uses bv to represent
the driver v’s workload, as shown in formula (11). The workload of driver v is
defined as the weighted sum of the travel costs and load of all orders he has
completed.

bv =
∑

i∈N

⎛

⎝yv
i

⎛

⎝αdi + β
∑

j∈N

(
cij

∑

v∈V

xv
ij

)⎞

⎠

⎞

⎠ (11)

In the paper [6], variance bV aria is minimized to achieve fairness, as shown
in formula (12). The formula controls the difference of workload of each driver
in a smaller range.

f−
2 (s) = bV aria =

∑
v∈V

(
bv − b̄

)2

m
(12)
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Minimizing variance may result in falling into a local optimal solution, that
is, a solution with a great overall workload. In this paper, we introduce average
workload b̄ to control the overall workload for second objective. Therefore, the
second objective function is shown in formula (13), where the workload balance
is consisted of the workload variance and average workload, the γ and δ is weight.

f2 (s) = γbV aria + δb̄ (13)

3 Multi-objective Ant Colony Optimization Algorithm

The main procedure of MO-ACOTC is given in Algorithm 1, in which a
set of Pareto optimal solutions is updated by modifying the concentration of
pheromone. The entire inner loop (line 4–16) shows the process of solutions
construction. The ant uses the pheromone updating rule and travel constraint
mechanism in the program CNN(Pointi) to select the next customer node.

Algorithm 1. MO-ACOTC
Require: N
Ensure: The Pareto solution set P
1: initialize P and the pheromone trails on each arc;
2: for r ← 0 to R do
3: SP ← greedy algorithm gets the initial solution;
4: for a ← 0 to nk (number of ants) do
5: Sa ← depot 0, ri ← 0, Demanda

ri ← 0;
6: repeat
7: if (Pointj ← CNN (Pointi))==depot 0 then
8: ri++;
9: end if

10: Sa ← Sa ⋃
Pointj , Pointi ← Pointj , Demanda

ri+ = dPointj ;
11: update tabu list and update the local pheromone according to equation

(14);
12: until (N ⊆ Sa)
13: P ′ ← update (Sa, P ′);
14: end for
15: P ← update (P ′, P );
16: if P doesn’t change after R0 iterations then
17: Break;
18: end if
19: eliminating cross-paths in the extreme solution on the two objectives;
20: update the global pheromone according to equation (16);
21: end for

There are nk ants at the depot. The path of each ant represents a feasible
solution. The ant departs from the depot, visits some customer nodes and returns
to the depot. Each ant can go in and go out the depot some rounds. The number
of rounds an ant needs to perform is equal to the number of vehicles. That is, an
ant completes traversing all customers in set N and builds a tabu list, forming
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a route that represents a solution Sa. The path visited by the ant in a round
ri corresponds to the path traveled by a vehicle v. The ants produce a set of
Pareto solution P ′ in each iteration, and update the Pareto optimal solution set
P according to P ′ at the end of this iteration.

3.1 Eliminating Cross-paths

As shown in Fig. 1(a), for balancing the workload of each vehicle, a driver may
lift the workload by detouring. The solution is not the desired workload balanc-
ing effect, thereby is called a “distorted solution”. For avoiding the distorted
solution, we design a method to eliminate the cross-paths.

Fig. 1. Distorted solution (a), initial path (b) and uncrossed path (c).

The specific rules for eliminating crosspoint are as follows: assuming that
the current routing edge intersects or is collinear with an edge in the previous
tabu list. The starting node of the current edge and the ending node of the
intersecting edge are exchanged. For example, suppose that the path from node
a to d in the tabu list order [a, c, b, d] is shown in Fig. 1(b). Edges (a, c) and (b, d)
are determined to be crossed, then the tabu list is reset to cancel the crossing.
The reset tabu list is [a, b, c, d], as shown in Fig. 1(c).

3.2 Improved Pheromone Update Rules

Pheromones on the route are updated locally according to formula (14).

pheij = V p × pheij + (1 − V p) (14)

Among them, V p is the pheromone volatilization parameter, and the phe0 is
computed by:

phe0 =
1

n × costNN
(15)

The costNN is the total travel costs of all vehicles obtained by the near-
est neighbor heuristic algorithm (NN) [1], which is fixed. Ant k updates the
pheromone locally whenever it moves from the node Pointi to the next node
Pointj (line 11 of Algorithm 1).

After all ants build their routes, the algorithm updates the pheromones glob-
ally to enhance the pheromone on the optimal solution of the two objectives in
P . The volatilization rules are as follows:
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pheij =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

V p
(
pheij + Kp

costP

)
, if (i, j) ∈ {

Smin{f1(s)}, Smin{f2(s)}
}

V p × pheij + (1 − V p) Kp
costP

,

if (i, j) ∈ P\{
Smin{f1(s)}, Smin{f2(s)}

}

V p × pheij , otherwise

(16)

where V p and Kp are parameters, and costP is the average total path length in
the Pareto optimal solution set. Different from the traditional way of strength-
ening the solution path of the whole Pareto optimal solution set [2], in this
paper we enhance the pheromone on the optimal solution path satisfying the
first objective and the second objective in the current Pareto optimal solution
set, and evaporate the pheromone according to V p on the non Pareto optimal
solution path. The path pheromone concentration of other Pareto optimal solu-
tions is set to be between the two. In addition, we set a upper bound Maxpha
and a lower bound Minpha for the pheromone pheij on each edge (i, j).

Maxphe =
Kp

(1 − V p) × costP
(17)

Minphe =
Maxphe

2n
(18)

3.3 Route Search with Traffic Constraints

The travel constraint mechanism is divided into two parts. First, the workload
indicator doubkri for the driver represented by the ants in the current round ri is
defined. This indicator is determined by the driver’s current workload nowBkk

ri

and the average workload avBk of the most balanced solution in the current P ,
as shown in formula (19)–(21):

doubkri =
nowBkk

ri

avBk
(19)

nowBkk
ri = bv (20)

avBk =

∑
x∈N\{0} (αdx) + βcostf2

m
(21)

Second, when doubkri is less than ε, ants can choose the next node through
the visibility Tpij from the current node to other nodes. At the same time, the
mechanism prevents the ant from returning to the depot when the doubkri is lower
than ζ.

Tpij = pheK1
ij ×

(
K3
cij

)K2

(22)

Tpij is calculated as shown in formula (22), where K1, K2, and K3 are
constant parameters.
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When doubkri is greater than ε, the ants can be forced to return to the depot
with probability. If the doubkri is less than 1, which means that the workload
of the vehicle represented by the ant is less than the average workload avBk,
the ant returns to the depot with a small probability ε1. Otherwise, the ant
returns with a higher probability ε2. The pseudocode of route search with traffic
constraints is shown in Algorithm 2.

Algorithm 2. CNN(Pointi)
Input: the previous node Pointi
Output: the next node Pointj
1: initialize doubkri, nowBkk

ri and avBk according to equation (19), (20) and (21)
2: if Demandk

ri == Cv then
3: return depot 0;
4: end if
5: if doubkri > ε and doubkri ≤ 1 then
6: if Random1 < ε1doubkri then
7: return depot 0;
8: end if
9: else if doubkri > 1 then

10: if Random2 < ε2doubkri then
11: return depot 0;
12: end if
13: end if
14: if doubkri > ζ then
15: if Random3 ≤ ζ1 then
16: return the node with the highest visibility Tpij in N ;
17: else
18: return the node randomly selected by roulette in N ;
19: end if
20: else
21: return the node randomly selected by roulette in N\ {0};
22: end if

4 Experimental Results

We implement the experiments in C++ on a PC (INTEL i7-8750H CPU 2.20
GHz with 16 GB RAM). We execute the algorithm 10 times per instance and
compute the average runtime. All experimental test data sets are derived from
the instances of Christofides et al. [4,5]. These instance names consist of X −
nnum1 − knum2. The num1 is the number of customers, num2 is the number
of vehicles, K is the identifier, X is the “E” for instance from [4] and the “M”
for instance from [5].

When calculating f2 (s), the workload variance bV aria is on the same order of
magnitude as the average workload b. Therefore, unless otherwise specified, the
weights α, β, γ, and δ for all test datasets in this experiment are all 1. For the
basic parameters of MO-ACOTC, the range of values of each parameter will be
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determined by referring to the relevant literature. Instance E-n101-k8 of [4] are
taken as test example. By calculating the average number of iterations required
to reach an approximate optimal solution, the best results are obtained when
V p = 0.8, Kp = K3 = 1or100 (the value is determined by the size of the sample
space node), K1 = 2, and K2 = 5. Through observation on the test instances,
we assign ε = 0.7, ε1 = 0.3, ε2 = 0.7, ζ = 0.85 and ζ1 = 0.5 to the return
mechanism.

Since the algorithm for the multi-objective problems should satisfy both con-
vergence and diversity, we use two metrics to evaluate the performance of the
algorithm. Inverted generational distance (IGD) is an indicator to quantify the
convergence and diversity of the nondominated solutions obtained. The smaller
value of the IGD means the solution set obtained is denser and closer to the true
Pareto front. Hypervolume (HV) takes into consideration the degree of accuracy
and diversity of the solutions produced by the algorithm. The greater value of
the HV means the more closeness of the solutions to the Pareto-optimal front.

We validate the effectiveness of the eliminating cross-paths method in avoid-
ing distorted solutions, and discusses how to enhance the pheromones on the
path. Next, the performance of the proposed algorithm is verified.

Fig. 2. The most balanced solution obtained by MO-ACOTC (a) and ACO (b).

As shown in Fig. 2, an example of the balanced routes obtained by MO-
ACOTC and ACO without eliminating cross-paths method on instance E-n51-
k5 [4]. This instance contains 5 vehicles, and the routes in the same color belong
to the same vehicle. From Fig. 2(b), we can find that many routes take detours,
thereby there are many crossing points on the routes. In Fig. 2(a), there is no
cross path for each vehicle, indicating that the balance is not achieved by detour-
ing. Therefore, it can be concluded that the eliminating cross-paths method
adopted in MO-ACOTC can effectively the avoid distorted solutions.

We attempt to discuss two global pheromone updating methods to determine
the best way to enhance pheromones. 1) Increase the path of the entire Pareto
solution set; 2) Maintain the pheromones of other non-dominated solution paths
while mainly increasing the pheromones of paths in the optimal solutions of
f1 (s) and f2 (s).
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The algorithms with the above two global pheromone updating methods
are carried out 10 times on the instance E-n101-k8 in the same running time.
According to the distribution of all Pareto solutions obtained by the two methods
shown in Fig. 3 (a), the first method was able to converge better in the obtained
nondominated front. However, the proposed method was able to maintain a
better spread of solutions and converge closer to the true Pareto-optimal front.
Their respective Pareto-optimal front are shown in Fig. 3(b). It can be seen
that the Pareto-optimal front of the proposed method are at the lower left of
the Pareto-optimal front of the first method, which means that both of these
objectives are getting better solutions. One possible reason for this is that when
the size of the Pareto solution set obtained by the algorithm increases, in the
first method, the effect of global pheromone updating is weaken because there
are too many paths to be enhanced in the solution. Therefore, compared with
the traditional methods, the proposed algorithm ensures diversity and speeds up
the convergence.

Fig. 3. (a) All Pareto solution sets. (b) The Pareto-optimal front.

Furthermore, we compare MO-ACOTC with the traditional ACO and the
algorithm (MO-ACO) proposed by Chen Xiqiong et al. [2].

As shown in Table 1, on average, the IGD of MO-ACOTC is 46.4% and
45.6% lower than that of other algorithms, and the HV is 31.2% and 29.8%
higher than that of other algorithms. In summary, MO-ACOTC significantly
outperforms other algorithms in all the instances. Figure 4(a) shows the compar-
ison of the Pareto-optimal front obtained by MO-ACOTC with that obtained
by ACO and MO-ACO on the selected instance E-n101-k8 over 10 runs. It can
be seen that MO-ACOTC can greatly push the ACO’s front toward left and
bottom directions, which means that two objectives get significantly improved.
We also notice that the extent of the approximated Pareto front by MO-ACOTC
is greater than that by ACO and MO-ACO. The above results show that MO-
ACOTC can accelerate the convergence and improve the diversity.
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Table 1. Performance comparison of three algorithms on 7 instances

Instance IDG HV

ACO MO-ACO MO-ACOTC ACO MO-ACO MO-ACOTC

E-n51-k5 0.177 0.190 0.136 0.748 0.740 0.815

E-n76-k10 0.417 0.410 0.155 0.375 0.417 0.717

E-n101-k8 0.353 0.336 0.102 0.573 0.590 0.886

M-n101-k10 0.061 0.058 0.056 0.786 0.785 0.788

M-n121-k7 0.350 0.312 0.148 0.419 0.449 0.679

M-n151-k12 0.313 0.311 0.170 0.482 0.495 0.650

M-n200-k17 0.355 0.377 0.316 0.542 0.491 0.619

AVERAGE 0.289 0.285 0.155 0.561 0.567 0.736

It is to be noted that, the capacity of all vehicles is always very close to
the total demand of the customers in the instances proposed by [4] and [5].
Therefore, the load of each vehicle is almost full before delivering. However, in
the real world, there is another usual situation where the loads of most vehicles
are less than their capacities, only a few vehicles are fully loaded. This scenario
can easily lead to unfair workload arrangements for drivers. According to this
situation, we modified the instances that the vehicle capacity is expanded to 1.5
times the original capacity. The format of the revised instance is the original
name appended by num3H, where num3 indicates the number of expanded
vehicle capacity and H indicates the previous data is hypothetical.

Fig. 4. The Pareto-optimal front obtained by MO-ACOTC, ACO and MO-ACO on
instances E-n101-k8 (a) and E-n101-k8-300H (b).
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Table 2. Performance comparison of three algorithms on 7 revised instances

Instance IDG HV

ACO MO-ACO MO-ACOTC ACO MO-ACO MO-ACOTC

E-n51-k5-240H 0.364 0.446 0.106 0.612 0.517 0.910

E-n76-k10-210H 0.485 0.477 0.196 0.374 0.392 0.771

E-n101-k8-300H 0.415 0.394 0.125 0.393 0.429 0.789

M-n101-k10-300H 0.130 0.115 0.075 0.560 0.587 0.746

M-n121-k7-300H 0.408 0.355 0.086 0.278 0.312 0.694

M-n151-k12-300H 0.397 0.343 0.200 0.490 0.519 0.616

M-n200-k17-300H 0.343 0.339 0.244 0.451 0.468 0.572

AVERAGE 0.363 0.353 0.147 0.451 0.461 0.728

Table 2 shows the IGD and HV values of the three algorithms on the
revised instances. We can find that MO-ACOTC obtains the best value on all
instances. Compared with Table 1, the gap of the HV and IGD values between
the ACO/MO-ACO and MO-ACOTC is greater. Figure 4(b) shows that both
ACO and MO-ACO get stuck at different local Pareto-optimal sets, and the
convergence and ability to find a diverse set of solutions are still better with
MO-ACOTC. Therefore, it can be concluded that MO-ACOTC is more stable
when dealing with instances with different sizes of vehicle capacity, which reflects
strong robustness.

5 Conclusion

This paper presents a new vehicle routing problem with workload balancing.
Which considers vehicle capacity and travel constraints while minimizing total
travel cost and workload balance. The workload balance is composed of the
workload variance and average value of workload. For solving the problem, we
propose a multi-objective ant colony algorithm with traffic constraints. The algo-
rithm uses a new global pheromone update strategy to accelerate the conver-
gence and applies a method to avoid distorted solutions. In the route search, the
travel constraint mechanism is proposed to a ensure fair workload for all drivers.
The experiment results verify the validity of the new pheromone update strat-
egy and the distorted resolution method. The comparison experiments shows
MO-ACOTC performs better than other algorithms on traditional in terms of
IGD and HV. The superiority of MO-ACOTC over other algorithms on revised
instances is more obvious than on real-world instances.
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Abstract. The existing methods for human pose estimation are needed
to predict either dense heatmap, which requires more complex model
architecture, or to execute long-distance regression, which makes the
model unable to achieve good performance. This work proposes an
accurate and efficient deep learning framework for human pose esti-
mation called cooperative localization. It uses a sparse heatmap to
find the keypoint’s approximate location while two short-distance off-
setmaps obtain its precise coordinates. To realize the framework, we
construct two types of cooperative localization networks: CLNet-ResNet
and CLNet-Hourglass. We evaluate the networks on three benchmark
datasets: the Leeds Sports Pose dataset, the MPII Human Pose dataset,
and the COCO keypoints detection dataset. Experimental results show
that our framework consistently improves the average precision of their
plain counterparts. The CLNet-ResNet50 outperforms SimpleBaseline by
1.14% with about 1/2 GFLOPs, and the CLNet-Hourglass outperforms
the original stacked-hourglass by 4.45% on COCO.

Keywords: Human pose estimation · Cooperative localization · Deep
learning

1 Introduction

Human pose estimation, predicting a person’s body part or joint positions from
an image or a video, is fundamental in computer vision with plenty of appli-
cations in human-computer interaction, action recognition, and other practical
tasks. Recently, deep neural networks have surpassed the previous methods based
on hand-crafted features by significantly improving the prediction accuracy in
human pose estimation [14,17,24,25].
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The human pose estimation based on deep learning can be divided into
regression-based and heatmap-based methods. The regression-based method can
predict the coordinates of keypoints in an end-to-end fashion but may sacri-
fice prediction accuracy due to possible information loss of the long-distance
regression [4,18,24]. The heatmap-based method predicts the probability of dif-
ferent keypoints on specific pixels and forms a heatmap to present the prob-
abilities [12,20–23,26], which usually produces higher prediction accuracy but
requires more computational resources. There are also a handful of studies that
have attempted to combine the two types of methods, but they often fail to
achieve satisfactory accuracy because they just stack the two types of methods
to produce an over-complex model which is difficult to train [19].

In this work, we decouple the complex and high-dimensional task of keypoint
detection into two simpler and cooperative low-dimensional tasks: to detect an
approximate location of the keypoints with a low-resolution heatmap (called
sparse heatmap) and to find the accurate keypoint coordinates using short-
distance regression from the approximate location. Rather than stacking the
models [19], we propose a cooperative localization (CL) framework that learns
two simpler objectives simultaneously in a multi-task learning paradigm. Such
two simple objectives have proved to be suitable for neural networks to learn
rather than a complex one [9].

The main contributions can be summarized as follows: 1) We propose a CL
framework to decouple the high-dimensional task of keypoint detection into two
cooperative low-dimensional tasks and train them in a multi-task learning man-
ner. 2) The proposed CL framework is easy to implement and can readily replace
the detection head networks of the existing models. 3) We evaluate the CLNets
on three benchmark datasets, the results show that the CLNets achieve start-of-
the-art performance and prove the rationality of framework design by sufficient
ablation experiments.

2 Related Work

Early studies of human pose estimation have limited practical applications, pri-
marily because they rely heavily on hand-crafted features [27]. Most recent works
are based on deep learning and can be roughly divided into regression-based and
heatmap-based methods. There are also some works attempting to combine these
two ideas for better performance.

Regression-Based Method. The first human pose estimation based on deep
learning, DeepPose [24], proposes a cascaded deep neural network to extract
information evenly from the whole image to regress the coordinates of the key-
points. Carreira et al. [4] use a self-correcting model to expand the expression
ability of hierarchical feature extractors. Sun et al. [18] use bones to reparam-
eterize the pose representation and joint connection structure to encode the
long-range interactions in the specific posture. Although these methods improve
the regression accuracy, they may suffer from information loss due to the long-
distance regression.
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Heatmap-Based Method. Shortly after DeepPose was published, Tompson
et al. [22] use heatmaps to represent the probabilities of the keypoints in different
locations. The stacked Hourglass architecture proposed by Newell et al. [12] uses
repeated encode-decode structures with multiple supervision on intermediate
heatmaps to improve the accuracy of the final prediction results. Many models
[8,20,21,26] continuously improve the performance of the classic stacked Hour-
glass network. Xiao et al. [25] propose a simple but effective baseline methods,
named SimpleBaseline. Chen et al. [5] use a two-stage strategy to further opti-
mize the model for difficult samples. Sun et al. [17] maintain the high resolution
of the model by training multi-resolution subnetworks. Although these models
have good performance, learning dense heatmaps requires a complex network
architecture and high computational costs.

Composite Method. A handful of works are also introduced to combine the
regression-based and heatmap-based methods to overcome the aforementioned
shortcomings. Sun et al. [19] estimate the positions of keypoints as the inte-
grals of all positions in the heatmaps to preserve the end-to-end differentiability.
Papandreou et al. [14] solve a binary classification problem for each position, and
all the positive locations need to predict offsets towards the keypoints. However,
these methods fail to achieve good performance because they just stack the
heatmap-based method and the regression-based method and do not explore the
cooperative framework for them.

Fig. 1. Illustration of cooperative localization framework. In the box of the K predic-
tion maps, red represents a positive number, and blue represents a negative number.
The brighter the color, the greater the absolute value. In addition, the red and blue
arrows indicate training and inference, respectively. (Color figure online)

3 Proposed Method

3.1 Cooperative Localization

As shown in Fig. 1, the cooperative localization framework uses a sparse heatmap
to find an approximate position meanwhile two corresponding offsetmaps to
carry out short-distance regression.
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Suppose the original image size is W ×H, the number of keypoints is K, and
the sizes of sparse heatmaps and short-distance offsetmaps are W ′ × H ′. There
are the following relationships: W ′ = �W/D� and H ′ = �H/D�, where D is the
down-sampling stride. Thus, each location in sparse heatmaps or short-distance
offsetmaps corresponds to a patch of the original image with D × D size.

Sparse Heatmap. For K keypoints, there are K sparse heatmaps, {S1,
S2, ..., SK}. Suppose the ground truth location of the kth keypoint in the orig-
inal image is defined as gk = (gk

x, gk
y ), gk

x ∈ {1...W}, gk
y ∈ {1...H}. The value at

p′ = (p′
x, p′

y), p′
x ∈ {1...W ′}, p′

y ∈ {1...H ′} in Sk is defined as,

Sk(p′) = exp
(

−‖t(p′)−gk‖2
2σ2

)
, (1)

where t(p′) translates the location p′ = (p′
x, p′

y) in Sk to the center coordinates
of the corresponding patch in the original image, which can be expressed as,

t(p′) =
(
(p′

x − C) × D, (p′
y − C) × D

)
, (2)

where C is a deviation constant, set to 0.5.

Short-Distance Offsetmaps. For K keypoints, there are 2K offsetmaps, where
the first K ({O1, O2, ..., OK}) and the last K offsetmaps ({OK+1, OK+2, ...,
O2K}) predict y-offsets and x-offsets, respectively. Similarly, for the ground truth
location gk, the value at p′ = (p′

x, p′
y) in Ok and OK+k can be defined as,

{
Ok(p′) =

(
gk

y − (p′
y − C) × D

)
/D,

OK+k(p′) =
(
gk

x − (p′
x − C) × D

)
/D,

(3)

where C and D have the same meaning as described above.

Fig. 2. Illustration of CLNet-ResNet and CLNet-Hourglass. “D-BottleNeck” stands for
the dilated bottleneck in [10].

3.2 Network Design

We construct two networks to examine the effectiveness and generalizability
of our proposed cooperative localization (CL) framework: CLNet-ResNet and
CLNet-Hourglass.
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CLNet-ResNet uses ResNet’s first four feature extraction stages [6] as its
network backbone, as shown in Fig. 2(a). Inspired by Detnet [10], we sequentially
add two dilated bottleneck layers, one bottleneck layer, and one convolutional
layer to build the head subnetwork in CLNet-ResNet.

CLNet-Hourglass uses the classic stacked Hourglass [12] as its network back-
bone. As shown in Fig. 2(b), CLNet-Hourglass removes some up-sampling lay-
ers in the final stage and generates the predictions with appropriate resolution
through the head subnetwork in each stage. The head subnetwork consists of
three convolutional layers in series.

3.3 Loss Function Design

For sparse heatmap, let Sk and Ŝk be the kth ground truth target and the kth

keypoint prediction, respectively. The loss could be defined as

Ls =
1
K

K∑
k=1

f(Sk, Ŝk),

where f(·) is the mean square error loss.
In our cooperative localization framework, offsetmaps only need to learn

short-distance regression within a general region provided by sparse heatmaps,
and its loss function can be expressed as follows,

⎧
⎨
⎩

Loy = 1
K

∑K
k=1

(
1

NΩ

∑
p′∈Ω g(Ok(g′), Ôk(g′))

)
,

Lox = 1
K

∑K
k=1

(
1

NΩ

∑
p′∈Ω g(OK+k(g′), ÔK+k(g′))

)
,

(4)

where Ω indicates Sk(p′) ≥ τ with using threshold τ to control the range of
regression. g(·) represents the smooth L1 loss. Note that the region may contain
the approximate location of the keypoint and the location around it, which allows
short-regression from adjacent approximate locations to improve the robustness
of the model.

The overall loss function is

L = ωsLs + ωo(Loy + Lox), (5)

where ωs and ωo are the weights of two cooperative tasks, respectively.

3.4 Inference

There are three steps to parse sparse heatmaps and short-distance offsetmaps
into 2d coordinates vector. For the kth keypoint, 1) the locations with high
activation value (≥ τ) in Ŝk are selected, and their center points are used as
the initial locations of regression. 2) The values of Ôk and ÔK+k in the corre-
sponding locations are used as y-offset and x-offset to obtain the kth keypoint’s
coordinates. 3) The predicted coordinates are weighted average according to
their activation values on Ŝk to obtain a final predicted coordinate about the
kth keypoint.
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4 Experiments

4.1 Experimental Setup

Datasets. LSP and its extended training set provide 11k training images and
1k test images [7], and MPII [1] provides around 25k images with 40K person
instances for single-person. MS COCO dataset [11] requires localization of multi-
person keypoints in the wild. COCO train2017 set includes 120K images and
150K person instances, while val2017 set and test-dev2017 set include 5K images
with 6K person instances and 20K images, respectively.

Evaluation Protocol. We use the Percentage of Correct Keypoints (PCK) [1]
as the evaluation metric for single-person human pose estimation. The normal-
ized distance is torso size for LSP while a fraction of the head size (referred to as
PCKh) for MPII. For the MS COCO dataset, object keypoint similarity (OKS)
based mAP is used as an evaluation metric.

Table 1. Comparisons of results on COCO val2017.

Method Backbone Pretrain Input size GFLOPs val2017

AP AP50 AP75 APM APL AR

Hourglass [12] 8 stacked hourglass N 256× 192 14.3 71.9 91.0 80.0 69.3 77.1 77.5

CPN [5] ResNet50 Y 256× 192 6.2 69.2 88.0 76.2 65.8 75.6 -

SimpleBaseline [25] ResNet50 Y 256× 192 8.9 70.4 88.6 78.3 67.1 77.2 76.3

HRNet [17] HRNet-W48 Y 256× 192 14.6 75.1 90.6 82.2 71.5 81.8 80.4

Cai et al. [3] RSN50 N 256× 192 6.4 74.7 91.4 81.5 71.0 80.2 80.0

CLNet-ResNet ResNet50 Y 256× 192 4.2 71.2 88.8 78.5 67.4 77.8 78.2

CLNet-Hourglass 8 stacked hourglass N 256× 192 26.5 75.1 89.4 81.8 71.7 81.6 82.0

CPN [5] ResNet-Inception Y 384× 288 - 72.2 89.2 78.6 68.1 79.3 -

SimpleBaseline [25] ResNet152 Y 384× 288 35.6 74.3 89.6 81.1 70.5 81.6 79.7

HRNet [17] HRNet-W32 Y 384× 288 16.0 75.8 90.6 82.5 72.0 82.7 80.9

HRNet [17] HRNet-W48 Y 384× 288 32.9 76.3 90.8 82.9 72.3 83.4 81.2

CLNet-ResNet ResNet50 Y 384× 288 9.5 73.4 89.1 79.9 69.4 80.0 79.7

CLNet-ResNet ResNet101 Y 384× 288 17.7 74.2 89.3 80.5 70.2 81.0 80.5

CLNet-ResNet ResNet152 Y 384× 288 25.9 74.9 89.7 81.4 70.9 81.9 81.1

CLNet-Hourglass 8 stacked hourglass N 384× 256 52.9 76.5 89.8 82.8 72.9 82.9 82.6

Implementation Details. The size of the input image is 256 × 256 for LSP and
MPII by convention. The input size for COCO varies among experiments. The
standard deviation σ in sparse heatmaps is 16, and the threshold τ is 0.6. The
loss weight of ωs and ωo is 0.5 and 2, respectively. Training data are augmented
by shearing, scaling, rotation, flipping as reported in [12,21,25]. The networks
are trained using PyTorch [16]. We optimize the models via Adam [13] with a
batch size of 128 for 140 epochs. The learning rate is initialized as 1 × 10−3 and
then dropped by a factor of 10 at the 90th and 120th epochs for CLNet-ResNet.
For CLNet-Hourglass, we follow the same hyper-parameters and settings in [12].
For top-down multi-person human pose estimation in COCO, we use the same
detector as SimpleBaseline [25] and HRNet [17].
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Table 2. Comparisons of results on COCO test-dev2017 set.

Method Backbone Pretrain Input size GFLOPs test-dev2017

AP AP50 AP75 APM APL AR

G-RMI [14] ResNet101 Y 353× 257 57.0 64.9 85.5 71.3 62.3 70.0 69.7

CPN [5] ResNet-Inception Y 384× 288 - 72.1 91.4 80.0 68.7 77.2 78.5

SimpleBaseline [25] ResNet152 Y 384× 288 35.6 73.7 91.9 82.8 71.3 80.0 79.0

HRNet [17] HRNet-W32 Y 384× 288 16.0 74.9 92.5 82.8 71.3 80.9 80.1

HRNet [17] HRNet-W48 Y 384× 288 32.9 75.5 92.5 83.3 71.9 81.5 80.5

CLNet-ResNet ResNet152 Y 384× 288 25.9 74.1 91.5 81.5 70.4 80.1 80.3

CLNet-Hourglass 8 stacked hourglass N 384× 256 52.9 75.8 91.7 83.2 72.4 81.4 82.0

4.2 Comparison with State-of-the-Art Methods

Results on COCO. As shown in Table 1, on the COCO val2017 set, CLNet-
ResNet50 achieves a 71.2 AP score with the input size 256 × 192, and out-
performs SimpleBaseline-ResNet50 by 1.14% with near 1/2 FLOPs. CLNet-
Hourglass, trained from scratch, achieves a 75.1 AP score and obtains 3.2 points
improvement compared with the original Hourglass. As for the input size 384
× 288, CLNet-ResNet outperforms SimpleBaseline and CLNet-Hourglass out-
performs the HRNet while original Hourglass is not as good as other meth-
ods. As shown in Table 2, on test-dev 2017 set, CLNet-ResNet152 outperforms
SimpleBaseline-ResNet152 0.4 points. CLNet-Hourglass outperforms all other
methods with a 75.8 AP score.

Table 3. Comparisons of results on the MPII test set. “*” means using multi-scale
image pyramids as input.

Head Sho. Elb. Wri. Hip Knee Ank. PCKh@0.5

Tompson et al. [23] 95.8 90.3 80.5 74.3 77.6 69.7 62.8 79.6

Carreira et al. [4] 95.7 91.7 81.7 72.4 82.8 73.2 66.4 81.3

Newell et al. [12] 98.2 96.3 91.2 87.1 90.1 87.4 83.6 90.9

Yang et al.∗ [26] 98.5 96.7 92.5 88.7 91.1 88.6 86.0 92.0

Ke et al.∗ [8] 98.5 96.8 92.7 88.4 90.6 89.4 86.3 92.1

Tang et al.∗ [21] 98.4 96.9 92.6 88.7 91.8 89.4 86.2 92.3

Xiao et al. [25] 98.5 96.6 91.9 87.6 91.1 88.1 84.1 91.5

Sekii [15] 97.9 95.3 89.1 83.5 87.9 82.7 76.2 88.1

Zhang et al. [28] 98.3 96.4 91.5 87.4 90.9 87.1 83.7 91.1

Sun et al. [17] 98.6 96.9 92.8 89.0 91.5 89.0 85.7 92.3

Tang et al.∗ [20] 98.7 97.1 93.1 89.4 91.9 90.1 86.7 92.7

Artacho et al. [2] - - - - - - - 92.7

CLNet-ResNet50 98.2 95.9 90.5 85.9 90.4 86.6 82.0 90.4

CLNet-Hourglass 98.4 96.6 92.4 88.4 90.9 89.4 84.8 91.9
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Table 4. Comparisons of complexity. FPS are calculated with batch size one, while
FPS’ are calculated using full GPU memory. “*” means using multi-scale image
pyramids.

Param FLOPs FPS FPS’ PCKh@0.5

8-stacked Hourglass, ECCV’16 [12] 26M 55G 20 70 90.9

PyraNet, ICCV’17∗ [26] 28M 46G 6 40 92.0

SimpleBaseline, ECCV’18 [25] 69M 23G 60 202 91.5

PPN, ECCV’18 [15] 16M 6G 388 728 88.1

HRNet, CVPR’19 [17] 64M 21G 29 283 92.3

FPD, CVPR’19 [28] 3M 9G 40 250 91.1

UniPose, CVPR’20 [2] 47M 15G 41 210 92.7

CLNet-ResNet50 13.5M 5.6G 136 571 90.4

Results on MPII. Table 3 shows our results on the MPII test. Furthermore,
we compare the complexity of CLNet-ResNet50 and the most popular methods
on the MPII test set in Table 4. We measure the speed and latency by float-
point operations (FLOPs) and frames-per-second (FPS). As shown in Table 4,
FPD [28] has much fewer FLOPs than SimpleBaseline [25] but is slower, and
has comparable FLOPs with PPN [15] but is much slower. Our method achieves
an excellent trade-off between efficiency and effectiveness. Our CLNet-ResNet50
is approximately two times slower than PPN but has higher accuracy, while it
has comparable accuracy but surpasses the others in terms of FPS by a large
margin. Figure 3 shows the visualization of CLNet-ResNet50 on the MPII test
set.

Table 5. Comparisons of results on the LSP test set. “*” means using multi-scale
image pyramids as input.

Head Sho. Elb. Wri. Hip. Knee Ank. PCK@0.2

Tompson et al. [23] 90.6 79.2 67.9 63.4 69.5 71.0 64.2 72.3

Yang et al.∗ [26] 98.3 94.5 92.2 88.9 94.4 95.0 93.7 93.9

Tang et al.∗ [21] 97.5 95.0 92.5 90.1 93.7 95.2 94.2 94.0

Tang et al.∗ [20] 98.6 95.4 93.3 89.8 94.3 95.7 94.4 94.5

Artacho et al. [2] - - - - - - - 94.5

CLNet-ResNet50 98.6 95.2 94.1 92.5 95.5 95.2 93.1 94.9

CLNet-Hourglass 98.5 96.3 95.4 94.6 96.7 96.0 94.3 96.0

Results on LSP. Table 5 shows the results of CLNets and the most popular
methods on the LSP test set. Our results outperform the previous state-of-the-
art methods.
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Fig. 3. The random qualitative results on MPII test set.

Table 6. Comparisons of results on the LSP test set with different down-sampling
stride D.

Stride D Heatmap size Params PCK@0.2

4 64× 64 16.8M 92.2

8 32× 32 15.7M 93.9

16 16× 16 13.4M 94.9

32 8× 8 28.9M 93.4

4.3 Ablation Study

Influence of the Down-Sampling Stride. Different down-sampling stride
D adjusts the range of short-distance regression and the model’s complexity,
significantly influencing the results. We therefore test different values of D. As
shown in Table 6, the 8 × 8 heatmap has the most parameters because of the
vast channel numbers in the last stage, while 16× 16 heatmap achieves the best
results with the fewest parameters.

Influence of Loss Function. We compare the results of using our loss function
with the results of two other loss functions. The first calculates the MSE loss
on offsetmaps where the corresponding position in the heatmap is the peak and
keeps the heatmap loss the same as traditional Gaussian heatmap loss with a
93.2 score. The second is the loss function used in G-RMI [14], which uses a
binary classification method to find approximate locations and calculates their
offset with a 93.7 score. Our loss function helps the models achieve the best score
of 94.9.
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(a) CLNet-ResNet vs. SimpleBaseline (b) CLNet-Hourglass vs. Stacked Hourglass

Inter Pred Acc on MPII Val Set

Inter Pred Acc on MPII Val Set

Fig. 4. Comparisons of accuracy at different stages of the network on our CLNet-
hourglass and stacked hourglass network on MPII validation set (left) and LSP test
set (right).

Cost-Effectiveness Analysis. As shown in Fig. 4(a), we test different back-
bone networks in design. The performance continues to improve as the network
deepens. SimpleBaseline is a baseline for effectiveness and efficiency verification
of CLNet-ResNet due to the most similar architecture. CLNet-ResNet outper-
forms the SimpleBaseline in all backbones. Using the same backbone, CLNet-
ResNet has fewer GFLOPs and parameters than SimpleBaselines because our
networks do not have any up-sampling layer and the last stage with vast channels
in ResNet. The gap goes from 0.2% to 1.8% when the backbone changes from
ResNet152 to ResNet18. It demonstrates that our method can use the features
more efficiently.

Generalization. Our method can also be used in other popular models. We
conduct our generalization experiments by embedding CLNet into the stacked
hourglass network, named CLNet-Hourglass, which improves performance by
about 2% on two commonly used single-person pose estimation benchmarks, as
shown in Fig. 4(b). Especially, CLNet-Hourglass surpasses the original stacked
hourglass network on the first stage by a large margin (relative 8.5% on MPII
validation set and 8.0% on LSP test set), confirming our method can use features
more effectively.

5 Conclusion

In this paper, we have proposed an effective framework for human pose estima-
tion called cooperative localization (CL), which uses low-resolution heatmaps
and its corresponding offsetmaps to regress the precise coordinates of the key-
point. Besides, we design the loss function to allow the model to use non-local
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information to regress the keypoint. In addition, we have constructed two types
of CL networks named CLNet-ResNet and CLNet-Hourglass. With fewer param-
eters than their plain counterparts, CLNets have achieved better average preci-
sion on three standard benchmark datasets. Experimental results prove the effec-
tiveness and generality of our framework. We believe that our framework can
improve most of the heatmap-based methods, including many recently proposed
models [8,20,21,26]. In future work, we expect to optimize the CL framework
and design a more elegant and powerful network.
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Abstract. In order to satisfy the intelligent requirements of industrial systems
and assist in automatic recognition of cutter wear, this paper proposes an image-
based automatic detectionmethod for cutter ring edgewear of shieldmachine. The
paper mainly studies: (1) Preprocess the original cutter images, the pixel image is
generated by graying and thresholding methods, using the gray characteristics to
suppress background, it has only two gray values; (2) Based on DBSCAN cluster-
ing algorithm, the optimization of cutter ring edge clusters is realized, and the edge
pixel clusters are retained; (3) An ring edge extraction method based on structural
constraints is proposed, the internal pixels are removed by orthogonal bidirec-
tional projection, we obtained the preliminary image edge extraction results; (4)
The circular edge of cutter-image is obtained by remaining pixels polynomial
fitting based on polar coordinates. Finally, through the reference the actual size
of cutter, the actual radius error is less than 3%. The experimental results show
that this method can automatically and accurately detect the actual cutter wear of
shield machine, and it provides an effective solution for the intelligent detection
of cutter wear.

Keywords: Image processing · Shield machine · Cutter ring edge · Wear
detection · Automation

1 Introduction

In recent years, China’smodern transportation industry andmanufacturing industry have
developed rapidly. As a large-scale construction equipment, shield machine is used in
the construction of subway or tunnel and other large-scale underground projects. It is
known as “underground dragon”. The shield machine cutter is the main tool for cutting
the working face during tunneling. The research shows that the daily maintenance and
replacement time of the cutter accounts for 1/3 of the time cost [1]. Recording accurately
the level of cutter wear, on the one hand, reduce the vicious chain reaction of overload
operation and the degree of cutter wear [2], on the other hand, reduce the tool change
time and improve the project progress. Therefore, the research on cutter wear prediction
is one of the important tasks to ensure the efficient operation of shield machine.
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The main types of cutter wear detection technologies: Sensor based detection tech-
nology and vision-based detection technology. In thewear prediction and analysismodel,
the CSM model proposed by Rostami [3] in his doctoral thesis is the most widely used.
Zhu Yingwei [4] and others analyzed the advantages and disadvantages of limit detec-
tion technologies such as metal limit detection, hydraulic detection and gas detection
and ultrasonic continuous detection technology. Among them, ultrasonic wear detec-
tion can provide real-time data. Huang Tao [5] et al. monitored the wear state of shield
machine scraper in real time through the change of resistance value in the wear sens-
ing module. Zheng Wei [6, 7] and others proposed an on-line monitoring method of
TBM cutter ring wear based on eddy current sensor. Li Hongbo [8] et al. used adaptive
filtering shield cutter noise signals judge different wear degrees. Liu Zhaowei [9, 10]
et al. proposed to realize real-time monitoring of tool wear based on ultrasonic detection
and wireless communication tech-nology. Cui Fengsheng [11] and others designed a
new wear detection system for EPB shield machine, which can monitor the cutter wear
in real time by combining the resistance strain with the ultimate stress deformation of
the tool. Zhang Ning [12] made a visual study on shield cutter wear and measured the
ultrasonic transmission rate through the ultrasonic image of cutter, to judge the wear
information. Yang Yu [13] put forward the wear prediction of shield cutter image for
subsea tunnel and predicted wear speed by establishing the CAI values of wear rate
and delay corrosion. Bai Yingqian [14] and others built a shield cutter load sensitivity
model through AMESim, established a visual study of that, and monitored the working
state of different geological conditions. Shi Zhenming [15] and others combined drilling
television and close-range photogrammetry technology to detect tool wear through 3D
modeling of images.

In this paper, we deeply studied the calculation method of cutter wear based on
computer vision. According to the characteristics of complex image background in
construction scene, gray and threshold segmentation algorithms are used to separate
complex back-ground and extract target pixels, density-based clustering method is used
to optimize pixel clusters, to further determining cutter wear edge pixels. We proposed a
method based on structural knowledge constraint correction and orthogonal projection
pixel optimization to obtain accurate edge pixels, and the finalwear is calculated based on
polynomial fitting. The method proposed in this paper can not only satisfies intelligent
requirements of underground industrial scene system, but also has the advantages of
high accuracy and fast calculation, which expands ideas for improving the efficiency of
engineering.

2 Pixel Cluster Extraction of Original Cutter Image

The image data is collected by mobile phone and uploaded to the system. The system
needs to preprocess for the original image data of shield machine cutter, extract pixel
clusters, separate the image background and highlight the image edge by graying and
thresholding methods.

The image data used in this papermainly come from the field collection of site scenes,
which are the front view images of shieldmachine cutter. Image dataset is shown inFig. 1.

The original image is RGB color image. Because human eyes are most sensitive
to green, this paper uses the weighted average method to gray the original image. A
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reasonable gray image can be obtained by weighted average of RGB three components.
The weighted average formula (2-1) is as follows:

f (i, j) = w1 ∗ R(i, j) + w2 ∗ G(i, j) + w3 ∗ B(i, j) (2-1)

Each pixel is grayed, where f(i, j) is the grayscale value of the point with coordinate
(i, j) in the two-dimensional picture, andR (i, j), G (i, j), B (i, j) are the values of the point
with coordinate (i, j) on the three components of R, G and B, w1, w2, w3 are adopted
respectively of 0.3, 0.59 and 0.11, and the results are good. After the above graying
processing of the original image, a grayscale image as shown in Fig. 2. is obtained, and
the grayscale value of each pixel of the grayscale image is between 0 and 255.

Fig. 1. Original image
of shield machine

Fig. 2. Cutter gray image. Fig. 3. Cutter
thresholding cutter image

In this paper, Otsu algorithm is selected for threshold segmentation of image. This
algorithm has strong adaptability and stability for the complex and changeable lighting
and background conditions of underground construction scene.

The steps of thresholding the gray image are as follows: (1) Calculate the normal-
ized gray histogram of the original image of the accessory to represent the distribution
probability of each gray level in the histogram; (2) Determine the initial threshold and
calculate the probability of pixel division to the target and background respectively; (3)
Calculate the average gray value and of the pixels in the target and background class;
(4) Calculate the average gray value of the whole accessory image; (5) Calculate the
inter class variance based on the current threshold division; (6) Iteratively calculate the
threshold so that the variance between classes reaches the maximum here. The formula
is shown in (2-2) (2-3) (2-4) (2-5):

P1 =
∑j

i=0
pi,P2 =

∑L

i=j+1
pi (2-2)

G1 =
∑j

i=0
ipi/P1,G2 =

∑L

i=j+1
ipi/P2 (2-3)

G0 = P1G1 + P2G2 =
∑L−1

i=0
ipi (2-4)

σ2B=P1(G1−G0)
2+P2(G2−G0)

2 (2-5)

M1 andM2: Target and background gray; Pk : Pixel partition probability;G0,G1,G2:
Pixel average gray value,M1 andM2: Gray value of the area; σ2B: variance between image
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classes. According to the above process, the thresholding operation by Otsu algorithm,
and the results are shown in Fig. 3.

The thresholding method still has some background interference, which needs to be
combined with the other methods to complete the cutter edge extraction process.

3 Cluster Optimization Based on DBSCAN

Shield machine cutter ring edge has continuous characteristics. K-means and other algo-
rithms cannot distinguish well. In this paper, DBSCAN density clustering algorithm is
used to process threshold images. The specific operation process is as follows:

(1) Reading the gray information of all pixel points in the image and generating the
pixel coordinate set P of all edge points; (2) Randomly select the starting point according
to the set ε Neighborhood and density threshold MinPts, judge that the point belongs to
core point, boundary point or outlier, and delete it if it is outlier; (3) The above judgment
is also performed on the remaining pixels in turn; (4) If the distance between the core
points is less than MinPts, the two core points are connected together to form several
groups of pixel clusters; (5) The boundary point is assigned to the pixel cluster closest
to its core point; (6) According to the above rules, the final clustering result C is formed
by continuous iteration.

Two key parameters of DBSCAN algorithm: neighborhood ε and density threshold
MinPts. The results of different parameter combinations, it is found that the regularity
is shown in Table 1.

Table 1. Parameter setting regularity of DBSCAN algorithm

Key parameter Larger Larger

ε Neighborhood The pixel clusters of clustering
results contain noise

The data cannot be clustered
normally

Threshold MinPts The data cannot be clustered
normally

The data cannot be clustered
normally

By trying different parameter combinations and comparing the clustering effect on
the data set, we finally chose ε = 5, MinPts = 8. By trying different parameter combi-
nations and comparing the clustering effect on the data set, we finally chose. It is found
that the noise ratio of clustering results is 0.20%, which belongs to the normal range.
If the noise ratio high, the parameter combination needs to be readjusted. In the final
clustering result, pixel clusters C = {cluster 1, cluster 2… cluster n}, n = 469, as shown
in Fig. 4.
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Fig. 4. DBSCAN clustering results

4 Cutter Image Ring Edge Extraction

Cluster optimization based on structural knowledge constraints, structural knowledge
refers to the physical parameters of the object. For shield machine cutter, it includes the
knowledge such as size parameters and shape features. Firstly, the total number of pixels
P in each pixel cluster is calculated_ Count and the maximum coordinate spans�X and
� Y in the X and Y directions. The data of the two dimensions are normalized by using
the dispersion standardization formulas (4-1) and (4-2).

�X ∗ = x − xmin
xmax − xmin

(4-1)

�Y ∗ = y − ymin
ymax − ymin

(4-2)

In order to eliminate the interference of sparse clusters and reduce the computa-
tional complexity, this paper only retains the number of pixels Pcount the top 5 pixel
clusters participate in subsequent calculations, and the reserved results are recorded as
C1: C1 = {Cluster2,Cluster237,Cluster353,Cluster130,Cluster59}, The number of
pixels in each pixel cluster is 36484, 1421, 616, 483, 437. Calculate the maximum coor-
dinate span in the X and Y directions for the five pixel clusters in C1 are �Xand�Y,
S:S = {(�X1,�Y1), (�X2,�Y2), (�X3,�Y3), (�X4,�Y4), (�X5,�Y5)}. Nor-
malize the data brought intoC1 andS respectively. The pixel number and pixel coordinate
span data are recorded as C1∗ and S∗, and calculate the edge possibility score P of the
object according to formula (4-3).

P = qω1 · P∗
count · + · qω2 · (�X ∗ + �Y ∗)

2
(4-3)

where P represents the possibility score of edge, and the greater the value of P, the
greater the probability that the pixel cluster contains the edge of the target object; qω1
is the design weight of pixel quantity dimension, qω2 is the weight of pixel coordinate
span, condition ω1 + ω2 = 1; Pcount

∗ and �X ∗, �Y ∗ are normalized pixel number
information and pixel span information.
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Set the evaluation index �P of edge filtering effect. The greater the difference �P,
the better the discrimination effect of edge pixel clusters. Select the optimal weight
combination under the current data set. The calculation method of the average different
�P of the whole data set is shown in formula (4-4).

�P =
∑m

i=1

(
Pedge − max

n

{
Pbg

})

m
(4-4)

wherem is the number of samples in the image data set;Pedge is the edge possibility score
of the pixel cluster where the cutter is located; max

n
{Pbg} is the cluster with the highest

possibility score among the background pixel clusters. Using the formula to calculate the
fitting edge data set, the experimental comparison results are qω1 = 0.68, qω2 = 0.32,
�P reaches the maximum value. The change trend of the difference �P is shown in
Fig. 5, which achieves the best edge pixel cluster filtering effect on the whole sample
data set.

0.383
0.386

0.382 0.381
0.379 0.378

(0.70,0.30) (0.68,0.32) (0.66,0.34) (0.64,0.36) (0.62,0.38) (0.60,0.40)

Varia on trend of value

Fig. 5. Variation trend of value

Score is Pedge:Pedge = {PCluster2, PCluster237, PCluster353, PCluster130, PCluster59}:{0.903,
0.176, 0.034, 0.027, 0.023}, cluster 2 as an edge cluster containing object edge
information, obtains the following result diagram, as shown in Fig. 6.

Fig. 6. Cutter image ring edge extraction. Fig. 7. Orthogonal bidirectional projection.

We basically eliminate the external pixel noise points and achieve a result more in
line with the cutter vision, but we need to further extract the ring edge.
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There are still many non-edge pixels in the image. We use the closed characteristics
of the image and learn from the concept of orthogonality in linear algebra for noise
filtering. It is preferred that the pixel clusters are projected respectively in two orthogonal
directions. The image edge extraction results are shown in Fig. 7. The result diagram
show that we have the initial conditions for cutter wear calculation now.

5 Calculation of Cutter Ring Edge Wear

This paper studies the calculation method of wear based on cutter structure: polynomial
fitting based on polar coordinates. (1) The polar coordinate system is established, and
the average coordinate in the set is calculated by formula (5-1) to represent the actual
center point Or . Where, n = 2766:

Or = (x, y) =
∑n

i (xi, yi)

n
(5-1)

Calculated actual center point Or (x, y) = (515.3344, 624.1562), the polar coordi-
nate set

−→
P of each edge point is obtained, and we chose the polynomial fitting method

to construct the coordinate set about the angle ω and the polynomial function of edge
distance d, it is shown in the following formula (5-2):

L(ω,K) = k0 + k1ω + k2ω
2 + · · · + kMωM =

∑M

j=0
kjω

j (5-2)

The fitting results of different M has polynomials of different order. When M is
set large, it will show an over fitting tendency to the edge data. Calculate the distance
from each edge point to the center point Or , calculate the average distance a as the
correction benchmark, construct the correction formula, and obtain the corrected actual
edge distance D

′
. Angle ωi and edge distance di, as shown in Fig. 8.

For the edge point set
−→
P , take the edge distance data set

−→
P d =

{d1, d2, . . . , di, . . . , dn}, and calculate the average edge distance a as the correction
benchmark by using formula (5-3).

A =
∑n

i=1di
n

(5-3)

According to the constructed edge distance correction formula (5-4), (5-5), the
change trend of edge distance sinusoidal function caused by the change of edge shape
is eliminated:

�Yi = di − L(ωi,K) (5-4)

d
′
i = A + �Yi (5-5)

This paper tests the angles brought by M values of different orders ωi, the result of
the relationship with the edge distance di is shown in Fig. 9.
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Fig. 8. Angle ωi and edge distance di Fig. 9. Angle under different M ωi And edge
distance di

From the results, when M = 30, it will show the tendency of over fitting the edge
data. In this paper, the edge distance function L10(ω,K) with polynomial order M = 10
is selected for the correction of subsequent edge distance data. The data is approximate
to the standard circle. The average edge distance a calculated by formula (5–3) is the
edge, and the pixel radius is A= 441.89. In the original image of the tool selected in this
paper, by determining the feature that there is no wear inside the image, combined with
themanufacturing size information, and using formula 5–6, the proportional relationship
R between the pixel length and the physical length in the image is calculated:

r = lp
ldesign

(5-6)

In actual construction, the feature of no wear inside the shield machine tool image
is covered by mud. Therefore, to accurately extract the edge and calculate the wear
amount. We developed a method to place a circle with a known radius on the image as
a reference, as shown in Fig. 10.

Fig. 10. Reference simulation diagram

Take the edge distance
−→
P

′
d to the corrected edge point set

−→
P

′
d . According to the

proportional relationship R between the pixel length and the physical length, the ring
edge diameter of the object is calculated, the actual ring edge diameter is 8.85 cm, and
the pixel error rate is 2.49%. If the wear radius error of the cutter corresponding to the
actual radius of 28.33 cm (17 in.) is 0.71 cm, which is less than 3% of the engineering
consumption error.
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6 Summary and Prospect

In this paper, an automatic detection method of shield machine cutter ring edge wear
based on image processing is proposed. we analyzed from the shield machine tool image
wear system, the cluster optimization method based on DBSCAN, the pixel cluster opti-
mization method based on structure knowledge are designed to effectively preserve the
cutter edge pixels; An orthogonal projection method is designed to preserve the image
edge pixel information; The image-based cutter wear detection of shieldmachine is com-
pleted. The method proposed in this paper can automatically and accurately detect the
actual wear of shield machine tools, then provide an effective solution for the intelligent
detection of accessories in underground industrial scene.

In the next stage, wewill focus on how tomonitor thewear of shieldmachine cutter in
real time. Among them, the research on intelligent and real-time tool wear early warning
method is the focus of our future research.
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This paper is supported by the national key R & D Program (2018YFB1701403) and the open
fund of State Key Laboratory of Shield Machine and Boring Technology (SKLST-2019-K05).
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Abstract. Intelligent and Connected Vehicles (ICV) can effectively
improve driving safety and traffic efficiency. With the national approach
of energy conservation and emission reduction continuously promoting,
Electric vehicles (EV) have become the main body of the next generation
ICV. For the limited computing capacity and endurance of EV, it cannot
meet the high computational requirements of in-vehicle intelligent appli-
cations. Therefore, it is a great challenge to design a appropriate offload-
ing approach to reduce failure rate of vehicular applications and energy
consumption of offloading, while considering inter-dependencies of appli-
cations, position change of vehicles and computing power of collaborative
vehicles. In this paper, ICV computation offloading model is formulated
as Markov Decision Process (MDP). A computing offloading approach
based on Reinforcement Learning (RL) is proposed, which adopts Q-
Learning based on Simulated Annealing (SA-QL) to optimize failure rate
of vehicular applications and energy consumption of offloading. The sim-
ulated results show that the proposed approach can reduces the failure
rate of vehicular applications and energy consumption of offloading.

Keywords: Vehicular edge computing · Mobility · Reinforcement
learning · Intelligent and Connected Vehicles

1 Introduction

In recent years, there are increasing tendency of traffic accidents, which pose
great threat to driving safety. With the increase of automobile ownership, a
lot of vehicle exhaust has caused serious pollution to environment. Moreover,
people no longer regard vehicles as a simple travel tools, and begin to pursue
the intelligence of vehicles.

To provide more safe and intelligent driving experience, vehicles are gradually
becoming intelligent terminals, called Intelligent and Connected Vehicles (ICV).
ICV integrates modern communication and network technology. Through infor-
mation sharing with collaborative vehicles [25], it can perceive real-time road
condition. This can significantly improve driving safety, and bring great conve-
nience to travel [10].
c© Springer Nature Singapore Pte Ltd. 2022
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With the national approach of energy conservation and emission reduction
continuously promoting, new energy technology has developed rapidly, which
widely applied in many fields. Electric vehicles (EV) adopt new energy technol-
ogy. Therefore, these advantages make EV become the main body of the next
generation ICV [18].

The development of ICV has spawned the emergence of these vehicular appli-
cations, such as autonomous driving [7], virtual reality gaming [29], etc. These
applications require high-performance computing resources, the computing capa-
bility of ICV may not satisfy the requirements of these applications.

To overcome above challenges, the paradigm of computation offloading has
been widely applied. The computation offloading in traditional cloud computing
platform [1] is a popular technology. Through offloading computation tasks to
the cloud computing center, the computing burden of vehicles can be effectively
improved. However, it will cause serious task transmission delay [13], which
cannot satisfy the latency requirements of in-vehicle applications [14].

Vehicular Edge Computing (VEC) is a new paradigm to solve above short-
comings. Roadside Units (RSU) deploy with Mobile Edge Computing (MEC)
servers. Therefore, in-vehicle applications can either be processed by On-Board
Units (OBU), or offloaded to RSUs [20]. In addition, it can also be offloaded
to cooperative vehicles for processing. This can significantly shorten the com-
pletion time of applications, and reduce the energy consumption of application
processing [24].

Due to the high cost for deploying RSUs with wired network on expressways
and rural roads, it is not commercially feasible [2]. Through powering RSUs with
solar energy, it can greatly reduce the cost for deploying RSUs [3]. However, this
poses a challenge to the endurance of RSUs. To improve the endurance of RSUs,
energy consumption optimization for RSUs should be considered.

Recently, the offloading problems for ICV are studied in many works. These
researches have cooperative vehicleeral drawbacks. They seldom considered the
dynamic offloading method, which considers vehicle position change in different
time-slots [26]. Few of them considered the offloading approach for dependent
tasks (i.e., there is no data dependency among tasks, thus they have not specific
execution sequence) [4,11]. The computing resource of cooperative vehicles is
neglected in most of researches [5,28].

For the above neglected research contents, this study establishes a computa-
tion offloading model for ICV, considering the task dependency, vehicle mobility
and the computing capacity of different computing resources. An computation
offloading approach based on Q-Learning is proposed. To satisfy the requirements
of application service and improve the endurance of ICV and RSU, Reinforce-
ment Learning (RL) algorithm is adopted to optimize failure rate of vehicular
applications and energy consumption of offloading for ICV application. The con-
tributions of our study are as follows:

– A model for offloading of ICV applications is established in VEC. Computa-
tion tasks can be either processed in local, or offloaded to service nodes.
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– The computation offloading problem for ICV is first modeled as a RL problem.
And then we propose a computation offloading approach based on RL for ICV.

– The experiments are based on the real vehicle trajectory. Simulation results
show that the proposed approach can reduce the application offload failure
rate and the total energy consumption. Based on the real vehicle trajectory,
simulation results show that the proposed offloading approach can reduce the
offloading failure rate of vehicular applications and energy consumption of
ICV.

The rest of this paper is organized as follows. Section 2 establishes system
model for ICV applications. Section 3 defines the computation offloading problem
for ICV applications. Section 4 proposes the computation offloading approach
based on RL. Section 5 shows the details of experiment parameters, and discuss
the results of experiments. Section 6 sums up this paper and discusses the future
of our work.

2 System Model

2.1 Network Model

Fig. 1. Network model.

The network model is shown in Fig. 1. We consider a scenario c, which
contains RSU, request vehicle and cooperative Vehicle [22]. cooperative Vehicles
and RSUs are called as Service Nodes (SN) [19]. The details of network in this
scenario are as follows.

• Request vehicle: Request vehicle is equipped with On-Board Unit (OBU).
request vehicle will generate applications, which can be processed locally.
After application decomposition, computation tasks can be either offloaded
to RSUs, or offloaded to cooperative vehicles for execution.
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• Cooperative vehicle: There are n cooperative vehicles equipped with OBU. Its
computing capacity is the same as request vehicle. It first receives applications
from request vehicle, and then processes them. The communication radius of
cooperative vehicle is rv.

• RSU: m RSUs are connected with MEC servers through wired connection
[27]. The communication range of RSUs are rs. It has stronger computing
capacity than vehicles.

• Task queue: All the entities are equipped with task queues. Task queues
on request vehicle is denoted as Qt. Task queues on SNs is expressed as
QSeN = {Qs,Qr}, where Qs is the task queues on cooperative vehicles, Qr

is the task queues on RSUs.

Fig. 2. Dependency relationship among tasks.

2.2 ICV Application Model

There are s time-slots, whose length is t. ICV can generate g types of in-vehicle
applications with different inner-dependencies. At each time slot, these applica-
tions is generated with probability 1/g [15]. The size of return result (such as
object label, etc.) of the tasks is in general smaller than the task data (such as
program code, data set, etc.). Therefore we ignore the process of return result [9].
As shown in Fig. 2, ICV application can be denoted as Ai = {Gi, li}. Gi denotes
Directed Acyclic Graph (DAG) modeled by ICV applications, and li is delay con-
straint for i-th application, which represents the number of tolerance time-slots.
Gi can be expressed as Gi = 〈Ni,Ei〉, the set of tasks can be expressed as
Ni = {T i

1 ,T
i
2 , ...,T

i
|Ni|} , and the set of directed edges can be expressed as

Ei = {ei
u,v|Ψ(ei

u,v) = 1}. Ψ(ei
u,v) = 1 represents a directed edge T i

u → T i
v , and

Ψ(ei
u,v) = 0 represents no edge between T i

u and T i
v . T i

u is the direct predecessor
task of T i

v , and T i
u should be completed before T i

v . Ri
v = {T i

u|Ψ(ei
u,v) = 1} is

denoted as the set of direct predecessors of T i
v . T i

v meets the execution condi-
tion when all tasks in Ri

v have been completed. Moreover, tasks can be further
expressed as T i

u
Δ= {u,Depth(T i

u), di
u}(u ∈ {1, 2, ..., |Ni|}, where u is the task
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index, task depth can be expressed as Depth(T i
u), which is defined by Eq. (1),

di
u is the data size of T i

u.

Depth(T i
u) =

{
0,Ri

u = ∅
1 + max(Depth(Ri

u)), otherwise
(1)

2.3 Communication Model

Due to the position change of vehicles, the data transmission rate between
request vehicle and SNs will change. request vehicle communicate with SNs
through LTE-V2X protocol [6]. Channel bandwidth is defined as B, transmission
power of request vehicle can be expressed as pt, channel fading coefficient as h,
χ is denoted as Gaussian white noise power and path loss exponent is expressed
as �, Φj

i is denoted as the Euclidean distance between request vehicle and j-th
SN. According to Shannon theory, the data transmission rate between request
vehicle and the j-th SN can be expressed as

τ j
i = Blog2(1 +

|h|2pt

χ(Φj
i )

� ) (2)

The amount of task data transmitted can be expressed as

ηj
i =

{
t · τ j

i , Φj
i ≤ rs

0, Φj
i > rs (3)

Moreover, the energy consumption of data transmission can be expressed as

δt
i,j =

{
t · pt, Φ

j
i ≤ rs

0, Φj
i > rs (4)

2.4 Computation Model

Local Computing For local computing, the energy consumption of vehicle is
given by

δl = κt(ft)3 · t (5)

where κt is computation energy efficiency coefficient of vehicle [17], and ft is the
computing capacity of request vehicle.

The data size of task to be processed at one time-slot is given by

dl =
ft · t

c
(6)

where c is CPU cycles required to complete per bit data.
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SNs computing For SNs computing, the energy consumption of SNs is given by

δs = κs(fs)3 · t (7)

where κs denotes computation energy efficiency coefficient of SNs [17]. fs =
{fr, fv} denotes the processing capability of SNs, where {fr is the processing
capability of RSU and {fv is the processing capability of cooperative vehicles.

The data size of task to be processed at one time-slot is given by

ds =
fs · t

c
(8)

3 Problem Formulation

To satisfy requirements of application and improve the endurance of ICV and
RSU, there are two optimization objectives should be considered.

We define A = {ai},B = {bj
i},X = {xj

i} as the decision variable for local
computing decision, SNs computing decision and SNs processing decision.

3.1 Offloading Failure Rate

Two cases will cause application offloading failure:

1. The distance between request vehicle and SNs is out of communication range
during data transmission.

2. The offloading delay of application exceeds its delay constraint.

We first define the set of offloading failure applications at i-th time-slot as
Fi = {f1, f2..., f|Fi |}, Θ(fi) denotes the remaining data size of fi. And then the
penalty of offloading failure can be expressed as

penaltyi=
|Fi |∑
j=1

Θ(fi) (9)

3.2 Energy Consumption

The energy consumption is caused by local computing, SNs computing and com-
munication. Therefore, the total energy consumption at i-th time-slot is given
by

energyi = δl
i + δas

i + δc
i (10)

where δl
i = aiδl denotes energy consumption of local computing, δas

i =
m+n∑
j=1

bj
i δs

denotes energy consumption of SNs computing, δc
i =

m+n∑
j=1

xj
i δ

t
i,j denotes energy

consumption of communication.
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3.3 Optimization Objective

α is denoted as the coefficient for failure rate of vehicular applications, β is
denoted as the coefficient for energy consumption of offloading, and α + β = 1.

Min
A,B,X

t∑
i=1

[α · penaltyi + β · energyi]

s.t.
m∑

j=1

aib
j
i = 0

(11)

4 Computation Offloading Approach Based
on Reinforcement Learning

4.1 MDP Model

The following include four elements, and the MDP model for ICV can be
expressed as following.

• Agent:Request vehicle
• State space:We define the state space as Si = {Pi, Ti} at i-th time slot,

where Pi = {xt
i, y

t
i} is the position of request vehicle. Ti = {η1

i , η2
i , ..., ηn+m

i }
denotes the amount of task data transmitted.

• Action space : Action space can be expressed as Ai = {LCi, SCj
i , RCj

i } at
i-th time slot, where LCi indicates local computing, SCj

i = {sc1i , sc
2
i , ..., sc

n
i }

represents whether tasks are offloaded to cooperative vehicle i and RCj
i =

{or1i , or2i , ..., orm
i } represents whether tasks are offloaded to RSU i.

• Reward function:The reward is given by Ri = 1/(α · penaltyi +β ·energyi)
at k-th time slot.

4.2 SA-QL Algorithm

Value function is optimized through <Si, Ai, Ri, S
′
i>, where state is expressed

as Si, action is expressed as Ai, reward is expressed as Ri, and S′
i represents the

state observed at next time-slot [12].
The value function can be updated as follows:

Q(Si, Ai) = Q(Si, Ai) + α[Ri + γmaxA′
i
Q(S′

i, A
′
i) − Q(Si, Ai)] (12)

where learning rate is expressed as α. discount factor is expressed as γ ∈ [0, 1],
which indicates discount of long-term rewards. maxA′

i
Q(S′

i, A
′
i) denotes the max-

imum Q-value of next state.
We design the computation offloading approach through combining Q-

learning with Simulated Annealing (SA). Furthermore, Q-Learning is used to
optimize approach, and SA [8] is combined with Q-Learning, cooling approach
of SA can be given by:

Te = θeT0 (13)



570 K. Lin et al.

initial temperature is denoted as T0 , cooling coefficient can be expressed as θ,
and the number of episode is denoted as e.

SA-QL-based computation offloading approach for ICV is shown in
Algorithm 1.

5 Simulation Results and Analysis

5.1 Parameter Setting

Simulation environment is operating system of Windows 10, and proposed app-
roach is carried out by Python language. Real vehicle trajectory is considered
[16]. The communication range of the vehicle is 130 m. The communication range
of RSU is 300 m. After cooperative vehicleeral parameter adjustments, the best
effect of joint optimization is achieved, and we set α to 0.6 and β to 0.4. ICVs
will generate six types of ICV applications. The slot length is 100 ms.

5.2 Comparative Algorithms and Strategies

To compare the impact of different methods for task processing, we designed
three comparative strategies. Approach 1 is our proposed approach. App-
roach 2 considers local computing. Approach 3 considers local computing and
RSU offloading. Approach 4 considers local computing and cooperative vehicles
offloading. These strategies are optimized by SA-QL algorithm.

To validate the feasibility of SA-QL for ICV offloading approach, Sarsa [21],
Sarsa(λ) [23], Q(λ) [23] are chosen as comparative algorithms. These algorithms
selects actions through SA approach, and adopts the task processing methods
of Approach 1.

5.3 Results and Discussion

Convergence of SA-QL Algorithm. The average reward of SA-QL and com-
parative algorithms in every 10 episodes is shown in Fig. 3, which indicates that
reward of SA-QL converges around 100th episodes, and reward is about 958
with little fluctuate. After 200 episodes of training, SA-QL algorithm has only
small fluctuations, which proves the feasibility of SA-QL for ICV computation
offloading approach.

We name average offloading failure rate of applications as AOFR. AOFR
in every 20 episodes is shown in Fig. 4. With the number of episodes increasing,
AOFR of all algorithms decreases. Around the 120th round, the offloading fail-
ure rate trained by the SA-QL algorithm is about 3% with little fluctuate. Com-
pared with SA-QL algorithm and Q-learning(λ) algorithm, Sarsa and Sarsa(λ)
can optimize AOFR to a lower level. On-line learning approach has better per-
formance for optimizing the AOFR. The possible reason is that the value func-
tion of on-line learning approach is updated through the samples generated by
the current approach, which makes it converges faster.
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Algorithm 1: SA-QL based computation offloading approach

Input: parameters of VEC network
Output: Optimized computation offloading approach

1 for e ← 1 to emax do
2 Initialize the VEC network parameters;
3 Update Te according to Eq. (13);
4 for i ← 1 to s do
5 Applications of request vehicle is first generated with probability of 1/g

for each application type, and then all tasks are stored in Qt;
6 Get the coordinates of request vehicle Pi according to data set of vehicle

trajectory and the coordinates of SNs;
7 Calculate Ti according to Eq. (3), obtain Si = Pi ∪ Ti;
8 if Q(0)t have not completed then
9 Ai = Ai−1;

10 if the distance between request vehicle and SNs is out of
communication range during data transmission then

11 Delete all tasks which have depedency with Q(0)t from queues
of request vehicle and SNs ;

12 end

13 else
14 Take the random number r follow the uniform distribution on the

[0, 1] interval, select the random action Ar and select the best action
Ab = arg max

Ai

Q(Si, Ai);

15 if r < exp{[Q(Sk, Ar) − Q(Sk, Ak)]/Te} then
16 Ai = Ar

17 else
18 Ai = Ab

19 end

20 end

21 Check whether the tasks at the head of Qt, QSeN meets the execution
conditions;

22 Execute Ai, SNs process task, update VEC network parameters, obtain
S′
i;

23 Calculate penaltyi according to Eq. (9) and energyi according to Eq.
(10), get Ri;

24 Update value function according to Eq. (12) through
< Si, Ai, Ri, Si+1 > ;

25 end

26 end
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Fig. 3. The average reward of SA-QL and comparative algorithms in every 10 episodes.

Fig. 4. The AOFR in every 20 episodes.

We name average energy consumption of offloading as AEC. Figure 5 shows
the AEC in every 20 episodes, which indicates that with episodes increasing, the
AEC of SA-QL and comparative algorithms decreases. Compared with Fig. 6,
for the setting of weight coefficients are more inclined to AOFR, the AEC has
slower convergence, and the AOFR converges faster in the process of approach
optimization. Compared with TD(0) algorithms, the AEC of TD(λ) can be
reduced to lower level in 200-th round, this is because the eligibility trace matrix
is introduced into TD(λ), and the multi-step updating approach is adopted, thus
the convergence speed can be accelerated.

Performance Difference of Comparative Strategies. Figure 6 shows
AOFR of different strategies under the change of data size. As data size
increases, AOFR of strategies increase. When the data size is 14, Approach 3
and Approach 4 reach a higher level than Approach 1 and Approach 2. This
is because when the task data varies from 4 to 14, local computing can meet
the delay constraint of applications. Approach 1 has a variety of offloading
methods, and Approach 2 only have local computing, the processing capacity
of vehicles is able to complete these applications, thus offloading failure rate is
lower. Approach 3 and Approach 4 have SNs computing method, offload-
ing process needs certain communication time. In the case of small data size,
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Fig. 5. The AEC in every 20 episodes.

Fig. 6. The AOFR of different strategies under the change of data size.

long communication time may cause the completion time of ICV application to
exceed its delay constraint, thus average offloading failure rate will be higher.

The average reward of different strategies under the change of tolerance time
is shown in Fig. 7. Compared with other strategies, the average reward obtained
by Approach 1 can reach a higher level under the change of tolerance time
[4, 16]. When the tolerance time-slot increases, except Approach 3, the rewards
increases. One possible reason is that as tolerance time increases, offloading fail-
ure rate of applications decreases, thus the reward value increases. The reason for
the decrease of reward in Approach 3 may be that as tolerance time increases,
most applications can be completed locally within delay constraints, and the
punishment of offloading failure is lower. However, in Approach 3, the appli-
cations can be offloaded to RSU for processing, which will cause high cost of
computation and communication.
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Fig. 7. The average reward of different strategies under the change of tolerance time.

6 Conclusion

A RL-based computation offloading approach in VEC was proposed. Its goal is
to solve the problem of computation offloading for vehicular applications in VEC
environment. In the simulation part, our proposed approach was evaluated from
two perspectives. The simulation results show that our proposed approach can
reduce the offloading failure rate of vehicular applications and energy consump-
tion of offloading.

In the future, we will combine SA-QL algorithm with deep learning technol-
ogy for approach optimization. In addition, we will design cache-assisted secure
computing offloading approach in VEC environment.
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Abstract. With the popularization of online learning, a wide range of learning
activities have occurred and produced a huge amount of related data. A learn-
ing path consists of a set of learning activities that help users achieve partic-
ular learning goals. Learning path recommendation is important in smart edu-
cation applications, which can provide suitable learning resource sequences for
large-scale online learners, reduce the impact of information overload on learners,
and help learners realize learning goals more quickly. Besides, it is necessary to
apply popular technologies such as data mining, machine learning, optimization,
knowledge graph and user profile in the domain of learning path recommenda-
tion to effectively handle related personalizing learning path parameter problems.
So far, a variety of learning path recommendation methods have been proposed,
which can be conducted in two ways: 1) single learner-oriented recommenda-
tion and 2) grouped learners-oriented recommendation. This paper presents an
overview of these methods and analyzes future research directions of learning
path recommendation.

Keywords: Learning path · Learning resource · Recommendation system

1 Introduction

The COVID-19 that broke out in early 2020 accelerated the reformation process of
“Internet + education”, and the number of online learning users is rapidly increasing.
As a by-product of the process of large-scale online teaching activities, the learning
platform has accumulated a large number of relevant learning behavior data related to
learners’ learning behaviors from login to exit. Technological and pedagogical innova-
tions are redefining learning. Online learning promotes the convergence of technology
and pedagogical innovation. The main advantages of online learning include availabil-
ity, reduced cost, improved collaboration, enhanced flexibility (learners learn at their
own convenience), etc. On the other hand, information overload and knowledge frag-
mentation are two major challenges facing human learning in the 21st century. It is
difficult for learners to find appropriate learning resources on the Internet. Many learn-
ing resource recommendation systems do not fully consider learners’ learning purpose,
time limitation, knowledge backgrounds, etc. The recommended learning resources are
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not suitable for learners, which increases the difficulty of learning for learners, causes
learning difficulties for learners, and slows down their learning process.

Learning path recommendation helps learners select more appropriate learning
resources and organize them into learning paths suitable for learners according to their
personalized learning needs. Learning Path recommendations will help learners have a
better online learning experience. In this paper, focusing on the two mainstream direc-
tions of the learning path is recommended: single learner-oriented recommendation and
grouped learners-oriented recommendation. This paper introduces the relevant terms
involved in learning path recommendation and learners’ personalized parameters, ana-
lyzes the difficulties and development directions of learning path recommendation, and
provides a reference for the study of recommended learning path recommendation.

2 Terminology

We refer to a modular content hierarchy [24], which is proposed by Duval & Hodgins.
We propose a modular content hierarchy for some of the main terms in the learning path
recommendation research, as shown in Fig. 1. The modular content hierarchy introduces
the relationship between learning resources. According to the different relationships of
learning resources, the modular content hierarchy is abstracted into four levels: subject,
learning unit, learning topic, learning object.

2.1 Subject

Subject is themost informative level. For example, a course such as Python programming
language can be viewed as a subject. Multiple courses can be represented as directed
graphs. In these graphs, the vertices indicate the learning topics or the learning objects,
and directed edges represent the prerequisite relations among the vertices [23].

2.2 Learning Unit

Each subject consists of some learning units, each learning unit covers a unique concept.
Each learning unit covers one or more learning topics. For example, in the Python
programming language, the learning units include data types, arrays, loops, functions,
etc. In some researches, the learning units might be referred to as “learning chapters”.

2.3 Learning Topic

In each lesson, learners study at least one learning topic. For example, the learning unit
on “loops” in Python programming language covers two learning topics: “for loops” and
“while loops”.
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2.4 Learning Object

A learning object is the smallest unit of learning content that is reusable and constructed
around a certain learning goal [21, 22]. Learning objects can be presented in many
different forms, such as tests, an audio, a video, a text file, etc. In some researches,
learning objects might be referred to as “learning materials” or “knowledge units”.

Learning path can be understood as the sequence of the above contents (learning
objects, learning topics, etc.) [25, 26], and there is a certain learning sequence relationship
between these contents. Learning path recommendation is to generate learning paths
that satisfy learners’ preferences and learning goals. The main goal of learning path
personalization is to generate a learning path thatmeets the preferences and requirements
of the learners [41]. The way to identify learners’ characteristics and requirements is to
apply personalization parameters.

M
ost       

C
ontext        

Least

Subject

Learning
Unit

Learning
Topic

Learning
Object

Fig. 1. Content hierarchy for learning path recommendation

3 Personalization Parameters

Personalized parameters are critical for generating personalized learning paths. Learn-
ers’ personalization parameters are used to describe learners’ characteristics and learn-
ing requirements, such as learning style, knowledge background, etc. According to the
needs of learning path recommendation researches, we divide these parameters into three
categories: “why to learn”, “what to learn” and “how to learn”, as shown in Fig. 2.

It is worth noting that some of the personalization parameters are dynamic, such as
master ability and learning style. These values may change during the learning process.
Some parameters may not be identified in advance, such as learning style, knowledge
background. These parameters only are identified when learners learn through online
learning platforms. It is necessary to update learners’ information based on personalized
parameters modeling regularly [22, 35].
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Why to learn                               What to learn                               How to learn

Mastery Ability
Knowledge Background

Time Limitation

Learning Style
Group Division

Learning Goal

Fig. 2. Classification of personalization parameters

3.1 Personalization Parameters About “Why to Learn”

Personalization parameters about “why to learn?” can be denoted as the learning goal.
The differences between learners are reflected in the personalization parameters about
“why to learn”. For example, a learner’s goal is to master the Python programming
language in two months.

Learning Goal. It refers to the level that learners hope to achieve after a period of
learning. If the learning goal of a learner is to maximize his score, it is considered that
the learner is a score-driven learner [23]. There also exist reward-driven learners whose
learning goal is to obtain a certain learning reward [32], ability-driven learners who take
improving their abilities as the learning goals [21, 33], and skills-driven learners who
aim to master a certain skill in the least time [21].

3.2 Personalized Parameters About “What to Learn”

Personalized parameters about “what to learn?” allow learning path personalization with
respect to the Learner’s master ability, learner’s knowledge background, and Learner’s
time limitations. For example, learners onlyneed topay attention to the learningpaths that
match their knowledgebackground,mastery ability, and time limitation after determining
their learning goals.

Mastery Ability. Mastery ability indicates learners’mastery of the knowledge and skills
required for a specific course or task [28]. This is a dynamic parameter that might change
during the learning process.

Knowledge Background. This refers to the knowledge reserve of users before they
accept the recommendation of the learning path. A good knowledge reserve can help
learners better understand new knowledge. Knowledge background can be divided into
objective knowledge background and subjective knowledge background. The objective
knowledge background refers to the course grades or predicted scores of the course. Sub-
jective knowledge background refers to learners’ judgment on their current knowledge
level reserve based on their judgment [13, 31].

Time Limitation. This refers to the time that learners can spend to achieve learning
goals [23, 27]. If learners choose a learning path to achieve a certain learning goal, they
usually need to spend a certain amount of time, and the length of time is usually fixed.
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Learners may not have enough time to follow an entire learning path due to various
reasons such as poor time management, inability to multi-task at the same time, and so
on. Hence, The information provided by the “time limit” personalization parameter is
used to generate a learning path that satisfies the learner’s time limitation.

3.3 Personalized Parameters About “How to Learn”

Personalized parameters about “How to Learn” are used to describe the individual dif-
ferences of learners as the manner that they deal with learning ways, including learners’
learning styles, and group division. For example, a learner who plans to learn the Python
programming language expects his learning materials to be in Chinese, and he also
hopes to learn cooperatively in the form of a group so that he can communicate with
other learners in the learning process.

Learning Style. This is an important parameter that indicates how a learner learns [22].
According to individual learning style preferences, learners can be divided into four
categories: active-reflective learners, Sensing-intuitive learners, visual-verbal learners,
and sequential-global learners [29, 30].

Group Division. Collaborative Learning is a learning strategy that learners form study
groups and learn in groups. In the context of collaborative learning, learners are divided
into study groups, in which learners with similar learning interests are normally in the
same studygroup.Recommend similar or identical learningpaths tomembers of the same
group. Group division requires obtaining learners’ preferences, alleviating preference
conflicts among group members, and making the learning path recommendation results
satisfy the preferences of all group members as much as possible [34].

4 Methods of Learning Path Recommendation

4.1 Single Learner-Oriented Recommendation

Methods Based on Learner Characteristics. This kind of research mainly applies
the methods of data mining, machine learning, and optimization. This kind of research
generates a personalized learning path according to the learning behavior and charac-
teristics of learners in the learning process. Lin et al. [2] used the hybrid decision tree
method to provide learning path recommendations for learners with different learning
abilities and characteristics. Their personalized innovative learning system integrates
personalized learning and game-based learning into a personalized learning plan. Based
on the learner model and knowledge model, Zhao et al. [3] dynamically matched and
restructured learning resources through association rule mining technology, and then
realized personalized learning path recommendations. Aleksandra et al. [4] proposed a
personalized learning path recommendation method based on social tags and sequential
pattern mining. The method collects labels about learning resources entered by learners,
then these tags are rated and used to recommend sequences of learning resources. Cheng
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[5] applied ant colony optimization algorithm to generate learning path recommendation
results. However, these methods do not consider the learning efficiency of learners who
follow the learning path recommendation results. In order to further improve the qual-
ity of recommendation, Zhou et al. [6] proposed a full-path learning recommendation
model. In this model, learners are clustered based on their feature similarity, and then
learners’ learning paths and learning effects are predicted by Long-Short TermMemory.
Finally, a personalized learning path suitable for learners is recommended according to
the prediction learning effects.

Methods Based on the Internal Relationships Between Learning Resources. This
kind of research mainly uses ontology, semantic chain network, knowledge graph, and
other technologies to generate recommendation results by analyzing semantic or cogni-
tive relations among learning resources involved in learning paths. For example, Huang
et al. [9] constructed the ontology-based context model and subject domain ontology
library and elaborated the adaptive learning path recommendation mechanism and its
implementation process based on context awareness. Yang et al. [10] proposed a learn-
ing path recommendation tool suitable for learners’ learning style bias by using the
semantic link network technology. Wan et al. [7] used mixed concept maps to establish
the relationship between learners and learning resources, described recommendation
as a constraint satisfaction problem, and applied the immune algorithm to obtain rec-
ommendation results. Zhu et al. [8] verified that learners have different preferences
for learning paths in different learning scenarios, and they proposed a multi-constraint
learning path recommendation algorithm based on a knowledgemap. GuillaumeDurand
et al. [11] established a learning path recommendationmodel that can describe the ability
dependency relationship between learning resources based on graph theory. However,
these methods are not considering the diversity of the relationships between the learn-
ing resources. In order to better generate diversified learning paths that satisfy different
learning needs, Shi et al. [12] used the knowledge graph to represent six main seman-
tic connections between learning resources and proposed an interpretable and reusable
learning path recommendation model based on the multidimensional knowledge graph.

4.2 Grouped Learners-Oriented Recommendation

In the domain of recommendation research, group recommendation methods are usually
divided into two categories: recommendation by mixed model and recommendation by
mixed recommendation results [34],which are illustrated in Fig. 3 andFig. 4 respectively.
The former kind of method is to aggregate user preferences into group preferences and
then provide recommendation services to group learners. The more similar the learners’
preferences in the group, the better the group recommendation effect. The latter kind of
method normally takes each learner’s personalized recommendation list and merges all
the lists into the same list as the group recommendation results.

In order to satisfy the needs of learning paths recommendation for group learners
rather than individual learners in practical applications, researchers have made active
explorations, but only a few research results have been obtained. In the field of online
learning, group learners usually refer to learners with similar learning interests. The
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Fig. 4. Group recommendation by mixed recommendation results

explicit attributes of learners on learning resources and the implicit attributes of accessing
resources, such as learning time and learning frequency, are often used together to
calculate the similarity between learners [14]. Xie et al. [13] proposed a group learning
path recommendation framework based on user profile to help each learner in the group
efficiently learn the needed new knowledge within the time limitation, and to enable
the whole group to acquire all the knowledge needed to complete the group learning
task on the whole. This method considers learners’ knowledge background, learning
preference, and group learning task. However, the computational complexity of this
method is relatively high, and it is difficult to ensure its recommendation performance
when the relevant data of learners is too sparse. Because of these deficiencies, Zhu et al.
[14] used the data and knowledge graph in the learner’s learning history log to firstly
represent the knowledge point learning of learners in different periods as personalized
learning to generate a network, and then conducted cluster analysis on these personalized
learning to generate a network. In this way, the group learning generation network
reflecting the common characteristics of the learning group is generated. Finally, the
recommendation results are generated based on the preferences of the learning group for
different types of learning paths in different learning situations. However, these methods
do not take into account the differences in learning behaviors of learners when they
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learn different courses and finish different learning tasks, and whether the recommended
learning resources and paths are effective in promoting collaborative learning, which has
an important impact on the overall actual learning effect of the group.

In addition, in the field of recommender system research, group recommender sys-
tem, which takes into account the preferences of each user in the same group, has become
a hot research topic in recent years, because of the application scenarios where multiple
users watch movies, catering and tourism in a group. A large number of research results
have been obtained [15–19]. Compared with the recommended method for a single user,
grouped user-oriented methods recommended to consider the emotional contagion and
consistency (i.e., the various user satisfaction degree can be a profound impact on others,
users express opinions will influence each other) affect the performance of recommen-
dation and other social phenomenon and recommend the accuracy and fairness of giving
attention to two or more things. But in the actual group cooperative learning scene, there
are also a few people who do not actively participate in cooperative learning and other
similar phenomena.And, it is worth noting that some scholars have applied the character-
istics of learners’ learning process to recommend learning resources for group learners.
For example, Xin Wan and Toshio Okamoto et al. [20] used the Markov chain model
to describe the learning process of group learners and the characteristics of interaction
between learners and proposed a method that can recommend learning resources for
group learners. Therefore, it is necessary to learn from the existing research experience
of group-oriented recommendation methods, consider and analyze the characteristics of
the group collaborative learning process, to further improve the actual effect of recom-
mending learning paths to group learners. Table 1 shows some study cases of learning
path recommendations.

Table 1. Summarizing some methods of learning path recommendation

Single learner-oriented
recommendation

Methods based on learner
characteristics

Lin, C., et al. (2013) [2]

Zhao, X., et al. (2016) [3]

Klašnja-Milićević, A., et al.
(2018) [4]

Cheng, Y. (2011) [5]

Zhou, Y., et al. (2018) [6]

Methods based on the
relationships between
learning resources

Wan, S., et al. (2016) [7]

Zhu, H., et al. (2018) [8]

Huang, Z., et al. (2015) [9]

Yang, J., et al. (2013) [10]

Durand, G., et al. (2013) [11]

Shi, D., et al. (2020) [12]

Grouped learners-oriented
recommendation

Xie, H., et al. (2017) [13]

Zhu, H., et al. (2018) [14]
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5 Future Research Directions

At present, the number of research on single learner-oriented recommendation methods
is more than that of group-oriented recommendation methods. In recent years, a lot of
progress has beenmade in the research and application of learning path recommendation
methods. However, many of the methods proposed by researchers still have a set of
limitations and challenges with regard to these methods and these problems have led to
some very significant consequences. Introducing these challenges will help researchers
make breakthroughs in the current study and achieve the desired results. Not only are
there several difficulties with learning path recommendation methods that wementioned
regarding learning path personalization, but there are also some pressing issues that
need to be addressed. We summarized the difficulties and development directions of the
following learning path recommendation:

5.1 Time Limitation

If learners cannot devote enough time to follow the learning path to learn, it will be
difficult to achieve their original learning goals. For various reasons, learners spend
less time learning than they expect to spend in learning. There are many reasons for
this situation, the most notable part of which is: improper time management, laziness,
multitasking, etc.When learners do not have enough time to study, learners are facedwith
two questions: can the outcome of the learning justify the time spent by learners; what
are learners can learn from the learning path that they want to follow in limited time?
In many studies [27, 36], the study time of the course is usually specified by experts,
and the duration is the same for all learners. Antonio Garrido et al. [37] considered
learners’ learning background, learning environment, and time available for learning,
and generated personalized learning path recommendations for learners to help learners
better achieve their learning goals.

5.2 Updating Learners’ Profile

The learner’s master ability and the time available to reach the learning goal may change
during the learning process. Sometimes the learner’s knowledge background cannot be
accurately identified. Therefore, taking into account the changes that may occur to the
learner during the learning process, the user’s configuration file should be updateable.
Updating the learner’s configuration file also has the following problems: how to deter-
mine under which circumstances the learner’s configuration file should be updated; what
information needs to be updated in the learner’s configuration file. It is a difficult task
to determine the updating time. It is because updating learners’ profiles and frequently
evaluating learners is time-consuming and sometimes unnecessary. But delaying updat-
ing learners’ profiles may result in the recommendation of learning resources that are
not suitable for learners, thus increasing learners’ knowledge fragmentation and wasting
learners’ time. Do the updated learners’ profiles have the same importance when gen-
erating recommendations? Is there a ranking (weight) among them? How to check the
validity of updated learners’ information.
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5.3 Designing Course Map

In the current research, the design of the curriculum map is usually done manually by
the teacher, which requires a lot of manpower and material resources and cannot be
changed. It means that each learner who takes this course uses the same course map,
and more importantly, the course map is teacher-centered [42]. The teacher-centered
course map is not suitable for all learners because of the differences in learning goals,
knowledge backgrounds, and other personalized learning parameters. Therefore, it is
necessary to construct a course map from the learners’ perspectives. Yu et al. [1] divided
the classification and annotation of learning object concepts into two processes. First,
for each curriculum concept, a pre-trained word embedding was used to calculate its
most likely category. Then the three annotators in the corresponding field are required to
mark whether the concept belongs to this category. For the concept category pair marked
as “not belonging”, select the previous sibling category as the new candidate, and put
the refreshed pair in the annotation again Pool. This process effectively reduces the
number of invalid comments. Although this reduces part of the manual operation, it may
still cause the learning goals that learners want to achieve cannot be matched with the
designed course map, thereby reducing the efficiency of learning path recommendation.

5.4 Learner Privacy and Information Security

Preference sharing and learner interaction are conducive to the improvement of the
accuracy of group learning path recommendations. But at the same time, it also brings
a lot of learner privacy and information security issues. At present, there are relatively
little researches on the privacy issues of group recommendation [38, 39]. And there are
situations where different groups have different requirements for privacy protection.

5.5 Interpretability and Validity of Group Recommendation Results

A Reasonable explanation of the group learning path recommendation results helps
learners to better understand the recommendation mechanism and the preferences of
other members in the group, it is easier to accept the recommendation results of the
learning path, and enhance the learning effect [40]. Currently, offline evaluationmethods
are mainly used to measure the effectiveness of group learning path recommendation
results. The more similar the learning characteristics of the learners in the group, the
more effective the group recommendation will be.

6 Conclusion

In summary, learning path recommendation is a research hotspot in recent years, and a
large number of research results have been obtained. In recent years, the methods for
single learner-oriented recommendation have been extensively researched in depth, and
the research is relatively mature. grouped learners-oriented recommendation research
results are relatively few, and there is still room for improvement in the effectiveness of
recommendation results.
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In this paper, we have introduced the two mainstream directions of current learn-
ing path recommendation methods, and clearly explained the related terminology that
will be involved in learning path recommendation methods. Finally, combined with
recent research work, the future development direction of learning path recommendation
research is introduced.
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Abstract. In the environment of human-machine collaboration, human brain is
susceptible to physical fatigue and various psychological factors. Olfaction plays
special roles in regulating human psychological states, and can be applied to
improve work performance. However, the above psychological effects are caused
by olfactory molecules, and may occur under unconscious or subconscious states
of the brain, which are difficult to be accurately assessed by human subjective
self-reports. Based on EEG signal analysis, this paper studies the olfactory effects
on pleasure, wakefulness, and relaxation, and presents the computationmethod for
taking both of the explicit and implicit parts of psychological effects into account
comprehensively. Furthermore, the influences of rose and mint scents on working
performance of human-machine collaboration are examined through MENSA IQ
Test and Utrecht Work Engagement Scale. Research work of this paper provides
an exploratory method for olfactory psychological computation, as well as the
reference for human-machine collaborative environment construction.

Keywords: Human-machine collaboration · Olfactory effect · Psychological
computation · EEG signal ·Work performance

1 Introduction

In thework environment of human-machine collaboration, high stress or long-termwork-
ing hours may cause physical fatigue and negative emotions of the human brain, and
can severely affect the willingness to work, resulting in low efficiency and even opera-
tional errors. As one of the essential human senses, olfaction has significant impacts on
human psychology and behaviors, which plays special roles in regulating human mental
states [1, 2]. Therefore, an appropriate olfactory stimulation can be the effective way of
improving work performance in man-machine collaborative environment construction.

However, the mechanism of human psychological effects caused by olfaction is
different from that of hearing and vision. It is through the molecular movement of
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olfactory stimuli, and acts directly on human olfactory organ to produce physiology and
psychological effects, which may occur under unconscious or subconscious states of the
brain, and exists significant individual difference [3, 4]. This makes great difficulties in
the description, evaluation, and computation of human olfactory psychological effects
through the commonly-used methods which are mainly based on human subjective self-
reports [5]. EEG (Electroencephalograph) signals can reflect the neural activities of
human physiology and psychological changes even under the unconscious states of the
brain, and provide great advantages on the study of olfactory effects [5, 6]. Based on EEG
signal analysis, this paper studied the psychological effects evoked by different olfactory
stimuli, explored the method for overcoming the existing computation difficulties, and
conducted an empirical study to examine the influences of rose and mint scents on
working performance, aiming to provide an effective method for olfactory psychological
computation and the reference of olfactory environment construction for human-machine
collaboration.

2 Olfactory Psychological Computation

2.1 Psychological Effects of Olfaction

Olfaction has significant regulating effects on human psychological and physiological
states. For example, some scents favored by people such as those of fruits and flowers
can induce positive emotions, and orange, mint, jasmine tea aroma, lavender, banana
etc. can enhance pleasant experience, but butyric acid and acetic acid mainly produce
negative emotions such as anger or disgust. In addition, olfactory stimuli can also affect
physiological arousal. The relaxing scent of lavender can reduce heart rate and skin
electricity, increase sleep duration, and peppermint can enhance alertness, as well as
reduce daytime drowsiness.

The psychological effects evoked by olfaction are caused by the molecular motions
acting directly on human sense organs. Especially, olfactory system is the only sen-
sory channel that directly connects the higher cortex areas of human brain with the
environment, bypassing the thalamus in the process of nerve signal transmission [1, 3].
Therefore, compared with other senses, the effect of olfactory regulation does not nec-
essarily take place through the perception and processing at the level of consciousness.
For example, smell can stimulate the contents and influence the mood in dreams, and
olfactory cues can induce personal memories more effectively than visual and auditory
cues [7]. The psychological effects of olfaction also vary from person to person, and dis-
play certain gender differences. Compared with male, female may demonstrate stronger
positive emotions and weaker negative emotions to eugenol oil. In addition, the emo-
tional experience of smell has much to do with the olfactory sensitivity and preferences
of different persons.

In our previous study [5], we proposed an olfactory affective computation method
based onEEG signal data, which showed better distinguishing performance and potential
reliability than the self-reported scoring method in PAD (Pleasure-Arousal-Dominance)
emotional space [8–10]. In that study, we adopted rose, wood, mint essential oils and
84 disinfectant (with the main chemical substance of NaClO) as olfactory stimuli, and
obtained the EEG signal data from 23 qualified subjects with 10 males and 13 females,
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aged between 20 and 48, according to a specially designed experimental paradigm [5].
During the experiment, we also asked the subjects to make the assessments of olfactory
effects on pleasure, wakefulness, and relaxation by the scores from−4 to+ 4. The study
of this paper will further explore the computation method of the above psychological
effects based on the collected data. Table 1 shows themeanvalues and standard deviations
of the subjects’ assessment scores.

Table 1. Mean values and standard deviations of assessment scores.

Olfactory stimuli Pleasure Wakefulness Relaxation

Rose 2.416 ± 1.084 2.022 ± 1.233 1.940 ± 1.112

Wood 2.382 ± 0.906 1.832 ± 1.321 2.267 ± 1.107

Mint 1.871 ± 1.224 2.348 ± 0.824 2.076 ± 1.378

Disinfectant −1.962 ± 0.886 1.420 ± 1.153 −1.273 ± 1.081

From Table 1, we can see that the highest levels of pleasure (2.416), wakefulness
(2.348), and relaxation (2.267) are evoked by rose essential oil, mint essential oil, and
wood essential oil respectively. Therefore, those three scents can be used to improve
the human-machine collaborative environment effectively. However, the assessment
scores remain big standard deviations, which indicate that the olfactory psychological
effectsmay exist great individual differences, and furthermore, the subjective assessment
method can’t acquire a precise result probably. This makes great difficulties in olfactory
psychological computation.

2.2 Olfactory Computation Method

Due to the variety of molecules that may evoke different olfactory effects, and given the
considerable differences and ambiguities of human experiences under the unconscious
or subconscious states of the brain, commonly-used computation methods can hardly
achieve the accurate results of olfactory psychological effects. The effective method
seems to be explored based on the observation and analysis of neural activities evoked
by olfactory stimulation.

EEG signals can be broken into wavelets and reconstructed as some typical waves
with different frequency bands, such as δ (0.5–3 Hz), θ (4–7 Hz), α (8–13 Hz), β (14–
30 Hz), and γ (>30 Hz). Among them, δ and θ waves are mostly related to the neural
activities under unconscious and subconscious states of the brain; α wave reflects the
conscious and quiet state, and β wave is closely related to tension, pressure, fatigue and
the load of the brain; and γ wave is usually associated with the emotion states of anxiety
and anger.

Our previous study showed that the feature parameters of PSD (Power Spectral
Density) andApEn (Approximate Entropy) of EEG signals can better reflect the affective
effects of olfaction [5]. In order to getmore accurate computation results,we extract those
parameters from the following nine subdivided bands of EEG signals: B1-δ (0.5–3 Hz),
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B2-θ (4–7 Hz), B3-low α (8–10 Hz), B4-high α (11–13 Hz), B5-low β (14–15 Hz), B6-
midrange β (16–20 Hz), B7-high β (21–30 Hz), B8-low γ (31–40 Hz), and B9-midrange
γ (41–50 Hz). Therefore, the computational problem of olfactory psychological effects
can be described as follows:

P(i) = fi(psd(j),ApEn(j)), i = 1, 2, 3; j = 1, 2, 3, ..., 9 (1)

where, P(i) stands for the psychological effects of pleasure, wakefulness, and relaxation
(i = 1, 2, 3), and psd(j), ApEn(j) are the feature parameters of the nine subdivided
waves from B1 to B9 (j = 1, 2, 3, .., 9).

However, the psychological effects that can be assessed by subjective scoring way
are probably the only part under conscious states of the brain, so the whole psychological
effects should be expressed as:

P(i) = Pe(i) + Pm(i), i = 1, 2, 3 (2)

where, Pe(i) stands for the explicit part of psychological effects that can be assessed
under conscious states, while Pm(i) represents the implicit part which is related to the
unconscious and subconscious states.

Because the neural activities under conscious states of the brain are mainly reflected
in α, β, and γ waves, so we use the feature parameter data extracted from B3 to B9
waves to estimate Pe(i). Similarly, we apply the parameter data extracted from B1 and
B2 to evaluate Pm(i). Nevertheless, Pm(i) can’t be directly measured or subjectively
assessed, and this leads to the difficulty in calibration and annotation, while using a
machine learning method. In order to solve this problem, we introduce the following
assumed prior knowledge:

Pm(i) = PSDm
PSDe

Pe(i), i = 1, 2, 3 (3)

where, PSDm and PSDe are the power spectral densities of B1–B2 (0.5–7 Hz) and B3–
B9 (8–50 Hz) respectively for the same subject. PSD reflects the intensity of neural
activities which are closely related to the strength of psychological effects, so Formula
(3) is a reasonable assumption, because Pm(i) and Pe(i) are evoked through the same
olfactory organs and nervous system for a certain individual subject.

Combining Formula (1), Formula (2), and Formula (3), we can further describe the
computational problem as follows:

Pe(i) = 1
k+1 fi(psd(j), ApEn(j)), i = 1, 2, 3; j = 3, 4, 5 ..., 9 (4)

where, k represents PSDm
PSDe

, which is depended on each different individual subjects. We
first use the feature parameter data of psd(j) and ApEn(j) (j = 3, 4, 5 ..., 9) related to
Pe(i) for the computation. Finally, the whole psychological effects can be calculated as:

P(i) = (k + 1)Pe(i), i = 1, 2, 3 (5)

Based on our previous experience [5, 11], we first use the LS-SVR (Least Squared
Support Vector Regression) non-linear estimator [12] to realize the computation of For-
mula (4), and finally get the estimated whole psychological effects of P(i) from Formula
(5).
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2.3 Computational Results and Analysis

In the computation process, different from a common way which usually takes one part
of the data for training, and then uses the left data for test and accuracy evaluation, we
first use all data for training, then estimate Pe(i) for each subject with corresponding
individual data by the trained LS-SVR estimator, and finally compute P(i) according
to Formula (5). In order to compare the estimated results of P(i) with the subjective
assessment scores, we show their mean values as in Fig. 1:

Fig. 1. Comparation of estimated results with subjective assessment scores in mean values.

In Fig. 1, Pleasure-E,Wakefulness-E, Relaxation-E are the mean values of estimated
P(i) for all subjects, and Pleasure-S, Wakefulness-S, Relaxation-S are the mean values
of their subjective assessment scores as shown in Table 1. We can see that there are
significant differences between them. For example, the subjective assessment of mint
displays a high positive score of 2.076 on relaxation, but its estimated result based
on EEG signal data indicates the negative effect of −1.098. Those differences can be
explained as owing to the impacts of implicit psychological effects which can be hardly
assessed by subjective self-reports.

Due to lack of an objective measurement and calibration way, the actual computation
accuracy of P(i) estimated by our proposed method is difficult to be precisely evaluated.
However, we can analyze its resolving ability between different stimuli by comparing
with the subjective assessment method. Because the four olfactory stimuli of rose, wood,
mint, and disinfectant can evoke very different psychological effects obviously, so an
effective computation method should be able to distinguish those effects of different
stimuli. Table 2 shows the difference values of estimated results and subjective assess-
ment scores respectively between each two different stimuli, for example,�P-E of Rose
vs. Wood is calculated by subtracting the Pleasure-E value of rose from that of the wood:
2.834–2.711 = 0.123, and �P-S is obtained by subtracting the Pleasure-S value of rose
from that of the wood: 2.416–2.382 = 0.034.

Table 2 reflects the resolving abilities of our proposed method and the subjective
assessment method between different stimuli. All the absolute values of �P-E, �W-E,
and �R-E are larger than the corresponding absolute values of �P-S, �W-S, and �R-S
respectively, but except for the �R-E and �R-S of Mint vs. Disinfectant. Obviously,
the average absolute values of the former are significantly greater than that of the later.
It indicates that the computation method based on EEG feature parameters has higher
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Table 2. Comparison of difference values between different stimuli.

Olfactory stimuli �P-E �P-S �W-E �W-S �R-E �R-S

Rose vs. Wood 0.123 0.034 1.387 0.190 −0.872 −0.327

Rose vs.Mint 0.791 0.545 −0.883 −0.326 3.344 −0.136

Rose vs. Disinfectant 5.080 4.378 0.617 0.602 4.453 3.213

Wood vs.Mint 0.668 0.511 −2.270 −0.516 4.216 0.191

Wood vs. Disinfectant 4.957 4.344 −0.770 0.412 5.325 3.540

Mint vs. Disinfectant 4.289 3.833 1.500 0.928 1.109 3.349

Average absolute value 2.651 2.274 1.238 0.4957 3.220 1.793

sensitivity and resolving ability than the subjective assessment way, because it can reflect
the implicit part of psychological effects under unconscious and subconscious states of
the brain. As for the exception of Mint vs. Disinfectant, our further analysis of EEG
signals has verified that some subjects can’t distinguish the wakefulness and relaxation
effects evoked by mint clearly, which has actually the positive effects on wakefulness
but the negative effects on relaxation, and the later negative effects were confounded as
the former positive effects by those subjects in the experiment. This also shows that the
computation method based on EEG signal data has more reliability than the subjective
assessment way.

3 Olfactory Environment for Human-Machine Collaboration

Olfactory environment is very important for improving the working experience and
efficiency of human-machine collaboration. In order to provide the reference for olfac-
tory environment construction, we conducted an empirical study to examine olfactory
influences on the working performance of human-machine collaboration. Table 1 shows
that rose, mint, and wood essential oils have the highest positive effects on pleasure
(2.416), wakefulness (2.348), and relaxation (2.267) respectively according to the sub-
jective assessments, which has also been verified by the estimated results based on EEG
signal data in Fig. 1. Nevertheless, Fig. 1 indicates that mint has a negative effect on
relaxation (−1.098). This means that it can evoke the tension effect which is sometimes
helpful in improving working performance. Therefore, we chose rose and mint scents
for constructing the olfactory environment in our study.

The test was carried out in a computer laboratory by 41 university students with 17
males and 24 females, aged between 18 and 22, and each student had the better sense of
smell. The laboratory environment was first made as unscented by an air purifier, then
adjusted it with rose scent and mint scent respectively by an aroma distributing device,
and between which the unscented environment was recovered in order to eliminate
the residual scents. All students were asked to complete the 20 questions of MENSA
IQ Test by computers under different olfactory environments. The above test results
can reflect the working performance affected by the abilities of attention, observation,
logical thinking, imagination, and memory comprehensively during the human-machine
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collaboration process. After MENSA IQ Test, the Chinese version of Utrecht Work
Engagement Scale [13] was further used to investigate the engagement factors of work
performance, which includes the questionnaires of three dimensions: work vigor, work
dedication, and work absorption, with the scores from 0 to 7. Table 3 shows the mean
values and standard deviations of the test results.

Table 3. Mean values and standard deviations of test results.

Olfactory
environments

Work
vigor

Work
dedication

Work
absorption

Working performance
(IQ Scores)

Rose 4.041 ± 1.413 4.123 ± 1.251 4.013 ± 1.352 11.651 ± 1.227

Mint 3.932 ± 0.896 4.257 ± 0.786 4.425 ± 1.253 12.106 ± 1.327

Unscented 2.754 ± 1.026 3.483 ± 0.989 3.142 ± 1.019 9.032 ± 0.934

Table 3 shows that both of rose scent and mint scent can improve the working
performance of human-machine collaboration and enhance the work engagement in
all dimensions with minor standard deviations. We set the unscented environment as
baseline, and take their incremental changes as the pure influences of rose and mint
scents, as in Fig. 2:

Fig. 2. Influences of rose scent and mint scent.

Figure 2 shows the higher influence of mint scent than rose scent on working per-
formance, but the comparison results are not the same in different work engagement
dimensions. The influence of rose scent is slightly higher than mint scent in the dimen-
sion of work vigor, but smaller and significantly less than mint scent in the dimensions
of work dedication, and work absorption respectively. Therefore, the olfactory envi-
ronment of human-machine collaboration needs to be adjusted from time to time by
different scents, according to the situation of work engagement in different dimensions
and the characteristics of different work tasks, so as to result in the highest working
performance.

Actually, the three dimensions of work engagement have close correlations with the
evoked psychological effects on pleasure, wakefulness, and relaxation. For example,
work vigor is usually associated with work interest and physical fatigue, and a period
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of relaxation can help relieve the above fatigue. Work dedication and work absorption
are related to responsibility, work willingness and work ability, etc., and the positive
attitude of responsibility and work willingness can be reflected as pleasure, while the
manifestation and effectiveness of work ability may be affected by wakefulness.

Therefore, in the construction of olfactory environment, we can use the proposed
olfactory psychological computation method to analyze the specific effects of different
olfactory stimuli, and design the optimal environmental adjustment schemewith compre-
hensive consideration of work task characteristics, working hours, human physiological
rhythm, personality preferences, and work engagement feedback, etc. to achieve the best
working performance.

4 Conclusion and Discussion

This paper studied the olfactory effects on pleasure, wakefulness, and relaxation evoked
by rose, wood, mint essential oils and 84 disinfectant, and presented an olfactory psycho-
logical computation method based on feature parameters of EEG signals and LS-SVR
estimator. Contrastive analysis indicates that the proposed method has higher sensitivity,
resolving ability, and reliability than the subjective assessment way, perhaps because it
can reflect the implicit part of psychological effects under unconscious and subconscious
states of the brain.

Furthermore, an empirical study was conducted to examine the olfactory influences
of rose and mint scents on working performance of human-machine collaboration. The
result shows that both of those scents can improve working performance, and rose scent
has a slightly higher influence onwork vigor thanmint scent, but smaller and significantly
less influences on work dedication and work absorption respectively. In the construction
of olfactory environment, we suggest to use the proposed computationmethod to analyze
the specific effects of different olfactory stimuli, and design the optimal and dynamic
environmental adjustment scheme with comprehensive consideration of all influence
factories and feedbacks to achieve the best working performance.

This paper provides an exploratory method for olfactory psychological computation,
and the reference for human-machine collaborative environment construction. Neverthe-
less, the following issues are worthy of further studies: the objective calibration method
of olfactory psychological effects based on neural activity data analysis, the improvement
of the proposed method with comparisons of some other machine learning approaches,
and how to amend the subjective assessment results according to their possible rela-
tionships with the computation results so as to provide a convenient way for practical
application.

Acknowledgements. This work was supported by National Natural Science Foundation of China
(No. 71971066), Project of Ministry of Education of China (No.18YJA630019, No.19JZD010),
and Undergraduate Program of Fudan University (No. 202007, No. 202008). Weihui Dai, Liu Liu,
andMeilin Li are the joint first authors, andWeihuiDai andLijuan Song are the joint corresponding
authors of this paper. Many thanks to Ms Jingjie Hao and Professor Shuang Huang from Shanghai
International Studies University for their help in language improvement.



598 W. Dai et al.

References

1. Serby, M.J., Chobor, K.L.: Science of Olfaction. Springer-Verlag Inc., New York (1992).
https://doi.org/10.1007/978-1-4612-2836-3

2. Zhuo, W., Feng, G.: Olfactory perception and its interplays with the emotional system. Adv.
Psychol. Sci. 20(1), 2–9 (2021)

3. Zheng,Q.Q., Shen, X.M.,Wang, P., Ye, X.S.: Research progress of the olfactory neural system
recognition model. J. Biomed. Eng. 25(1), 200–203 (2008)

4. Liu, J., Wei, Y.X.: Analysis of factors related to individual difference of olfactory function.
Chinese J. Otolaryngol. Head Neck Surg. 1, 82–85 (2013)

5. Dai, W.H., et al.: Olfactory affective computation based on EEG signal data. In: Proceedings
of 2021 IEEE International Conference on Progress in Informatics and Computing (PIC),
pp. 432–436. IEEE (2021)

6. Yang, R.N.: Research on The Model of Olfactory System and The Extracting Method of
Olfactory EEG. Nanjing University of Aeronautics and Astronautics, Nanjing (2007)

7. Herz, R.S.: Neuroimaging evidence for the emotional potency of odor-evoked memory.
Neuropsychologia 42(3), 371–378 (2004)

8. Mehrabian, A.: Pleasure-arousal-dominance: a general framework for describing andmeasur-
ing individual differences in temperament. Current Psychol. Dev. Learn. Person. Soc. 14(4),
261–292 (1996)

9. Liu, Y., Fu, X.L., Tao, L.M.: Emotionmeasurement based on PAD 3-d space. Commun. China
Comput. Soc. 6(5), 9–14 (2010)

10. Li, X.M., Fu, X.L., Deng, G.F.: Preliminary application of the abbreviated PAD emotion scale
to Chinese undergraduates. Chin. Ment. Health J. 22(5), 327–329 (2008)

11. Dai, W.H., Han, D.M., Dai, Y.H., Xu, D.R.: Emotion recognition and affective computing on
vocal social media. Inf. Manag. 52(7), 777–788 (2015)

12. Suykens, J.A.K., Vandewalle, J.: Least squares support vector machine classifiers. Neural
Proc. Lett. 9(3), 293–300 (1999)

13. Zhang, Y., Gan, Y.: The Chinese version of utrecht work engagement scale: an examination
of reliability and validity. Chinese J. Clin. Psychol. 13(3), 268–270, 281 (2005)

https://doi.org/10.1007/978-1-4612-2836-3


Merge Multiscale Attention Mechanism
MSGAN-ACNN-BiLSTM Bearing Fault

Diagnosis Model

Minglei Zheng1, Qi Chang1, Junfeng Man1,2(B), Cheng Peng1,2, Yi Liu1,3,
and Ke Xu1

1 School of Computer, Hunan University of Technology, Zhuzhou 412007, China
mjfok@qq.com

2 School of Computer, Central South University, Zhuzhou 412007, China
3 National Advanced Rail Transit Equipment Innovation Center, Zhuzhou 412007, China

Abstract. To solve the problem that the sample of rolling bearing in actual work-
ing condition is seriously imbalanced, which leads to the poor performance on
accuracy and generalization of fault diagnosis model. In this paper, A multi-scale
bearing fault diagnosismodelMSGAN-ACNN-BiLSTMwith progressive genera-
tion and multi-scale attention mechanism is proposed for imbalanced data. Firstly,
the original imbalanced fault samples are transformed into multi-scale frequency
domain samples and input into the multi-scale generative adversarial network for
training. After the network reaches Nash equilibrium, the progressive generated
multi-scale fault samples are mixed into the original imbalanced samples, so as
to solve the problem of serious imbalance data in actual conditions. Then, the
re-balanced multi-scale datasets is input into the diagnostic model for training,
which can extract multi-scale global and local feature information and improve
the performance of the model, so as to realize the accurate classification of bearing
fault diagnosis under imbalanced data. This experiment is based on the data set
of UConn and CWRU. The experimental results show that the performance of the
generated data quality and diagnosis accuracy of themodel in each dataset is higher
than other comparison methods, which proves the stability and effectiveness of
the model.

Keywords: Fault diagnosis · Bearing · Imbalanced data · Multi-scale · GAN ·
Attention · Time series

1 Introduction

Rolling bearing is an important part in rotating machinery equipment [1], especially
under high-speed and heavy-load operation for a long time, inner and outer rings and
rolling body faults are easy to occur. Therefore, the research on fault diagnosis methods
of rolling bearing has practical engineering significance and economic value, and is a
hot spot in the field of mechanical fault diagnosis. According to incomplete statistics of
relevant data, more than 30% of mechanical equipment fault on high-speed trains alone
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are caused by rolling bearings [2]. Therefore, the diagnosis method for rolling bearing
fault can not only guarantee the operation quality of rotating machinery and equipment,
but also avoid huge economic losses and casualties caused by disasters [3]. In recent
years, the data-driven fault diagnosis method has gradually become a research hotspot
and development trend in the field of rolling bearing and evenmechanical fault diagnosis
[4–6]. In actual working conditions, cracks in inner and outer rings of rolling bearing
faults are the most common. According to statistics, inner and outer rings faults account
for 90% of rolling bearing faults, and the rest of the parts account for only 10% [7].
Further, the number of fault signal samples that can be collected is generally far less than
the normal status signal samples, which leads to serious imbalanced problem of the fault
diagnosis dataset [8]. The model based on data-driven deep neural network will tend to
improve the classification accuracy of more classes of samples in the continuous training
process, and give up the classification performance on a small number of samples. This
is a severe challenge in the field of fault diagnosis, because the negative samples in this
field are in the absolute minority. At present, the over sampling method based on data
generation technology is mostly used to deal with the problem of unbalanced data, and
artificially generate new data to increase the amount of data to alleviate the problem
of data imbalance. One of the traditional data generation methods is smote (synthetic
minority oversampling Technology) and its improved method [9]. The other is the data
generation method based on generative adversarial network [10].

In this paper, based on the ideas of GAN variants such as DCGAN [11], WGAN-
GP [12], StackGAN [13], ProGAN [14] and the multi-scale mechanism, a bearing fault
diagnosis method of multi-scale progressive generative adversarial network MSGAN
combined with multi-scale attention fusion mechanism ACNN-BiLSTM is proposed.
It is a well-structured and effective method with the advantages of high stability and
rapid convergence. Local noise interpolation upsampling is proposed as an interpolation
method with multi-scale progressive growth, and MMD-WGP is proposed as a loss
function of MSGAN model. This method can stably generate high-quality multi-scale
fault spectrum signal data from low-scale spectrum signal data by means of progressive
growth. It can solve the problem of imbalanced data caused by the low proportion of
fault samples, and improve the ability of fault diagnosis of rolling bearings under the
condition of imbalanced data under actual working conditions.

2 Related Work

Since the GANmodel was proposed, it has led the trend of data generation. Many schol-
ars have proposedmethods to solve the imbalanced data by using GANmodel [15, 16] in
different fields [17–19] such as image, audio, text, fault diagnosis, etc. Lee [20] studied
and compared the GAN-based oversampling method and standard oversampling method
on the data unbalance of the fault diagnosis of electric machines, and combined with
the deep neural network model, proved that the GAN model generated data with higher
classification accuracy. However, GAN still has many drawbacks, such as training insta-
bility, training failure, gradient disappearance, mode collapse. To solve these problems,
researchers have proposed DCGAN based on convolution network structure, WGAN
[21] using Wasserstein distance instead of Jensen-Shannon dispersion, and WGAN-
GP with gradient penalty. These GAN methods improve the model from the network
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structure and loss function to make the network generate better data quality and the
training process more stable. Shao et al. [22] used the improved framework of DCGAN
to learn the original vibration data collected by the mechanical sensor, and generated
one-dimensional signal data to alleviate data imbalance. Zhang et al. [23] proposed a
method to generate a few categories of EEG samples based on conditional Wasserstein
GAN, which enhanced the diversity of generated time series samples. Li et al. [24] pre-
sented a fault diagnosis method for rotating machinery based on auxiliary classifier and
WGAN-GP, which improved the validity of generated samples and the accuracy of fault
diagnosis.

In summary, the existing improved GAN generation methods have made break-
throughs in the design of GAN network structure and loss function, but training insta-
bility still exists in the experimental process of vibration signals based on time series.
Therefore, in this paper, a stable multi-scale progressive generation GAN method is
proposed to ensure the stability of training, speed up convergence, improve accuracy
and robustness.

3 Description of the Algorithm

3.1 MSGAN: Multi-scale Generative Adversarial Network

Multi-scale Mechanism. Multi-scale mechanism can process time series signals at
multiple scales to obtain time series signals with different scales. Different levels of
features of time series signals can be observed at different scales. Therefore, multiscale
mechanism has the ability to better characterize feature information and improve the per-
formance of the network. In this paper, a multi-scale processing mechanism is designed
to process the data in the frequency domain time series of fault vibration signals. The
1D maximum pool method is selected, and its step size is consistent with the core size.
The maximum value in the sliding window can better preserve the instantaneous energy
characteristics of the signal and filter out random noise and high frequency disturbance
to a certain extent. This mechanism can obtain the original vibration signals of multiple
time scales in time-frequency domain. It can extract more comprehensive information,
take into account global and local features, and improve the performance of the model.
In the training process, a set of vibration signals {x1, · · · , xn, · · · , xN },N is the length of
the original input data, xn is the nth vibration value of the original input signal. The cor-
responding scale time series are obtained by one-dimensional maximum pooling with
different steps, and the final data length is N

s . The multi-scale calculation process is
expressed as,

Ms,j = max{ X′
j}, 1 ≤ j ≤ N

S
(1)

where Ms,j is an output signal obtained for multi-scale processing. M is the step size
of one-dimensional max pooling, X

′
j is the jth frequency domain signal sequence with

scale S. Multi scale fault category frequency domain signals are divided into three scale
types: 1 * 40, 1 * 100, 1 * 200.
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Improved Gan Loss Function. WGANproposes the measurement ofWasserstein dis-
tance to replace the JS divergence of the basic Gan model, keeps the loss function of the
traditional Gan unchanged, removes the sigmoid layer of the discriminator D loss, and
cancels the logarithmic process of generator G and discriminator D loss. In addition,
because the Wasserstein distance has no upper and lower bounds, it may cause D to
become larger and larger after multiple iterations and updates. However, the trick used
in WGAN does not really make D satisfy that for any x, the magnitude of the gradient
is less than or equal to 1, so as to meet the 1-Lipschitz condition. Therefore, problems
such as training difficulties and slow convergence will still be encountered in practical.
An improved methodWGAN-GP was proposed. WGAN-GP really realizes the approx-
imate 1-Lipschitz condition restriction on discriminator D by using gradient penalty
instead of weight clipping method of directly clipping gradient value. It has achieved
good performance in practice. The actual gradient penalty term of WGAN-GP is shown
in formula (2). The original loss function of the discriminator is shown in formula (3),
and the loss function of the discriminator of WGAN-GP is shown in formula (4).

GP = Ex∼PPenalty [(‖∇xD(x)‖2 − 1)2] (2)

LWGAN (G,D) = Ex∼PG [D(x)] − Ex∼Pdata [D(x)] (3)

L(D) = LWGAN + GP (4)

Although the loss function proposed by WGAN-GP has been successful in the field
of GAN image generation, it still needs to be improved in the field of one-dimensional
time series data failure sample generation. This paper presents MMD-WGP as a loss
function ofMSGANmodel.On the basis ofWGAN-GP, themaximummean discrepancy
(MMD) [25], which measures the similarity between source domain and target domain
in migration learning domain is introduced to measure the similarity between generated
samples and real failure samples. In the experiment, using WGAN-GP loss function
in one-dimensional time series data generation task, the model converges too fast and
the gradient disappears, which leads to inadequate training and the model is difficult to
optimize. This method solves this problem by introducing MMD penalty of maximum
mean difference, which makes the model training more stable and generates samples
closer to the true fault signal. MMD is expressed as:

MMD[F, p, q] = sup
f ∈F

(Ex∼p[f (x)] − Ex∼q[f (x)]) (5)

where F denotes a given set of functions, p and q are two independent distributions, x
and y obey p and q respectively, sup denotes an upper bound, and f (·) denotes a function
mapping. MMD2 needs to be used in the actual calculation to the generate sample set
DX and the real sample set DY in the actual calculation, which is shown in formula (6)
is shown. The improved loss function MMD-WGP of the MSGAN model is shown in
formula (7).

MMD2[DX ,DY ] = ‖1
x

∑x

i=1
f (xi) − 1

y

∑y

j=1
f (yi))‖2 (6)
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LMSGAN (G,D) = Ex∼PG [D(x)] − Ex∼Pdata [D(x)]+λEx∼PPenalty [(‖∇xD(x)‖2 − 1)2]

+μ‖ 1
x

∑x
i=1 f (xi) − 1

y

∑y
j=1 f (yi))‖2

(7)

In Eq. (9), the first two are Wasserstein distance of WGAN-GP and gradient penalty.
The last one is MMD penalty, which measures the distribution of generated failure
samples and the distribution of real failure samples. Experiments show that compared
with the original WGAN-GP loss function, the improved MMD-WGP loss for one-
dimensional time series data can avoid premature convergence caused by the disappear-
ance ofMSGANmodel gradient. It can Improve the stability of themodel and the quality
of the resulting failure samples.

Local Noise Interpolation Upsampling. In the training process of multi-scale genera-
tion adversarial networkMSGAN, the progressive growth of generated samples requires
the use of the up-sampling method, that is, the input of low-scale generated fault signal
samples to higher-scale signal needs to be processed by upsampling. The main meth-
ods are nearest neighbor interpolation, bilinear interpolation, deconvolution, etc. These
classical up-samplingmethods arewell applied in theGANs. In ProGAN [14], a progres-
sively growing generationmodel, the conversion of pictures from lowdimensional pixels,
4 * 4, to higher-dimensional pixels, 8 * 8, is achieved through nearest neighbor interpo-
lation. In its improved model StyleGAN [26], the core structure synthesis network uses
deconvolution to convert the generated low-resolution pictures into higher-resolution
pictures to double the resolution. In this paper, based on the features of one-dimensional
spectral time series signals and MSGAN networks using input noise control to gener-
ate sample diversity, a local noise interpolation sampling method is proposed, that is,
inserting adaptive Gaussian noise between two points of a low-dimensional time series
signal. The mean σi and variance μi of noise are determined by the local values of the
local window i. The distribution of adaptive Gaussian noise is expressed as

In this paper, based on the features of one-dimensional spectral time series signals
and MSGAN networks using input noise control to generate sample diversity, a local
noise interpolation sampling method is proposed, that is, inserting adaptive Gaussian
noise between two points of a low-dimensional time series signal. The mean σi and
variance μi of noise are determined by the local values of the local window i. The
distribution of adaptive Gaussian noise is expressed as

pG(x, a, b, i) = 1

bσi
√
2π

e
− (x−aμi)

2

2(bσi)
2 (8)

where k value determines the local window size. Parameters a and b are coefficients of
the mean and variance of the signals in the local window.
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The Structure of MSGAN. The structure of MSGAN. The MSGAN presented in this
paper is a stable and fast-convergent multiscale progressive generation GAN frame-
work. The training generator G1 achieves Nash equilibrium with discriminator D1 by
inputting low-scale normal-class frequency domain signal XNormal and low-scale true
sample Sreal1 with Gauss noise Z into generator G1, and generates the same-scale fault
spectrum signal sample S1 for fault class. Then, the generated low-scale fault samples
are sampled on the local noise interpolation to get the mesoscale fault sample S

′
1, and

then the S
′
1 and the real sample Sreal1 are input into the generator. After the Nash bal-

ance between the training generator G2 and the discriminator D2 is reached, a specified
number of intermediate-scale fault frequency domain samples S2 are generated. Use the
same method to generate high-scale fault category spectrum signal S3, or even higher-
scale samples. Finally, multiscale fault frequency domain signal samples with different
granularity (such as 40, 100, 200) can be generated stably. The structure of MSGAN is
shown in Fig. 1. The MSGAN algorithm diagram is shown in Table 1.

Fig. 1. The structure of MSGAN

3.2 MSGAN-ACNN-BiLSTM

In recent years, many experts and scholars have combined GAN or variants of GAN and
CNN into a fault diagnosis model of deep convolution generation antagonistic network
in the field of data imbalance. Hochreite et al. [27] proposed a long Short-TermMemory
Network (LSTM), which has the ability to mine information from long-distance time
series data, and is widely used in the field of fault prediction. The modified BiLSTM
(bidirectional long short-term memory network) can learn the features from two-way
directions of time series, so as to better extract the dependencies between sequences.
The idea of combining CNN with BiLSTM is to extract high-dimensional features by
using the abstraction ability of short sequence features of CNN and then make time
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Table 1. The MSGAN algorithm

Algorithm 1 Multi-scale progressive generative algorithm
Input:
Output:

1:  function MSGAN( ):
2:  for i=1 to 3 do
3:       if is 40:
4:          ,
5:          while , Satisfy Nash equilibrium do
6:             ,
7              
8:       end if
9:      if is 100 or 200:
10:          
11:          ,
12:        while , Satisfy Nash equilibrium do
13:             ,

14:             
15:      end if
16:   end for

series prediction by combining short sequence high-dimensional features of BiLSTM.
But the importance of time series features in time dimension is not always the same.
To solve this problem, Attention Mechanism (AM) Modeling the dependencies of data
features on a global scale to obtain better expressive feature information can improve
model performance.

At present, some studies have applied the attention mechanism to various fields, and
the model performance has been effectively improved. Li Mei et al. [28] proposed an
improved CNN-LSTM architecture by adding AM to process short sequence features
ignored by the existing structure. However, this method lacks robustness, because it is
easily disturbedbynoisewhenusing a single scale,which leads to unstable feature extrac-
tion. Therefore, this paper combines the multi-scale generation model MSGAN, puts
forward the MSGAN-ACNN-BiLSTMmodel which combines the multi-scale attention
mechanism to realize the fault diagnosis of rolling bearings under the imbalanced data
in the practical application scenario. The network structure is shown in Fig. 2.
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Fig. 2. The network structure of MSGAN-ACNN-BiLSTM.

4 Experiments

4.1 The Description of Datasets

In order to verify the validity and robustness of the proposed model in solving the
problem of imbalanced sample of fault signals under actual itions, two different datasets
are selected to validate the model.

Case1 UConn Dataset. The University of Connecticut (UConn) Gearbox Data Set is
a gearbox vibration data set shared by Professor Tang Liang’s team [29]. As shown in
Fig. 3, the experimental equipment is a benchmark two-stage gearbox with replaceable
gears.Nine different health states are introduced to the pinionon the input shaft, including
healthy condition, missing tooth, root crack, spalling, and chipping tip with five different
levels of severity.

Fig. 3. The benchmark two-stage gearbox.
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To verify the effectiveness and reliability of themethods proposed in this paper, three
experimental datasets A, B, B’ are designed from the vibration signal of UConn dataset,
which have nine kinds of health states including health, mixing, crack, spalling and five
degrees of gap fault states. On this basis, four experimental datasets C, D, C’, D’ are
generated using the algorithm.

As shown in Table 2, dataset A is an imbalanced data, which is processed at an
imbalanced rate of 0.1, including 312 normal samples and 32 fault samples in the other
9, totaling 586 samples. Dataset A as training data outputs multiscale generated balanced
dataset C through MSGAN model. There are 312 samples in the normal category and
8 fault categories in C, including three different scales of data generated gradually by
the model. Dataset C’ contains only MSGAN-generated data from Balanced C, not
the original data from F. It is the difference between C’ and A. There are 280 generated
samples for each of the 8fault categories.DatasetB andB’ are test sets used to evaluate the
training effect of the algorithm model. There are 104 samples in each class, 9 categories
in H, 936 samples, 8 categories in H’, 832 samples. These datasets are mainly used to
verify the effectiveness and reliability of the multi-scale generation model proposed in
this paper.

Table 2. The details of datasets from Case1

State Location A B C D B’ C’ D’ Length

0 Normal 312 104 312 312 – – – 200

1 Missing tooth 32 104 32 + 280 32 + 280 104 280 280 200

2 Root crack 32 104 32 + 280 32 + 280 104 280 280 200

3 Spalling 32 104 32 + 280 32 + 280 104 280 280 200

4 Chipping 5a 32 104 32 + 280 32 + 280 104 280 280 200

5 Chipping 4a 32 104 32 + 280 32 + 280 104 280 280 200

6 Chipping 3a 32 104 32 + 280 32 + 280 104 280 280 200

7 Chipping 2a 32 104 32 + 280 32 + 280 104 280 280 200

8 Chipping 1a 32 104 32 + 280 32 + 280 104 280 280 200

Case2 CWRU Dataset. In order to verify the overall performance of the proposed
model, Case2 selects the authoritative data set in the field of bearing fault diagnosis:
Case Western Reserve University (CWRU) bearing dataset. It is the standard bearing
dataset published by the database of CWRU bearing center website. To simulate the
imbalanced fault category data in real application scenarios and to validate the valid-
ity of the methods presented in this paper, ten different health states are selected for
validation, and three datasets A, B and E are designed.
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The dataset E is an imbalanced data set processed by an unbalanced ratio of 0.1. Its
normal sample is 840, and the other 9 categories of faults are 84, total 1596 samples.
The dataset F s an imbalanced data set processed by an unbalanced ratio of 0.0.5. Its
normal sample is 840, and the other 9 categories of faults are 44, total 1236 samples.
The generated balanced Datasets E’, F’ have 840 samples in each class. Dataset G is a
test set with 360 samples in each class. The details of datasets is shown in Table 3.

Table 3. The details of datasets from Case2

State Location Degree E F E’ F’ G Length

0 Normal 0.000 840 840 840 840 360 200

1 Ball 0.007 84 44 84 + 756 44 + 796 360 200

2 Inner race 0.007 84 44 84 + 756 44 + 796 360 200

3 Outer race 0.007 84 44 84 + 756 44 + 796 360 200

4 Ball 0.014 84 44 84 + 756 44 + 796 360 200

5 Inner race 0.014 84 44 84 + 756 44 + 796 360 200

6 Outer race 0.014 84 44 84 + 756 44 + 796 360 200

7 Ball 0.021 84 44 84 + 756 44 + 796 360 200

8 Inner race 0.021 84 44 84 + 756 44 + 796 360 200

9 Outer race 0.021 84 44 84 + 756 44 + 796 360 200

Data Preprocessing. Compared with the original time domain signal, the frequency
domain signal has a strong regularity and contains more useful information about the
original signal, which can help to quantitatively analyze of the vibration signal [30].
However, traditional time-domain analysis and frequency-domain analysis are used to
process vibration data which is less affected by noise or which has a simpler vibration
signal. Under the actual working condition, the vibration signals of rolling bearings may
have strong non-linearity and non-stationarity, so when the above two signal processing
methods fail to meet the requirements, the time-frequency analysis method is needed.
Therefore, considering the complex signal problems of practical engineering problems,
the experiment usesVariationalModeDecomposition (VMD) in time-frequency analysis
method to obtain frequency domain signals as data samples to train the model.

4.2 Experimental Results

Multiscale Sample Generation. To verify the feasibility of MSGAN-ACNN-BiLSTM
to solve the imbalanced problem of vibration signal dataset of rotating machinery in
application scenarios. The experimental samples are randomly cut from various original
signals with a length of 400 time series segments, and the first half of symmetric fre-
quency domain signals is taken after VMD processing, that is, frequency domain signals
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with a length of 200. In the experiment, dataset A, E and F are processed by multi-scale
mechanism, and thenmulti-scale sample data with 1 * 40, 1 * 100 and 1 * 200 granularity
are gradually generated by multi-scale MSGAN.

As shown in Fig. 4(a)-(b), The frequency domain signal map of the generated bal-
anced dataset E’ at 40, 100, and 200 scales. In the same way, imbalanced dataset A
and F are used to obtain corresponding multi-scale balanced generated sample dataset
C and F’ respectively. Eventually, these multi-scale balanced data sets will realize fault
diagnosis through ACNN-BiLSTM model of multi-scale attention mechanism.

Fig. 4. The spectrum of multi-scale generated signal.

Figure 5(a)-(b) shows loss convergence without local noise interpolation for each
fault class and loss convergence after using local noise interpolation during training
process for generating dataset E’, respectively. The experimental results show that loss
convergence can be significantly improved by adding local noise interpolation during
the progressive generation process of MSGAN.

(a). not used the Local Noise Interpolation. (b). used the Local Noise Interpolation.

Fig. 5. Comparison of the local noise interpolation used in progressive generation.
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As shown inTable 4,Case1 uses original imbalanced datasetA,multi-scaleMSGAN-
generated dataset C, C’ and SMOTE-generated dataset D, D’ as training data, respec-
tively. The SVM algorithm, which has stable performance, is used as diagnostic model
to evaluate the validity of generation model on test B and B’. Overall, the accuracy of
the pure generated sample dataset C’ from MSGAN is about 2.40% higher than that of
the original imbalanced dataset A, 0.39% higher than that of the pure generated data D’
from SMOTE, 3.07% higher than that of the imbalanced dataset A from MSGAN, and
1.11%higher than that of the original data. The balancedMSGAN-generated dataset C is
about 3.07% higher than the unbalanced dataset A of the original data, and the balanced
SMOTE-generated dataset D is about 1.11% higher. On different scales, the accuracy
of different generation methods is different. On the 1 * 40 low-scale, the MSGAN-
generated balanced dataset C was about 3.21% higher than the original imbalanced
dataset F, whereas the SMOTE-generated dataset D was decreased by 1.32%. On the
1 * 100 mesoscale, the increases were about 3.74% for dataset C and 2.46% for SMOTE
dataset D. On the 1 * 200 high-scale, the dataset C was improved by about 2.25% and
the dataset D was improved by about 1.87%.

This indicates that the datasets derived from Case1, augmented with generated data,
performed significantly better fault diagnosis accuracy than an imbalanced dataset. It
means that the feasibility and usefulness of using the generated data to balance the data
set. Secondly, on these datasets, the quality of MSGAN-generated samples is obviously
better than that SMOTE-generated. In addition, the difference between different scales
of the generated data indicates that the robustness of single scale is obviously lower
than that of multi-scale model, which proves the necessity of fusing multi-scale data.
The experimental results demonstrate the reliability and validity of the sample quality
generated by multi-scale MSGAN proposed in this paper.

Table 4. Comparison of generated model.

Data scale Imbalance Generated balance Pure generated

Original MSGAN SMOTE MSGAN SMOTE

A C D C’ D’

40 88.46% 91.67% 88.35% 90.50% 87.14%

100 90.60% 94.34% 93.06% 93.87% 92.31%

200 92.84% 95.09% 93.91% 94.71% 93.63%

Multiscale Model Diagnostic Experiments. In order to further validate the feasibility
of the MSGAN-ACNN-BiLSTMmodel proposed in this paper for fault diagnosis under
imbalanced data, several domains-recognized algorithms are selected for experimen-
tal comparison: VMD-SVM [31], DAE-DNN [32], 1D-CNN [33], BiLSTM [34], and
ResNet [35]. VMD-SVM decomposes the original signal into several intrinsic mode
functions IMFs by time-frequency analysis method VMD, filters the noise component
by the steepness index, and finally inputs the filtered IMFs as fault features to SVM
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for fault diagnosis. SAE-DNN is an unsupervised pre-training of DNN by using stack
auto-encoder with tie-weights, followed by fine-tuning of pre-training DNN using BP
algorithm under supervised conditions. The pre-training process helps to mine fault fea-
tures and fine-tuning process helps to obtain discriminant features for fault classification.
1D-CNN uses one-dimensional convolution neural network to extract local features of
time series signals for fault diagnosis. BiLSTM makes use of the forward and reverse
position sequences of known frequency domain signal data to performbidirectional oper-
ations. BiLSTM can extract better sequence characteristics than unidirectional LSTM
and obtain better effect in fault diagnosis. ResNet adds a short-circuit connection mech-
anism based on VGG-19 to implement the core residual unit, solves the degeneration
problem of deep neural network, greatly improves the depth of neural network, and
alleviases the problem of gradient disappearance, making ResNet a popular backbone of
deep neural network. The 5 methods mentioned above and the method proposed in this
paper were used for experimental comparison on the experimental datasets from Case1
and Case2. The experimental results are presented in Tables 5 and 6.

Table 5. Comparison of accuracy of various fault diagnosis models on Case1.

Data Balance Multi-scale Method VMD-
SVM

SAE-
DNN

1D-
CNN

Bi-
LSTM

Res-
Net

Our

A No No – 92.84% 93.38% 94.98% 89.21% 94.34% –

D Yes Yes SMOTE 93.91% 94.12% 91.25% 92.74% 94.97% 95.09%

C’ Yes Yes MSGAN 95.09% 93.483% 95.62% 91.88% 95.30% 96.26%

Table 6. Comparison of accuracy of various fault diagnosis models on Case2.

Data Rate Balance Multi-scale VMD-SVM SAE-DNN 1D-
CNN

Bi-
LSTM

Res-
Net

Our

E 0.1 No No 95.50% 93.75% 95.47% 97.31% 96.97% –

F 0.05 No No 93.33% 92.61% 91.25% 96.14% 95.36% –

E’ 0.1 Yes Yes 97.42% 97.43% 97.22% 97.53% 97.11% 98.47%

F’ 0.05 Yes Yes 96.33% 93.77% 95.28% 97.50% 95.84% 97.69%

The results of multi-scale data generation experiments and multi-scale model diag-
nostic experiments, it can be found that the classification performance of different algo-
rithms on different dataset is significantly different. For example, on Case2, the average
accuracy of 1D-CNN is 94.80, and that of BiLSTM is 97.12%. However, on Case1, the
average accuracy of 1D-CNN was 95.62%, and that of BiLSTM was 90.54%. It show
that the local and global time series feature of vibration dataset derived from different
rotating machinery components are different and unstable in different scales. Such as the
average accuracy of BiLSTM on Case2 is about 2.32% higher than that of 1D-CNN, but
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the average accuracy of 1D-CNN on Case1 is about 5% higher than that of BiLSTM. In
contrast, the diagnostic accuracy of the three multi-scale balanced datasets C, E’, F’ is
96.26%, 98.47% and 97.69%, which are higher than that of other comparison models
with the same imbalance rate. This proves that the multi-scale ACNN-BiLSTM fault
diagnosis method used in this paper can combine the local feature extraction capability
of CNNwith the global timing feature extraction capability of BiLSTM. It has important
application value for fault diagnosis because of its quite good performance on accuracy,
robustness and generalization under different working conditions.

5 Conclusion

In order to deal with the serious imbalance of rolling bearing data in actual work-
ing conditions, this paper proposes a rolling bearing fault diagnosis model based on
MSGAN-ACNN-BiLSTM. In this method, high-quality multi-scale fault sample data
are gradually generated by the multi-scale generative adversarial network MSGAN, and
then mixed with original imbalanced samples to obtain the balanced dataset. Then, the
balanced dataset is input into themulti-scaleACNN-BiLSTMdiagnosticmodel for train-
ing.Under themulti-scalemechanism, the diagnosticmodel obtains better representation
ability of time series features from different scales of frequency domain signal samples,
and further improves the performance of the model by fusing the multi-scale attention
mechanism. Finally, it realizes the accurate diagnosis of the rolling bearing health state
with imbalanced data under actual working conditions. In addition, the proposed model
has better stability, diagnostic accuracy and generalization ability than other methods.
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Abstract. Robot localization, the task of determining the current pose
of a robot, is a crucial problem of mobile robotic. Visual-based robot
localization, which using only cameras as exteroceptive sensors, has
become extremely popular due to the relatively cheap cost of cameras.
However, current approaches such as Bayes Filter based methods and
Visual Odometry need knowledge of prior location and also rely on the
feature points in images. This paper presents a novel semi-supervised
learning method based on Variational Autoencoder (VAE) for visual-
based robot localization, which does not rely on the prior location and
feature points. Because our method does not need prior knowledge, it
also can be used as a correction of dead reckoning. We adopt VAE as
an unsupervised learning method to preprocess the environment images,
followed by a supervised learning model to learn the mapping between
the robot’s location and processed images. Therefore, one merit of the
proposed approach is that it can adopt any state-of-the-art supervised
learning models. Furthermore, this semi-supervised learning scheme is
also suitable for improving other supervised learning problems by adding
extra unlabeled data to the training data set to solve the problem in
a semi-supervised manner. We show that this semi-supervised learning
scheme can get a high accuracy for pose prediction using a surprisingly
small number of labeled images compared to other machine learning
methods.

Keywords: Robot localization · Semi-supervised learning ·
Variational autoencoder · Neural network

1 Introduction

Self-localization is a crucial part of robots or self-driving cars’ navigation sys-
tems. A robot must know its location when the robot needs to interact with the
outer world.

The traditional ways for robot localization, such as Kalman filter and Monte
Carlo Localization (MCL), use the historical sensor data and action commands
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Y. Sun et al. (Eds.): ChineseCSCW 2021, CCIS 1491, pp. 615–627, 2022.
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to predict the current position then followed by a correct step that uses current
sensor data. MCL is very useful when the robot moves continuously, but when
a robot repeatedly senses the environment without moving or is kidnapped, this
algorithm often fails [17, Chapter 8.3]. Although some variants of MCL can
reduce the failure, they cannot completely tackle the problem.

Another approach, Visual Odometry (VO), by analyzing the associated cam-
era frame to determines the motion of the mobile robots. The greatest advantage
of VO is that it is applicable to all types of locomotion on any surface, unlike
common wheel odometry. However, although the accuracy of VO is high, it can
work effectively only when the environments have static scenes with enough
texture [16].

Recently, using machine learning techniques in robot localization has become
popular. One method [10] that uses machine learning techniques combining MCL
gets a high accuracy but also cannot overcome the shortage of MCL.

Another method [5] that uses Convolutional Neural Network (CNN) to learn
the mapping between images and positions but needs a large amount of labeled
data, and this method also produces some bad predictions. This kind of deep
learning approach guarantees a good prediction when a huge labeled training
data set is provided. Nevertheless, in visual-based self-localization, labeled data
is offten hard to get. Therefore, how to use unlabeled data, which is much easier
to obtain, to improve the accuracy of prediction is a vitally important task.

Semi-supervised learning is a machine learning model between supervised
and unsupervised learning, it uses both labeled and unlabeled data to train the
model. Semi-supervised learning base on VAE has been successfully used in some
tasks. A VAE followed by supervised learning model such as SVM and neural
network, has successfully been used in image classifying and captioning [13].

In this paper, we present a novel scheme of semi-supervised learning for
visual-based self-localization based on VAE, a generative model consists of an
encoder and a decoder, and deep neural networks. A VAE trained in an unsu-
pervised manner using only unlabeled data can learn to map an image to a
lower dimension latent variable and map the latent variable back to an image.
When the VAE has been trained, the encoder is used to preprocess the labeled
images producing the latent variables of them, then a neural network trained in
a supervised manner fed by these latent variables and corresponding locations
is able to learn the mapping between latent variables and locations.

Major contributions of this work are as follows:
• A novel scheme of semi-supervised learning is developed for robot localiza-

tion, which uses a small labeled data set and extra unlabeled data.
• A robot localization method that does not rely on prior knowledge of the

location of the robot and the feature points in the images.
• A novel VAE setup implemented by a pair of symmetric CNNs, which

use the same padding convolutional block to adjust the channels and use max-
pooling and upsampling to decrease or increase the height and width of image
data.
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• This semi-supervised learning model is also suitable for improving other
supervised learning problems by adding extra unlabeled data to the training
data set to solve the problem in a semi-supervised manner.

We show that the proposed method can get a higher accuracy compared to
other machine learning models.

2 Related Work

2.1 Robot Localization

Probabilistic localization is the classic algorithm in robot localization. This type
of method is based on the Bayes Filter, which first predicts the probability
distribution of the current location using historical sensor data and the pre-
vious location then corrects the location distribution by current sensor data.
There are several variants of Bayes Filter based algorithm, such as Kalman Fil-
ter Localization, Extend Kalman Filter Localization. These two methods use
a Gaussian probability distribution to approximate the real location distribu-
tion of the robot. Therefore when the real distribution is not a Gaussian, these
methods tend to obtain a bad prediction of the current location. The most pop-
ular algorithm in Bayes Filter based methods is call Particle Filter, or Monte
Carlo Localization (MCL) [19]. The Particle filter approximates the real location
distribution by samples drawn from the real distribution. However, as the envi-
ronment becomes complicated, the accuracy and the efficiency of MCL become
unsatisfied to mobile robots. Although there are many disadvantages of MCL,
it is indeed the most used mobile robot self-localization algorithm due to the
simplicity of the implementation and the reasonable quality of the prediction.

Visual Odometry (VO) is a mature algorithm for robot localization, more
often as a part of visual SLAM (Simultaneous Localization and Mapping). By
analyzing consecutive frames captured by the camera, VO can estimate the
motion of the camera (or robot). Oriented FAST and Rotated BRIEF (OBS) [15]
is one of the most popular feature matching techniques, which builds on FAST
keypoint detector and BRIEF descriptor, using in feature-based VO [12]. The
effectiveness of keypoint detection and the efficiency of descriptor computing
are crucial challenges for feature-based VO. Direct VO is more efficient than
feature-based VO because it does not need to detect the keypoint and compute
the descriptor. Although the direct method is not mature as the feature-based
method, they have become more and more popular [2–4].

Recently deep learning visual-based localization method began to emerge.
For example, poseNet [7] uses CNN and pre-trained networks in localization
that works well both in indoor and outdoor environments. Another method [5]
using CNN and CLSTM (Convolutional Long Short-term Memory) with images
taken by a 360-degree camera to predict the pose of the agent in an indoor
environment. These deep learning based methods usually can get a great result
if we provide enough labeled data.
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2.2 Variational Autoencoder

Autoencoder [9] or NLPCA (Nonlinear Principal Component Analysis) is the
predecessor of VAE. It consists of an encoder and a decoder that try to learn
an encoding (or latent variable z) for a set of data in an unsupervised manner.
Although Autoencoder mainly uses for dimensional reduction (encoding), it is
possible to use it as a generative model to synthesize data (decoding).

VAE [8] is a variant of Autoencoder that try to avoid overfitting in complex
neural network and improve the ability of synthesis by encoding the data to a
distribution of z instead of a single point encoding. It has been successfully used
in image generation [6,14] and text generation [21]. Recently, VAE is also used
in a semi-supervised learning scheme to classify and caption images [13] (Fig. 1).

Fig. 1. Autoencoder. X is the original data, z is latent variable, X ′ is the reconstructed
data decode from z. Basically an Autoencoder try to maximum the information z
retained also minimize the error between X and X ′.

3 Proposed Method

3.1 Overview

Let a mobile robot move in a 2-D environment, which is only equipped with cam-
eras as exteroceptive sensors. Its location θ = (θP , θO) ∈ R

3 is a 3-dimensional
vector that consists of its position θP ∈ R

2 and its orientation θO ∈ R
1. Let

Θ ⊂ R
3, called Location Space (LS), denotes the set of all possible locations

θ ∈ Θ of the mobile robot.
An image X ∈ R

p , which is made up of p pixels, captured in an arbitrary
location θi is denoted by Xi = ϕ(θi), ϕ is called Image Modeling Function (IMF).
X = Xi, i = 1, 2, ..., N is the set of all possible images (assume all images are
distinct) Xi captured in LS Θ (Fig. 2):

X = Xi = ϕ(θi), i = 1, 2, ..., N, θ ∈ Θ (1)
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Fig. 2. VAE. Instead of encoding the data to a latent variable z, VAE encodes the data
to a distribution (in this case, a Gaussian distribution represented by μ and σ2) over
latent space, then z is sampled from the distribution.

as a result, there must be a reverse function ψ = ϕ−1:

Θ = θi = ψ(Xi), i = 1, 2, ..., N,X ∈ X (2)

called Image Localization Function (ILF).
If we have a training data set

Sθ,X = (Xi = ϕ(θi), θi), i = 1, 2, ..., N (3)

consists of N labeled images, which are pairs of data included images and the
corresponding location, a deep learning model can be used to learn ILF ψ, and
the estimation of ILF ψ depends on the quality and quantity of training data set
Sθ,X and the complexity of the deep learning model. Consider another training
data set

Dθ,X = (X1, θ1), (X2, θ2), ..., (Xn, θn),Xn+1, ...,XN (4)

consists of n labeled images and N − n unlabeled images, whose corresponding
location is unknown, and N = αn, α > 1 is much larger than n, it means that in
this data set, unlabeled images are much more than labeled images and can not
use a straight forward deep learning model to get a good estimation of ILF ψ.
In practice, a high quality and quantity data set like Sθ,X is hard to get. More
precisely, a large number of labeled images cannot be obtained easily. Even if
labeled images are easy to get, there are unlabeled images can be utilized, which
is very easy to collect. So, the problem is, when there is a data set like Dθ,X ,
how can we use the extra unlabeled images, which is extremely easy to obtain,
to get a better estimation of ILF ψ than only using the labeled images, which is
hard to obtained and sometimes impossible to obtained automatically and only
can be obtained by hand.

Assuming that there is a pair of functions

X = g(z) = g(f(X)) (5)
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that maps image X ∈ R
p to a lower dimension vector z ∈ R

w , which w < p, then
maps z back to image X. This pair of functions is called encoder and decoder,
and z is called latent variable in Variational Autoencoder (VAE). A VAE can use
a training data set consisting of only unlabeled images X to obtain an estimation
of encoder and decoder.

In our method, the training data set Dθ,X is spited into 2 parts.

Lθ,X = (Xi, θi), i = 1, 2, ..., n (6)

IX = Xj , j = 1, 2, ...,m (7)

which Lθ,X ∪ IX = Dθ,X and Lθ,X ⊂ Ix. IX contains all the images of Dθ,X , is
called Image Set (IS), Lθ,X contained all labeled images of Dθ,X , is called Label
Image Set (LIS). In the first phase of our method, A VAE, implemented by a
DCNN, uses IS IX as training data set to obtain a pair of estimations, ĝ and
f̂ , of the encoder and the decoder is an unsupervised learning model, because
all the images in IS IX are unlabeled. The estimated encoder f̂ , utilizes the
information of all images in the overall training data set Dθ,X , learns a mapping
from very high dimension images, X to much lower dimension latent variables z

f̂ : X → Z = zj = f̂(Xj), j = 1, 2, ...,m (8)

Let us reconsider ILF ψ, we can think that it is composed by 2 different
functions

θ = ψ(X) = φ(f(X)) = φ(z) (9)

an encoder maps image X to latent variable z, and a Latent variable Localization
Function (LLF) φ maps latent variable to location θ. The estimation of encoder
f has already obtained from the former step. For obtaining an estimation for
LLF φ from LIS Lθ,X , first the LIS Lθ,X need to be preprocessed by encoder f̂

L′
θ,z = (zi = f̂(Xi), θi), i = 1, 2, ..., n (10)

then the estimation of LLF φ can be obtained by solving a regression problem
that given the sample labeled dataset L′

θ,z, recover the LLF φ. This can be done
by neural network or other linear regression model.

3.2 Implementation Detail of VAE

The VAE is implemented by a pair of symmetric CNNs. After training, we can
get an encoder and a decoder. The VAE is trained in an unsupervised manner.
In our method, the encoder is implemented by CNN.

The original image is divided by 255 pixel-wise to scale to 0 to 1, then goes
through several convolutional layers, pooling layers, finally gets two same dimen-
sion vectors, representing the mean and variance of the distribution of the latent
variable. Finally, z = μ+σε, ε ∼ N (0, 1) is used to sample the latent variables with
the mean and the standard deviation. As we can see, the same image will generate
different latent variables because of the randomized sampling process (Fig. 3).
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Fig. 3. Encoder of VAE.

In this model, every convolutional layer is same padding, i.e., the size of the
output of the layer is identical to the size of the input. Reducing the size of
input by a factor of 2 is done by several max-pooling layers, which reduce the
coefficients of the neural network. Finally, we can get a much lower dimension
of latent variables through those layers. The benefit of this structure is that a
symmetric CNN can be used for image decoder. The batch-normal layers are
used to regulate the CNN.

The image decoder is also implemented by a CNN, which takes the latent
variables as input and outputs the reconstructed images.

After the FC layer, the latent variable vector is reshaped to a cubic in order
to use convolutional layers and pooling layers to get an image back. Rest of
the network is almost symmetric to the encoder except for the sigmoid layer,
which forces every pixel in the decoded images to have a range from 0 to 1.
All convolutional layers are same-padding to keep the output size unchanged.
The upsampling layers increase the input size by a factor of 2 as a reverse of
max-pooling layers. Also, we use batch-normal layers to regularize the neural
network.

Since we use multivariate Gaussian distribution to represent the distribution
of latent variables, and the output of the decoder is continuous, the loss function
can be written as follow (Fig. 4):

LV AE =
1
2

J∑

j=1

(1 + log(σ2
j ) − μ2

j − σ2
j ) + C‖X − X ′‖22 (11)

In our experiments, J = 1024 (dimension of latent variable) and C = 1 are used.
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Fig. 4. Decoder of VAE.

3.3 Implementation Detail of Regression Model

After the unsupervised learning of VAE, we can get an image preprocessor, which
can map the high dimension data, i.e., RGB images, to much lower dimension
latent variables, i.e., 1-D vectors. In the preprocessing, all labeled images are
fed to the encoder of VAE to get latent variables as their feature vectors. After
the latent variables of labeled images are produced, a Fully Connected Neural
Network (FCNN) is used to solve the regression model that learns the mapping
between latent variables of images and corresponding locations of the images
(Fig. 5).

Fig. 5. FCNN model. Retaining rate of Dropout layer is 0.7, and mean square error
(MSE) is used as loss function.

This model is simply a fully connected neural network combining several deep
learning techniques to get a better regularization. Batch-normal (BN) layers and
a technique called Dropout [18] are used for regularization. It has been shown
that the Dropout technique does an excellent job of regularization.
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4 Experimental Design

4.1 Dataset Description

“Multi-FoV” [20] synthetic dataset is used in our experiments. This dataset is
generated using Blender, which simulates a vehicle moving in a city. When the
vehicle is moving around, it captures images using different cameras and records
the location in which the images are captured. The data set consists of 2500
images (480 × 640) and the corresponding pose (location and rotation). Figure 6
show the sample images provided in the dataset.

Fig. 6. Images that captured by different visual system of vehicle from “Multi-FoV”
dataset.

4.2 Experimental Setting

First, all images are randomly split into a 1750 images training set and a 750
images test set. Then we split the training data set into a labeled training set
and an unlabeled training set. The labeled training set contains 30% (525) of
the images of the training set. The unlabeled training set contains the rest of
the images.

In the first step of our method, all 1750 images in the training set are used
to train the VAE. After this unsupervised training, we get an encoder and a
decoder. The encoder is used to preprocess the images.

Images in the labeled training set will be preprocessed by the encoder to
latent variables. This process can be seen as feature extraction, which maps a
higher dimensional data, i.e., image, to a low dimensional vector. Finally, because
each image has a corresponding location in the labeled training set, we could
use the features vector and locations to train a regression model.

The input of the regression model is the latent variables produced by the
encoder, and the output is the corresponding locations. In the test part, the
images in the test data set are preprocessed by the same encoder, then use the
regression model to predict the locations of the images.
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Fig. 7. Visualization of encoded data. First encode images to 1024 × 1 then use tSNE
to reduce the dimension to 3.

4.3 Experimental Results

First, we want to show the latent variable z of images. Although the dimension
of the encoded data (1024 × 1) is much lower than the original images, it is not
enough to visualize in a plot. So we use t-SNE [11] to furthermore reduce the
dimension to 2 and 3. As shown in Fig. 7, the blue dots (each dot represents an
image) are connected to a string. Figure 8 shows an even clear pattern. Because
the images are captured in a fixed time interval, if we plot the ground truth
positions of images, they will form a string or, more precisely, a line. This pattern
is what we expected. The position information of the images is maintained after
encoding them to latent variables.

Figure 9 compares the input images to reconstructed images produced by
VAE. We can see the reconstructed images are very close to the input images,
although the compression rate of latent variables is extremely high, about 99.5%
(1024 over 256 × 256 × 3). More interestingly, the reconstructed images keep the
main structure and properties of the original images, such as building and sky,
and parts unrelated to the main structure, such as street lamps and reflection
in the mirrors, disappear.

Results of localization of our method compare to Grassmann & Stiefel Eigen-
maps (GSE) [1] based localization method [10] and kernel nonparametric regres-
sion (KNR) based localization method [10] are presented in Table 1. GSE-based
and KNR-based methods are trained using 1750 labeled images. The VAE is
trained with 1000 epochs, and our regression model is trained with 1000 to 2000
epochs to get the most accurate rate. We can see that the results of fisheye
images and catadioptric images outperform other methods but use much less
labeled images. The relative poor accuracy of perspective images is due to the
images’ small field-of-view (FoV).
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Fig. 8. Visualization of encoded data. First encode images to 1024 × 1 then use tSNE
to reduce the dimension to 2.

Fig. 9. Comparision of input and reconstructed images. Upper part is the input images,
and lower part is the reconstructed images.

Table 1. RRMSE for localization compare to GSE and KNR

Image types Proposed (525 labeled) GSE KNR

Perspective (90◦ FoV) 0.076 0.045 0.063

Fisheye (180◦ FoV) 0.033 0.037 0.059

Catadioptric (360◦ FoV) 0.031 0.039 0.058
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In order to furthermore show the advantage of our method, we compare it
to a CNN-based localization method [5]. We use a different number of labeled
images (525, 875) to train the CNN with 1000 epochs. As Table 2 shows, again,
our method outperforms the CNN-based method.

Table 2. RRMSE for localization compare to CNN-based method

Image types Proposed (525) CNN (525) CNN (875)

Perspective (90◦ FoV) 0.076 0.150 0.090

Fisheye (180◦ FoV) 0.033 0.095 0.037

Catadioptric (360◦ FoV) 0.031 0.073 0.037

5 Conclusions

This paper aimed to develop a method that is powered by the most advanced
deep learning technique and does not rely on prior knowledge of the robot’s
location and feature points in the images for robot self-localization and dead
reckon correction. As far as we know, this method is the first semi-supervised
learning robot self-localization algorithm. Experiments showed that our method
could get high accuracy of localization but use much less labeled data.
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