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Preface

The event is a perfect occasion to celebrate the National Education Day, November
11, the Birth Anniversary of Maulana Abdul Kalam Azad, great freedom fighter,
eminent educationist and first Union Minister of Education. The day is also seen as an
occasion to remember Azad’s contribution in laying the foundations of the education
system in an independent India and evaluating and improving the country’s current
performance in the field.

The event is the part of the SVNIT Diamond Jubilee Celebrations. In line with
our service to the humanity, the conference aims to provide a global platform to the
researchers for sharing and showcasing their discoveries/findings/innovations. This
conference involves the areas related to sustainable development. In this conference,
the academicians and industry experts will address new challenges and share solu-
tions at the interface of technology, information, and complex systems and discuss
future research directions. Sustainable development is very much essential in the
contemporary scenario due to increasing environmental concerns, demand for energy,
global warming and end of life safe disposal of products.

The conference is aligned with sustainable development goal 7 of “Affordable
and Clean Energy.” This ensures access to inexpensive, trustworthy, sustainable and
modern facilities for all. During the conference, the sustainable aspect and technolog-
ical progress related to different engineering branches, renewable, green technology
and smart cities will be explored.

The main focus is electrical engineering. However, the sustainable advancement
in other engineering branches is also accommodated for a broader perspective. The
conference has received overwhelming response from researchers across the globe.
During the event, there will be 11 keynote sessions on the vital and relevant topics
related to sustainability by various experts from various institutes from India and
abroad. In addition, there will be around 100 paper presentations in 17 sessions by
the participants and researchers from India and abroad.
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We are thankful to the SVNIT administration for permitting us for this thoughtful
conference and providing us the necessary infrastructure and facilities. So, lets join
hands and explore the horizons for the betterment of the society.

Surat, India Vasundhara Mahajan
Surat, India Anandita Chowdhury
Roorkee, India Narayana Prasad Padhy

Porto, Portugal Fernando Lezama
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Analysis of Effect of Rotor Slot Shape m
on Torque Ripple in Induction Motor L
Using FEM

A. E. Aishwarya and B. A. Sridhara

Abstract Induction motor is the most widely used motor in industry. The torque
ripple is one of the important performance characteristics of the induction motor
and needs to be reduced. Therefore, to maximize motor performance, torque ripple
should be analyzed during the design stage. The choice of rotor slot structure is one
of the factors which affects torque ripple. In this study, the effect of rotor slot shape
of induction motor on the torque ripple is investigated using FEM software JMAG.

Keywords Induction motor * Torque ripple + Flux distribution - Rotor slot shapes *
IMAG

1 Introduction

The induction motor (IM) was invented by Nikola Teslain 1887. Afterward, itbecame
a most widely used rotating machine due to its robust construction and the ability
to control speed [1]. But the effect of torque ripple, noise and mechanical vibrations
is the challenging issues for machine designers. Torque ripple in induction motor is
due to periodic variation of reluctance of air gap with the change in rotor position
[2].

In the recent years, electric vehicles (EV) are becoming popular all over the
world. Three-phase AC induction motor is used in high performance electric vehicle
systems. It is found that the rotor shape and the rotor slots number have important
effect on torque ripple. Torque ripple in induction motor is generally undesirable as it
causes vibration, noise and reduction of life of the machine [3]. To study the effect of
rotor slots on torque ripple, the designer can model induction motor in FEM-based
software. A computer software implementing magnetostatic study based on finite
element method can be used to determine the variation of the flux and induction
motor stored energy for different rotor positions [4].

A. E. Aishwarya (<) - B. A. Sridhara
Siddaganga Institute of Technology, Tumakuru, India
e-mail: aishwarya.eranna97 @ gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 1
V. Mahajan et al. (eds.), Sustainable Technology and Advanced Computing

in Electrical Engineering, Lecture Notes in Electrical Engineering 939,
https://doi.org/10.1007/978-981-19-4364-5_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-4364-5_1&domain=pdf
mailto:aishwarya.eranna97@gmail.com
https://doi.org/10.1007/978-981-19-4364-5_1

2 A. E. Aishwarya and B. A. Sridhara

In this study, the impact of rotor slot geometry on torque ripple of induction motor
is investigated. Motor models with different geometries of rotor slots are created, and
rotor slot geometry with minimum torque ripple has been found. The objective of
this work is to determine the rotor slot type which produces the least torque ripple
among motors with the same ratings.

Finite element method (FEM) can solve magnetostatic problems with a high
degree of accuracy. In this study, motor models were created, and steady-state analysis
is carried out in JMAG Express. This motor model is exported to the JIMAG designer,
and a 2D motor model is created and analyzed for torque ripple with different shapes
of rotor slots.

2 Creation of Motor FEM Model

JMAG is finite element analysis software for electromechanical design. Preliminary
design of motor is implemented in JMAG express and is exported to JIMAG designer
for detailed magnetostatic analysis. At the concept design stage, IMAG express is
used for designing the induction motor and JMAG designer is used for transient
analysis. The flow of motor design in JMAG is shown (see Fig. 1).

The steps of simulations are:

e Pre-processing: Define motor geometry and properties followed by generation of
meshes.

e Processing: Execute the FEM program to solve the magnetostatic field problems.

e Post-processing: Using the results of FEM, performance parameters such as torque
are obtained.

Fig. 1 Flow of motor design
in IMAG JMAG Express - Quick mode

(Concept Design)

!

JMAG Express - Power mode
(Basic Design)

!

JMAG Designer
(Detailed design)
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Table 1 Nominal data of Parameter Unit Value
motor
Rated power kW 90
Pole pair - 4
Number of phases - 3
Air gap length mm 0.7
Maximum outer diameter mm 349
Table 2 Main stator Parameter Unit Value
geometry data
No. of stator slots - 48
Outer diameter mm 349
Inner diameter mm 235
Tooth width mm 6.98
Table 3 Main rotor Parameter Unit Value
geometry data
No. of rotor slots - 38
Outer diameter mm 233.6
Shaft diameter mm 70
Slot opening width mm 1.29

The nominal data of the induction motor under study is given in Table 1, main
stator geometry data in Table 2 and main rotor geometry data in Table 3 [5].

In this study, different configurations of rotor slots of induction motor are used to
analyze the torque ripple.

Initially, JIMAG express is used to create the basic induction motor model and
to obtain steady-state analysis results. Then, to obtain the torque ripple from motor
model, transient analyses is performed using JIMAG designer. Rotor slot shape type
impacts the magnetic field distribution. A small variation of magnetic field distribu-
tion results in substantial difference in the performance of induction motor [3]. With
the increase in slot opening width, the variation in reluctance is higher, but it is easy
to insert the conductors in slot during the manufacturing.

In this work, JIMAG express software is used to design the motor model. The
designed induction motor models are rectangular rotor slot (see Fig. 2), oval rotor
slot (see Fig. 3) and round rotor slot (see Fig. 4).

The torque—speed characteristics of induction motor with rectangular (see Fig. 5),
oval (see Fig. 6) and round (see Fig. 7) rotor slots are shown.

The designed induction motor model is exported to JIMAG designer. The model
of induction motor in JMAG designer with rectangular rotor slot (see Fig. 8), oval
rotor slot (see Fig. 9) and round rotor slot (see Fig. 10) is shown.
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Fig. 2 FEM model of IM
with rectangular rotor slot

Fig. 3 FEM model of IM
with oval rotor slot

Fig. 4 FEM model of IM
with round rotor slot

Fig. 5 Torque—speed

characteristic of IM with 1000 I 3
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Fig. 6 Torque—speed

characteristic of IM with 1000
oval rotor slot
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Fig. 8 Induction motor with
rectangular rotor slot

3 Mesh Generation

The created model is split into number of domains by meshing, and the solution of
field problems is obtained in each domain. The meshed geometries are shown for
rectangular (see Fig. 11), oval (see Fig. 12) and round (see Fig. 13) rotor slots.
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Fig. 9 Induction motor with
oval rotor slot

Fig. 10 Induction motor Induuction Metor
with round rotor slot

Fig. 11 Mesh generation for
induction motor with
rectangular rotor slot

4 Flux Distribution and Torque Ripple

The performance of induction motor is influenced by flux distribution in the air gap,
and hence, the magnetic field distribution is determined by using two-dimensional
FEM analysis. The flux distribution plots of IM with different rotor slots are shown
(see Figs. 14, 15 and 16).

The torque ripple can be expressed as [3],
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Fig. 12 Mesh generation for
induction motor with oval
rotor slot

Fig. 13 Mesh generation for Sibuckion Moter
induction motor with round Oosec 1
rotor slot

Fig. 14 Flux distribution in Irduction Motor
rectangular rotor slot Cosec |

where ¢, is air gap flux, R is air gap reluctance and 6 is position of rotor.

The torque ripple is mainly due to variation of stored magnetic energy in the air
gap. For induction motor, the torque ripple generated by reluctance variation is a
periodical waveform with respect to the mechanical rotational degree. This period is
specified by,
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Fig. 15 Flux distribution in
oval rotor slot

Fig. 16 Flux distribution in A
round rotor slot

_ 2
GTslotfperiod - 1cm(Ns,Np) (2)

where 27 is one complete rotation of rotor, N is number of stator slots, N, is number
of poles and Icm is least common multiple.

Torque variations in one complete rotation of the rotor are shown for rectangular
rotor slot (see Fig. 17), oval rotor slot (see Fig. 18) and round rotor slot (see Fig. 19).
It is observed from these figures that rotor slot geometry affects torque ripple.

The peak-to-peak torque ripple of induction motor can be expressed as,

Titot - pp — Max(Tgo) — Min(Tslot)

Induction motor with rectangular rotor slot (see Fig. 17) and oval rotor slots (see
Fig. 18) has higher torque ripple as compared to the induction motor with round (see
Fig. 19) rotor slots. The torque ripple of oval rotor slot is 1%, round rotor slot is
0.75% and the rectangular rotor slot recorded torque ripple of 1.15%.

In round shape geometry, tooth width is reduced which results in lower variation
in air gap length, and in turn, reluctance variation is reduced. Therefore, torque
ripple is reduced in induction motors with round rotor slots. The induction motor
with rectangular rotor slot (see Fig. 17) and oval rotor slot has greater torque ripple
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Fig. 17 Torque ripple in rectangular slot
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Fig. 18 Torque ripple in oval rotor slot

compared to that of round rotor slot. Hence, it is concluded that shape of the rotor
slot affects the torque ripple.

5 Conclusion

In this paper, three topologies of induction motors are studied to understand the
impact of rotor slot shapes on the torque ripple. Comparative analysis of induction
motor with rectangular rotor slot, oval shaped rotor slot and round rotor slot is carried
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Fig. 19 Torque ripple in round rotor slot

out using JMAG. The results indicate that induction motors with round rotor slot have
lower torque ripple as compared to oval shaped rotor slots and rectangular rotor slots.
However, due to moment of inertia of motor and load, the effect of torque ripples on
motor speed variations would be negligible.
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Abstract Nowadays, the disposal of scrap is a worldwide problem because of their
non-degradability, causing environmental pollution. Therefore, recycling of this type
of scrap is very important for economic saving and positives effect on the environ-
ment. So in this work, an attempt is made to use scrap aluminium wire as reinforce-
ment in concrete to increase the splitting tensile strength of concrete composite. Wire-
reinforced concrete gives better results due to load distribution from matrix phase to
wire and also wire acts as a crack arrester. In the fabrication process, the percentage
of scrap aluminium wire is taken as 0, 1, 2 and 3% in partial replacement of sand by
weight. The split tensile test is an another way for calculating the tensile strength of
concrete structure. In this analysis, a cylindrical sample with standard dimension was
put horizontally while the force is applied radially on surface of cylinder which results
in crack propagation in vertical direction along its diameter. This tensile strength was
investigated by both experimental and finite element analysis on ANSYS software
20. Finite element analysis shows a good agreement with experimental results. With
the help of modelling and experimental analysis, it was found that mechanical prop-
erties of wire-reinforced concrete have increased up to 2% of wire reinforcement
but on further increasing percentage of wire, mechanical properties start decreasing,
Therefore, 2% of wire-reinforced concrete have maximum tensile strength. Thus,
the scrap aluminium wire could be a good choice to use as a suitable reinforcement
in concrete.
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1 Introduction

In recent years, various types of electricals scrap are increasing day by day, which
is harmful to the environment so recycling is very important to minimize this scrap.
This scrap can be used in constructional industries to improve its performance. Other
types of scrap in the form of fibres such as polyethylene fibre, carbon fibre and basalt
fibre are now used in constructional and infrastructure development [1]. E-scrap
involves scrap electrical and electronic equipment that reached its end life. E-scrap
is more toxic than municipal scrap because it consists of more toxic materials. This
type of scrap contains more than 1000 different components that are non-toxic and
toxic materials such as lead, cadmium, mercury and arsenic will cause health prob-
lems if they are not managed carefully [2]. Cement concrete is extensively used for
construction purposes. Cement concrete has brittle fracture characteristics so there
is a high risk of the fracture without any prior information in engineering construc-
tions. Plain concrete has limited toughness and strength to satisfy the requirement
of engineering load-bearing structures. For better durability and safety, introducing
toughening material such as fibres results in the improvement of the compressive
strength, shear strength and fracture resistance of the reinforced concrete [3]. In the
past decade, fibre-reinforced concrete has been used in constructional and building
application worldwide and also carbon fibre is the most commonly used for the
development of fibre-reinforced concrete material which has many advantages such
as high strength, good stability, lightweight, excellent combination with cement and
so on [4]. Scrap tyre is also one of the most complicated scrap materials; if not
handled properly, scrap tyre can be a hazard to the environment so recycling of this
type of scrap is also very significant. Scrap tyre rubber is used in concrete as rein-
forcement by partially replacing fine aggregate by which dynamic properties can be
improved [5, 6].

An aluminium wire is most widely used in electrical and electronic purpose, wiring
of households and constructional area, and when the life of this wire is over, then it
becomes a scrap which is harmful to the environment. Major parts of aquatic as well
as terrestrial ecosystem are affected. In the aquatic environment, aluminium works
as a toxic agent on gill-breathing animals such as fish which is difficult to survive in
this environment. Therefore, recycling of scrap aluminium is very important. Cost
of aluminium wire is low and also has anti-corrosive and lightweight characteristics.
Recycling of scrap aluminium wire for fabrication of utility product may involve a
huge amount of energy, time and effort as acceptable level of purity of aluminium
ingots need to be ensured. Further, the process of recycling of most of the materials
leads to generation of hazardous gases causing pollution. Hence, it is a good idea to
reuse the aluminium wire scrap as reinforcement in cement concrete to improve its
mechanical properties in place of going for its recycling. Usage of aluminium wire
by India is 18% of worldwide.
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2 Literature Review

In the past, many researchers have studied to evaluate the mechanical properties of
fibre-reinforced concrete (FRC) in which scrap materials are used as reinforcement in
concrete to improved its mechanical properties and also to minimize this scrap which
is harmful to the environment. Samindi et al. [4] have investigated that the use of steel
fibre, recovered from tyre scrap, as a reinforcement in concrete, the mechanical prop-
erties such as tensile strength and flexural strength were improved and in this experi-
ment, the percentage of steel fibre was taken as 0%, 0.5% and 1% by volume. Hameed
and Ahmed [5] have reported that by using polyethylene terephthalate (PET) in a
concrete, compressive strength, flexural strength and tensile strength were increased
by 58, 25.59 and 130%, respectively. Sun et al. [3] experimentally studied that by
using basalt fibre as reinforcement in concrete, the mechanical properties such as
compressive strength, flexural strength and tensile strength were increased. Aghaee
et al. [7] experimentally reported that with the use of steel fibre which was recovered
from building and infrastructures projects to make lightweight structural concrete,
the mechanical properties such as compressive strength, flexural strength, tensile
strength and impact test were increased when compared with plain concrete and
in this experiments, the percentage of fibre for all fibre-reinforced concrete speci-
mens were taken as 0.25, 0.5 and 0.75% in volume fracture of concrete. Hameed
and Shashikala investigated that by replacing 15% of fine aggregate with crumb
rubber, fatigue failure load and impact resistance can be improved [8, 9]. Zheng
et al. investigated the damping properties of rubberized concrete. Damping prop-
erties of concrete can be increased by replacing 20% fine aggregate with shredded
rubber. These researchers studied that damping properties increased, while compres-
sive strength decreased [10, 11]. Some researchers have reported that by using scrap
electrical wire in concrete, the load-carrying capacity is increased which prevents the
opening of macro-cracks and also reduced the width of micro-cracks while providing
good resistance against impact and dynamic load and also increased tensile strength
of wire-reinforced concrete [7]. Aluminium wire is used in various electrical and
electronics purposes, wiring of households and constructional area, and when the
life of this wire is over, then it becomes a scrap which is harmful to the environ-
ment. Recycling of scrap aluminium wire and fabrication into other components
will involve enormous energy. Therefore, a portion of scrap aluminium wire can be
planned for use as reinforcement in concrete to improve its mechanical properties
[6, 12].

In the current research, scrap aluminium wire was added into concrete as a
secondary raw material to test the potential sustainable construction concept. The
mechanical property such as tensile strength of scrap aluminium wire-reinforced
concrete was investigated by both experimental and using ANSYS software 20 after
curing periods of 28 days and comparing all results.
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Fig. 1 a Scrap aluminium wire, b rough surface of wire, ¢ non-rough surface of wire and d naked
Al wire

3 Experimental Investigation

3.1 Materials Required

Ordinary Portland cement (OPC) of 53 grades was used for samples preparation.
Specific gravity and fineness of cement are 3.15 and 227 m?/kg, respectively. Good
quality of river sand was used, and size of sieve, specific gravity and bulk density
of sand is 4.75 mm, 2.66 and 1780 kg/m?, respectively. The crushed stone particle
of size less than 20 mm is used as a coarse aggregate, and specific gravity and bulk
density of coarse aggregate are 2.81 and 1540 kg/m?, respectively [9, 11]. Normal
drinking water is used for making a mixture of these materials in which water—cement
ratio is 0.4. In this experiment, naked and PVC-insulated scrap aluminium wire of
length 60 mm and diameter 1 mm is used as reinforcement in concrete. Modulus of
elasticity and Poisson’s ratio of aluminium wire are 70 GPa and 0.35, respectively
[13] (Fig. 1).

3.2 Concrete Mix Design

Concrete design for M30 grade is taken according to Indian Standard Code 10262-
2009 [14]. Dimension of sample for tensile strength and standard core is 150 x
300 mm and IS-5816, respectively. Mix design quantity and ratio for M30 grade
concrete are given in Table 1.

’[l;asl;le 1 Concrete mix design Materials Quantity (kg/m?) Mix ratio
Cement 350 1.00
Sand 896 2.56
Coarse aggregate 1140 3.26
Water 140 0.40
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3.3 Fabrication Work

Scrap aluminium wire (both naked and PVC-insulated aluminium wire) is mixed
with concrete to improve its mechanical property. The surface of PVC-insulated
wire has been roughened with the help of sandpaper for enhancing the bonding of
aluminium wire (fibre) with concrete (matrix). The percentage of wire is taken as 0,
1,2 and 3% in partial replacement of sand by weight. The mechanical property such
as tensile strength was determined after 28 days of curing at ambient temperature,
and distribution of wire is random and aligned type. The fabrication process involves
the mixing of materials, moulding, ramming, removal of freeze samples, curing
and testing. Concrete samples details are shown in Table 2. Mechanical property
of wire-reinforced concrete results is compared with normal concrete (i.e. 0% wire
reinforcement) and also compared with finite element analysis results.

Mixing of Materials. For the preparation of normal and wire-reinforced concrete,
materials are first mixed in the dry state for one minute, and during the mixing oper-
ation, scrap aluminium wire is added and all materials are mixed properly according
to mix proportion as shown in Fig. 2 and the water—cement ratio of 0.4 is used [7].

Preparing the Samples. When all materials are mixed properly, then the paste of
concrete is poured into a mould of the cube, cuboid and cylinder and rammed properly
with the help of rammer by which porosity and air bubbles could be reduced in the
casting. The mould is polished with crude oil for easy removal of freeze samples.
After filling the mould, the concrete samples are strengthened with the help of a
vibrating table for a period of 8 to 12 s. After 24 h under constant ambient temperature,
when samples are freezes then it is removed from the mould [7, 16] (Fig. 3).

Curing of Samples. The fabricated samples for compression, flexural and tensile
strength are water cured for 28 days at ambient temperature as shown in Fig. 4.
During curing hydration takes place which decreases the porosity and improves the
strength and durability of concrete samples as reported by Uchida and Takeyama,
2010 [17].

Tab!e 2 Concrete samples Type of concrete | Type of distribution | Type of scrap Al
details . . .
mixture of Al wire wire
CM1 Random Naked Al wire
cM2 Aligned Naked Al wire
CM3 Random Rough surface of
CM4 Aligned Al wire
Rough surface of
Al wire
CM5 Random Without rough
surface of Al wire
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Fig. 2 Mixing of materials

Fig. 3 Prepared samples

Fabricated sample in
water

Fig. 4 Curing of samples
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3.4 Experimental Set-up

Tension Test of Concrete. Tensile test of cylinder sample (150 mm diameter and
300 mm length) was performed on the universal testing machine according to IS-
5816. Diametric lines are drawn on each cylinder to ensure that they are in the same
plane. The splitting tensile strength is determined from Eq. (1) after 28 days of curing
at ambient temperature [3].

T =2P/rmld (D

In Eq. (1), T stands tensile strength, (MPa), P is the maximum applied load (N),
and / and d are the length and diameter (mm) of sample (Fig. 5).

4 Finite Element Analysis

Finite element analysis (FEA) is a computer-based technique to solve a complex
problem and to calculate the behaviour of mechanical structures. FEM analysis used
to solve any phenomena such as vibration, stress, deflection and other behaviour.
The behaviour of each element is described with a relatively simple set of equation.
This element joints into a large set of the equation by which behaviour of the whole
structure can be described. Process of this analysis starts with creating a geometry of
the model, and then meshing is done, and after applying boundary conditions, results
can be obtained [16, 18].

Fig. 5 Splitting tensile test
set-up
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Table 3 Materials properties

A. K. Gupta et al.

Material properties 0% WRC 1% WRC 2% WRC 3% WRC
Young’s modulus, E (GPa) 27 27.9 28.45 28.23
Poisson’s ratio, v 0.20 0.2015 0.203 0.205

4.1 Material Properties

Material properties for each composition of concrete mixtures are required for finite
element analysis. The density of cylindrical sample was 2510 kg/m?. Modulus of
elasticity (E) and Poisson’s ratio (v) are calculated with the help of rule of mixtures

for each composition of concrete mixture which is given in Table 3.

4.2 Modelling and Meshing

Modelling of cylinder was done in ANSYS 20 software. Sizes of model are same as
used in experimental work. Meshing involves division into small pieces of the entire
model with the help of tool available in any FEA software. The goal is to make a
mesh that accurately captures the models with high-quality cells [8] (Fig. 6).

Fig. 6 Meshing on
cylindrical model
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5 Results and Discussion

5.1 Tensile Strength

Comparison of tensile strength results for various concrete mixtures, i.e. different
wire reinforcements in concrete with ANSYS software result, is shown in Table 4 as
well as in Fig. 7.

With the help of experimental analysis, it is found that tensile strength of wire-
reinforced concrete has increased up to 2% of wire reinforcement because on
increasing wire percentage, the bonding between wire and concrete mixture becomes
good but further on increasing wire percentage, i.e. 3%, tensile strength of concrete
mixture decreased as shown in Fig. 7. This happen due to poor bonding between wire
and concrete mixture. Both experimental results as well as ANSYS software results
is shown in Fig. 7, through which it could be analysed that experimental results are
very close to the finite element analysis result which validates the obtained results.

Table 4 Comparison of tensile strength for WRC with FEA results (MPa)

Type of concrete mixture and FEA models | 0% WRC | 1% WRC | 2% WRC |3% WRC
CM1 3.60 4.34 5.52 5.02
CM2 3.60 4.21 5.23 4.99
CM3 3.60 3.98 4.88 4.12
CM4 3.60 3.95 4.65 4.02
CM5 3.60 3.72 4.33 3.99
FEA results 3.32 5.40 7.24 4.64
8
z 7 ECM1
% 6 HCM2
S5
5, mCM3
54
& HCM4
@ 3
= HCM5
z2
el M FEA result
0
0% 1% 2% 3%
Percentage of WRC

Fig.7 Variation in tensile strength
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Fig. 8 Comparison between rough and non-rough surface of wire

5.2 Comparison between Rough and Non-Rough Surface
of Wire

Rough and non-rough surface of aluminium wire is used in concrete mixtures 3, 4
and 5. After experimental analysis, it could be concluded that more cement particle is
attached on the rough surface of wire by which this wire exhibits better bonding with
concrete when compared with non-rough surface of wire. Thus, the load-bearing
capacity of the rough surface of wire is better than that of non-rough surface of wire.
A similar type of work was conducted by some investigators [12] (Fig. 8).

5.3 Failure Analysis

The failure analysis of WRC with a variable percentage of wire and normal concrete
is similar. In case of tensile test, a micro-crack appeared in the middle of the sample
and on increasing load, the sample is broken from the middle of the cylinder as shown
in Fig. 9 as reported by some researchers [3, 16].

ANSYS Crack propagation
2020 R1

ACADEMIC

0.0 200,00 (mm) ('
L
100,00 X

Fig. 9 FEA result and fractured sample of cylinder
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6 Conclusions

In this research, modelling and experimental analysis of scrap wire-reinforced
concrete were investigated and naked aluminium wire-reinforced concrete results
are compared with normal concrete in which no wire is mixed. Experimental results
are also validated by finite element analysis results. The following conclusions could
be drawn from the present investigation.

e Tensile strength of concrete by using scrap aluminium wire was increased by
20.55, 53.33 and 39.44% when compared with normal concrete.

e An addition of 2% Al wire as reinforcement to plain cement concrete gives best
results for tensile strength.

e Bare Al wire as reinforcement gives best bonding to other matrix ingredi-
ents, followed by scratched PVC-coated and unscratched PVC-coated Al wire
reinforcements.

e Experimental investigation gives satisfactory results when compared with FEA
results.

Hence, this research paper could be concluded that the mechanical properties of
wire reinforcement concrete exhibit better results than normal concrete. So scrap
wire could be a good choice to use in concrete by which economic savings and
mechanical properties can be improved and also minimize the scrap which is helpful
to the environment.
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IoT and Cloud Network Based Water
Quality Monitoring System Using IFTTT | @@
Framework

Abhishek Kumar, Sanjay Kumar Suman, L. Bhagyalakshmi,
and Anil Kumar Sahu

Abstract An exploiting the increased ubiquity of wireless, mobile and sensor
devices, the Internet of Things (IoT) has presented a potential opportunity to construct
sensitive industrial systems and applications. Recent agriculture, the food processing
unit of industry, environmental monitoring, security surveillance and other industries
have all conducted industrial IoT initiatives. Based on IoT and cloud network tech-
nology, we built an Android mobile application to measure and report water quality.
In the proposed system, multiple sensors are used to measure the presence of impurity
in the water resource system. The impurity is tested in physical and chemical form.
The proposed system will measure and monitor the following water parameters for
analysis: potential hydrogen (pH), turbidity and temperature continuously. Further-
more, the values are stored continuously in a cloud-hosted NoSQL database named
FIREBASE using IoT technology. We developed a simple user-friendly mobile appli-
cation in order to access the parameter values from anywhere and at anytime based
on IoT and cloud system technology. The developed mobile application uses the
IoT technology and receives the parameter values from the database and displays
these parameters in real time. An IoT platform named If This Then That (IFTTT) is
adapted to alert the user/higher official with a voice message whenever the parameter
values are not in the acceptable range. In the developed mobile application, the alert
message contains the values of all the parameters and time to measurement when the
quality breach has occurred.
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1 Introduction

The Internet of Things (IoT) and cloud network systems are new technologies, and
the rapid growth of these technologies, as well as their application for impending
wireless systems, has led to the development of IoT and cloud network systems as a
worldwide network infrastructure [ 1-3]. This communication network infrastructure
is made up of a variety of interconnected devices that use sensory, communication,
networking and information processing technologies [4].

Water is one of the most valuable natural resources that humanity has been given.
Unfortunately, one of the most severe concerns for green globalisation is pollution.
In order to ensure the quality of drinking water, it must be analysed and monitored
in real time in order to ensure its safety. Water quality measurement and monitoring
systems must be able to detect changes in water quality immediately and notify them
to the appropriate person for further action [5, 6]. The use of IoT-based monitoring
technologies makes it simple to keep track of the drinking water quality in real time.
Furthermore, the client/user can monitor quality metrics at any time via a mobile
phone application thanks to the integration of cloud and IoT technology [4].

Various studies have recently been published that claim to be able to remotely
monitor water quality. Gokulanathan [7] created a GSM-based water quality moni-
toring system that uses Arduino to monitor temperature, pH and dissolved oxygen in
the water for analysation. Finally, using an Internet browser application, data from
sensors may be viewed. The authors of [8] proposed an IOT-based water quality
monitoring system that includes multiple sensors that assess physical and chemical
properties of water such as temperature, pH, turbidity and flow to analyse water
quality [9]. The measured data from the sensors is processed by the core controller,
which is based on Arduino. Finally, the sensor data may be seen on the Internet using
a Wi-Fi configuration. Fortunately, the adoption of IoT software platforms aids in
overcoming the obstacles that come with the wide range of technologies, systems,
and design concepts that make up the Internet of Things [10]. IoT-based water quality
measuring system will measure the following water parameters for analysis: poten-
tial hydrogen (pH), turbidity and temperature. The acidity or alkalinity of a solution
is measured by the pH of that solution.

In this work, we developed a simple user-friendly water quality mobile application
in order to access the parameter values from anywhere and at anytime based on IoT
and cloud system technology. In the proposed system, multiple sensors are used
to measure the presence of impurity in the water resource system. The impurity is
tested in physical and chemical form. The proposed system will measure and monitor
the following water parameters for analysis: potential hydrogen (pH), turbidity and
temperature continuously.

There are three major parts of the system, which are the information manage-
ment subsystem (sensor-based hardware development), the data collection subsystem
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(cloud data storage) and the monitoring terminal subsystem (the mobile application).
The structure and implementation of each subsystem are elaborated, and the functions
of each module in the system are tested by experiments. Furthermore, the values are
stored continuously in a cloud-hosted NoSQL database named FIREBASE using IoT
technology. A simple user-friendly mobile application is developed in order to access
the parameter values from anywhere and at anytime. The developed mobile appli-
cation uses the IoT technology and receives the parameter values from the database
and displays these parameters in real time. An IoT platform named If This Then That
(IFTTT) is adapted to alert the user/higher official with a voice message whenever
the parameter values are not in the acceptable range. The alerting message contains
the values of all the parameters and the time instance at which the quality breach has
been occurred.

2 System Model

The objective of this work is to develop a real-time water quality measuring and
monitoring system based on IoT and cloud network. The developed mobile applica-
tion is based on IFTTT framework. The system model of the proposed water quality
measuring and monitoring technique is illustrated in Fig. 1. In the proposed system,
we use a NODE MCU as a core processor of the system.

The NODE MCU (Wi-Fi enabled microcontroller) is the heart of the system. pH
sensor, turbidity sensor and temperature sensor acts as inputs to the microcontroller.
The parameter values are taken from the input sensors are pushed into the FIREBASE

Parameter values to

pH sensor mobile application

(SENO161)

Wi Fienabled —— FIREBASE
micro database

Turbidity controller
sSensor MOblIe

(SEN0189) i
_ IFTTT
(NODE MCU) :> (IoT platform) f :

Call Alerts

Temperature
sensor

(DS18B20)

it

Power supply

Fig. 1 The system model illustration of the proposed water quality measuring and monitoring
system
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database. The mobile application collects the parameter values from the database and
displays them in real time. If any of the parameter values is not in the specified range,
then the microcontroller is connected to the IFTTT host and then sends the user an
alerting voice message/call. The voice message contains all the parameter values and
also the time instance at which the quality breach has occurred.

3 Prototype of Advance Water Quality Monitoring System

The developed monitoring system is based on the combination of both hardware
and software systems. The hardware components used in the proposed system are as
follows:

o NODE MCU: It is a Wi-Fi enabled microcontroller with 32-bit RISC CPU,
operating voltage of 3.3 V and clock speed of 80 MHz.

e Turbidity Sensor (SEN0189): operating voltage of 5 V whose response time is
less than 500 ms.

e Temperature Sensor (DS18B20): It is a stainless steel tube of 6 mm diameter by
30 mm long. The operating temperature range is —55 °C to 4125 °C (—67 °C to
4257 °C), and the voltage associated with the sensed temperature is in the range
of 3-55 V.

e pH Sensor (SENO161): It has an operating voltage of 9 V and measuring
temperature between 0 and 60 °C.

The hardware components and their connection to measure the parameters of
drinking water are illustrated in Fig. 2.

Fig. 2 The used hardware
and its connections
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A set of software and application frameworks are used to access the IoT and
cloud network to develop an Android-based mobile application for water quality
monitoring system. The software and application framework, which are used in the
proposed system, are listed below:

e Arduino IDE: The microcontroller is programmed using an integrated develop-
ment environment.

e FIREBASE Database: It is a cloud-hosted NoSQL database used to store
the parameter values. The data can be accessed by “n” number of clients
simultaneously from anywhere and at anytime.

e JFTTT: If This Then That is an IoT platform used to create simple condi-
tional statements called applets. Each applet has two parts, namely “service”
and “action”. Whenever the service is triggered, the action is performed by the
applet. Here, “webhooks” is considered as service and “VoIP calls” as action. So,
whenever the webhook is triggered, the applet calls the user.

e MIT App Inventor: It is a platform used to develop software applications. A
simple user-friendly mobile application has been developed which makes use of
IoT technology to display all the parameter values.

N

Andriod Logical Developement Based on IFFT
Framework

MIT App Inventor is one of numerous platforms for developing a mobile application
that uses IoT technology. We selected MIT App Inventor for this project because it is
an open-source platform that provides an intuitive, visual programming environment
that allows anyone, including children, to create fully functional apps for smartphones
and tablets. It enables us to construct application software (apps) for two operating
systems (OS): Android and IOS, using our own code. Creating an application in MIT
App Inventor usually has two phases, designer and blocks.

In the designing phase, we just have to drag the required components from the
palette and drop them in the mobile screen. We can adjust the styling and properties
of the components as per our desire. In order to connect to the database, we need to
add FIREBASE database component to the application while creating it and include
the database URL which was provided at the time of database creation. Figure 3,
shows the user interface (design) of the mobile application. It displays the values of
turbidity, temperature and pH parameters.

Moving on to the blocks phase (coding phase), where we write the actual func-
tionality of our application. We will be able to see a list of blocks if we click on
a component. Select the particular block that suits your purpose. In our case, the
purpose of the application is to display the parameter values from the database, and
whenever the values get changed in the database, the application should display the
recent and updated values. To fulfil the above purpose, we have selected “when
FirebaseDb.DataChanged do” block. It means whenever the data is changed in the
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Fig. 3 A screenshot of the Less 0 ®uon
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database, the statements inside that block are executed. The entire coding/logic on
which the mobile application runs is displayed in Fig. 4. The entire code basically
means whenever the data in the database is changed, the same data has to be updated
in the mobile application.

Figure 5 explains the flowchart of the developed system. First, the microcontroller
is connected to the Wi-Fi network available, and then the parameters are read from
the input sensors. The parameter values are stored in the database and displayed in
the mobile application. If the quality is bad, then the IFTTT host is connected and
an alerting voice message/call is sent to the registered user.

5 Real-Time Water Quality Mointoring Using
the Developed Device and Android Application

In this section, we described the working satuts of the developed device and mobile
application with the cases of the parameter change. In the first case, we examine the
monitoring system when the given parameters are in the normal range or acceptable
range. In the second case, we examine the performance of the monitoring system
when the parameter value is in the abnormal range or unacceptable range. The accept-
able limit for turbidity for drinking water is 1 NTU, and the acceptable ranges for



IoT and Cloud Network Based Water Quality Monitoring ...

"1l FirebaseDB1 = BdEIETe2,E ol (=]
tag  valve

do [(a] if

get

Fig. 4 A database framework for cloud network access

Connection is established between
NODEMCU and Wi-Fi network

v

NO
Quality
Breach

Values are read from sensors Connect to IFTTT host

. !

Data is pushed into the FIREBASE
database

IFTTT applet is triggered
¢ to call user user

Sensor data is displayed in the
mobile application

Fig. 5 Flowchart of he developed water quality monitoring system




30 A. Kumar et al.
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temperature and pH are 15-35 °C and 6.5-8.5, respectively. We have seen the devel-
oped moblie application and water qualiy monitoring systems are giving the expected
performance in both cases. The detail study of both cases is presented below:

Case 1: If all the parameters values are in the acceptable range, the values are stored
in the database and displayed in the mobile application. Figure 6 shows the real-time
database of firebase. As it is a NoSQL database, the data is stored in key-value pairs
instead of tables, and it is stored in the cloud network which can access from anytime
any where with the developed mobile application.

Case 2: If any of the parameter value is not in the specified range, then the value
of the parameter is communicated to the mobile application user through IFFFT
framework. Next, an alerting voice message is also transmitted to the user by using
VoIP protocol. In this case first, the values are stored in the database and displayed
in the mobile application. Next, an alerting voice message is sent to the user through
VoIP protocal, where IFTTT host is connected to the clould network.

In Fig. 7a, it is clearly depicted that the turbidity value is out of the specified
range and thus the microcontroller is connected to the IFTTT host. An alerting voice
message is sent to the user to indicate about the quality breach as shown in Fig. 7b. The
voice message contains all the parameter values and also the time instance at which
the quality breach has occurred.. The total latency from acquiring the parameters
to displaying them in the mobile application is in the order of milliseconds, which
shows the application of the proposed system in upcoming wireless communication
technology. As IFTTT also includes email action, it can be adapted to send alerting
emails to the user/higher official whenever the water quality degrades below the
predefined standards. This developed system could also be connected to a solar
panel thus eliminating the need of external power supply, which may further reduce
the running cost of the develop hardware.
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6 Conclusions

In this work, a mobile application is developed to monitor the drinking water quality
from anywhere and anytime using IoT and cloud system network. The proposed
system can be used in households, industries and wherever the quality of the water is
concerned. Furthermore, the developed mobile application could be used for the other
monitoring application to with the designed system and sensors hardware. The mobile
application is examined in both cases to check the accuracy of the application work.
The system latency from the mearing the water parameter to display the alert message
is in the order of the millisecond (approx. 1 ms), which shows the applicability of
the system I the upcoming wireless application.
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Advanced Power Flow Management )
System for Electric Vehicle Charging ke
Station

Abhishek Pratap Singh and Yogendra Kumar

Abstract In this paper, an advanced power management approach is proposed to
obtain the adequate power flow control of fusion microgrid (FMG) against variable
sources. The FMG is the combination of PV array system and micro gas turbine
as power delivered sources. PV system has intermittent input dynamics effects
in power vacillations of fusion DC microgrid. Therefore, a hybrid energy storage
system (HESS), i.e., combination of battery energy storage system and supercapac-
itor to overcome such power fluctuations. The intermissive nature of PV system
can impel the battery storage of HESS into overcharge/over discharge which again
consequences in power vacillation of fusion microgrid. To avoid overcharge/over
discharge of battery storage system, advanced power management system (APMS)
has employed a state of charge (SOC) indicator which will protect the battery energy
storage system. In this paper, to ensure the charging station voltage is constant at the
DC bus terminal of FMG through a power balance between source and load with the
proposed APMS. The projected method is corroborated with MATLAB /SIMULINK
software.

Keywords Advanced power management system + Hybrid energy storage system -
Micro gas turbine * Voltage control - Adequate power flow control - Fusion
microgrid

1 Introduction

In 21st century, a new transportation sector electric vehicles are rising. To meetup
the EV goals, distributed generation in the form of microgrid has installed crosswise
in the country. The evolving country are deploying microgrid grid in rural areas
and inaccessible locations were electrification difficult. Non-conventional sources of
power like solar PV, wind energy, hydro, etc., are available abundantly. In [1, 2], the

A. P. Singh (X)) - Y. Kumar

Electrical Engineering Department, Maulana Azad National Institute of Technology Bhopal,
Bhopal, India

e-mail: asingh5130@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 33
V. Mahajan et al. (eds.), Sustainable Technology and Advanced Computing

in Electrical Engineering, Lecture Notes in Electrical Engineering 939,
https://doi.org/10.1007/978-981-19-4364-5_4


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-4364-5_4\&domain=pdf
mailto:asingh5130@gmail.com
https://doi.org/10.1007/978-981-19-4364-5_4

34 A. P. Singh and Y. Kumar

admittance basic control is used for the adequate power flow of PV-diesel generator-
based HMG. However, in this approach, the operational dynamics parameter of
diesel generator set is not taken into account. Also, because of inclusion of diesel
generator and heavy battery, this approach is not reasonable. In [3-5], the adequate
management of power can be attained by governing storage system of battery that is
connected to voltage source converter. Yet, the power-driven functioning dynamics of
hydro generator is not taken into account by the suggested topology. The profound
charging and discharging situation of battery energy storage system is ignored in
the suggested power managing procedures in [6, 7] that are hardware based. In [8,
9], a multi-docks converter is accustomed for the managing the power of solar PV-
battery storage system-based hybrid microgrid. In [10], for maintaining the adequate
control of power flow of HMG with load fluctuation, a dynamic power management
algorithm is suggested. Also, the profound discharging and charging levels of HESS
are taken into account by this control process. However, this procedure does not take
into account any revolving machine dynamics. In [11], for balancing load demand
power, a hybrid MG structure shown in [10], and a hybrid ESS interfaced with multi-
level inverter (MLI) is accustomed. However, for projected fusion microgrid based
electric vehicle charging station shown in Fig.1, this procedure is not applicable. The
operational parameters of hydro energy-based generators are not taken into account
by the power management procedure suggested in [2, 5]. Furthermore, vast range of
load power variations is not taken into account by these control procedures. Electric
vehicles charging stations have categorized in slow, moderate, and fast charging
modes. Charging time of EVs is crucial whenever public charging station is used.
So, to maintain charging time, rated capacity of charging station must be constant
irrespective of load demand because charging duration of electric vehicle is inversely
proportional to charging capacity.

So, to maintain the rated capacity of charging station source active power fluctu-
ation should be minimized. In all the literature, DC microgrid installed with battery
for a DC load but ignores to manage solar power fluctuation and battery stress level.
The contribution of the paper is as follows:

e A fusion microgrid based charging station power management with help of MGT,
solar PV system, and HESS.

e To protect the battery from overcharging and discharging with the help of SOC
indicator.

2 Modeling of Fusion Microgrid

In this section, some important equation of mathematical modelling of PV array
system, micro gas turbine (MGT) based permanent magnet synchronous generator,
and hybrid energy storage systems (HESS).
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Fig. 1 Proposed electric vehicle charging station

2.1 PV Array System

PV array system is modeled with number of series and parallel modules. Desired
voltage and current level of photovoltaic (PV) system depend upon the number of
series and parallel modules. Maximum power point tracking (MPPT) algorithms is
helps to maximize the power of PV system. This paper, incremental conductance
MPPT technique is used for take-out maximum output power from the system. The
incremental conductance algorithm is shown in Fig. 2. In this algorithm, the output
voltage of the photovoltaic system determines by comparison with the Incremental
conductance and instantaneous conductance of PV modules. If the value of conduc-
tance is equal, then it shows the maximum power point (MPP) for a particular given
irradiance value (W/m?). The power output of PV system is obtained by

Ppy = vpy ¥ ipy (1)

The duty cycle of unidirectional PV system converter is calculated by
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Vdc

1 —253/360

= 0.2972

Dc =

The inductance of converter is calculated by

where,

Lc = Dc % (Vdc — Vin)

Dc = duty cycle of PV system converter

Vin = input voltage of PV system

Vdc = voltage at the bus terminal.

2

3)
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2.2 Modeling of Micro Gas Turbine (MGT)

The micro gas turbine has very high speed and small power capacity. MGT
contributed power to FMG. The MGT with semi-Kaplan-PMSG, supply DC power to
FMG without any interruption. A common type of single-reheat tandem compound
turbine is used in hybrid system. The response of a steam turbine has better when
compared with a hydraulic turbine due to water inertia. A simple transfer function
of turbine derived by using turbine torque (A7m) and control valve position (AVcy)
is follows:

AT,, 1+ SFypTru

= 4
AVe (14 STen)(1 + STry) @
The electromagnetic torque produced by the PMSG is:
3P . ..
T, = Ez[gpmlq (Lq - Ld)lqld] )

where,
P is number of poles, L, and L, are d,, frame inductance, i, and i, are d, frame
current, and ¢,, is flux linkage.

2.3 Modeling of HESS

The intermittent input solar dynamics causes the voltage fluctuation of DC microgrid.
To maintain the DC microgrid stable operation, HESS supports to microgrid. HESS
is combination of Li-ion battery and supercapacitor. HESS compensates the source
side power dynamics which is slow varying power dynamics compensated by battery
storage system and very fast power variations are supported by supercapacitor (SC)
storage system. But, overcharging and deep discharging of battery may harmful for
battery life. Thereby a voltage limits of BSS are predefined for this work which
indicates overcharging and deep discharging of BSS.
The power compensated by HESS is given by equation:

AP. = Pygr_pc £ Ppy — P (6)
APc

Py=—"C 7

T 1+ 8T, ™

Psc = AP.— P, (®)
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where

AP, = power compensated by HESS

P, and P,;. = Reference’s power of battery and supercapacitor, respectively
Py, = rated power capacity demand (kw)

T, = battery response time.

3 Advanced Power Management System (APMS)

In all the literature DC microgrid installed with battery for a DC load but ignores to
manage solar power fluctuation and battery stress level simultaneously.

The proposed advanced power management system shown in Fig. 3 operates based
on net zero power concept, i.e., difference between local power generation and local
power utilization is zero. In this paper, adequate power flow control of DC microgrid
is obtained by

Pyr_pc + Ppy £+ Pgss — PL =0 9)
For the stable operation of hybrid microgrid. Output voltage of MG should
maintain constant. That’s why power generation and load demand should be equal.

Optimal power flow control is obtained by

Pref(K) = APpy, , + APpy, + APc (10)
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Fig. 3 Block diagram of proposed APMS
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APPVJZPPVI—PPVJq(fOI',J>1) (11)

Power monitoring block continuously monitors the power generation and load
side demand. Reference active power supported by the micro gas turbine.

4 Results and Discussion

In this section, the results are attained with APMS for power balance of a fusion
microgrid. In Fig. 4a shows a constant 30 kW EV charging load demand. In Fig. 4b
shown output power of photovoltaic system fluctuates in every 2 s, so after r = 2 s,
there is no support of power from photovoltaic system. HESS has supported this
source power variation to fulfill 30kw charging load demand. But, Li-ion battery has
some response time so that battery cannot support instantly that’s why a superca-
pacitor storage device is used for quick response. Figure 4c, d shown 20 kW active
power support from HESS to FMG from ¢ = 2 s to t = 4 s, respectively.

Att =4 s PV array output power has abruptly risen to 20 kW. This irregularity has
led the battery overcharged it’s clearly shown in Fig. 4d. because of sudden increase
in output power of photovoltaic system Li-ion battery has been over charged up to—
13.6 kW (at t = 4 s). Same Li-ion battery charged with APMS reduces—10.3 kW
fromt =4 stot =35 s as shown in Fig. 4h.

So that it is concluded from Fig. 4d, h the energy stress of battery reduces by
24.2%. The irregular behavior of PV array output power voltage of DC microgrid
oscillates atr =2 sand t =4 s as shown in Fig. 4b. Because of voltage variation, output
power of DC microgrid can varied. APMS has resolved initial voltage oscillation and
voltage spike and get a smooth desired 360 V DC output voltage as shown in Fig. 4g.
The total EV charging load demand is 30kW. PV array system and ESS combinedly
support 20kw without any interruption in DC grid voltage. And remaining 10kW
supported by micro gas turbine based permanent magnet synchronous generator as
shown in Fig. 4e. Micro gas turbine supplies reference active power estimated by
APMS.

5 Conclusion

The advanced power management system introduced in this paper has ensure power
balance between multiple sources of fusion microgrid and load demand. Due to
variation of PV array output power, microgrid output voltage fluctuates so that output
power is also affects. Thus, to avoid this noxious of fusion microgrid, APMS has
managed by using of battery and super capacitor based mixed energy storage system
have been taken into account in this work to counteract the power fluctuations by
disintegrating into slow and fast variation. Results are presented in this work; it
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is noticed that with APMS voltage oscillation reduces and charging station power
demand remains constant. Stress level is reduced to 20.7% as compared to without
APMS. The slow power variation is compensated by battery, and fast power variation
is compensated by super capacitor. MGT supported all the time reference power
with a constant magnitude. In this paper, APMS validated only for constant charging
station load. In the future, it can be extended for a variable charging station load.

Appendix

PMSG: 400 V, 30 KW, 1500 r.p.m.

MGT: fuel pressure = 358-380 kPa, fuel flow = 12 m*/h

PV array system: v,, = 255V, i,, = 100A

Battery Li-ion: Nominal voltage = 205 V, 140 Ah, Viymax = 220V, Vpmin = 190V
Supercapacitor: 245 V, 120 F.
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and Rutu Parekh

Abstract This paper studies and investigates various parameters of top-gated
graphene field-effect transistors (GFET). In this paper, the study of the relationship
of resistance with temperature has led to the fact that we can use GFET as a sensor.
Input parameters such as length of the channel, width of the channel, and tempera-
ture are taken, and it shows a significant impact on the relationship of various other
parameters such as temperature versus position, electron versus density, hole density
versus position, electric field versus position, and velocity versus position. It was
investigated that the resistance is having a linear relationship with the temperature
which shows that the top-gated graphene field-effect transistor (GFET) can be used
as a temperature sensor; the value of resistance is insignificantly changing from 2.75
to 2.5 © when the length of the channel is 1800 nm; and when the channel length
is 1400 nm, the resistance changes from 2.57 to 2.55 Q2 for temperature varying
from 253 to 313 K. Secondarily, by varying the temperature, the changes in field
and velocity were minimal for temperature range from 100 to 300 K, the value of
electric field varied from 13 to 14 V/um, and velocity goes from 180 to 170 km/s.
The effect of other input parameters like gate length and temperature on GFET has
been observed and represented graphically. The presented graphs were all simulated
in the NanoHub’s GFET tool.

Keywords Graphene + GFET - Electrical properties + Thermal properties *
Drift—diffusion model - Sensor

1 Introduction

As per Moore’s law, the transistors in a microchip are getting doubled every two years,
but now there has been a limitation in the size and so following it the study of nano-
materials is emerging. Using different nanomaterials, not only is it possible to match
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the limitation of size but also exploration of new useful electronics properties can be
done [1]. One of the useful nanomaterials is graphene which can be used as a replica
of different semiconducting materials. Graphene is among the allotropes of carbon;
its carbon atoms are arranged in a single layer. These carbon atoms are organized
in a honeycomb lattice with a two-dimensional arrangement. The carbon—carbon
bond distance in a single graphene sheet approximates 0.142 nm. The graphene
sheet’s atomic thickness is very sensitive to the local environment’s change, making
it an excellent channel material in field-effect transistors used as electronic sensors.
Besides, graphene is a widely researched material due to its unique properties such as
zero bandgaps, also as in the formation of graphene every carbon atom is connected
to other 3 carbon atoms and it is known that carbon has 4 electrons in its valence
shell, and thus, due to such kind of formation there is one electron which remains
free.

This free electron is responsible for graphene to have remarkable electron mobility
at room temperature and high thermal conductivity; also, it has several other prop-
erties like stiffness, large surface area, impermeability to gases, etc., which helps to
grow the electrical sensor market exponentially. The most straightforward and stan-
dard configuration for the graphene-based sensor is GFET, a graphene sheet with
a sensing area between two metal contacts, as shown in Fig. 1. In this device, the
conductivity can change using an electric field effect with a top gate, generating a
very high sensitivity [2].

Due to graphene’s outstanding properties, there has been a significant amount of
research in recent years. Dutta et al. discussed the electrical and thermal properties
of GFET by simulating the width, electrical properties, and temperature profile of
the graphene channel. It was concluded that both the electrical and thermal proper-
ties of GFET can be improved by fabricating the channel with a larger width in the
GFET device [3]. An analytical work was done to study the effect of gas adsorption

Fig. 1 Schematic diagram
of GFET
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on GNR electrical properties, and different adsorption effects on the channel were
observed and derived [4]. Another study also talks about a drift—diffusion-based GFT
model for a channel length of 100 nm in Verilog-A compact for switching character-
istics of GFET [5]. In another investigation, a top-gated GFET has been studied with
a full numerical solution of a drift-diffusion—Poisson model. The mobilities have
been deduced from the Boltzmann equations’ direct solution for charge transport
in graphene by a DG method [6]. Another paper has discussed creating a graphene
field-effect transistor, which has similar characteristic curves to conventional semi-
conductor materials with gaps based on large-area monolayer graphene [7]. A study
done by Hamzah et al. on the electronic properties of GFET proved that the elec-
trical transport in GFET is dependent on the simulation temperature as it may vary
the maximum resistance in the channel of the device [8]. In another research work,
the same group investigated the performance of channel length scaling in GFET
using Lumerical Device Software. They have analyzed the electrical characteristics
of GFET with long and short conducting channels [9].

In a research done by Hafs et al., a comparative study between experimental
measurements and TCAD simulations to study the electrical properties of few-layer
graphene and the approach to simulation tools is described by using the basic of band
theory, Poisson’s equation, the continuity equation, and the drift—diffusion equations
that are suitable for the device with small active regions [10]. In another research,
simulation of dual-gate field-effect transistors based on monolayer graphene, consid-
ering essential factors such as quantum capacitance, electron-hole mobility differ-
ence, channel length, source, and drain resistance on output characteristics of the
device, is analyzed [11]. The functionality of the transistor in all the regions of
the operation for both hole and electron conduction was observed [12]. The model
is called a dual-gate graphene FET model, and the circuit simulation has been
implemented with the help of Berkley SPICE-3.

The operation of GFET biosensors has been modeled and simulated [13]. It
includes the bacterial motion in the electrolyte and also the surface charge that is
induced by the charged bacterial properties. All these properties and the relationship
helped in the prediction of the sensing performance of the GFET sensor. This study
can serve as a guideline for the design and optimization of GFET biosensors in the
future.

A research paper had surveyed recent developments in GFET considering fabri-
cation, modeling, and simulation tools and applications, especially in sensors [14].
Another paper by Li and his team used a GFET nanosensor for the identification
of COVID-19 [15]. For graphene to use as a temperature sensor, it is important
to understand the relationship between electrical resistance and temperature. When
the relationship between temperature and electrical conductivity is linear, it can be
used as a resistive temperature detector, while a nonlinear relationship can be used
as a semiconductor. Since the relationship between resistance and temperature is
nonlinear as shown in Fig. 2, it can be observed that GFET can be used as a tempera-
ture sensor. Also, this result can be compared and validated with that of Davaji et al.
They worked on a suspended graphene sensor, and the value of resistance differs by
0.8 €2 at 293 K (20 °C) for channel length 1800 nm [16]. There is 2.6 % change in
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Fig. 2 Resistance versus temperature (channel length as input parameter)

resistance for temperature variation from 283 to 293 K in the suspended graphene
temperature sensor, and here in GFET, it is observed that there is approx 1 % change
in resistance for the same temperature variation.

Meanwhile, an experiment done by T. Hayaka and the group showed the linearity
of the graph of resistance vs. temperature by varying the gate voltage for a specific
range [17]. In another work using different hybrid films, the resistance vs. temper-
ature was obtained, which also stated the linearity and decrease of resistance with
increasing temperature [18].

2 Materials and Methods

This paper has used NanoHub’s GFET tool to simulate graphene’s thermal and
electrical properties. This tool’s mechanism is that the code uses the drift—diffusion
approach to calculate the current vs voltage behavior of the GFET concerning the
device’s temperature. Other simulations that are included in this paper with the
GFET tool are studying the carrier density, temperature profile, drift velocity, and
electric field along the GFET channel. As shown in Table 1, different parameters
are taken into account and are varied and electrical and thermal properties of GFET
are observed. The main concerns are width of the channel, length of the channel,
and the temperature contacts of the GFET. This simulation tool accounts for velocity
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Table 1 I'nput parameters Input parameters Values

used for simulation in

NanoHub’s GFET tool Width of channel 1000, 1400, 1800 nm
Length of channel 1000, 1400, 1800 nm
Initial temperature 100, 300, 600 K
Dirac voltage ov
Maximum drain current 1 mA
Drain current step 50 pA
Top-gated oxide thickness 0.01 pm
Mobility 3000 (cm?/V s)
Gate voltage 0.7V

saturation at high fields, Seebeck effect at contacts, and possible device breakdown
due to thermal self-heating [17].

3 Result and Discussion

The simulation results are shown below for the top-gated GFET device for all the
performance parameters (width, length, and temperature). The results are simulated
with a gate voltage of 0.7 V, keeping the rest of the parameters such as Dirac voltage,
maximum drain current, drain current step, top-gated oxide thickness, and mobility
of the tool’s default values.

4 Temperature Versus Position in Channel

The temperature is highest around the center of the channel but not precisely at the
center which can be seen in Fig. 3 at around x = —0.6 nm which is the region between
the source and the center of the channel, and this is due to the contact width of source
with the gate which is more than that of contact width of drain and the gate.

It has shifted the highest temperature toward 10 percent of the device length from
the right side. Also, it is observed that there is a decrease in temperature at the edge
of the channel. It is happening because of lateral heat transfer through the gate oxide
[18]. From Fig. 3, it can be observed that when the length is increased from 1000 to
1800 nm, the graph has shifted toward the left.

In Fig. 4, it can be observed that when the width decreases from 1800 to 1000
nm, the temperature increases. It is happening due to the change in electron density.
As the width decreases, there is a narrow space for the electron to move, so the elec-
tron density increases. As the electron density increases, temperature also increases
because there are electrons in conflict generating heat. When width increases, there
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is a broader space for electrons to move around, so electron density decreases; there-
fore, temperature decreases. Also, the results of analysis done by Dutta et al. and
the investigation done here are similar; in that work, it was observed for variation
for width 1000, 2000, and 3000 nm [3]. In both the experiments, it is observed that
when the channel width is 1000 nm, the peak temperature near the center of the
channel is around 600 K and the results are in agreement. In that analytical work,
it was observed that the temperature near the center of the channel was decreasing
from 600 to 375 K when the channel width was increased from 1000 to 2000 nm,
and here as shown in Fig. 4, when the width is increased from 1000 to 1400 nm, the
temperature falls from 600 to 450 K. And subsequently for channel width 3000 nm
in that experiment, the temperature was 325 K, and here when the channel width is
1800 nm, the temperature is decreased more to 375 K.

5 Field Versus Position of the Channel

As the electric field is inversely related to the cross-sectional area, so when the
width of a solid object is increased, there is a significant increase in the area. As
per the observation by increasing the width of the channel, it is seen that the area
increases simultaneously. As a result, it can be concluded that the electric field is also
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inversely proportional to the channel width. From Fig. 5, it can be seen that when
there is increase in the channel’s width from 1000 to 1800 nm, the electric field drops
to a significant value.

Figure 6 shows that when there is an increase in the channel length from 1000
to 1800 nm, the peak electric field decreases minutely because when the channel
length increases, electron density decreases. When the electron density decreases,
the electric field decreases because a small amount of electrons gets saturated in
a single point. Figure 7 shows that when there is increase in the temperature from
100 to 600 K, the electric field decreases in a minimal amount, because the elec-
tric field is inversely proportional to conductivity, and since in semiconductors, the
temperature is inversely proportional to resistance. So when there is increase in the
temperature, resistance decreases. So it can be concluded that temperature is directly
proportional to conductance, and hence, it can be observed that the temperature is
inversely proportional to the electric field.

6 Velocity Versus Position of the Channel

As it can be seen from Fig. 8, the charge carrier’s velocity gradually increases from
source to drain (i.e, from x = —1 to 1 nm). At the end of the channel, the charge
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carriers are jammed and they reach the drain region quickly. Therefore, in the drain
region, the velocity of the charge carriers sharply increases and the carriers there
collide with each other. For a graphene channel with a larger width, charge carriers
have more space to travel to the drain region; therefore, the charge carrier’s velocity
increases sharper concerning smaller width channels.

Figure 8 shows that when the width is increased from 1000 to 1800 nm, velocity
decreases because the velocity is directly proportional to the field and also as the field
decreases with increase in area or width. A research was carried out by Mohammed
et al, and it was observed that by varying the channel width from 50 to 100 nm they
found out the peak velocity was about 370 and 210 km/s around the center of channel,
and here by investigation, it is seen that the peak velocity is around 110, 120, and
125 km/s for channel width 1000, 1400, and 1800 nm [19]. Also, another work done
by Dutta et al. showed the results for velocity for width variation of 1000, 2000, and
3000 nm [3]. In that experiment, it was found out that the velocity around the center
of the channel was 130 km/s, 125 km/s, and 120 km/s, respectively.

As the electric field is inversely proportional to length, therefore, when the
graphene channel’s length is increasing, the electric field decreases. Since velocity
is directly related to the electric field because V4 = wE whereas i = mobility, V4
stands for drift velocity, hence, it can be concluded that V is inversely proportional
to length. As it is observed in Fig. 9, when the channel length is increased from 1000
to 1800 nm, it is perceived that the graph is shifted toward the left side because here
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position zero is the channel’s center, and the scope of the position is [—length/2,
length/2]. It is observed that the electric field is inversely proportional to temper-
ature from the electric field versus temperature figure. Since velocity and electric
field are proportional, velocity is directly related to the electric field because V4 =
nE. Hence, velocity decreases as the temperature increases. In Fig. 10, when the
temperature rises from 100 to 600 K, velocity decreases insignificantly.

7 Electron Density Versus Position of the Channel and Hole
Density Versus Position of the Channel

When the graphene channel width increases, electron density decreases due to the
electrical field being inversely proportional to the graphene channel’s width. When-
ever the channel’s width increases, the electric field decreases, and the electron loses
its energy and moves from the conduction band to the valence band, so electrons
become free; hence, they are not part of channel conduction, and since graphene is a
unipolar transistor, when electron density decreases, hole density inside the channel
increases. Figure 11 shows that when the channel width keeps increasing from 1000
to 1800 nm, electron density starts to increase. When the channel width increases,
electric lines increase [20], which implies that the number of electrons in that space
increases, and hence, electron density increases. Similarly, for hole density since the
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change in channel width affects electron density. As a result, when the channel width
increases, electron density increases, and a sufficient amount of electrons can fill up
the holes, and because of that, hole density decreases, as it is observed in Fig. 11.
Also, similar results were found in the analytical work done by Dutta et al. The
variations of width in that work were 1000, 2000, and 3000 nm [3]. At 1000 nm, the
hole density was around 14 P cm~2 and electron density was 45 P cm=2 for both the
results; for 2000 and 3000 nm, in that experiment the hole density was 18 and 22 P
cm~2 and the electron density was 15 and 22 P cm2; and here for 1400 and 1800
nm, hole density is 12 and 14 P cm~2and electron density is 32 and 45 P cm™2.
When the length of the graphene channel increases, electron density increases, so
hole density decreases. The reason behind this is the temperature. It is seen earlier that
when the channel’s length increases, the channel’s temperature increases, so electrons
get energy (Electron thermal energy = W i.e., Electron thermal energy o T')
and move toward the conduction band. That is why electron density increases in the
channel. In the case of hole density, when the length of the channel increases from
1000-1800 nm, more holes start to occur compared to the total number of electrons
available, and hence, the graph starts to fall down, as it is shown in Fig. 12. The
higher the channel length value is, the more amount of hole density remains unfilled.
Figure 13 shows that by increasing the temperature, the hole density keeps
decreasing, and then, once it reaches a certain threshold level, it gets constant. The
reason behind this is that whenever external energy in the form of heat is applied,
electrons get energy, they move from valence band to conduction band, and as a
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Fig. 11 Electron and hole density versus position (width as input parameter)
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result, the holes get filled up by electrons, and as a result, hole density decreases and
electron density increases.
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8 Conclusion

This research paper shows successful investigation on variance of electrical and
thermal properties of GFET like temperature, velocity, electric field, and electron—
hole density by changing other parameters like the width (1000, 1400, 1800 nm),
length (1000, 1400, 1800 nm), and temperature (100, 200, 300 K) of the channel
on a GFET sensor. Firstly, by increasing the width from 1000 nm to 1800 nm, the
changes are very drastic like the temperature of the GFET changed from 600 to 375
K drastically, which shows that the GFET is showing very sensitive changes by a
very small change in the width [21]. Also, by increasing the width, the electrical field
subsequently dropped from 3 to 1 V/pum, the velocity also dropped from 200 to 100
km/s, the electron density decreases in a significant amount from 55 to 30 P cm~2
(around 45 %), and hole density increases from 6 to 10 P cm=2 (around 66.66 %). It
is also observed that by increasing the length of the channel from 1000 to 1800 nm,
the electrical field was changed in a very minute amount from 3.3 to 3 V/um, the
velocity decreased in a very significant amount from 200 to 90 km/s, the electron
density increases from 1.25 to 1.8 P cm=2, and the hole density falls from 0.9 to 0.6
P cm~2 [22]. The outcomes show that GFET is a very useful and sensitive device and
the demand for it will increase exponentially in the future as it shows very sudden
changes in velocity of charge carriers and field by changing the width and the length
in a very small amount.
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Optimal Location and Size m)
of Multi-distributed Generation By
with Minimization of Network Losses

Akhilesh Kumar Barnwal ©©, Shailendra Singh ®, and M. K. Verma

Abstract Distribution system is one of integral part of complex power system.
Power losses in distribution system branches are very high rather than power losses
in transmission system branches. These higher losses lead to higher operational cost
in distribution system. The advancement of technology using distributed generations
has been proved to be very important in optimizing network losses, environment
pollution, and reliability of power systems. The DG allocation is a mixed-integer opti-
mization problem with nonlinearity associated. In this paper, the work optimal size
location and power factor of single and multiple placements of different distributed
generators have been presented. Distribution network loss has been minimized for
optimal power factor, size, and location of distributed generator to be optimized.
Optimum size and minimum loss have been determined. Results thus obtained have
been compared with the results in the literature. The proposed method has been
validated on the IEEE33-bus test system.

Keywords Distributed generation (DG) - Optimum size + Optimum location - DG
types - Voltage profile - Power loss

1 Introduction

The day-by-day increase in electrical power demand, as load is increasing rapidly, has
rendered the existing central generation and transmission network unable to manage
such a large burden. This increasing power demand has challenged the power engi-
neer to maintain the power system reliably, securely as well as economically [1].
Hence, it is clear that either increasing the capacity of existing transmission network
or production and supply in a small—scale near the load center can cope up with these
issues. Power production of small generation units dispersed across the power grid or
networks is defined as distributed generation [2]. These power producing technolo-
gies have led the multidimensional research opportunities in the field of distribution
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system planning and operation [3]. Apart from traditional very large scale power
generation utility, distributed generator installation near load center requires very
less capital cost, operation cost, and maintenance cost. Distributed generators are
also environment friendly, when they are used as different renewable energy tech-
nology. Renewable energy technologies which are not very new include solar genera-
tion, micro-hydro power plants, wind, geothermal generation, power from municipal
waste, landfill gas, and biomass. Emerging major power source of renewable tech-
nologies comes from sea waves and tidal stream. These energy sources possess the
property of lower energy density compared to fossil fuels, which leads to smaller,
economic, and geographically spread power plants [4]. Benefit of effective integration
of DGs includes reduced generation of central power plants, enhanced utilization of
available transmission/distribution network capacity, and improved system security,
more reliable operation and overall costs and pollutant gas emission reduction.

Being a conventional approach in power industry, distributed generation has a
large number of definitions and terms. The term distributed generation is also known
by different terminology in literature such as “embedded generation,” “dispersed
generation,” and “decentralized generation” based on their geospatial locations.
“Dispersed generation” and “embedded generation” are mostly popular in North-
American and Anglo-American countries respectively, while Europe and Asian coun-
tries use the term “decentralized generation” [5]. According to American council of
energy efficient economy sources of electricity generation which are closer to point
of use are termed as “decentralized or on-site generation” contrary to large power
producing central units [6]. Gas Research Institute acknowledge the term distributed
generation for the amount of power production “more than 25 kW but always lesser
than 25 MW” [7]. These generations can include PV solar generation, wind gener-
ation, combined heat power plant, and others. Distributed generation changes the
flow of power in network and hence results in change in network losses, not only
in distribution system but also for transmission network. These reductions in losses
further result in reduced charges for transmission network uses by utility.

It has been shown that poor power factor size and location of DG results in
increased distribution losses compared to losses with optimally located DG [8-10].
Lee et al. have presented selection of optimal locations and ratings before the integra-
tion of multiple DGs to the power grid so that minimum line losses and maximum
benefits of DGs are achieved [11]. Amanifar in his paper has presented particle
swarm optimizer (PSO) to achieve the minimum operating and maintenance cost,
reduced line losses, and reduction in THD with optimally located and sized DG [12].
The concept of network reconfiguration by opening and closing the tie switches
and maintaining the radial structure of the operational distribution network to mini-
mize the losses and voltage deviation has been achieved in [13—17]. Mathematical
modeling for reducing network losses with reconfiguration has been established in
[18]. Fractal theory-based stochastic search algorithm [19] and water cycle algo-
rithm [20] were applied to obtain a better solution in order to minimize losses while
reconfiguring the distribution network in presence of DG sources. In Refs. [21-25],
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method of analytical expression has been illustrated the optimality in size and loca-
tion to obtain minimum distribution loss and to improve the system voltages at all
nodes.

In this paper, different cases of DG allocation strategy have been presented for
optimal location and size problem for minimizing real power losses while satisfying
different constraints. Optimal size corresponding to optimal bus for minimum loss has
been computed based on repeated load flow method with power factor. In a case where
the optimal power factor, optimal location and optimal size have been calculated for
minimum loss. The optimal power factor has been calculated by running load flow
for different power factor. For calculation of distribution loss, load flow algorithm
by backward—forward sweep is utilized [26]. The method proposed in this paper
has been implemented on standard 33-bus distribution test system.

2 Problem Formulation

This paper presents the main objective to minimize the total active power losses in
distribution network, i.e.,

nb
Minimize P = Z 1Py (1)

k=1

Subject to constraints:

Vi,min < Vz < Vi,max (2)
dg_size < dg_sizemax 3)
Ik < Ik,max (4)
dg_loc; # dg_loc, # dg_locs; 5)

where P is total network loss, I; and ry is current and resistance, respectively, of
branch k, nb is maximum number of branches in the network, V; voltage at ith node.
The maximum and minimum limit on voltage is £5% [27]. dg_loc1, dg_loc2 and
dg_loc3 are the Ist, 2nd, and 3rd location of DG placed, respectively, which must
not be same in any case.

The total network loss Pp. has been calculated by sum of losses in all branches of
network (1) using the load flow algorithm using backward—forward sweep as given
in Ghosh and Das [26]. To calculate the loss in a branch, the current flowing in that
branch is multiplied by the corresponding branch resistance. The current through
any particular branch is the addition of the all load currents beyond that particular
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Fig. 1 a Current drawn by load at nth bus. b Voltage calculation at receiving end bus

branch, i.e.,

Iy = Z Livaa(n) V n beyond branch k (6)

n

The current /j,q(n) at a particular node n is calculated by

.
Toaa(n) = W )

P;(n) and Q,(n) are real and reactive power load demand at node (n), and v(n)* is
complex conjugate of voltage v at node n.

The voltage at receiving end node connected with sending end node by kth branch
is calculated by

Vrn,k = Vsn,k —IixZ, Yk=1,2,3...nb ®)

where Vi, r and Vg, ¢ are voltages at receiving end node and sending end node, respec-
tively, connected by branch k. [; and Z; are branch current and branch impedance
of kth branch, respectively. Initially, a flat voltage profile has been assumed for each
node in the network (Fig. 1).

2.1 Optimal Location and Size of DG

The optimal locations and sizes of DGs play a very crucial role for minimization of
distribution network losses. At a bus, the loss is the function of injected power by
DG placed at that bus, so starting from minimum DG size, if we increase the size of
DG at that particular bus the losses starts decreasing till a particular DG size, which
is optimal size of DG corresponding to that particular bus. Beyond this particular
optimal DG size, any further increment in DG size leads to higher distribution losses,
and it may overtake the losses corresponding to base case losses. Similarly, it is true
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for all the buses in network. Hence, selection of DG size is very crucial as it may result
in higher distribution losses. Also, the size of DG must not be more than maximum
load demand and should be consumable within the distribution network boundary,
otherwise there will be a large amount of loss because of design of distribution
network and decreasing conductor sizes as power in passive distribution system
flows in forward direction from substation to load.

DG installation for location size and minimum power loss has been calculated for
different cases as below:

e A single unit of Type-3 DG rated in MVA injecting both active and reactive power
has been computed.

e [osses with multi-DG placed simultaneously injecting only active power has been
computed.

3 Methodology

In this section, loss calculation for Type-3 DG has been presented. Load flow has
been performed to get the optimal size and location for each power factor, and
corresponding loss also has been calculated. Thus, power factor for which loss is
minimum has been obtained by comparing losses at other power factor. Power factor
has been taken from zero to unity and has been increased in small steps of 0.02. For
each power factor, different DG size has been taken into account starting from zero to
4 MW in a small step, and then, load flow has been run to calculate the losses at each
bus. And thus optimal DG size, location, and optimal power factor corresponding to
minimum loss are stored.

3.1 Procedure

Step 1 Run base caseload flow using input system data.

Step 2 Start with initial chosen size of DG, initial DG location, and initial power
factor as initial solution vector and calculate the system loss.

Step 3 Increment the size of DG in a fixed small step to get the corresponding loss.

Step 4 If the loss found with DG size in step 3 is lesser than previous loss, update
the solution vector else go to step 3 until the maximum DG size is reached.

Step 5 Increment the DG location by one.

Step 6 Repeat steps 2—6 until all the possible DG location have been checked
and update the solution vector and corresponding loss if found lesser than
previous.

Step 7 Make an increment in previous power factor by a fixed step change.

Step 8 Repeat steps 2 to 8 until unity power factor and update the solution vector
and corresponding loss if found lesser than previous loss.

Step 9 Print the updated solution vector and stop.
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Applying the above procedure, itis also possible to get the minimum loss, optimum
DG size, and location at any given power factor. In this paper, the work has been
extended to obtain the minimum loss, optimal size, and location of multiple DGs
injecting only real power, i.e., Type-1 DG. The procedure for placement of multiple
units of Type-1 DG is as follows.

3.2 Procedure for Multi-type-1 DG Placement

Step 1 Input the system data and run the load flow to obtain the size and location for
Ist DG, as stated in previous method for unity power factor, for minimum
distribution loss.

Step 2 Store the DG size, optimal location, and minimum loss obtained for 1st DG.

Step 3 Fix the DG of capacity/size obtained above, at their respective optimal
location.

Step 4 Repeat steps 1 and 2 to obtain the size and location, corresponding to
minimum loss for 2nd DG, and then for 3rd DG also.

4 Results and Discussion

4.1 Size, Location, and Loss

The methodology is tested on standard 33-bus 32 branch test system with 2.3 MVAr
and 3.715 MW load at 100 MVA, 12.66 kV [17]. The test system is radial in nature.
A MATLAB code has been written in the MATLAB R2018a environment to evaluate
the optimal location of DG and its size to calculate the minimum loss in the network.

In Fig. 2, minimum loss at each DG location corresponding to different power
factors for 33-bus system is shown. For more clarity, Fig. 2 is redrawn and shown in
Fig. 3 in a more clear way for some selected power factors at 0, 0.5, 0.82, 0.9, and
unity power factor. For each power factor, it is found that loss corresponding to that
power factor occurs at different location and different DG size. Figure 4 is drawn for
the minimum loss obtained at each power factor, which exhibits that at 0.82 power
factor loss is minimum.

Case 1: For Type-3 DG injecting both real as well as reactive power, load flow for
every power factor with varying DG size for each and every bus has been performed,
and corresponding minimum loss is calculated which is shown in Fig. 5. It is found
that at 0.82 power factor, locating 3.1 MVA capacity of DG at bus no. 6 gives the
minimum loss of 61.371 kW. In Fig. 5, optimum DG size and losses corresponding
to optimally located DG at each bus is shown for Type-3 DG.

In Fig. 5, optimum DG size and losses corresponding to optimum size of DG
placed at each bus is shown for Type-3 DG.
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Case 2: As this case has been studied for multiple Type-1 DG placements in distri-
bution network. Three successive DGs of optimum size have been placed one by
one at their optimum location found with previously installed DGs, and losses have
been computed as shown in Fig. 6. Thus, it is noticed that after placing 1st DG of
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Fig. 5 Optimal size and corresponding loss for Type-3 DG at each bus

size 2.6 MW at bus no. 6, the optimal location for 2nd DG is bus no. 16 of DG size
0.4 MW reduces the losses to 93.736 kW. And for 3rd DG, it is found that 0.6 MW
DG at bus no. 25 reduces the losses further to 85.989 kW.

Voltage: Voltage profile for all the cases mentioned in this paper has been calculated
for each case. In Table 1, the minimum and maximum voltage obtained in each case
and corresponding bus with and without DG placement is reported.

In Fig. 7, the voltage profiles for all cases have been drawn, and it is clear that
using multiple numbers of Type-1 DG improves the voltage mostly as compared to
Type-3 DG. In Table 1, minimum and maximum voltage and corresponding bus with
and without DG are also shown.
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Table 1 Voltage profile for two cases with and without DG
Cases Vmin (p-u.) (bus no.) Vimax (p-u.) (bus no.)
Without DG With DG Without DG With DG
Case 1 1 DG 0.91309 (18) 0.96697 (18) 1.0 (1) 1.0015 (6)
Case 2 2DG 0.96059 (33) 1.0(1)
3DG 0.96291 (33) 1.0 (1)
- Voltage profile at each bus
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Table 2 Result obtained for two cases

Cases Base case Case 1 Case 2

Opt. DG location - 6 6 and 16 6, 16 and 25

Opt. DG size MW - 2.6 and 0.4 2.6, 0.4 and 0.6
MVA (pf) - 3.1,0.82 - -

Loss (kW) 202.67 61.371 93.736 85.989

% Loss reduction - 69.72 53.75 57.57

% Voltage increment 5.9 52 5.46

Table 3 Comparison of results

Case 2 Multi-DG placement

In Ref. [16] DG size in MW 0.1070 0.5724 1.0462
(DG location) (18) a7 (33)
Power loss (kW) 96.76
Minimum voltage 0.967
% Loss reduction 52.26

Method applied in this paper DG size in MW 2.6 0.4 0.6
(DG location) (6) (16) (25)
Power loss (kW) 85.989
Minimum voltage (bus) 0.96291 (33)
% Loss reduction 57.57

In Table 2, it is shown that loss is lowest for case 1 using Type-3 DG which
reduces losses to 61.371 kW, while using multiple DGs reduces the losses in a great
extent but lower than case 1. Type-3 DG reduces the losses by 69.72%, while three
numbers of Type-1 DG reduce the losses by 57.57%.

A comparative study of optimal location of multiple Type-1 DG approach for
maximum loss reduction is shown in Table 3, which shows that placing DG at nodes
6, 16, and 25 has reduced the losses to 85.989 kW as compared to 96.76 kW loss
obtained with the meta-heuristic harmony search algorithm (HSA) [16]. And loss
reduction has been improved to 57.57% as compared to 52.26% of HSA. Although
it is found that voltage profile with the method applied in this paper experiences a
slight decrement compared to HSA [17] but within its acceptable limit.

5 Conclusion

This paper has presented the Type-3 as well as multiple numbers of Type-1 DGs to
minimize the real power losses in distribution network by injecting real or reactive
power. From above discussion, it can be concluded that Type-3 DG is best suitable
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for the most loss reduction which is calculated as 69.72% as can been seen in Fig. 6
and Table 2, while improvement of voltage at almost all buses after installing DG at
their optimal location is well within the limit of +5%. Placing a single Type-3 DG
improves the voltage significantly which is almost equivalent to placing two Type-1
DGs as can be seen in Fig. 7. A more improved voltage profile has been achieved
with three Type-1 DG placement cases.
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Bi-q MSZSI Topology for Grid-Tied m
Inverter Under Ideal Grid Conditions Gedida

Anish Tiwari® and Anandita Chowdhury

Abstract This article investigates the Bidirectional aspect of quasi-modified
switched Z-source inverter (Bi-q MSZSI) topology. The paper compares conventional
bidirectional quasi-Z-source (Bi-q ZSI) inverter with Bi-q MSZSI highlighting the
need for power exchange between grid and the batteries under balanced conditions
to perform UPF and grid support operation.

Keywords Bidirectional quasi-modified switched Z-source inverter (Bi-q

MSZS]I) - Bidirectional quasi-Z-source inverter (Bi-q ZSI) - Voltage source
converter (VSC) - Shoot-through + Duty ratio (D) - Boost factor (B) - Unity power
factor (UPF)

1 Introduction

Bidirectional inverters have the potential to exchange power between the grid and the
batteries. They are part of the essential link for power exchange for drive applications
and grid support functionality. As per [1], the quasi-Z-source inverter (q ZSI) can
handle fluctuations in load and grid voltages efficiently but has power limitations
due to the wide range of discontinuous modes during battery discharging. As per
[2], the use of quasi-Z-source inverters in PV systems has become quite popular,
but due to some critical issues like current ripples, the author has proposed a new
quasi-Z-source converter. The advantages of a quasi-Z-source include eliminating
the need for extra filtering capacitors, low rating components, and reduced switching
ripples. Upon comparison, Bi-q MZSZI has a higher voltage gain, constant DC link
voltage, and a lower duty cycle range with all the advantages mentioned above.
In conjunction to grid integration [3, 4] the quasi-Z-source inverter is capable of
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providing auxiliary services such as power quality and load peak demand control for
which dedicated expensive equipment was used earlier [5, 6]. In [7], bidirectional
Z-source is implemented on PV-DG hybrid energy storage system. The author has
developed a control scheme based on voltage regulation to ensure maximum power
point tracking through extensive simulation to validate and evaluate the results. In
[8], the need for multiple power exchange highlights for microgrid structure since the
different types of loads joined to both AC and DC buses. The presence of an interme-
diate stage during the conversion process reduces the overall efficiency, and therefore,
a bidirectional Z-source becomes a potential replacement for the task. In [9], author
presents a dual-loop controller for bidirectional Z-source inverter. This control is
applicable for both traction motor drive using indirect field-oriented control and grid
interface inverters for regenerative braking and battery charging operations, respec-
tively. The article [ 10] talks about ultracapacitor-based hybrid energy storage systems
for electrical vehicles. This article uses bidirectional Z-source topology leading to
better performance and low cost. Similar to above, in [11], author designed HESS
based on bidirectional topology resulting in the elimination of battery converter,
improving overall performance, and reducing cost. In [12], analysis of bidirectional
Z-source breaker for microgrid application is presented. Here, use of LC network is
to generate the commutation conditions. Z-source components offer filtering char-
acteristics when connected in series with a power electronics converter. In [13], a
sub-module constructed by combining bidirectional quasi-Z-source and half-bridge
converter replaces traditional modular multilevel DC-DC converter. The bidirec-
tional quasi-Z-source can make the input voltage of the half-bridge sub-module
controllable and then solve the over-current issue of the traditional MMDDC in
charge mode.

In this article, UPF and grid support features are examined for Bi-q MSZSI and
compared with conventional Bi-q ZSI during balanced operation. From the above
literature review, the proposed article can contribute as

1. Bi-q MSZSI provides constant DC link with reduced duty ratio ensuring more
margin for modulation index. Modifications do not affect the boost factor even
for bidirectional topology.

2. The topology can exchange surplus active power between the battery and the
grid and meet the reactive power demand by the load during grid support.

Section 2 discusses the application-specific topological structure of Bi-q ZSI and
Bi-q MSZSI for balanced grid-tied inverters applications. Section 3 shows the math-
ematical analysis needed to calculate the exact amount of power to be exchanged by
the configuration. Section 4 gives a detailed description of the control methodology
for both the Bi-q ZSI and Bi-MSZSI configurations. Section 5 discusses the simu-
lation aspect and the results obtained. At last, a conclusion from the observations is
made and references to support the above.
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2 Bidirectional Z-Source Inverter Configuration

In Fig. 1, bidirectional quasi-Z-source (Bi-q ZSI) inverters replace conventional
diode-switch arrangement with bidirectional switches. A major advantage of quasi-
arrangement, as mentioned earlier, is reduced voltage stress on components with the
ability to handle large load fluctuations.

Figure 2 provides a high gain value with a lower duty range compared to conven-
tional Bi-q ZSI [15]. This topology has the advantage of a reduced number of compo-
nents compared with typical hybrid Z-source topology for a high gain Z-source
network, but in any case, the DC link is not constant.

Figure 3 of Bi-q MSZSI configuration has high gain, lower voltage stress, and
components rating, lower duty range between 0 > D > (.25, and constant DC
link with potential to exchange power between batteries and grid when desired by
the network operator. The basic modified-SZSN structure [16] incorporates all the
existing advantages of a quasi-Z-source network but with high gain at reduced duty
values.

Il .__\‘i'“
'l'ﬂ".l??”

Ven

Fig. 2 Bi-q SZSI configuration for DC-AC inverter applications [15]
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Fig. 3 Bi-q MSZSI configuration for DC-AC inverter applications

3 Mathematical Analysis

For Bi-q ZSI considering 415 'V, three phases 50 Hz supply the following equations
used for calculations

—~ i

V,
Vac:M*B*? (1)

Let us assume the duty ratio to be D = 0.25, M = (1 — D) = 0.75, then for this
case, the maximum boost factor that Bi-q ZSI could provide would be

1

B=——"#.6/—///0 =2 2
1-2%0.25 )
2% Ve
L= S _ysy 3)
M % B
VicLink = B * V; =904V 4)

The reference capacitor voltage is twice the peak RMS value of the desired AC
output voltage. Reference current calculation, Egs. 5 and 6, is expressed as under

2 WV kP —V, % Q"

i LA 5)
3 Vi+V,

v 2 VaxQ*4V,xP*

g =3 5 5 (6)
3 Vi +V,

From the above expressions, for active power exchange of 8 kW under unity
power factor (UPF), operation desire directs axis current component of amplitude
I, = 15.732 A, whereas for grid support of 6 k VAR leading and lagging reactive
power exchange for ancillary services requires quadrature axis current component
of amplitude I, = 11.7 A.
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3.1 Calculations for Bi-g MSZI Configuration

Equation 5 shows the DC link calculation for Bi-q MSZSI configuration.

Vi
VacLink = 1-4+D @)

The duty ratio D is significantly reduced to about D = 0.1, enabling more margin
for the modulation index. Equation 6 shows input battery voltage for grid integration.

Vi=(1—4%0.1)%753.33 = 452V (8)

The expression for reference capacitor voltage for closed-loop operation in Bi-q
MSZSI can calculate as under

1-2xD 1 -2x%0.1

Ve=Vix—— — =450%—
1—4%D 1—4%0.1

= 602.67V 9)

4 Control Methodology

In the control methodology shown in Fig. 4, shoot-through pulses are provided
directly to bidirectional IGBT switches, and negation of those switching pulses
provides to other IGBT switches. The arrangement is can easily exchange active,
reactive power from the grid to the battery and vice versa. A complex control circuit
requires for the safe and smooth functioning of switches for the bidirectional inverter.

Fig. 4 Control scheme of 10kHz
Bi-q ZSI/Bi-q MSZSI for
DC-AC application
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5 Simulation Results

The following are the Simulink results for bidirectional quasi-Z-source configura-
tions for active and reactive power exchange between grid and the battery (Table

1).

5.1 Simulation of Bi-q ZSI Configuration

The duty range of conventional Bi-q ZSI varies from 0 > D > 0.5. For the double
boost value of the battery, it requires a duty value of only D = 0.25, but the DC
link is not constant evident from Fig. 5. The overall configuration is working in a
continuous current (CCM) mode of operation. Significant reduction of voltage stress
across the capacitors compared to basic Z-source is evident, resulting in low rating
passive components. Upon observation, it is also clear that input inductor switching
ripples are less compared to basic X-shaped Z-source network.

Table1 MATLAB Sirpulink S. No. Parameter Value
parameter values for Bi-q
MSZSI1/Bi-q ZSI 1 Ly, Ly 5 mH
2 Ci1,C2 470 wF
3 Co 1000 wF
4 Vin 452V
5 D 0.25/0.1
6 fs 10 kHz

0.5 T

= 0.25

1000

Vielink(V)

Vhi(V)

Ve(V)

1(A)

Time(s)

Fig. 5 DC side simulation results of Bi-q ZSI
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Fig. 6 Simulation results of Bi-q ZSI configuration a active power variations UPF operation, b
reactive power exchange grid support feature

In Fig. 6a, step-change in direct axis component of current from positive to a
negative value shown by in-phase voltage and current suggests unity power factor
operation during which only the active power exchanged. After the step-change,
battery voltage and current are out-of-phase suggesting surplus power storage from
the grid. The total active power exchange between the grid and the battery is 8 kW.

Similarly, in Fig. 6b, step-change was observed in the quadrature axis current
component. For grid support, leading capacitive current observed before the change
will inject leading reactive power to support voltage sag at the nodes. Inductive
lagging current will suppress voltage swell at the nodes. Total reactive power
exchanged between the inverter and the grid is 6 kVAr.

5.2 Simulation of Bi-q MSZSI Configuration

Figure 7 shows that to achieve the same boost value from Bi-q MSZSI, the duty ratio
value required is relatively less D = 0.1. The DC link observed from the simulation
result is constant to about 753 V. In closed-loop operation, the PI controllers can
track the reference capacitor voltage V. = 602.67 V. The change in input inductor
current from positive to a negative value is a mere indication of power exchange
between the battery and the grid.
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Fig. 7 DC side simulation results of Bi-q MSZSI

Figure 8a shows UPF operation of Bi-q MSZSI. The active power is varied from
positive to negative 8 kW suggested by in-phase voltage and current followed by
out-of-phase voltage and current. During positive to negative transition, the battery
feeds active power to the grid, latter the surplus power gets stored in the battery.
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Fig. 8 Simulation results of Bi-q MSZSI configuration a active power variations UPF operation,
b reactive power exchange grid support feature
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Figure 8b shows reactive power exchange of Bi-q MSZSI. The step-change of 6
kVAr takes place from leading capacitive current to lagging inductive current. The
battery before the change will provide reactive power for the grid support and absorb
excess reactive power afterward.

6 Conclusion

From the above discussion, we may conclude that similar to Bi- q ZSI, Bi-q MSZSI
can exchange power between the grid and the battery. From the analysis, Bi-q MSZSI
can be well suited for various applications such as hybrid microgrid power exchange,
electric vehicle regenerative braking, and renewable energy system integration for
energy storage.
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ASIC Implementation of a 16-Bit )
Brent—Kung Adder at 45 nm Technology Sheshir
Node

Anmol Saxena, Vyom Saraf(®, and Rutu Parekh

Abstract This paper implements a Brent—-Kung adder design from register-transfer
level (RTL) to Graphic Database System Information Interchange (GDSII), using
Cadence Genus and Innovus tools. Brent—-Kung Adder is selected with a 16-bit word
size as it is considered suitable for very large-scale integration (VLSI) implementa-
tion out of the other parallel prefix adder implementation. It is provided with scan
chain flip-flops which cover the overall design. This design has been implemented
at 180 and 45 nm technology nodes. The design was optimized as per trade-offs
between area, delay, and power. The power dissipation observed for 45 nmis 26.7 u W,
0.03 ns critical path delay with 413.136 wm? area taken up. It adheres to scalability
by providing better performance metrics at 45 nm than the 180 nm technology node.
For this particular implementation, the main highlight is the power consumption and
the speed of the implementation, as we have illustrated below via comparison with
other works through tabular means.

Keywords RTL-to-GDSII - Brent—Kung adder + Parallel prefix adders - Physical
design + Simulation + Synthesis

1 Introduction

Adders as versatile, they are, they have an almost innumerous number of supporting
topologies based on user and designer requirements [1, 2]. Here, the focus is on
adders that are compatible with CMOS technology and are scalable. The half-adder
(HA) and full-adder (FA) blocks are fundamental building blocks for various logical
implementations and are very useful for, e.g., a suitable FA implementation [1] for
CMOS technology using transmission gate logic (see Fig. 1a). It could be further
delay optimized by forking the inputs at the terminals.

A. Saxena - V. Saraf (<) - R. Parekh

VLSI and Embedded Systems Group, Dhirubhai Ambani Institute of Information and
Communication Technology, Gandhinagar, Gujarat, India

e-mail: 201801062 @daiict.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 83
V. Mahajan et al. (eds.), Sustainable Technology and Advanced Computing

in Electrical Engineering, Lecture Notes in Electrical Engineering 939,
https://doi.org/10.1007/978-981-19-4364-5_8


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-4364-5_8\&domain=pdf
http://orcid.org/0000-0003-3450-2458
http://orcid.org/0000-0002-9913-2710
mailto:201801062@daiict.ac.in
https://doi.org/10.1007/978-981-19-4364-5_8

84 A. Saxena et al.

Multiple xer

[ . T‘ pP—_]
— I— . s
cin {
Multiple xer
M. [5} e — |
o N \— l cout
o 1 cy [ ENB
— 1 |
1
x y
———
@
< X < X < X < X
c2 cl Cin
— FA FA FA FA —
j | | |
s3 s2 sl s0
(b)

Fig. 1 Adder schematics a full-adder implementation suitable for CMOS. b Critical path for the
ripple carry adder illustrated

Equation (1) denoting the sum (s) and carry-out (coy), based on the inputs (x, y
and carry-in, ci,) are as follows:

s=x@®y®dz and c=xyV xCin V YCin (1)

A ripple carry adder (RCA) incorporates the FAs. This leads to a direct CMOS
implementation [1, 3] where the first row constitutes 7-inverters each block-wise,
and the row below comprises the 4:1 multiplexers. An n-bit ripple carry binary adder
requires n FAs, with the carry-out of the ith FA connected to the carry-in input of the
(i + 1)th FA. The resulting n-bit adder produces an n-bit sum output and a carry-out;
alternatively, Co, can be viewed as the most significant bit of an (n + 1)-bit sum.
The critical path usually starts from the xq and y, ports to the output sum port s3,
(see Fig. 1b).

The initial port could have been cj,, and the destination port could have been cqy,
but FAs are usually designed to reduce latency between their input and sum-out ports.
Thus, the proposed path holds up.

Therefore, for a 4-bit RCA, the latency comes out to be:

Tripple—add = Tra(x, y = Cour)
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+ 2 x Tra(Cin = Cou) + Tralcin — 5) (2)
Furthermore, generalizing (3) for an n-bit RCA gives:

Tiipple-add = Tra(X, Yy = Cou) + (n — 2)
X TFA(Cin - Cout) + TFA(Cin - S) (3)

The delay increases linearly with n as n increases. Thus, RCA design is of time-
complexity O(n). Therefore, it is unfit for large input word-width. The carry compu-
tation network is a significant source of complexity and costs in designing adders
[1]. A carry chain’s length is the number of digit positions from where the carry is
generated up to and including where it is finally absorbed or annihilated. A carry
chain of length 0 thus means ‘no carry production’. There is interest in the length
of the longest propagation chain, which dictates the adder’s latency. The expected
length of the worst-case carry chain in an z-bit addition with random operands is
upper-bounded by log, n. Experimental results verify the log, n approximation to
the length of the worst-case carry chain and suggest that log, (1.25n) is a better esti-
mate [1]. A carry-completion detection adder takes advantage of the log, n average
length of the longest carry chain to add two n-bit binary numbers in O(log n) time
on the average. It is essentially a ripple carry adder in which a carry of 0 is also
explicitly represented and allowed to propagate between stages. Because the latency
of the carry-completion adder is data dependent, the design is suitable for use in
asynchronous systems. However, most modern computers use synchronous logic
and thus cannot take advantage of the high average speed of a carry-completion
adder. The reader is encouraged to refer to [1, 2] for appropriate coverage for more
details regarding the carry-completion detection adder. For two operands, the key to
fast addition is a low-latency carry network; since once the carry into position i is
known, the sum digit can be determined from the operand digits x; and y; and the
incoming carry c¢; in constant time through modular addition:

s; = (x; +yi +¢;) mod r 4)

For radix-2, this is represented as:
Si =X @y D (5)
From the point of view of carry propagation and the design of a carry network, the
actual operand digits are not significant. What matters is whether a carry is generated,
propagated, or annihilated (absorbed). In the case of binary addition, generate (g;),
propagate (p;), and annihilate (absorb) (a;) signals are characterized by the following

logic equations:

g =xy and p;=x;®y; and a; = x| (©)
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Similarly, a transfer signal (¢;) can be defined as the event that carry-out is 1 when
carry-inis 1.

i =a )

1

Conceptually, the concept translates in this manner mathematically,

gi=liffx;+y;,>2 and p;=1iffx;+y;, =1 and a; = liffx; +y; <1
3

A carry network design can be generated using the above signals without using
operands directly, irrespective of the radix. The carry recurrence is thus defined [see
Eq. (9)]. If the carry is generated in stage i or it enters stage i and is propagated by
that stage, it will enter stage i + 1.

The equation for carry recurrence is as follows:

Ci+1 = &i V Cipi &)

In most cases, p; can be replaced by ¢; if desired.

A Manchester carry chain utilizes the carry recurrence equation. For modern
CMOS technology, the delay is roughly proportional to ‘k*’ (as ‘k’ pass transis-
tors are connected in series), making it unsuitable for word-width above 8-bit. An
adder design can be viewed in the generic form (see Fig. 2a) by taking advantage of
generating and propagating signals defined in this section.

If the carry recurrence is unrolled, it becomes a simplified decoupled problem in
implementation terms.

The unrolling is demonstrated below:

Ci = gi—1 V Ci—1Pi-1
=gi-1V(g-2VcCiapi2)pii
=gi-1V &i-2Pi-1V Ci-2Pi-2Di—1
=gi—1V &-2Pi-1 V &i-3Pi-2Pi—-1V Ci—3Pi-3DPi-2Pi—1 (10)

The process of unrolling goes on until cj, is arrived. After full unrolling, all the
carries in an n-bit adder can be computed directly from the auxiliary signals (g;, p;)
and cjy, using two-level AND-OR logic circuits with maximum gate fan-in of n + 1.
Such an adder is said to have a full carry look ahead. However, as can be seen from
the gate fan-in, such an adder is unsuitable for wide word length operands. This is
remedied by using block generate and propagate signals but is still limited by the
block size considerations, which is also a fan-in problem. Therefore, to tackle the
problem of width-size of blocks, a carry operator Q is introduced. The carry operator
Q can be defined (see Fig. 2b) as follows:

g=¢"vgp" and p=p'p’ (11)



ASIC Implementation of a 16-Bit Brent—-Kung Adder ... 87

cn

(@)
&P (g.p)

(8,p)
(b)

Fig. 2 a Block-level implementation for tree-based carry computation-intensive adders. b Demon-
strating the & operation

Carry generation occurs if the left group generates a carry or generates a carry
and the left one propagates it, while propagation occurs if both groups propagate the
carry. This operator is associative but not commutative. Therefore, parallel prefix
problems come into frame, which for the sum could be illustrated as follows where
the variables are operands (Table 1).

The parallel prefix carry computation problem is obtained by replacing + with Q,
and operands with (g, p) pairs. Based on this, Brent and Kung proposed a divide and
conquer strategy, where the inputs are first combined pairwise to obtain a sequence
of length n/2:

Xo+ X1 X2+ X3 Xa+X5 X+ X7... X2+ X1

Table 1 Parallel prefix sums

problem Given X0 X1 X2

Find X0 X0 + X1 X0+ x1 + x2
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where j is the index for the sum-bit and input-bit being accessed (s;, x;).

Parallel prefix sum computation on this new sequence yields the odd-indexed
prefix sums sy, 53, $5... for the original sequence. Even-indexed prefix sums are then
computed by using

$2j = 8251 + X2 (12)

An n-input Brent—Kung parallel prefix graph will generally have a delay of 2
logy n — 2 levels and a cost of 2n — 2 — log, n cells. It is better than Ladner—
Fischer and Kogge—Stone adders due to better cell utilization and wiring congestion
handling properties [4, 5]. In devising their design, Brent and Kung were motivated
by reducing the chip area in the carry network’s very large-scale integration (VLSI)
layout [5]. This model is used in conjunction with other models to yield hybrid
solutions, meeting user requirements. Although advanced adder configurations are
beyond the scope of this paper, they are mentioned in the ongoing work on this adder
as it is modified and improved upon.

Let the inputs be A = 16’/hFFAB and B = 16'hEF82, and carry-in as 1’bl. The
following 2-bit vector pattern is calculated parallel allocated to black and gray cells
as per-prefix generation logic where the black cells output a 2-bit vector and the gray
cells, a 1-bit vector. Black cells determine the Propagate and Generate signals of
the bits. The gray cell’s output is the group generating a signal used to calculate the
carry of that stage. As can be seen, the verified output comes out to be 16’'hEF2E and
carry-out as 1’b1 (see Fig. 3). Carry select adders are one of the fastest adders keeping
area and delay as trade-offs [6]. A 16-bit carry select adder using Brent—Kung adder
has less chip area with slightly more delay, and it is a more efficient high-speed adder
among other architectures of CSLAs [7]. In [8], 16-bit regular linear Brent—Kung
CSA, modified linear BK CSA, regular square root (SQRT) BK CSA, and modified

Prefix Generator

0110 0101000000
01 01 00
01

Sum Generator

(1111 1111 0000 0111 (xor) 0001 0000 0010 1001) = (1110 1111 0010 1110)
greycell((01,1)) =1 = C_,

Fig. 3 Illustrating the 16-bit Brent—-Kung adder in action
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SQRT BK CSA are designed. The power and delay of all these adder architectures
are calculated at different supply voltages from 0.6 to 1.4 V. The range of power
consumption for the same is in the range (0.01-1 wW). The optimal performance is
observed around 1.2 V.

The results show that modified SQRT BK CSA is better than all other adder
architectures in power but with a minor speed penalty [8]. Work in [9] validates
findings in [8]. Although papers discuss improvement in design [10], there is no
DFT coverage on the same. Also, although discussed, the process steps are not
shown explicitly, i.e., the process to reach the final layout for adder comparisons.
The same has been marked in various avenues that RTL-to-GDSII is not a very
transparent process, and much needs to be done in making it more accessible for
academicians and the general public alike. Thus, there is an effort to make the process
as straightforward as possible. As noted in [11], Kogge—Stone adder and Ladner—
Fischer adder result in faster implementations, but they are not optimized, keeping
fan-in of the design as an optimizing parameter, and hence are not very suitable for
VLSIimplementations in their raw form [5]. It is to be noted that mixing and matching
various architectures and topologies such as the former and Manchester carry and
other primitive topologies may yield hybrid adder topologies that outperform the
topologies in their native form. This was also noted in NVIDIA GTC 2021, where
Al-based algorithms made stage-by-stage predictions to sweep in the cells to create
a faster adder configuration. This paper differentiates itself but takes inspiration from
[12, 13], by making inter-node observations, rather than comparing different variants
of Brent—Kung adder which they have tested, as this is a regular topology, if this is
to be put in one type as per [9].

2 Physical Design Flow for the Design

The synthesizable HDL code is written and functionally verified in Vivado through an
appropriate test bench in a functional simulator (e.g., iISim) using behavioral simula-
tion before utilizing it for further logical synthesis and physical design process sepa-
rately in Cadence Genus and Innovus-based design flow and qFlow. The following
infographic can summarize the Cadence-based design flow (see Fig. 4), and the
following steps (see Fig. 5) are followed to complete the process until sign-off.

2.1 Logical Synthesis Using Genus Synthesis Solution

The RTL code as tested in Vivado HLS and a Synopsys Design Constraints (.sdc)
file is written as a Tcl script to define the timing constraints such as clock definitions,
and fall time and rise time are provided to the Synthesis solution program.

Here, steps of generic synthesis are done, which firstly provides an RTL schematic
as per the Boolean expressions, which the design renders as the netlist. After opti-
mization, it gives a better and more organized schematic which is mapped through
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Fig. 4 Cadence EDA-based physical design flowchart
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Fig. 5 Cadence EDA-based physical design flow illustrated
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the library files. For making the design ‘Design for Testability’, (DFT) compatible,
scan chain flip-flops are provided, at each node, at this juncture. The Synthesis solu-
tion provides an updated netlist, which incorporates the library issued cells, and the
constraints provided in the .sdc file while preserving the logical integrity of the overall
module. The SDC file is also updated in accordance with design deployment based
on the provided library. Based on the logically synthesized netlist, timing reports,
power consumption reports, and gate count reports are obtained.

2.2 Extracting DEF File from Innovus Implementation
System

The Design Exchange File (DEF) is obtained by providing the Innovus implementa-
tion system with the Library Exchange File (LEF), which consists of all the required
macros, library tech files, and the updated netlist. The IO pad-frames information is
also provided to ensure a bounding box for the overall module. Then, the multimode
multi-corner MMMC) file is generated by specifying the nature of cells (slow, fast,
typical) and RC parameters being used in the design. After importing the design, the
floor-planning is done where power rings and power stripes are added to make it well
defined before placing the optimally synthesized blocks inside.

2.3 Physical Synthesis Using Genus Synthesis Solution
Utilizing DEF File

After having the DEF file, the synthesis steps are taken up again with Genus Synthesis,
but this time, the focus is on having physical parameters be translated in the updated
netlist as the capability is specified to incorporate the timing aspects of the design
with more precision. After going through the synthesis steps, the updated netlist and
the revised SDC file are acquired.

2.4 Placing and Routing Using Innovus

The updated netlist is then again provided to the Innovus system, after which the
blocks are placed accordingly with optimization. For example, a clock tree in the
design could be accommodated to eliminate skews and optimize the design further.
After optimally placing the blocks, the component is routed to yield an equivalent
physically laid out circuit to the specified logic and then is streamed out in Graphic
Design System-II (GDSII) format. The logs generated are a complete source of
information regarding the design and could be studied to make changes as required,
especially while optimizing the timing through timing reports.
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3 Implementation

The overall implementation requires Xilinx Vivado, Cadence Genus, and Innovus in
a series of steps, as discussed below. In this implementation, the input and output
capture register array (see Fig. 10) is provided to synchronize the adder with a
system provided clock and run timing analysis. The prefix network (see Figs. 7
and 8) generates the block level ‘pg’ operands, which are further processed by the
black and gray cells (see Fig. 9) to generate row-wise carry, propagating through the
stages. The provided register array helps provide a clock path for the system, which
can further be constrained through the. sdc file created for the design. If the logical
elements are substituted as designed for the Brent—Kung adder algorithm with the
connections (see Figs. 3 and 6), the regularity and parallelism of the structure become
all so evident. Their logical aid has been discussed in the introduction section, and
the reader is advised to correlate the black boxes with their contents by going back.
The sum generator block is a simple XOR array (see Fig. 11).

Grey cells
« = 8 & N o + = | 31Cells 5200Puis  171Nets

Pre-fix Generator

Input flop

-

Fig. 6 HDL modules for 16-bit Brent—-Kung adder

Fig. 7 Prefix generator RTL array
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Fig. 9 Schematics for black and gray cells, the elementary computational elements of the adder. a
Black cell, b gray cell
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Fig. 10 Schematics for register arrays provided at I/O ports a input register array schematic, b
output register array schematic
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Fig. 11 Sum generator block schematic consisting of XOR array

3.1 Functional Implementation and Verification on Xilinx
Vivado

The verification of the above RTL implementation is done by the provided test bench
(see Fig. 12), and the behavioral simulation for the same yields favorable outputs
(see Fig. 13).

3.2 Logical, Physical Synthesis, and Routing on Cadence
EDA

The RTL implementation done on Vivado was for functional verification. After
successfully verifying our design, Genus is utilized to do logical synthesis, and we
observe a regular arrangement of cells, as DFT insertion is performed (see Fig. 14).

Hundred percentage coverage is achieved in scan chain flop insertion. Also, the
synthesis notes the structural regularity and can be noticed right away after path
optimization. Metal-layer 10 and 11 utilized (see Fig. 15a) and metal-layer 5 and 6
utilized (see Fig. 15b), for Vpp and Vg, respectively, for power-stripes allocation.
Similarly, the placement (see Fig. 16) and optimal routing (see Fig. 17b), for the
180 nm node are implemented. The cells are accommodated in the provided area
(see Fig. 17a), not yet placed without the power stripes (see Fig. 16c).

The aspect which makes the routing an exciting part of this particular design is
that the regularity and hierarchy of the Brent—Kung adder which led to a clean final
layout. Cadence EDA gives us much flexibility in determining the parameters such
as spacing between metal layers, the density of the lines, the grouping of the lines,
and utilization of PVT corners for exhaustive experimental studies on the design
and, thus, helps determine its feasibility in various use cases. The various use cases
are low power, or where power is not a concern, but speed is, among many others.
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Fig. 12 Test bench
initialization and inputs
provided a initialization of
test bench fixture. b inputs
for the DUT
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module thy

/7 Inputs
reg [15:0] a;
reg [15:0] b:
reg cin;

reg clk;

reg rst;

// Outputs
wire [15:0] S_updated;
wire Cout_updated;

// Instantiate the Unit Under Tast (UUT)
BrentKung bklé{a, b, cin, rst, clk, 5 updated, Cout_updated);

always #30 clk=~-clk:

initial begin
// Initialize Ipputs
a=0;
b =0;
cin = 0;
clk = 1;
rst=1;

(a)

// Wait 100 ns for global reset to finish
#100;

// Add stimulus here
a = 16"hFFFF;

b = 16'h0000;

ein = 1;

rast=0;

$300;

a = 16"d2017;
b = 16'd7010;
cin = 0;

$#300;

a = 16"hFFAB;
b = 16"hEF22;
cin = 1;

end

endmodule

(b)
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Fig. 13 Successful behavioral simulation for Fig. 12

Also, there are many libraries to explore, emphasizing speed, and, also, not being
concerned with high speed; such as ‘fast’ and ‘slow’. We have homogenously utilized
the ‘fast’ variants for both the 45 and 180 nm implementations.

The overall placement and global routing, along with various interconnect levels,
are illustrated (see Fig. 17) to understand better how it leads to a complete ASIC
implementation. In the optimized placement, the instances are physically made more
compact, and there is utilization of filler cells as well, for signal strength consistency.

4 Results and Discussion

Insertion of inverters is observed during physical mapping at 180 nm node, which
increases the overall gate count. This implies that driving strength had to be enhanced
before being considered physically viable in this node. Also, area coverage is 10.3
times greater than that in 180 nm from 45 nm (see Fig. 19; Table 2). The subsystem at
180 nm can be clocked around 500 MHz, and the critical path delay observed at 45 nm
is 0.03 ns (see Table 2). Another important pattern of importance that is not listed
(see Fig. 18) here is the parameter leakage power, which is observed to be higher in
45 nm than 180 nm, which is expected theoretically due to shorter channel length
in the former than the latter. The leakage power in 45 nm is 4 x higher than that of
180 nm implementation, which is also how the channel is scaled down from former
to latter. The leakage power consumption for the 45 nm node is 24 nW. Quantum-dot
cellular automata (QCA) is an alternative to CMOS and has shown promising results
in particular areas. However, the delay and the power are at odds with each other,
and there is an optimal solution to be arrived at or decided based on application; one
can be prioritized over another. One man’s acceptable is other man’s fast or slow.
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Fig. 15 Power rings and stripes allocation a gsclibO45 power rings and stripes, b tsmc180lib power
rings and stripes
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Fig. 16 Physical placement using cadence EDA tool-suite. a Unmapped placement, b mapped
placement at 45 nm, ¢ optimized mapped placement
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Fig. 16 (continued)

The alternative technology is challenging to adopt in a mainstream manner because
of the cost associated with the initial setup.

5 Conclusion

In this work, a 16-bit Brent—-Kung adder has been successfully implemented for
physical design (PD) flow at 45 and 180 nm technology node. Beginning from RTL
code, synthesis, placement, and routing to generation of GDSII file has been executed
using Cadence tool. The area, delay, and power for 45 nm are 413.136 wm?, 0.03 ns,
and 26.73 p W, respectively, and for 180 nm are 4254.466 umz, 2ns,and 513.048 W,
respectively (see Figs. 18 and 19). Hence, in terms of delay, 45 nm is 66.67 times
more efficient than 180 nm technology node.
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Outpli;: Ports
(b)

Fig. 17 Placement and routing with the inclusion of cadence EDA tool-suite. a Unmapped
placement with power rings, b routed design for gsclib045
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Fig. 19 Gate and instance
counts after physical
mapping (PM) a gate count
for gsclib45, b gate count for
tsmc180

Type Instances Area Area ¥
sequential 50 285.228 69.0
inverter 1 ©.684 8.2
logic 49 127.224 30.8
physical_cells @ 0.000 0.0
total 100 413.136 100.0

(a)

Type Instances Area Area %
sequential 50 3266.525 76.8
inverter 23 153.014 3.6
logic 37 834.926 19.6
physical_cells e 0.e00 0.0
total 110 4254.466 100.0

(b)
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Table 2 Parameters on different technology nodes

Reference Technology node (nm) Area (um)? Delay (ns) Power (WW)
This paper 45 413.136 0.03 26.73

This paper 180 4254.466 2 513.048
Reg. BK16 [11] 45 - 265 0.649

Reg. BK16 [14] 250 - 1.1 533

BK16 [15] QCA 3.5508 0.008 -
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Autonomous Vehicles: A Detailed Bird )
Eye View ek

Ansh Jain and N. Gupta

Abstract Transportation has developed a lot in previous years, from camels and
horses to conventional cars and now autonomous vehicles (AVs) or a self-driven
vehicle. It is a self-apprehensive automobile that detects its current surroundings
with the help of sensors and moves with less or no human intervention. Autonomous
vehicles can soon come to our roads, as, a lot of research has already been done in
the sector. Since very few people have commuted in an AV, one can’t tell the pros and
cons of AV just by the theoretical part. Initially, every research poses some issues;
this is no different, but with time, it is important to solve those issues else they can
gradually become a threat. The present work addresses some issues which need to
be taken into consideration before AVs reach the public. These issues are not only
restricted to technical but also concerns with ethics, society, and legalities. We have
also focused on the pros, cons, and changes that might happen once AVs become
publicly available. Is it worth spending millions of money and hundreds of hours
in research? Are there more advantages of AVs than disadvantages? Is it a threat to
society? Let us look at some details and aspects of AVs.

Keywords Autonomous vehicle - Self-driving vehicle  Technical and
non-technical details -+ Issues and solutions

1 Introduction

Although the research on AV was started in the early 1980s [1], still it faces various
challenges for its development in its design, control, planning, coordination, percep-
tion, and human interaction. Some of the human actions such as looking at fellow
drivers or sometimes understanding sign language as waiving hand to allow other
vehicle to pass etc. or allowing pedestrian to cross the road by waiving hand etc. are
difficult for machines [2].
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Artificial intelligence/machine learning has already been implemented in various
fields of mass manufacturing as optimization [3] of input parameters to achieve
optimized output. It ensures optimum usage of resources [4], along with optimizing
consumption of energy required in a manufacturing process [5].

The automobile standardization agency, Society of Automotive Engineers (SAE),
has defined six levels of automation for autonomous vehicles. There are automation
levels in vehicles from Oth level (conventional cars/no automation) to Sth level (fully
automated) [6]. In between are the partial automation such as speed controls, lane
following assistants. Level 0-2 requires a driver all the time; level 3—4 requires a
driver in difficult situations. Level 5 doesn’t require a driver and is fully autonomous
in all situations.

e Level O: No driving automation: These are the conventional vehicles.

e [evel 1: Assistance to driver: A single automation system like cruise control is
used.

e Jevel 2: Partial automation: Both steering and acceleration are controlled by
automation. In emergency, driver can take control any time. Tesla and Cadillac
are at this level.

e Level 3: Conditional driving automation: These vehicles can detect the surround-
ings and act accordingly. Audi A8L falls under this category.

e [ evel4: Highdriving automation: Along with the features of level 3, these vehicles
can also intervene if there is some issue. Human has the option to override in an
emergency case. NAVYA, Waymo, Magna falls under these categories.

e Level 5: Full driving automation: No human attention is required; everything is
done by a vehicle even in emergency cases.

Level 5 AV would require overcoming many challenges which include social
challenges, technical challenges, legal challenges, and ethical challenges. We will
focus on these challenges.

One of the first notable advancements in AVs was at competition sponsored by
DARPA, in which the methods were limited to slow speeds and in a not-so-crowded
environment [7]. Google started its test project on AVs in 2009 [8]. In 2016, the
world’s first autonomous taxis was revealed by Singapore, which were operated by
a software start-up named nuTonomy [9]. In 2016, Uber established an Advanced
Technologies Center which began testing AV's with passengers [10, 11]. At present,
Volvo, Nissan, Volkswagen, Audi, Tesla, and Ford have also started research in this
sector [2]. Autonomous trucks and buses are being tested in some places [12—14].
Apple has also started research in this sector. It is expected that AVs will reach public
markets by 2025-2027 [15].

In the past decade, great progress has been achieved in AVs [16, 17], and
computing abilities have also been greatly improved to reduce the computation
time. This was also accompanied by machine learning techniques, decision-making
methods, and complex planning. Still, AVs can’t operate in complex environments
which need to be addressed.

AVshave sensors, radars, and LiDARSs ; hence, the scenario of accidents (if caused)
can be recreated, and using machine learning, AVs can learn how not to repeat it.
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Fig. 1 Typical AV systems

Still, there are many scenarios, and most of them are different from each other, which
can’t be generalized.

2 Technical Details

2.1 Environment Perception System

The most suitable and representational sensors for perception systems are RADAR,
LiDAR, ultrasonic, cameras, GNSS, RTK, and IMU. All of them work in the
electromagnetic spectrum.

e Ultrasonic Sensor: It works in the range of 20—40 kHz. It sends sonic waves and
receives the echoed wave. The time difference between the two is used to calculate
the distance of the object from the sensor.

o RADAR: It works at 247,779 GHz. It sends radio waves and receives the echoed
wave. The time difference between the two is used to calculate the distance of the
object from the sensor.



110 A. Jain and N. Gupta

SENSI EM

AUTONOMOUS CAR

Fig. 2 Sensors and their positioning

e LiDAR: It works at 200 THz. It sends a light pulse and receives the echoed pulse.
The time difference between the two is used to calculate the distance of the object
from the sensor. They can be 2D or 3D, rotary, or solid state.

e Cameras: VIS cameras work in the visible spectrum, 400—780 nm. These are most
commonly used in AV perception systems. A pair of VIS cameras with specified
focal length can be used to calculate distance. TOF cameras are also used in
detecting distance.

2.2 Position Estimation System

2.2.1 Global Navigation Satellite System (GNSS)

These technologies are used to locate the vehicles with respect to their initial point.
They include a group of satellites that sends the signal about the satellite, orbital
parameter, its position, etc. which is received by the vehicle. The time taken by the
signal to travel from each satellite (at least four satellites) to the vehicle is used to
calculate the distance from the four satellites, which helps in determining the location
of the car with some error, which may be due to weather conditions, reflections, noise,
synchronizations of atomic clocks, etc. This method is called the trilateration process.

Table 1 shows different GNSS and their details [18, 19].

To improve the accuracy, some methods like DGNSS, RTK, and SBAS are also
developed [20].
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Table 1 Various GNSS and their details [18, 19]

BEIDOU GALILEO GLONASS GPS
Coverage Chinese Global Global Global
Height (km) 21,150 23,222 19,100 26,650
Owner China European Union Russia EEUU
Period 12h53m 14 h I1h15m 11h58m
Precision 10 m, civil 1.0 m, civil 7.4 m, civil 7.8 m, civil
0.1 m, military 0.01 m, advantage 4.5 m, military 5.9 m, military
Satellites 30+5 30 24 24

2.2.2 Inertial Positioning and Dead Reckoning (DR)

Itis a process to estimate direction and position based on the initial position measure-
ments. The simplest way is to use rotary sensors; at wheels and steering wheel, this
technique is known as odometry [21]. Some errors like slip, lateral motion can be
reduced with the help of inertial measurement units (IMUs), which comprise of
gyroscope, accelerometer, and magnetometer [22].

2.3 Data Fusion Algorithm

Combining data from two or more sensors is called sensory fusion or data fusion.
When more data are fused, it increases the accuracy and integrity of the system. In
AV, it will help in better understanding of the environment to act accordingly.

2.3.1 Fusion Methods in Perception System

One method is to fuse data of LiDAR and stereo cameras to improve object detection.
Itincludes two stages: (A) Hypothesis Generation: To recognize a vehicle using Haar
features in depth maps and AdaBoost classifier. (B) Verification: It is done by LiDAR
with a support vector machine to identify the shape of object. This has a lower false
alarm rate [23, 24].

One method is to fuse MMW RADAR with camera information. This method
provides a balance between computational efficiency and detection accuracy. The
MMW radar initially recognizes the likely vehicle and gives a locale of interest.
Symmetry detection and active contour detection of the vision processing module
help to identify the vehicle. Detection rate: 92.36% and false alarm rate: 0% using a
real-world dataset [25].
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2.3.2 Fusion Methods in Positioning System

Generally, the Kalman filter and extended Kalman filter are most used algorithms to
increase the accuracy of positioning systems.

A method is to fuse the data from the RADAR system by KF method; it is tested
that the data from RADAR only are sufficient for fewer errors [26].

2.4 Testing AVs

When research on AVs started, consequently, planning, processes, and procedures
for testing AV also started. The testing may be done physically or by simulation.
Physical tests are comparatively not so feasible because of the guidelines, higher
cost, and require more time than the simulation tests.

There are three types of simulations [27]:

e Live: It is an operational test to identify the systems which are damaged using
real forces by stimulated firings.

e Virtual: It tests a complete system prototype, by computer-generated stimuli.
Mainly used in developmental tests.

e Constructive: representation of systems using only computers.

In the automobile industry, the most accepted simulation is V-model and its vari-
ants. Although many tools have been added in simulation, yet there is no best tool
for all scenarios. In some tools, the agent paradigm is also added to represent human
beings as autonomous [28, 29].

One method is to use game engines and physics engines for simulation and testing.
Some of the features of these simulations are physics fidelity, realism, and a scriptable
environment. Still to be highly precise simulations are better than using game engines.
Some engines which are used for simulations are Unity 3D, Unreal Engine, Cry
Engine, Blender, Open Dynamics Engine (ODE), Bullet Physics, and NVidia PhysX.

Robotic simulations can also be used for testing if they provide modeling of all the
sensors and actuators. The aspects to be considered while selecting robotic simulators
are 3D rendering, external agent support [30] (Table 2).

Virtual simulation environments can also be used for more accurate results. It
consists of a simulated vehicle model, simulated world, and simulated sensors. Toyota
Research Institute (TRI) has developed Vehicle Platform 3.0. Google has Carcraft
simulator. NVidia has developed its own platform namely NVidia drive AGX.
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Table 2 Various simulators and their details
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Simulator External agent Graphical engine License Simulator
platforms engine
BlenSor No OpenGL GPL/Open source -
Gazebo Yes Ogre3D GPL/Open source ODE, Bullet,
Simbody Art
MORSE Yes OpenGL GPL/Open source Blender, Bullet
MRDS No DirectX Commercial PhysX
USARSim Yes Karma GPL Unreal engine
V-Rep Yes OpenGL GPL/Open source, ODE, Bullet,
commercial Vortex
Webots Yes - Commercial ODE

3 Non-technical Issues

3.1 Public Health Issues/Ethical Issues

There are many issues which need to be faced, some of them are as follows. A
challenge is to maintain a balance between the protection of the public’s safety and
the manufacturer’s innovation. One challenge is people would prefer to use AVs, due
to their ease, over walk or cycling. The access of AVs would be only limited to the
rich society as the cost of production would be high (at least in the initial stages).
This is mainly because sensors like LiIDARS, radars, sensors, computational devices
will be used in manufacturing. People would prefer personal vehicles over public
transport, leading to more usage of resources and pollution (in case of IC engines).
In a forced-choice algorithm, where either a bystander or the passenger’s life is at
stake, who should be given a privilege.

3.2 Legal Issues

Many legal challenges also need to be addressed some of which are given. One of
main challenge is Cybersecurity of vehicles, as lot of data is shared with fellow
such vehicles near by. Insurance companies need come up with some new kind of
solutions to the issues which will be caused because of AVs. If there is a fault and
accident happen, whose fault would it be, or what actions should be taken? To find
solutions to these problems the Government and lawmakers need to play their part,
even in the research phase.

In 2016, US Transport Department issued the first Federal Automated Vehicles
Policy, where the department stated some safety standards for testing AVs. It also



114 A. Jain and N. Gupta

asked for system failures safeguards. These were the first few main policies which
were made for autonomous vehicles.

4 Non-technical Solutions

4.1 International Standards

International standards play an important role in regulations and safety. Some of the
international standards for vehicles are ISO 26262, IEC 61508. With the advancement
in AVs, more standardizations must be needed for better and safer implementation
of cars.

ISO 26262: ROAD VEHICLE OF FUNCTIONAL SAFETY: It is an international
law regarding the safety of electronic and electrical systems in automobiles. Part 6
is solely dedicated to reliable codes.

IEC 61508: It is a global standard related to automatic protection systems, its
application, design, deployment, and maintenance.

They use automotive safety integrity levels (ASILs), which measure the risk
related to systems from A to D. A being least secure and D being most safe.

4.2 Testing Possibilities

All over the world, hardly, 20 countries have allowed AV testing in public roads either
partially or fully; because of this, AVs are not being tested at their full pace. The
other countries are either not technologically advanced or are scared of unwanted
accidents due to AV in their initial phase. The solution is again to generate laws and
actions against accidents so that companies would think twice before getting AVs
on a public road. To compensate for it, there should also be laws that provide some
motivation to the manufacturers or researchers.

5 Advantages

Autonomous vehicles will make transportation and mobility much easier and more
exciting. Some of the advantages include mobility for those who don’t know how to
drive, lesser traffic on streets, less travel time, lesser accidents which earlier caused
due to human negligence and human errors. It is estimated that autonomous cars can
save 1 million lives every year.
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5.1 Effect on Pollution and Environment

Since computers are much better at work than humans in various ways like, they could
change gears, use clutch effectively, thus reducing fuel consumption, and hence can
lead to a safer and greener environment.

They will reduce pollution because of efficient driving and various techniques
possible for AVs like ‘platooning’. These things would not only reduce the pollution
but also the travel cost.

5.2 Effect on Safety

Since there would be cameras, sensors in every car, they may be used to identify the
criminals and thus gradually, reduce the crimes.

6 Disadvantages

6.1 Effect on Cities

It would also have various adverse effects, such as people would have no issues in
traveling more and thus may shift to remote locations to enjoy more economical or
bigger houses; this would further increase the dependency on cars. Lesser usage of
public transport as buses and cars may lead to revenue losses to transport depart-
ment and governments. Also, it would take the jobs of professional drivers, taxis,
rickshaws.

6.2 Effects on Privacy

Since there would be cameras, sensors in every car that would also lead to a breach
of privacy which is a debatable topic and a major concern.

7 Autonomous Taxi

An idea is of the car-sharing scheme, in which when a car becomes fully automated,
it may be used as a service, rather than a commodity. In such a case a person can book
an AV whenever required just like a normal cab and it will take person to his/her
destination. It is estimated that one AV can replace 10 cars to help people commute.
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And those who wish to buy it can send their vehicle to others once they are dropped
and can call back when they wish to travel again [31].

At present, these taxis are being tested and used with controls with drivers as well
so that they may take control if in case it is needed. Few cases of accidents are also
reported, like Uber in March 2018, which means it need more development before
it gets publicly available.

8 Conclusion

Already, artificial intelligence/machine learning-based techniques like artificial
neural networks are playing very important roles in manufacturing areas, like opti-
mization of input parameters to optimize manufacturing processes. Also, we are
witnessing Industry 4.0 concept being implemented in manufacturing industry. We
are witnessing an epoch in which almost everything is taking a step toward automa-
tion, and so is a vehicle, and because of this, even computer companies are also
getting into this industry. This soon may lead to an integrated transportation system,
where all elevators, AVs, planes, ships would come together with the help of AL

Many technical aspects need to be solved, and training should be done properly;
sensors should be fitting at every angle to minimize the blind spots. Apart from
technical issues, various social, economic, legal, ethical issues also need to be taken
care of, for which governments and organizations also have a large play.

There are many uncertainties about AV, its emergence, its applications. But, when
it will emerge, it will affect a lot of industries, sectors, and infrastructures. As of
now, these can be predicted with a little certainty but still is a very important aspect
to understand the trends, threats, and issues in the near future and in a long term as
well.

Research is also being conducted in the field of application of flexible manufac-
turing systems in automated guided vehicles (AGVs) used for material transportation
in big manufacturing units across the globe.

There are more advantages to it than disadvantages, which make it worth
researching it and solve the issues. Still, it is needed to be considered as a soft
issue, and every aspect of it should be taken into consideration since many lives
would depend on it, in terms of health and occupation and in some cases, a matter
of life and death.

One major thing is to share the data, incidents with the public; this would not only
allow them to give more ideas or solutions but also would provide them trust, and
they would feel AVs to be more reliable. This would allow them to accept it and start
using it at a faster pace.

The failure of a machine may be annoying or frustrating, but the failure of a car
would lead to a life and death situation. Hence, the design, testing, and evaluation
must be done carefully for public acceptance.
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Watermarking Based on Discrete Wavelet | @i
Transform and Schur Decomposition

Anurag Tiwari® and V. K. Srivastava

Abstract The excessive use of multimedia content in the past decades led to threats
of illegal copying and duplication of digital contents. This paper proposes one of
the solutions to this problem based on an image watermarking technique using
Discrete Wavelet Transform (DWT) and Schur decomposition. The Schur decom-
position takes a lesser number of computations than singular value decomposition,
which makes it suitable for the decomposition of the image. In the proposed algo-
rithm, the watermark is embedded by manipulating the Schur coefficients of the
LL subband of the cover image with the Schur vectors of the watermark. In the
proposed work, the properties of both DWT and Schur decomposition are combined.
The proposed technique performs better against, rotation, histogram equalization
attacks, and various filtering attacks. The performance of the proposed technique is
evaluated using PSNR and SSIM, which shows better visual imperceptibility against
various attacks. The experimental result of the proposed scheme is also compared
with other prevailing techniques, and the proposed method is found more effective
among the other techniques.

Keywords Image watermarking + Schur decomposition + Wavelet -
Imperceptibility « Histogram equalization

1 Introduction

The excessive use of multimedia content in the past decades led to threat of illegal
copying and duplication of digital content. In the recent multimedia age, the sharing
of multimedia content or information like images, videos, and data with another
person is widespread. Current advances in transmission invention, distribution, and
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process have created new occasions for the unlawful modification, duplication, and
spreading of digital content. In recent years, growth in digital transmission and within
the cyber world has been incredibly fast, enhancing the requirement of confiden-
tiality and authenticity of multimedia data. So digital watermarking techniques are
used to solve the problem of modern digital content transmission. Digital image
watermarking is defined as a scheme for embedding a watermark logo or image into
the cover image using any key which will be extracted from watermarked image
for copyright protection and authentication purpose [1]. In watermarking scheme,
watermark can be visible or invisible. On the basis of information needed at the time
of the extraction process, the watermarking techniques can be classified into three
types: blind, semi-blind, and non-blind watermarking schemes [2]. In the blind types
of techniques, there is no requirement of cover image only secret key is required,
whereas in non-blind techniques, the cover image with the secret key both are required
during extraction process. In semi-blind type of schemes, watermark bit sequence
and secret key both are required [3]. Watermarking can be performed in spatial
domain and transform domain. In spatial domain techniques, pixel values of cover
image are modified to embed watermark, whereas in transform domain techniques,
the cover image is transformed into the frequency domain and then watermark is
embedded [4]. In hybrid image watermarking techniques, watermark information
is embedded in both spatial domain and transform domain. The transform domain
schemes have many advantages like better imperceptibility and robustness and higher
payload capacity, whereas spatial domain techniques have advantages like lesser
complexity and lesser cost. Wavelet-based watermarking schemes show wider scope
as it is a time—frequency approach utilizes multi-resolution property [5].

Mohan et al. [6] developed a Schur-based technique that employs Schur triangular
matrix to embed watermark. Liu et al. [7] suggested technique based on combina-
tion of Contourlet transform and Schur decomposition. Su et al. [8] investigated
a technique based on Schur decomposition and uses dual color image watermark
that employ correlation between Schur matrixes to embed the watermark. Ahmad
[9] proposes a non-invertible technique in which cover image is converted into the
blocks then subjected to Schur decomposition, and PN-sequences are generated to
embed as watermark. Su et al. [10] suggested a primitive Schur decomposition
based color image watermarking technique in which the watermark is embedded
by modifying the relationship of two elements in the first column coefficient of the
unitary matrix derived by Schur decomposition. This paper presents DWT and Schur
decomposition-based watermarking scheme which provide better imperceptibility
and robustness as well as it have lesser computational time.

This paper is arranged in following manner: In Sect. 2, the theory of DWT is
explained, whereas in Sect. 3, the theory of Schur decomposition is presented, and
in Sect. 4, proposed watermarking techniques are described. Section 5 contains the
simulation result and finally conclusions are given in Sect. 6.
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Fig. 1 DWT decomposition
of image LL2 | LH2
LH1
HL2 | gH2
HL1 HH1

2 Discrete Wavelet Transform (DWT)

DWT decomposed image into four subbands, in each decomposition level which
provides multi-resolution property. DWT uses based on wavelets as basis func-
tion, whereas DFT and DCT have everlasting sinusoidal or complex exponentials.
Wavelets are generated by dilation and translation of mother wavelet. The DWT is
mainly based on subband filtering. First original image is transformed into the four
different subbands like LL1, LH1, HL1, and HHI. LL1 contains lower frequency
components so it has maximum energy of image [3]. High frequency components
LH1, HL1, HH1 hold the detailed information. It can be further divided into the
subband by applying the second level wavelet decomposition into the LL1 subband
which further provides four subbands which are LL2, LH2, HL2, and HH2. The
process can be repeated to decompose image to the nth level subbands to get suitable
subbands for watermarking where 7 is the level of decomposition. Similarly by using
Inverse DWT, original image can be recovered. DWT provides suitable subband for
watermarking according to human visual system. So watermark can be embedded
into HL or LH subbands as they are not visible to human visible system [11, 12].
The DWT has limitation of shift invariance and phase sensitivity (Fig. 1).

3 Schur Decomposition

The Schur decomposition [9, 13, 14] provides Eigen values of pixel block easily.
It can be defined for any matrix M as

M=UxAxUT (1)

where M € R"*" and A is upper triangular matrix and U is a unitary matrix [8, 9].
The Schur decomposition provides two matrices unitary and upper triangular

matrix. The Schur decomposition can be applied on square matrices. The Schur

decomposition is based on theory of unitary transformation, and it is intermediate
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step of singular value decomposition (SVD) due to which it has lesser the computation
time than SVD. The Schur decomposition diagonal matrices are same for A and A7
as the Eigen value of both are same. The Schur vectors are invariants to scaling. The
Schur decomposition is mainly based on unitary transformation which makes so it
stable. These properties make the Schur decomposition suitable for its application
in image decomposition and in image watermarking as well. The watermarking
information can be embedding into both the matrices either unitary matrix or upper
triangular matrix but generally upper triangular matric is preferred.

4 Proposed Watermarking Technique

The proposed watermarking algorithm is discussed in this section. In this work, a
cover image as (/) of size M x N and binary watermark image as (Iw) of size m X
n is considered.

4.1 Embedding Algorithm

The watermark is embedded based on procedure whose is shown in Fig. 2:

i. Perform DWT on cover image to decompose image into four subbands LL1,
LH1, HL1, and HHI.

ii. The Schur decomposition is obtained by applying the Schur transform into the
LL1 subband.

-.{} y

“U = pwr 5| Schur = SVD Watermark
' :‘ Image
Cover image ﬂ lL
Watermark <: SVD
Embedding

:

IDWT (": Schur {*— SVD

Watermark image

Fig. 2 Block diagram representation of proposed schemes
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iii.

iv.

vi.

Vii.

The upper triangular matrix of LL subband of cover image is further subjected
to singular values decomposition (SVD) which gives three matrices.

The watermark image is also subjected to SVD to obtain the singular values
(SV) matrices.

The watermark is embedded by manipulating the SVs of cover image to SVs
of watermark image

L, j) = L, )+ kL@, j) @)

where k is gain factor.

Inverse process of SVD and Schur transform is applied to recover the modified
LL subband.

The watermarked image is obtained by applying inverse DWT to the modified
LL subband.

4.2 Extraction Process

The extraction procedure of binary watermark image is as following steps

i.

ii.
ii.

iv.

5

Apply DWT to obtain watermark image which results to four subband of
watermarked image.

Perform Schur transform to LL subband to obtain the Schur vector matrix.

In next step, SVD is applied into the upper triangular matrix of Schur
decomposition.

Extract transformed watermark image coefficients from watermarked image by

applying
Ly(Q, j) = (UL, j) — L, j))/k 3

Apply SVD to extract the watermark image.

Simulation Result

The effectiveness of proposed scheme is tested using various performance parameters
for three images which are lena, girl, and pirates of as cover image of size 512 x
512 and binary watermark of size 256 x 256 is taken as watermark image shown in
Fig. 3. Watermarked image obtained after applying the proposed algorithm is shown
in Fig. 4.

The performance of the proposed algorithm is evaluated by two parameters which

are as follows.
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Fig. 4 Watermarked images a lena, b pirates, ¢ girl, and d extracted binary watermark

5.1 Peak Signal to Noise Ratio (PSNR)

It is the parameter to evaluate the superiority of the watermarked image. It is ratio of
peak value of signal power to noise power. PSNR used for evaluation of watermarking
algorithm which is defined as:

2

255
PSNR = 10 * log

4
MSE @)
where mean square error (MSE) for gray image is given by:
1 M N
_ 2
MSE=———3 3 [(r,y) = Wx, )l (5)

x=1 y=1
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5.2 Structural Similarity Index Measures (SSIM)

SSIM defines the structural similarity between the cover image and watermarked
image. SSIM nearer to 1 shows that structure of cover image and watermarked image
are same. SSIM provides knowledge about the imperceptibility of image which is
an important characteristic of watermarking algorithm.

Y XN G ICGx, Y We,(x, y)]
Y Yo 1C )P

The SSIM and PSNR evaluated after applying various types of attacks.

Noise attack: The noise affected watermarked image is obtained by applying salt
and pepper type noise with variance 0.01.

Histogram equalization: Histogram equalization modifies the intensity value of
image which used to improve the contrast of the image.

Filtering attack: Various types of filtering attacks like Gaussian, median, and
average filtering are performed.

Geometrical attack: There exit various types of geometrical attacks like rotation,
translation, etc. Performance of proposed technique is tested against rotation attack
by rotation of watermarked image.

In Fig. 5, watermarked image obtained after various attacks are shown. In Fig. 6,
PSNR value is plotted against gain k. Various values of parameter obtained after
applying various attacks are given in Table 1.

It is clearly visible from Fig. 6, there exists an inverse relationship between the
value of gain factor (k) and PSNR value. It shows the imperceptibility of water-
marking scheme decreases with the increase value of k. In proposed scheme, PSNR
value is greater than 30 dB for all value of k, which is more than the acceptable value
of PSNR for any watermarking schemes.

Figure 7 shows the imperceptibility of proposed scheme which is better as
compared to other method based on Schur decomposition proposed in [15-17].

SSIM(I, W,) = (6)

6 Conclusion

Image watermarking scheme which is based on DWT and Schur decomposition is
proposed in this paper. Binary watermark is embedded in cover image, after applying
wavelet transform in LL subband. The proposed scheme shows good visual imper-
ceptibility against various attacks. The proposed scheme shows very good PSNR
and SSIM values. This algorithm can be further modified using RDWT as it has shift
invariance property. Furthermore, the value of gain factor k can be optimized.
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Fig. 5 Watermarked image after various attacks: a salt and pepper noise (0.01), b Gaussian noise
(0.01), c histogram attack equalization, d median filter (3 x 3), e average filtering, and f rotation
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Fig. 6 PSNR value on
various values of k (gain)
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Tablel PSNRavalueand — ~ (. PSNR(in dB) | SSIM
structure similarity index
measure (SSIM) of various Salt and pepper noise 28.06 0.8122
watermarked image after Median filtering (3 x 3) 30.99 0.9934
lyi ttack . .
applyng attacks Gaussian filtering (3 x 3) 29.597 0.8602
Average filtering 30.57 0.9412
Histogram attack equalization 25.64 0.8546
Fig.7 Comparison of PSNR 43
values of proposed scheme 42
with Schur-based algorithm a1 /
resented in [15-17] /
P 40 /
39 \ /
37
36
35
34 =—¢—PSNR(dB)
33 T T )
method in method in method in Proposed
[12] [13] [14] method
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Analysis of Effective Area Radius and Its )
Dependency on Soil Nature in Grounding | @i
System

Aravelli S. L. K. Gopalamma @ and R. Srinu Naik

Abstract The paper is focusing on the most critical aspect in power systems from
signal level to substation level, i.e., good grounding system. Like the immune system
in humans, the abnormalities during unexpected overflow of critical parameters can
be handled efficiently by this grounding system. The resistance of the grounding
system should be low in practical (less than 5 2). In general, we consider the provi-
sion of low resistance in designing grounding system but impedance plays major role
in transient period. While installing PV plants, the grounding system designed such
a way to get a less effective area radius during high front times (lightening) simply
it is regarded as zone of influence effect on the protection system. It depends on the
soil characteristics at the test site and respective soil treatment. This paper explains
the dependency of the nature of the soil on the area affected during transients, and
the performance analyzed by adopting artificial intelligence techniques. The depen-
dency of soil properties to achieve reliable grounding grid design under zone of
influence is studied. Soil resistivity value calculated to get permissible earth dissi-
pating resistance, analysis done accordingly with several ranges of front time during
transients using genetic algorithm optimization (GAO) and teacher and learner-based
optimization (TLBO).

Keywords Effective area radius + GA - Grounding system - Soil treatment -
TLBO - Transients

1 Introduction

From a general perspective, the grounding system is analogous to our immune
system. When abnormalities occur, the way the immune system responds decide
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the intensity of the affected area (organ) in our body. In the same way, the perfor-
mance of the grounding system during transients/lightening determines the resilient
operation and lifetime of electrical equipment [1]. Whenever the electrode inter-
acts with the soil, the performance of the protection equipment behavior becomes
dynamic and depends upon the nature of the soil and environmental impacts [2].
The design of the grid and the value of design variable parameters perhaps become
easy by adopting artificial intelligence techniques [3]. Several authors used different
regression models for forecasting the parameters in power system/power electronic
environment. Grounding grid performance becomes weird and unpredictable during
transients/power frequency range [4, 5].

The dependencies of safety conditions might create severe abnormal hazards in
power plants and substations. The behavior of soil under such situations can be
analyzed using the concept, “effective radius” of the individual electrode affected
area which is called as zone of influence [6, 7]. If the area allocated for the substation
is huge, then there is no problem. However, if the design is for a new one with
embedded design may create a problem [8]. By parallel connection of rods, the
effective grid resistance is reduced but at transient level, the effect of inductance is
more predominant. In such a scenario, one should study the dependency of these
transient parameters on soil characteristics and grid impedance.

The effectiveness of spacing between electrodes under severe environmental
conditions results in poor performance of the grounding grid [9]. Different shapes of
optimal grid design have their own merits and demerits [ 10]. In this work, we assumed
the vertical rod inserted in the soil having uniform properties such as resistivity and
permittivity, porosity and soil stability.

Seasonal variations may result in drastic changes in soil properties such as
salinity, humidity, soil stability, soil porosity and chemical composition. Some-
times these variations worsen the safety parameter values, which are responsible
for personnel/industrial safety [11, 12]. Several methods are proposed to overcome
the soil properties improvement those responsible for abnormalities in the power
industry [13-16].

The design of limited space constraint-based non-cohesive silky soil for site
explains the design model of the grid design for worst soil and limited space. The
model particularly used for new embedded structure installations.

The main contribution of this work is to study the role of resistivity at tran-
sient level under uniform soil and appropriate electric properties other than soil
resistivity. The dependency on the front time and radius of effective area of single
vertical electrode analyzed to study the level of spacing needed between the elec-
trodes. To analyze the values effectively application of the model adapted to artificial
intelligence techniques such as TLBO and GAO.
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1.1 Background

The grounding system plays a vital role in the protection of power equipment. It is
essential because of the following [17, 18]

Personal safety: Personnel safety is provided by establishing a low impedance path
[19] to the ground between sensitive equipment and metallic objects and pipes. High
surge currents due to faults or lightning do not affect the voltage levels, which cause
a shock.

Equipment protection: Protection systems for equipment such as protective devices
and other internal services from sudden high fluctuations in voltage. The proper
orientation devices depend on the low impedance current paths.

To reduce electrical noise: In communication, domain noise is a major problem, and
it can overcome by maintaining proper voltage levels between sensitive electronic
equipment provided low impedance between signal ground and earth by minimizing
the interference from sources that acts as a source of noise (Fig. 1).

Table 1 represents the necessity of low resistance earthing design for different
protection schemes in individual entities to industries. Moreover, this is essential for
the sensitive control and automation sector, where communication plays an impor-
tant role [19, 21]. Low resistance less than 5 €2 is acceptable for sensitive types of
equipment in aviation/marine applications [22-24]. In industries, protection of each
machinery to plant level automation needs a good governing resilient grounding
system is necessary [25-27].

Earthing System ‘

Less Complicated Earthing System More Complicated Earthing System

Distributed Earthing with
Proper backfill material like

Various Electrode bentonite- mix which gives
Configurations used such as protection against erosion
Rings, Antenna, Centipede and corrision to earth
Arrangements electrodes from alkaline, high

acidic,sulfur rich and saline
environments

Fig. 1 General classification of earthing system [1, 20]
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Table 1 General requirements of low earth resistance [5]
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Item Lightning Fault protection | Signal Earth electrode
protection monitoring protection
reference
Purpose Dissipating Provides a path | Provides leakage | Provides low
lightening surge | to fault current | paths for a static | resistance path
into the earth charge, reduces
noise
Requirements It requires a low | Low resistance | Generates It provides a
impedance path | path reference linking path for
for low transient potential for lightning, faults
voltages signal voltages | and signal

and sink for
static charges

reference systems
connected to the
earth

Designing factors

Low impedance
path for high
lighting surges

Low resistance
and permissions
for protective
devices under
faults

It should be
designed in such
a way that it
should not
degrade signal
quality

Installed around
buildings and
towers to provide
low resistance
path

2 Role of Earth Resistance

The soil with appropriate humidity levels results in low resistive soils, which is the
desirable texture of soil for good grounding grid performance tabulated in Table 2

[17].

2.1 Measurement of Earth Resistivity (Wenner Method)

Earth resistivity can be calculated in the Wenner method using the formula [28-30]

Table 2 Resistivity values of

different soils [6]

4maR
P M
Va4 Ja +b?
Type of soil Resistivity p (2m)
Wet organic soil 10
Moist soil 100
Dry soil 1000
Bedrock 10,000
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Table 3 Measurement of resistivity using Wenner method; case 1: probe spacing a = 4

Npop/NIT | 200 500 1000

p(2) [R(Q) |b(m) |p(Q2m) [R(Q) [bm) |p(Qm) |R(Q) |b(m)
30 13.8 |0.721 |1.239 |13.8 0.9064 |2.4065 |13.8 0.89 9.23
40 13.8 |0.823 |7.669 |13.8 0.849 | 7.1557 |13.8 0.874 |9.1315
50 13.8 |0.718 |2.098 |13.8 0.6183 |6.0979 |13.8 0.84 | 6.387

where a = probe spacing and b = depth and taking limits as R [0.5 1], b =[0 10] a
varies from 4, 6, 10, respectively. Using TLBO, we got the following results below
[19]

Tables 3, 4, 5 represent the values of soil resistivity under low resistance in the
range of 0.5 to 1 by varying probe spacing ‘a’ value for different population size and
maximum iterations using TLBO and GAO, respectively. In this study, we considered
case 3 to analyze the dependency of the effective radius on front time and soil nature.
Assuming resistivity of the soil having value nearly 180 ©2m at the test site. However,
to get the low resistance, the soil treatment methods should follow or adopt different
grid configurations to get soil resistivity as 31.5 2m. The main contribution of this
work is to study the dependency of an effective area radius on the nature of the soil.
So, we are not specifying the method of improving the nature of soil in this work.

Table 4 Measurement of resistivity using Wenner method; case 2: probe spacing a = 6

Npop/NIT | 200 500 1000

p () |[R(Q) |[b(m) |p(Qm) |[R(Q) |[b(m) |p(Qm) |R(Q) |b(@m)
30 1972 [0.892 6472 [19.72  |0.5475 |4.648 |19.72 |0.566 |3.135
40 1972 |0.542 |8.4634 |19.72 |0.7741 |4.609 |1972 |0.9871 |9.576
50 1972 |0.714 |8.1574 |19.72 | 0.8808 |2.3429 | 19.72 |0.5863 |3.487

Table 5 Measurement of resistivity using Wenner method; case 3: probe spacing a = 10

Npop/NIT | 200 500 1000

p(2) [R(Q) |b(m) |p(©@m) R(Q) |bm) |p(Rm) R(2) |b(m)
30 31.9 |0.603 |4.2954 |31.9 0.864 |4.335 |31.9 0.5373 | 3.0462
40 319 |0981 |5.144 |319 0.7326 |2.7874 |31.9 0.8143 | 4.9718
50 319 [0.630 [8.499 |31.9 0.828 ]9.336 |31.9 0.714 | 6.915
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3 The Dependency of an Effective Radius on Front Time

3.1 The Expression for the Effective Radius [31]

The effective area of the buried rod/electrode in the uniform or multi-layered soil
depends on the amount of fault current; it can tolerate the nature of the soil and the
resistance of rod material. The impact of rod/electrode resistance is negligible. The
expression for the effective radius (7,) with respective the parameters soil resistivity
(p) and front time of lightning current impulse at the termination point (7) is as
follows.

To = 0'34100427"032 (2)

The radius of the area affected by abnormal conditions reveals more information
about the zone of influence. Under the zone of influence, the transient behavior
results in impedance rather than pure resistive. The expression exposed in Eq. (1)
depends only on the front time and the soil property, such as resistivity. Most of the
cases, the change in permittivity effect is negligible compare with the above-specified
parameters that affect the radius of the affected area. Zone of influence is nothing
but the area affected under the rod when the fault current penetrates through it with
the same radius. The dissipating resistance, also known as the resistance of the grid,
decides the radius of an effective area. So we have to either reduce the resistivity of
soil or the structure of grounding grid design.

Figure 2a represents the performance of the electrode under different soils having
different properties concerning the dependency on front time and radius of an effec-
tive area for a single electrode. Figure 2b represents the performance of the buried
electrode under low-high resistive variations with the area affected under constant
front time. The significance of front time for a particular active community depends
on the selection of electrical properties at the site area.

From Table 6, it is clear that the effective radius is reduced with soil treatment
methods such as chemical treatment or with different grounding grid designs. The
level of convergence using TLBO method of optimisation is lesser than GAO method.
The effective radius of the area under the protection area can increase the resiliency
of the power system and can reduce the interference and maintains low resistance. In
this study, we have taken the front time range [1.8, 3] ms under constant permittivity
and negligible temperature dependency.

Fault current

The steady state current value is the maximum fault current limit with respective the
temperature rises in the soil. The tolerable earth electrode steady state current is

1
Iss = o (0.024pAT) 3)

e



Analysis of Effective Area Radius and Its Dependency ... 135

Soi!_resistivit)r v§ Front_lim and Effective rat_iliLs

1 ForT=1.8s
a 1A 5 :

45

.
wn
.

.

[x1
wn

=
s

Front time, Effective radius
(=
in
Effective Radius (m)
ra
en

ra
wn

0 50 100 150 200 250 300
Soil Resistivity {ohm m)

0 ] 100 150 200 250 300
Soil Resistivity (ohm m)

Fig. 2 a Characteristics of soil resistivity versus front time and effective radius. b Characteristics
of soil resistivity versus effective radius under constant front time

Table 6 Effective radius with respective to soil resistivity

Algorithm Soil resistivity p = 180 2m Soil resistivity p = 31.5 Qm

e (M) NIT e (m) NIT
GAO 3.63 50 1.75 50
TLBO 3.63 5 1.75 5

AT = permissible temperature rise; R, = electrode resistance; p = soil resistivity
(2 cm).

Transient current
The permissible transient current at AT = 60 °C can be calculated under dynamic ¢

value where ¢ represents fault duration.

1.75AT
I, = — amp/cm2 4@
0

The peak transient current which can handle by the earth electrode is expressed
as

Lipax = ndeLeItGO"C amps (5)
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4 Results and Discussions

The effective radius dependency on soil resistivity parameter analyzed using TLBO
and GA. Before and after treatment, we notice significant changes in soil resistivity.
To check the computational convergence, the results with TLBO are compared with
genetic algorithm optimization. TLBO gives better convergence, as shown in Table
6. Figures 5 and 6 represent the performance curves using the genetic algorithm for
before and after soil treatment.

Figure 3a represents the performance curves of different soil structures, as
mentioned in Table 2, with different soil resistive properties under constant front
time for particular fault current. Figure 3b represents the dependency of the affected
area radius on soil nature and its properties, soil resistivity in particular. The fault
current value differs from industrial level prospects. However, its value does not
depend on the area affected or zone of influence for particular earth electrode. For
good soil, number of electrodes for getting low resistance is easy [33, 34]. However,
it becomes tedious for high resistive soil with limited space because the zone of influ-
ence decides the spacing between the multiple electrodes in case of high resistive
and dynamic soil structures (Figs. 4, 5 and 6).

Figures 7 and 8 represent the performance curves using the teacher and learner-
based optimization algorithm for before and after soil treatment. The treatment of soil
may be chemical or any other design considerations of rod design, such as layered
rod design.

[+
(=]
M3
o

-
W

-
w
\,

(44}

Effective Area radius (m)
=)

w

0 2000 4000 6000 8000 10000

0 2000 4000 6000 8000 10000 Soil Resistivity (ohm m)
Soil Resistivity (ohm-m)

Effective area radius (m), Front time (s)
=]

[=]

Fig. 3 a Characteristics of soil resistivity versus front time and effective radius. b Characteristics of
soil resistivity versus effective radius under constant front time for different soil structures mentioned
in Table 2
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Fig. 5 Maximum iterations versus effective radius using GA (after treatment)

5 Conclusion

This paper aims to analyze the dependency of soil characteristics on the effective
radius to predict the damage due to lightning over voltages. The front time of impulse
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Fig. 8 Maximum iterations versus effective radius using TLBO (before treatment)

waves can result in severe abnormalities in power system equipment. With the moti-
vation, the effective radius dependency on the parameters such as soil resistivity and
front time of impulse wave studied, and the results tabulated using genetic algorithm
and TLBO. The level of convergence is better while using TLBO method over GAO
method. With improved soil using soil treatment methods, the effect of front time
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impulse on the equipment is less, and the radius of the area affected is also less.
Contributions summarized as follows:

1.

Soil resistivity measurement using Wenner method has been done and analyzed
the probe distance variations using TLBO optimization technique. This work
exposes the dependency of probe spacing and resistivity of the soil to assess the
earth resistance at the site.

The dependency of zone of influence and radius of the affected area on nature of
soil studied considering different soil structures.

The results carried out using artificial intelligence techniques (TLBO) and
compared the results with the genetic algorithm.

The role of fault current front time on zone of influence explained with necessary
findings.
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Attack and Defense Methodology Against M)
the Share Intents in Android ezt

B. N. Arunakumari, P. Shrivathsa, and G. Vinodkumar

Abstract In today’s world, almost every person owns a smartphone, out of which
83.8% are Android devices (Needham in IDC smartphone, share, 2021, [1]). Each
day, there are millions of downloads of Android applications, either from trusted
sources (like Google Play Store) or even from untrusted sources in the form of
APKs. Due to this, a large number of users’ mobiles are infected with malicious
applications. According to McAfee Mobile Threat Report (2019 [2]), more than
65,000 fake apps were detected, growing in number each year. Fake apps resemble a
very popular application by mimicking them in appearance and functionality, but also
steal user sensitive information and/or blast the user’s screen with advertisements
for ad revenue. But Google Play ensures these apps are removed from time to time,
as and when many users start reporting them. Furthermore, the average user may as
well recognize the unusual behavior and uninstall the app. Hence, attackers have a
hard time staying undetected and persist with the attack of spoofing. In this paper,
we have highlighted an attack methodology (and defense), where the attacker can
stay undetected and persist with his attack, which involves using the Android share
feature. The share feature in Android is a very handy feature to share any content
from various apps to other apps. For example, a user shares a post on Facebook
with others via WhatsApp. When a user presses on the share button, a list of apps
that support this share functionality is displayed to the user, through intents. This is
how a typical share functionality is carried out. To utilize this feature for a persistent
attack, a malicious attacker first spoofs the app’s name and icon, to resemble a
popular application (say WhatsApp). Next, he/she hides this app from the application
listing (where all the installed apps are displayed to the user) (Android Developer
Documentation on disabling the app icon from the launcher listing [3]; NexSoftSys
article on hiding the app icon in the launcher programmatically, 2021 [4]). Now, when
the user tries to share any content (a Facebook post), a list of possible apps to share
is shown. In this list, the attacker’s app will be listed with various other applications,
but disguised. This will trick the user into selecting this app. When the unaware user
selects this malicious app to share the content, the attacker can log/manipulate the
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content, do unauthorized background processing as his application would be active.
To remain undetected, the attacker’s app calls a direct intent to the popular application
(WhatsApp), which the user thinks he has selected, with the same/modified share
content.

Keywords Android * Security + Share + Intent -+ Log - Spyware + Unauthorized
processing - Malware - PHA

1 Introduction

Android, a very vastly used mobile operating system, is a system that is based on a
modified version of Linux kernel and other open-source software [5, 6]. It is primarily
designed for handheld mobile devices such as smartphones and tablets [1]. According
to the announcement at Google 1/O 2021, there are over 3 billion active Android
devices all over the world [7].

Over the years, mobile phones have had many extra features inbuilt in them, other
than the simple calling or SMS functionality. Google/mobile phone manufacturers
support third-party developers by providing development platforms and software
stores (Google Play Store/Samsung’s Galaxy Store), where developers can distribute
their applications. Further, many online websites share Android applications through
APKSs. Many untrusted websites share legitimate-looking malicious APKs that an
unaware user might install unknowingly. This opens a wide avenue of attacks for an
attacker.

Adversaries use malicious applications as a common attack vector to gain control
of victims’ mobile devices. To carry out this attack, the attacker installs a malicious
application on a target mobile device, from an unofficial source in the form of APKs.
They avoid placing it on an official app store due to the increased risk of detection or
other policy restrictions. In the user’s favor, the mobile devices are often configured
to be installed only from an authorized app store, which prevents this kind of attack. It
is always the technically unsound or ignorant users, who are prone to this attack. The
message passing system in Android, called “intents” can become an attack surface,
paving another avenue of attack for the attacker. An activity is a Ul screen that is
displayed to the user. Almost all activities interact with the user. Every app contains an
AndroidManifest.xml resource file in the root of the project, which contains essential
information about the application and is read by the Google Play Store and the
underlying operating system, before installing.

An intent in Android is an abstract description, to perform an operation. It is
mostly used to start activities, start services and send messages between two activities.
Figure 1 represents the structure of the app and various ways it can interact with the
Android operating system. An intent filter is an expression in an app’s manifest
file that specifies the type of intents that the component would like to receive. For
example, by declaring an intent filter for sharing, the developer makes it possible for
other apps to directly call his app to share any content. Figure 2 represents a sample
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Fig. 1 Depiction of an Android app’s exported components

<activity

android:name="com.android.email.actvity. ComposeEmail”
<intent-filter>

<action android:name="android.intent.action. VIEW"/>

<action android:name="android.intent.action.SENDTQO"/>

<data android:scheme="mailto" />

<category android:name="android.intent.category. DEFAULT"/>
</intent-filter>

</activity>

Fig. 2 Sample intent filter in AndroidManifest.xml file

intent filter in an AndroidManifest.xml file which contains an intent filter for email
intents.

When anew application is opened, an intent is called for that application. Similarly,
when the share button is pressed, a share intent is called from the calling application,
bundled with the content. When an intent is called, the Android sub-system searches
for the right component to start. It does so by checking the intent and the respective
intent filters declared in the manifest files of all the other apps installed on the
device. If a match is found, the Android sub-system starts that component and sends
the content of the intent to it. If many intent filters are compatible with the given
intent, then an app listing is displayed to the user to choose from. Figure 3 gives a
pictorial overview of the process.

2 Motivation

In the cyber-space, there is a constant war for sensitive information. The attackers
constantly try to steal this information, whereas the security professionals carry out
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defense strategies to keep the attackers at bay. But still, attackers find many ways
to constantly attack and come up with new innovative ways to circumvent the usual
defenses and achieve their goal to steal sensitive information. Even though the defense
systems are constantly updated and maintained, a new attack will almost always be
discovered. The main motivation for this paper is to identify one such attack vector;
which, if used by attackers, would prove to be dangerous; as it is very difficult
to detect. This would also be used to have unauthorized processing on the victim’s
Android mobile. As stated earlier, there are a lot of downloads of infected applications
through third-party sites. Even though running these infected applications, only are
run when the user explicitly invokes the app from the listing. Only then the malicious
activity is carried out. Some malicious apps have their original name, with the original
icon, the user disregards them as adware and uninstalls them quite easily, as he realizes
it was installed on his Android phone without his consent. But this kind of attack
starts only when the user taps on the app, which has a very less chance of success.
Hence, we propose this new methodology, where the attack takes place when the
user shares any content and unknowingly selects the application, thus increasing the
success rate of the attack and maintaining the covert nature. Another case is when
the malicious application spoofs its identity with a known app. For example, if the
malicious app takes the identity of a popular application (say WhatsApp), then when
the user notices two (WhatsApp) icons next to each other with the same name and
icon, he is alerted of misconduct and immediately uninstalls the duplicate; or he might
as well get a technical expert’s guidance on the same. Furthermore, when he/she does
ignore it and selects the malicious app, and when the app does not behave the way the
user expects it to, the user suspects misconduct and uninstalls the application, thus
ending the attack. To counter this, the attacker removes the malicious app from the
app listing that is displayed to the user; the attacker rather invokes the app process
when the user shares some content, through share intents. This way, it makes it
difficult to identify the malicious app, hence giving a more chance of success and
rather long persistence of the attack to the attacker.
The main advantages of attacking through share intents are:

e This attack is very difficult to identify
e It has a higher rate of success for the attacker
e The victim stays infected for a longer period.
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3 Literature Survey

Android security has been the focus of research efforts in the past few years. Many
researchers have worked on intents and various kinds of attacks on an android device.
Most of them discuss various attacks that can be performed using the vulnerabili-
ties in the intent feature of the Android operating system. Some of the examples
are discussed in the research paper, “Android Inter-App Communication: Threats,
Solutions and Challenges,” University of Chinese Academy of Sciences, Beijing,
China [8]. This paper states various ways the intent can be attacked by discussing
implicit and explicit intent attacks. The other main research papers that were vital
to the theme of this paper were “Phishing Attacks on Modern Android” [9] and
“Detecting Mobile Application Spoofing Attacks by Leveraging User Visual Simi-
larity Perception” [10]. These two papers highlighted the current threats in mobile
application spoofing and phishing attacks, highlighting various attacks and defenses
against them. Other research papers included innovative fuzzing methods to attack
intents, as discussed in “intent Fuzzer: Crafting intents of Death,” [11]. This paper
elaborates a comprehensive intent fuzzing framework with core IPC functions. We
also encountered papers that discussed various defenses against intent-based attacks,
which defend it from a malicious application that tries to call an implicit intent from
an outside context, as discussed in [12]. It also discusses automated discovery tech-
niques and prevention. An important resource for benchmarking vulnerabilities in
Android apps called “GHERA” [13]. An automated testing tool for finding holes in
Android security infrastructure called “Sealant” [14]. This technique combines static
analysis of application code with run-time monitoring of IPCs through channels,
which helps prevent these kinds of attacks.

In this paper, we take a different approach. Instead of discussing various methods
of attacking the intents, we discuss a targeted way for an attacker to perform malicious
processing and stay undetected for a persistent attack. We also list some of the general
detection techniques that can be used to prevent this attack; combined with some of
the general defenses that can be used to mitigate this kind of attack.

4 Proposed Methodology

For an attacker to successfully carry out the mentioned attack, he does so in these
phases:

Phase I: Install/deploy the application into the target device.
Phase II: The user clicks on any share button to invoke a list of apps to share the
content. Then, the user selects the malicious application.

e Phase III: The attacker carries out post-exploitation such as spying/unauthorized
processing or logging.

e Phase IV: The attacker carries out cover-up tasks to maintain anonymity.
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4.1 Implementation

To implement this kind of attack, we need an application with a covert name, as
a well-known application. We use the example of a popular chatting application
WhatsApp. The requirements for carrying out this attack are a malicious APK and a
means to install it onto the target.

The implementation of the attack is carried out in these 4 phases:

Phase I: The attacker first creates an application that resembles WhatsApp in the
name and icon, with the post-exploitation code. The requirements for the attack
are for an application to be installed in the target’s smartphone. The attacker uses
various ways to get this specially crafted APK onto the target. Some of the ways are
mentioned below:

e Spear Phishing: The attacker sends the APK as an attachment in an email.

e Third-Party App Store: The victim installs the APK from a third-party store
(other than an authorized app store), which may not have a thorough exami-
nation or scanning of the app for malware or any policies implemented to prevent
misconduct.

e Spear Phishing Link Attachment: The attacker includes a link to the APK within
an email, website, text message (E.g., SMS, WhatsApp) or any other platform.

e Unwanted Downloads: Some malware installs other malware on the device it’s
installed on, automatically, without the victim noticing it.

e Google Play Store: Lastly, he can also manage to get this app on the play store if
he can get past the Google Play security verifications.

With any one of the aforementioned techniques, the attacking application is
installed on the target’s phone, with the title as “WhatsApp” and with the same
icon as WhatsApp.

Phase II: After the attacker gets an initial foothold by getting the application installed
on the target, on the first launch, the application is hidden under plain sight by
programmatically disabling it from the app listing [3, 4]—which prevents an average
user from uninstalling the app easily (The user will now have to uninstall it from
Settings > Apps if at all he/she wishes to remove the app). Then, the attacker waits
for the target to share any content. When a share button is pressed, a list of all the apps
is shown which have a share intent filter in their respective Android manifest. Here,
all the apps that have this intent filter set are shown, with the attacker’s malicious
app being one of them; and the user picks an app from the list. For example, the
target user tries to share a post on Facebook (Fig. 4). As soon as the victim clicks on
the share button on the Facebook app, Facebook calls a share intent to the Android
system. Since many apps share the same intent filter, a list of apps is displayed to
the user. In the said list, if the target has WhatsApp installed on their device, it
will be shown among other potential share options, including the attacker’s covert
application. When the target wishes to select WhatsApp as his share option, he is
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now displayed with original WhatsApp, also with the attacker’s malicious WhatsApp
(Fig. 5).

There is an equal chance that the target may select either of the apps, the original
or the hoax. When the user selects the hoax app, the attacker moves on to the next
phase of the attack.

Phase III: The next phase of the attack is mainly post-exploitation. As the target
selected the attacker’s application, the attacker’s application is brought to the fore-
ground. In other words, the attacker’s activity is launched and then the attacker’s
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post-exploitation is executed. There are various methods of post-exploitation, some
of which that are more suitable for this kind of attack are listed below:

Logging and transmitting the target’s share content to the attacker’s database.
Manipulating the target’s share content to include any advertisement or malicious
links.

¢ Invoking spyware functions like:

— Camera still image captures
— Logging the GPS location
— Audio recordings

— Phonebook logging

— Call history logging

— SMS logging, etc.

Invoking static shell commands, or even a reverse binding shell.

Using the Meterpreter shell. Meterpreter is an attack payload by the Metasploit
framework, that opens an interactive shell between the victim and an attacker,
giving him the ability to exploit the victim’s machine.

The above list is left to the imagination of the attacker; these are just to name a
few.

Phase I'V: The most important phase in this attack could be regarded as preserving
the attack’s covert nature. The target had unknowingly clicked on the attacker’s
application, if the target’s intended action was not completed, the target may become
suspicious and would alert of some wrong being. This would potentially compromise
the attacker and would cause the target to analyze the situation and zeroing down
the cause, potentially leading to uninstalling the application or even a system-wide
scan to remove this malicious anomaly. This would be the case even if the target
was not of a technical background, as he/she might consult a technical professional
to “fix” the issue, spoiling the attack. Hence, to avoid this altogether, the attacker’s
app remains in cover by redirecting the share content which was received, back to
the actual application. In this way, the target does not realize any abnormality. To
achieve this, the app calls a direct intent to the WhatsApp activity with the same
share content.

5 Detection and Defenses

By discussing this attack method, we now come to the results that were observed and
the various defenses that can be used for this kind of attack. There is a large sum of
users who download APKs off of the Internet for getting any paid apps, which are
on the Google Play Store, for free. This involves a lot of risk of installing malware.
There are over a million downloads for APKs through which the attacker can channel
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his attack. The study shows 0.6—-0.8% potentially harmful apps (PHA) were installed
in the users’ Android devices, from harmful websites across the globe [15, 16].

Even though these users are attacked, the attack does not usually last for long.
When the user notices an anomaly in his device, like black screen flashes, and hanging
of the device or even slow operation, they realize it was caused by the app that was
just installed and immediately uninstalls the app; or in the extreme cases, hard reset
the device; thus ending the attack. Therefore, if this attacking technique is used by
an attacker, it is estimated that almost 90% of the infected victims remain infected.
Also, because the installed application is removed from the app listing, the user
cannot conventionally uninstall the app, through the home screen, and will have to
take the tedious path of going to the Settings > Apps and searching for the application
through a long list and click uninstall; which, some of the non-technical users may
not find it straightforward to do so. So, even though the user notices a mishappening,
they will have to be technically sound to uninstall it. This adds to more chances of
the victim remaining unaware and the attack maintaining control over the victim’s
device.

5.1 Detection Techniques

This attack can be classified as a dangerous attack, as it is very difficult to detect once
it has been installed on the target device. It maintains its covert nature and therefore,
remains under plain sight, only invoked when any share intent is called. Therefore, it
is better for the detection to happen before installing the application, as it is a tedious
task to detect it afterward. To detect this attack and these kinds of attacks, we have to
analyze the app before installing it and scan it to check if it contains any malicious
entries in the Android manifest. Another way to detect is to check its intent filters
and assess if those intent filters are genuinely used for the app. The next major thing
to detect any kind of malware is to assess the permissions requested. If an app uses
location, microphone, camera permission, it has to be thoroughly analyzed before
proceeding further to allow the user to use the application. To detect this attack after
the app has been installed, we analyze every intent that is called on the Android OS.
This can be done like a scan for a specific amount of time, if not for a long time.
When this scan is done, all the intents are analyzed for where one intent calls another
external intent, right after it was called, which acts as middleware to other apps. This
process is carried out using an intent-based communication channel.
To do this we follow certain steps.

e Detecting the usage of intent in applications, and extracting the information from
the intent.

e Then, the intent communication is logged, with the source of the intent and the
destination application which received the intent.

e Upon further logging, if the destination app of one intent is the source of the next
intent, then we log this application.
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e Finally, we display all such apps which were logged and which are possibly
malicious or benign. These require special attention, hence displayed to the user.

As there are a large number of apps available in the App Store, the methods of
detection also should become scalable.

5.2 Defenses Against This Attack

Defense against this attack is to detect well in advance, at the time of installation, for a
misused intent filter, and to immediately abort the installation and delete the APK file
from the user’s device, also notifying the user of the kind of threat that the application
would have caused. Also, after installation, if any application is found to be using
such a technique for an attack, the application has to be force stopped immediately
and uninstalled, notifying the user. The installation of a security model and service
framework of the non-interference security model is to be done to strengthen the
defenses against this kind of attack. In this security model, the attacker’s process
cannot have a covert channel of communication to access the sensitive information
of the user, even after being able to execute. The attack will be stopped right in
its initial stages where it cannot access any other sensitive information, where the
post-exploitation can be made useless. Other than these defenses, the rest are mainly
focused on defense against the installation of malicious apps on the users’ devices.
If the attack is stopped at the source, there is far less threatening. But even after a lot
of security awareness, most of the time malicious apps find their way onto the users’
devices.

Hence, we give general guidelines as defenses for preventing this kind of attack
below:

e Only download apps from a trusted source. Avoid installing APKs directly, prefer
installing only from the Google Play Store.

e Get alerted when you see duplicate apps in the listing, make sure to remove the
one that’s the hoax.

e When an application to share is selected, see if there are any redirects, usually
identified by a screen transition, a white blank screen then to the actual WhatsApp
page.

e Notice any delay in the opening of the app selected for share, or any slow operation
of the device when the share option is selected and if you notice any, uninstall the
app that was meant to be shared.

e Use any defense software like SEALANT [14], for identifying inter-app security
holes and vulnerability assessment tools or repositories like GHERA [13]. Any
anti-virus or anti-malware software on the device might help defend against this
kind of attack.
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6 Conclusion

Android security has been the major focus of research in the recent few years; there
is an ever-increasing threat to Android devices. The attacks target user data and
focus on full control over the user’s device. There are a lot of papers that talk about
vulnerabilities in Android intents, and how Android handles the intents, and how
this has qualified to be an attack surface for attackers. In this paper, we highlight
an avenue of attack, which is carried out in four phases. It also discusses various
post-exploitation techniques that an attacker can use after having the malicious app
installed on their devices, like covert logging or spying. We also discuss how the
attacker can stay hidden from the victim, thus having a longer impact period. Lastly,
we discuss various ways to detect this kind of attack and some of the defenses against
it. We would like to conclude by saying, even though this is quite a simple attack
to perform, which just shows a hoax app entry in the usual share listing, and waits
for the user to tap on it; but when used in the right way, proves to be disastrous.
It has a very low detection rate and a high persistent period. This attack is one of
the many ways an attacker can attack an unaware victim. Thus, the users have to be
very careful when installing any app on their device and do a regular clean-up of the
device.

7 Future Work

In this paper, we have mainly focused on one type of intent in Android, i.e., share
intents. But this can also be extended to any other type of intents, such as email
intents, new activity invoking intents, etc. The attacker’s covert application can be
listed with different names depending on the kinds of intents, to further increase the
chance of being invoked.

Another very dangerous area of having intents to be faked is the banking applica-
tion intents, like Unified Payments Interface [17] (UPI) payments, where the attacker
can intercept these intents and invoke a payment screen, for UPI PIN-logging and/
or payment detail capturing. These are the various next avenues to be explored and
for defenses to be strengthened.
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Abstract In this paper, we look at the various approaches to traffic light and street
sign detection. In the traditional image processing-based approach, we primarily use
a circular Hough transform with color masks to detect traffic lights. For the more
complex approach, we deploy convolution neural networks in combination with
previously proposed feature extractors to aid with traffic light detection along with a
confidence score. We make use of the SSD ResNet V1 trained on the COCO dataset
in addition to the Inception V3 architecture trained on the ImageNet dataset. All of
these experiments are performed on the Berkeley Deep Drive dataset. We compare
these techniques based on parameters like accuracy, computation time, and memory
usage, and highlight the advantages and disadvantages of each type.

Keywords Computer vision + Convolutional neural networks + Hough transform -
Image processing - Street sign detection - Traffic light recognition

1 Introduction

Traffic light detection and street sign detection have always been central problems
when it comes to the implementation of autonomous vehicles. While traditional
methods of image processing have existed for quite a while, for instance, using the
Hough transform with color masks for traffic lights, the recent boom in the usage of
deep learning techniques like convolutional neural networks (CNN5s) also proves to
be an exemplary method for the detection of both traffic lights and street signs. In
this paper, we aim to analyze and discuss each of these techniques and compare them
with each other based on parameters like accuracy, memory usage, and computation
time. Our street sign model currently identifies 3 signs in the image processing
approach (shown in Fig. 1) and 1 sign in the CNN-based approach. For the analysis,
we use the Berkeley Deep Drive dataset, as it provides a thorough selection of diverse
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environments. We have opted for video datasets over image datasets as the model is
to be incorporated for real-time applications.

We have organized our paper as given: The following section reviews and summa-
rizes the various literature and prior work done on the various methods described
above. Section 3 talks about the traditional method of detection of traffic lights and
street signs using image processing techniques. The working and implementation of
detection using CNNss are also presented in this section. Section 4 presents the results
from the tests done on these techniques. The limitations and scope of the future work
are tackled in Sect. 5. The paper is then finally concluded in Sect. 6 (Figs. 2 and 3).

Fig.1 Signs detected

Fig. 2 a Raw image. b Color mask. ¢ Result detection

Fig. 3 Street sign detection using the color-based approach
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2 Literature Review

Omachi and Omachi [1] propose a method for the detection of traffic lights, where
a specific range of red, yellow, and green pixels is chosen. To detect the traffic light,
Hough transforms and Sobel filters are used. The proposed model is said to work
at an accuracy of 87%. Shi et al. [2] propose a method wherein they suppress the
background that increases accuracy as the model can better focus on the foreground.
Charette and Nashashibi [3] put forward an approach where grayscale processing
is used alongside spotlight detection. The algorithm runs in real time. Karkoub and
Saripalli [4] used an algorithm based on XGBoost which works within the time limit
challenges of real time. The median filter is deemed most appropriate to denoise.
The illuminated light is then extracted using color segmentation techniques.

For street sign detection, Karami et al. [5] perform a comparison on image
matching techniques such as SIFT, SURF, and ORB. Although ORB is observed
to be the fastest algorithm, SIFT performs the best in real-world scenarios as it takes
into account image rotations, affine transformations, intensity, and viewpoint change
in matching features. They use the optimal constant value proposed by Lowe [6] for
the SIFT algorithm. Kiran et al. [7] put forward an SVM-based model for traffic sign
detection. Color segmentation techniques are applied after converting to HSV from
RGB. This model performs worse in real time due to sign discoloration and viewing
angles.

Arcos-Garcia et al. [8] propose an analysis for an evaluation neural networks in
combination with various feature extractors. We use the results obtained on various
parameters as a basis for our model selection. Wu et al. [9] propose a traffic sign
detection approach based on a combination of color segmentation techniques and
CNN implementation. The proposed architecture fails to do so in a lesser amount of
time, making it non-implementable in real-world scenarios. Vennelakanti et al. [10]
also propose a system for traffic sign detection and recognition.

In the recent times, deep learning has been used by taking neural networks. Yan
et al. [11] used a YoloV5 architecture that led to high computation speeds with a
slight trade-off with accuracy. Nguyen et al. [12] used deep learning for detection of
traffic lights in night time which performs with 80% accuracy currently.

3 Experimentation

3.1 Detection Using Image Processing

We split the traditional image processing approach into two different parts, each for
traffic light detection and street sign detection, respectively.

We deploy a color-based approach for the detection and recognition of traffic
lights. The data flow of the approach is shown in Fig. 4, where we utilize the
concepts of Hough transform [13]. We use Circle Hough transform to detect circular
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objects, which is the case for traffic lights. The identification of the traffic lights is
a combination of the color represented by the binary image with detected circular
objects.

Frames extracted from the BDD dataset are fed as input to the model. The frames
are converted from RGB to HSV as HSV performs better concerning real-world
scenarios [ 14]. Based on known knowledge, three color masks are made, namely red,
green, and yellow representing the colors of a traffic light. This is done by manually
selecting a range in HSV that represents traffic light colors and then applying it as
a mask. The mask then helps with the detection of all similar colored objects in the
frame by converting the frame into a binary color space. Having detected the color,
we now focus on detecting circular objects with a specific size range. To perform the
detection of circular objects within the image, we use the Circular Hough transform
[15]. The classified regions that satisfy the thresholding criteria are detected as traffic
lights based on color values which can be seen in Fig. 2a—c.

Street sign detection is analogous to traffic light detection as both are color-based
techniques. It works using FLANN [16] which takes its roots from KNN matching.
It contains a collection of algorithms optimized for fast nearest neighbor search in
large datasets and high-dimensional features. The model is shown in Fig. 5 which
shows the data flow of implementation.

The first step is blurring the street sign. A 5 x 5 Gaussian mask is applied to
perform blurring. This is done to overcome the issue of varying illumination. In the
second step, we use the SIFT keypoint descriptors, based on Lowe’s method [6]
to identify key points in both templates and frames. The next step involves KNN
matching, in which Hamming distances of the matched descriptors are sorted, and
the matches with the lowest distance are selected. We fix the parameter for KNN
by setting k to be equal to 2. This was done by iterating over different values of k

Fig. 4 Block diagram for
traffic light detection using
Hough transforms

Image
(Frames)

Colour Masks

Circular Hough Detection

l Detection
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Fig. 5 Block diagram for

street sign detection using Image
SIFT (Frames)

|

Blur Street sign

SIFT keypoint descriptor

i

KNN matching

Ratio test

l Detection

and choosing the best performing one. A larger value also compromises on compu-
tation time and memory usage. The FLANN library is used to speed up the process
described. The final step is the ratio test.

It is performed with the assumption that the best matching has a much closer
Hamming distance than the second best. The street sign detection can be seen in
Fig. 3.

3.2 Detection Using Neural Network

Results obtained from Hough transforms were not real-world deployable, so we
switched to a deep learning-based approach that gave far higher accuracies. For the
identification of the traffic lights, we use a convolutional neural network that is trained
on the feature vectors of the traffic light. The CNN is capable of taking raw images
as input so we exploit that functionality for detection. The problem of feeding raw
images as input is that the entire image is taken as a feature vector. The approach
to solving the proposed problem is extracting traffic lights to use as training data.
The basic flow of the model is shown in Fig. 6. Frames from the dataset as shown in
Fig. 8 are fed into the feature extractor. The feature extractor used was SSD ResNet
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V1 [8] that had been pre-trained on the COCO dataset for the extraction of traffic
lights from the frames. The breaking of feature extractor and CNN architecture helps
us speed up the process and also in implementing transfer learning. These traffic
lights as seen in Fig. 9 are classified into 4 segments and contain over 1800 images
each (red light, yellow light, green light, and NOT traffic light) to aid the neural
network. These classified subsets are then fed to the neural network for training. We
perform image augmentation on all images to artificially expand the dataset without
having to provide more images. The CNN architecture used for model building was
Inception V3 [17] that was trained on the ImageNet dataset. This architecture provides
great support for transfer learning as it does not have to perform feature extraction,
which is the most computationally expensive part of the process. It consists of both
symmetric and asymmetric blocks wherein the blocks perform convolutions, average
and max pooling, concats, and dropouts. The loss function is taken to be categorical
cross-entropy and the optimizer used is AdaDelta [18] which is then used for weight
updation (Fig. 7).

Equation 1. AdaDelta formula for weight updation

RMS[A6],
A@, el — 0
RMS[g];
041 =6, + AB, (1)

Fig. 6 Traffic light

identification flow inage

(Frames)

Feature Extractor

Cropped Image
Train/Test split —
Training set
'
3
CNN architecture -)
]
w
3
Hyperparameter Tuning 14—

l Detection
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Dataset
(Videos)

I

Pretrained Neural Network

l Detection

Fig. 7 Stop sign detection flow

Fig. 8 Sample frames from the dataset

Choosing AdaDelta helps in the exclusion of the initialization of the learning rate.
We then perform hyperparameter tuning on model parameters via iterative optimiza-
tion to achieve higher accuracy. The best model derived from epochs after using early
stopping [19] is then used on the video dataset for traffic light detection. The model
also presents a confidence score with each detection demonstrated in Fig. 10 which
can be used as a threshold to take actions when implementing autonomous vehicles.

This model also aids in the detection of stop signs through the use of the SSD
ResNet V1 feature extractor. Through the COCO dataset, it is pre-trained for the
identification of stop signs which are of great importance in real life. The block
diagram for the same is shown in Fig. 7 wherein the model is run directly on the video
dataset using the capabilities of TensorFlow. No further identification is required,
unlike traffic light detection, therefore, an additional step was deemed unnecessary.

Fig. 9 Extracted traffic lights
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Fig. 10 Confidence score of
prediction for traffic lights

Fig. 11 Confidence score of
prediction for stop signs

A confidence score is generated that can be seen in Fig. 11 to assist with visual
accuracy.

4 Results

Although through an eye test it could be observed that the CNN model is more
accurate than its image processing counterpart, an analysis of metrics helps solidify
that belief. In Fig. 12, we look at the model accuracy for the CNN model wherein
we achieve an accuracy of 93.27%. The validation accuracy (or test accuracy) is
significantly higher than the training accuracy due to image augmentation on the
training set. The model has a loss of 0.243 that has been calculated via categorical
cross-entropy, as mentioned before.

As this is a comparative study of models, we also compare the two proposed
models based on computation time, memory usage, and accuracy. This can be seen
in Fig. 13, where we normalize all parameters to fit a 0—100 scale. Some parameters
are not taken into comparison as they are only relevant to one model (loss, number
of epochs, number of variables, etc.)
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We also discuss the case of failure for both our models. In Fig. 14a, we can see that
there are two points of failure for the color segmentation model, the misclassification
of red and yellow traffic lights. Although it detects the green light accurately, it also
has false positives. The backlight of the car was incorrectly labeled as RED due to
a similar size as that of a traffic light in the frame. A distant tree was incorrectly
labeled as YELLOW due to similar reasons. In Fig. 14b, the CNN model identifies
a green signboard as a green light with a high confidence score (Table 1).

Fig. 14 Incorrect detections
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Tabl.e 1 Comparison of Parameter CNN model | Traditional model
metrics

Computational time (ms) |91 194

Memory usage (MB) ~40 ~146

Accuracy (%) 93.27 72.20

False positives (%) 2.7 6.32

5 Limitations and Future Work

The drawback for the image processing-based approach was the high number of false
positives leading to lower precision. This could be resolved by using radial distances
between traffic lights as a red traffic light is to be followed by two adjacent black
circles. The color segmentation approach depends on other factors such as quality
of image, angle of reflection from a traffic light with respect to image, and color of
the traffic light in the country which makes it unsuitable for a real-world scenario.
The street sign detection model that takes from KNN matching is time extensive
making it inadequate for the real-world scenario. Only stop signs were included in
this project as pre-trained models already exist and adding other street signs was
beyond the scope of the current implementation.

The CNN model performed far better in terms of accuracy and had problems with
the misclassification of some green signboards. This could be handled by changing
the way the traffic light is extracted from the feature extractor or by inculcating a
maximum size threshold for all detections. CNN also has other constraints which
include overfitting to training data leading to biased results in training. The CNN
model could also be scaled up to include night time detection to make a truly robust
model.

6 Conclusion

In this paper, we discuss two approaches for traffic light identification and also
propose a model of our own. The proposed model trained on a small portion of
the BDD dataset [20] achieves an accuracy of 93.27% with a computation time of
91 ms which can be considered real time. Previous papers have performed similar
tasks on other datasets having achieved slightly higher accuracies but to the best of
our knowledge similar work on an extensive dataset such as the one chosen has not
been carried out. We also look at how the two approaches vary on the chosen set of
parameters. Although image processing models are easier to implement and use less
memory, CNN models are computationally fast and perform with higher accuracy
making them more suitable for the real world. Stop sign detection can be directly
implemented using state-of-the-art feature extractors but for varied street signs, a
color-based approach is also able to perform with moderate accuracy.
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A New Fuzzy Cascaded Controller )
for Hybrid Power System T
with Integration of FACTS Device

Ashiwani Kumar and Ravi Shankar

Abstract The integration of the FACTS device with the new fuzzy cascaded
controller has been considered in this paper. Both areas contain thermal systems,
biogas plants, and electric vehicles (EV), and distributed generation (DG). The renew-
able energy effect is considered in DG. The stored energy of an interconnected power
system HVDC tie-link is utilized with inertia emulation-based control (INEC). The
secondary controller is crucial to the AGC’s stability. A new fuzzy controller in
cascaded with (PI — FOPI*DN) controller is proposed in this practical system. For
the analysed system, a new quasi opposition lion optimization algorithm (QOLOA)
has been presented to get the best controller settings. The integral time absolute error
(ITAE) is used as an objective function to optimize the projected AGC mechanism.
Furthermore, to boost the power transfer capabilities of the AC tie-line, a series
compensator (SSSC) is connected in series with it. To demonstrate algorithm and
proposed controller superiority, the results acquired utilizing the suggested approach
are compared to published literature on the same platform.

Keywords AGC - QOLOA - DG - SSSC

1 Introduction

AGC plays an important part in the power system’s stability. The key objective of
AGC is the use of primary and secondary control to keep frequency and tie-line
power deviation to zero. The effects of GRC and GDB in thermal power systems
have been studied by many authors [1]. Communication delay (CD) may interrupt
system stability if it is not addressed properly. Nonlinearity like GRC, GDB, BD,
and CD has been tested in [2]. DG can play an essential role in response to high
peak load demand. Aqua electrolyzer (AE), solar photovoltaic (SPV), wind turbine
system (WTS), fuel cell (FC), battery energy system (BES), and diesel engine gener-
ator (DEG) are the most common components of DG. DG effects on power systems
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were investigated by [3]. Renewable energy, particularly solar and wind energy, will
play a significant role in future power grid due to its low cost and technological
improvement. The only issue with renewables is that they are inherently proba-
bilistic [4]. This problem can be solved if renewable energy is hybridized with better
battery energy storage. Deregulation was implemented in the power sector to increase
competition and provides customers with lower-cost, higher-quality electricity. After
deregulation, huge investment came in the power sector, and the quality of the power
supply also improved. Following deregulation, only three types of transactions are
permitted: polco, bilateral, and contract-violation transactions [5]. Electric vehicles
(EV) can also play an essential role during high demand. EV power system impact
was investigated in the power system in [6, 7]. The single electrical vehicle has an
energy capacity of 10-30 KW, so a single EV is not suitable for AGC. For AGC,
we need thousands of EV connected together [8]. EV fleet, along with conventional
sources like thermal, gas, and hydro, is used in [9]. In this article, the proposed
controller is used to regulate conventional sources and the EV fleet. The response
in the presence of EV fleet is much better. In order to control load frequency, EV is
used in [10, 11].

Electricity demand is increasing every year as a result of the rising population
and industrialization. To meet increasing electricity demand, all regional grids are
connected, so cheap electricity can be transferred from one region to another. For
transmitting power from one control region to another, we use tie-line, which have
now reached their maximum limit, so their capacity needs to be increased. In the long
AC lines, there is the problem of the Ferranti effect, stability, and synchronization.
To satisfy rising power demand, the ideal way is to build HVDC tie-lines in parallel
with existing AC tie-lines [12]. HVDC stored energy is used in conjunction with
AC/DC tie-lines in [13, 14] for interconnected power systems.

Different traditional techniques such as I, PI, and PID were employed in AGC.
Many cascaded and fractional controllers were used in the literature, which shows
better results than traditional computing techniques [15]. In the last few years’, frac-
tional order has been getting the attention of researchers due to its more parameter for
tuning and its better result than conventional controller [16, 17]. For load frequency
control, a two-degree of freedom controller is used in [ 18], and results are better when
compared with the conventional controller like I, PI, and PID, which encourages us
to use a two-degree of freedom controller [19, 20].

For controller to work better, it is necessary that its parameters need to be tuned
properly. For tuning, many meta heuristic algorithm have been developed in the last
few years. Cascaded PI-PID controller is optimized by bat algorithm, and its result
is far superior to the classical controller like I, PI, and PID [21] for load frequency
control. Fractional order PID controller is optimized by gases Brownian motion
optimization in [22], and its results are encouraging for load frequency control.
Chaotic ant swarm algorithm is used in [23] for tuning parameters of fraction order
PID controller for AVR control. Teaching—learning-based optimization (TLBO) is
used for tuning PID controllers for AVR control [24]. TLBO optimized sliding mode
control is utilized in load frequency control of multi-connected power systems [25].
For the proposed power system, the fruit fly approach [26] is utilized to optimize
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the PIDN controller parameters. Hybrid bacterial foraging optimization algorithm
along with particle optimization algorithm is used to tune PI controller for AGC
[27]. Water wave optimization is used in [28] to tune the cascaded controller for
AGC. Maziar Yazdani proposed the lion optimization algorithm (LOA) in 2016
[30]. LOA is the most recent optimization algorithm that focuses on a lion’s ability
to find prey and maintain a healthy lifestyle. In LOA, along with a normal lion, an
quasi-opposition-based lion is also used to find the right solution, which needs a
compact search space. Therefore, the solution achieved by initialization is closer to
the optimum solution because the almost quasi-opposite number is used instead of a
pseudo-random number. Consequently, the number of iterations needed for the ideal
solution is smaller than the other initialization method.

2 System Investigated

In a deregulated context, the AGC is employed in multi-source power systems.
Figure 1 depicts the suggested test system. A thermal system, gas system, DG,
and aggregate electric vehicle are included in Area-1 and Area-2. Solar photovoltaic
(SPV), wind turbine system (WTS), diesel engine generator (DEG), battery energy
storage system (BESS), fuel cell (FC), aqua electrolyzer (AE), and flywheel energy
storage system (FESS) are among the components of the DG. In both regions, nonlin-
earity, such as GDB, GRC, and BD, is taken into account in thermal plants. In Area-1,
the participation factors for thermal, DG, and gas are 0.5, 0.3, and 0.2, respectively,
and the same is true in Area-2. When EV is fully charged, it can act as a source, and
charged below a certain value, it can act as a load. Due to the increasing interconnec-
tion of control area and increasing power demand tie-line power transfer capability
needs to be increased. Tie-line power capability can be improved by adding AC-line
or HVDC line in parallel to the existing AC-line. It is better to go for an HVDC
tie-line, as it is more economical and has a less technical issues. Using INEC, the
HVDC tie-stored line’s energy can be used for frequency adjustment. In this paper,
HVDC stored energy has been used for frequency regulation. FACTS device can also
be used to increase the transfer capability of AC tie-lines. The SSSC is modelled with
an AC tie-line in this research and used to improve the tie-power line’s transmission
capability. Deregulation was implemented in the power sector in order to increase
competition. Following deregulation, a large amount of private investment came
into the electricity system, resulting in improved power quality. Independent system
operator (ISO) manages all transactions between GENCO and DISCO.

3 Proposed Controller

The proposed controller consists of a fuzzy controller in cascade with (PI —
FOPI*DN). The membership function is shown in Fig. 2, and the fuzzy membership



168 A. Kumar and R. Shankar

)
=]
=

N C1|E | |

DISCO1

®
DISCO2 DISCO3 DISCO4

:
..'u
=
]
)
<
==

)
. E
o

cpfy

-0 o H O

e OO ®

)
=
'
)
=l
=
=]
N
)
=l
2

At Area-1
APDCI
1&7 AP,
{apfi; > Thermal Power system N+ -
I/RTI,I + Z R Kl's/ AF,
B [ 288 || AP 1+8T,,
§_§ -)@ > Bio Gas '" -
E g I/R('I
s - APgyy
"|“l’"3 % Distributed Gnnerati HVDC
| 359 istributed Gnneration ENERGY
PIDN Aggregate EV

AP ie-crror APy,

- le——
17 APucacturac
\ 4
Eﬂ S Aggreagate EV o
HVDC
ENERGY
[E e AP
apfy > Thermal Power system + |-
o PEIETEE RN Anrs
[ONEE 1+ST,
22 5&11 |—»| N e
- z §. ; apf, ]/R > Bio Gas d - s
~ 8 L Al)TIIZ
8 TH2
— Area-2
z apt > p. AP0
- o istri i1 EV2
Distributed generation

Fig. 1 Two areas test system

rule base is shown in Table 1. Figure 3 depicts the fuzzy cascaded controller. The
proposed cascaded controller is shown in Fig. 4.
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4 Result and Analysis

The suggested test system is simulated in a restructured power environment using
the MATLAB/Simulink toolbox. In the suggested test system, a GDB of 0.0006 pu is
used, and 10% of GRC is used to decrease and raise generation in the thermal power
system. For the simulation study, Ngy stands for the number of electric vehicles. In
idle state, 10,000 EVs are examined. Two scenarios are taken. Scenario-1 is evaluated
in absence of FACTS and HVDC energy, whereas scenario-2 is in the presence of
FACTS and HVDC energy. The proposed QOLOA is shown in Fig. 5.

4.1 PBT Case

In the event of PBT, DISCO can obtain power from GENCO in the area where DISCO
is located. In this case, one area’s load disturbance is 1%, while the other area’s load
disturbance is 0%. The fuzzy controller in cascaded with (PI — FOPI*DN) makes
up the control unit. The controller gain is optimized using QOLOA. PBT response
is shown in Fig. 6.

4.2 BBT Case

In the case of BBT, the DISCO can draw power from any GENCO. The load distur-
bance in each location is 1% in this scenario. The fuzzy controller in cascaded with
(PI — FOPI"DN) makes up the control unit. The controller gain is optimized using
QOLOA. BBT response is shown in Fig. 7.

4.3 CVT Case

In this case, DISCO takes more power than what it has contracted for. The un-
contracted power is taken from GENCO, in which area DISCO is situated. The load
disturbance in Area-1 is 1%, and the un-contracted load is 0.001 pu. The fuzzy
controller in cascaded (PI — FOPI*DN) makes up the control unit. The system
response for the CVT case is shown in Fig. 8.
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4.4 Comparison with Previous Work

The paper simulated result for PBT case is compared with a recent paper on AGC by
et al. [29] on the same platform. From Fig. 9, it is clear that the proposed controller

outperforms in settling time and deviation.
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5 Conclusion

(c)

30

The paper attempts to improve the response of hybrid power system by use of fact
devise and HVDC stored energy. A new fuzzy controller in cascaded with (PI —
FOPI*DN) is used, and result shows the superiority of the controller. A new QOLOA
algorithm is used to optimize controller gain. From the response of PBT case, BBT
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case and CVT case, it can be concluded that all responses settle around ten seconds
and undershoot and overshoot improves in scenario-2, which shows the superiority
of algorithm and controller. Paper has been compared from recent literature on the
same platform to show its superiority.
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MATLAB GUI-Based Partial Discharge )
Localization in Power Transformers Cuosk iy
Using UHF Acoustic Method

Avinash S. Welankiwar and Sagar Kudkelwar

Abstract Partial discharge (PD) problem is getting more attention day by day due to
its severity toward insulation deterioration and internal arcing problems. In this paper,
PD detection is illustrated with the help of a case study conducted on a power trans-
former by using ultra high frequency (UHF) injection and acoustic method combined
with high frequency current transducer (HFCT) to get more accurate results. This
method is getting more popular day by day due to its accuracy in PD detection.
This paper represents the mathematical approach of UHF acoustic method for the
localization of PD in MATLAB GUI environment. Field testing is done on 100 MVA
400/220kV interconnecting transformer at 400 kV receiving station, and the obtained
results are compared with the output of mathematical algorithm in MATLAB soft-
ware. Results revel the effective visualization of the possible position of the PD in
the transformer tank in terms of x, y and z coordinates.

Keywords Partial discharge - Power transformers - UHF acoustic method -
MATLAB GUI - PD localization algorithm

1 Introduction

The power transmission is conducted at high voltages and extra high voltages which
contribute to reduction of both transmission, distribution and system complexity. As
the operating voltage level is increased, proper dielectric strength is necessary for
the protecting the equipment. PD is found as a principal cause that, in the course
of its continuous operation, silently damages insulation of electric appliances such
as transformers, cables, alternators, current (CT) and transformers (PTs). [1, 2].
Hence, it becomes necessary for monitoring of PD in high-voltage power apparatus
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to maximize its life [3—5]. PD is a dielectric localization breakdown which bridges
the electrode insulation. Several solid, liquid and gaseous materials for insulation
are used in high-voltage electrical systems. The power system insulators are not
100% perfect. The presence of air bubbles or voids degrades the insulator quality.
The insulation property degrades mainly due to electrical, mechanical and thermal
stresses [6, 7]. PD detection is now the most well-accepted quality management
tool in factories and at locations. Various PD measuring techniques use verity of
different PD-phenomenal parameters, such as electric discharge currents, dissolved
gas analysis or acoustic emission sensors (UHF). The main advantage of an acoustic
PD measurement is that PD can be detected without the transformer being shut down
and that a PD source can be located with accuracy of centimeter to a few decimeters
[8-10]. The electric method (IEC60270) includes use of coupling condenser used
for the calibration in terms of picocolumb (pC) of other PD measurement systems.
This method is unsuitable for onsite PD testing because of some disadvantages [11].

The aim of this paper is to develop GUI for visualization of PD event inside the
transformer tank using PD positioning algorithm in MATLAB software. Organization
of this paper is as follows: Sect. 2 consists of UHF sensor positioning and related
methodology based on mathematical equations for PD localization. Section 3 focuses
on real-time case study of a 400/220 kV power transformer used for executing the
algorithm, and results are elaborated. Section 4 concludes the paper.

The contribution of this work is, PD localization algorithm is designed in
MATLAB and GUI is developed. Acoustic PD testing is conducted on 100 MVA,
single phase (R) 400/220 kV single phase interconnecting transformer is discussed
in case study section. Results of the case study are compared with MATLAB GUI
output. Work presented in this paper will help to visualize the PD position in
transformer tank.

2 PD Detection Using UHF Acoustic Method

Acoustic method is non-destructed and electromagnetic noise resistant. The principle
of this method is sound waves detection originated from PD inside the insulation. A
sound wave originated from PD within a transformer travels to an acoustic emission
(AE) sensor attached to the outer body of tank wall through different materials. Signal
received at the AE sensor has to be processed to get the PD position [12—-14]. The
PD location can be computed by using the time of arrival (TOA) between the sensors
[15, 16].
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2.1 PD Detection Using UHF Acoustic Method

Figure 1 shows placing AE sensors on the transformer tank by taking proper scale of
measurement using magnets. Thus, it gives the sensor positions in terms of Cartesian
coordinates (x, y, 7).

Figure 2 shows sensor positioning on different sides of tank to locate the PD.
Minimum three sensors are required for the PD detection. Any one sensor and its
position can be taken as reference [1, 2].

Fig. 1 Placing sensors on transformer using magnets [1]

Fig. 2 Sensors placed at different positions on transformer tank [1]
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Fig. 3 Representation of Amplitude Aty 5
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2.2 Time Difference of Arrival (TDOA)

TOA of sensor 1 (¢1) is defined as time required by the traveling wave to reach the
sensor 1. In similar way, ¢, can be defined. TDOA is the difference between TOA of
the two sensors and is shown in Fig. 3.

TDOA of sensors 1 and 2 is given by Eq. (1),

Atp =1t — 1t (1)

2.3 PD Localization

Sensors placed on the transformer can be represented by Egs. (2)—(5),

x=—x)?+ G-y +G@—2)"= Vs x )’ ()
(=)’ + =)+ @ —2) = (Vs x 1)’ 3)
=1+ =)+ @ —23)" = (Vs x T3)? 4)
(= x)? + (v — ) + (2 — 24)* = (Vs x T})? (5)

Here, (x1, y1, z1) are the coordinates of sensor 1. 7' is time of arrival of sensor 1.
Similarly, other sensor coordinates and T, T3, T4 can be defined. PD coordinates
can be found out by Eq. (6),

2
X X14 Y14 214 T4 rigs— K1+ Ky
Y| =~ x4 Yoa 224 | X | roa |Fa+ 3 r3, — Kr+ Ky (6)
Z X34 Y34 234 r34 r3, — K3 + K4



MATLAB GUI-Based Partial Discharge Localization in Power ... 181

Fig. 4 PD positioning ( Start )
flowchart
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where (x, y, z) are the position of the PD source, (x4, i, zi4) are the coordinate
difference of the reference sensor (i = 4) and sensor 4 (i = 1,2,3), ri4 is the TDOA
between sensor i and sensor 4 (i = 1,2,3), 14 indicates the position of sensor 4 from
PD origin, and K is calculated as per Eq. (7),

K} =xl+y +7 (7

Algorithm is developed to find the solution of Eq. (6) and executed in MATLAB
software with the different sensor positions [3, 4, 6]. Overall mathematical flow is
shown in the flowchart in Fig. 4

3 Case Study

Field testing was done on 100 MVA, single phase (R) 400/220 kV interconnecting
transformer located at 400 kV substation Koradi, Nagpur (India), with PDTP500A
test equipment. Tank size of the transformer is 3000 mm x 5000 mm x 10,000 mm.
Acoustic emission (AE) sensors were mounted at turret of transformer and of the
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AE Sensor

USB

Notebook

HFCT Se;lsor

Fig. 5 System configuration with PDTP500A

HFCT sensor mounted at grounding. AE sensors were mounted at different locations
to find the PD activities in the transformer. This system is based on ultrasound
detection of acoustic signals emitted and electrical signals from the discharges. It
consists of five inputs; four of AE sensor and one HFCT sensor that detects the PD
signals simultaneously and compares these signals to determine origin of the PD
phenomena is shown in Fig. 5.

3.1 Testing at HV Side (400 kV)

Figure 6 shows the HV Side, 400 kV of the transformer; AE sensors were mounted at
the structure of the transformer. Figure 7 shows no PD activities are detected. Also,
HFCT has not detected any PD activities at the neutral grounding of ICT.

Fig. 6 400 kV HV side view
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HV Side , No PD Detected

Tene M
[DataMe.]

Fig. 7 Online testing result

In MATLAB, four sensor coordinates and the respective values of TDOA were
simulated, and GUI shown no results for the PD is indicated in Fig. 8. Sensor coor-
dinates (in mm) are Sensor 1 located at [7000, 0, 3000], Sensor 2 located at [7000, O,
5000], Sensor 3 located at [4000, 0, 5000] and Sensor 4 located at [4000, 0, 3000].
TDOA values with respect to sensor 1, T12, T13 and T14 are found to be zero.
Similarly, tests are conducted on LV and OLTC side but no PD activity is confirmed
by online testing and MATLAB.

B] rove tchwiesn m—— L . R e

@0 ¢ =000 400

X ¥ I sermort X ¥ I seracrd XY I sanserd X ¥ I senaced

Fig. 8 Output of GUI on HV side showing no PD activity
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3.2 PUMP Side

Figure 9 shows AE sensors mounted on pump side of the transformers. Figures 10
and 11 show PD activity detected at regular intervals found at the pump side. PD
activity is measured as 66.4 wV and localized using PDTPA5S00A at coordinates (x
= 10,087.4,y = 4011.41, z = 8013.77). MATLAB algorithm has localized the PD
at (x = 10,083.48, y = 4000, z = 8001.24) in mm (Fig. 12).

Error in the measurement is found as 3.92 mm at x coordinate, 11.41 mm at y
coordinate and 12.63 mm at 7 coordinate. Error is relatively small because MATLAB
is localizing the PD on the basis of mathematical equations only. Technical parame-
ters of the UHF and HFCT sensors are not considered in GUI that are important to
recognize PD pattern.

PD Detected
on Pump Side
of the
Transformer

[Data No ]

Fig. 10 PD activity at pump side by AE sensor number 3 and 4
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[Data No ]

HFCT sensor showing the PD activities

B partial_discharge gui . _-.. ASE A ~ =
11500 4000 7500 10000 5500 8000 11500 4500 8000 11500 3500 8000
- - - a| - - | - - - -
NN P P
= =1 = o =1 =
] 2o |
i £d =1 =) =] =l =] =] | =} £ 5| =
| XY I sensor! XY Isensor2 XY I sensord XY I sensord
[ |
—+ Possible PD Location
T2 © sensorl Tarik 3000men  T000m x 10000wm
= i —& genso?
-0 10000 - . sensord
:\’/ # o0 i < sensord x 10083 4887
8000 . |
3 Ry -
— - 5
\ 15 E 600D ™ - ¥ 4800
E . [t
| £
T4 $ 4000. Is 80012433
x
b 2000
™~
0 <=3 ™
II Piot New 6000 \\\‘\\
= 4000 ™ — 15000
0 -
" / 10000
. — 2000 200
I. Width{mm] 00 length{mm]

Fig. 12 GUI showing PD activity

4 Conclusion

PD causes consistent insulation deterioration of power transformers under continuous
operating cycle. It is to conclude that GUI developed in MATLAB software based
on PD positioning algorithm has successfully localized PD on the basis of sensor
coordinates and TDOA values as input and the results were matching satisfactorily
with the online testing results obtained by PDTP500A. The main advantage of UHF
acoustic method is increased sensitivity of PD detection and localization. Algorithm
for GUI presented in this paper can be combined with TDOA calculation algorithm
based on energy criterion to reduce the manual inputs of TDOA values and to get more
simplified visualization of PD source in the tank by just changing sensor positions.
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A Study and Investigation of Structural )
Parameters of Vertically Aligned Carbon | @i
Nanotube Arrays as a Thermal Interface
Material

Ayush Nirwal, Rushabh Agrawal, Ragini Meena, Aayush Raval,
Akash Parmar, and Rutu Parekh

Abstract Carbon nanotubes (CNTs) have high thermal conductance and the poten-
tial to be the thermal interface material (TIM) of the future. This paper presents how
various structural parameters like mean height, a fractional standard deviation of
height, a fractional standard deviation of space, and an outer diameter of CNT arrays
affect the contact area and the tip contact resistance (TCR) between the heat sink and
vertically aligned CNTs (VACNTS) using the simulation tool. The simulation tool is
based on the bead-spring model, and it counts van der Waals interactions between
the heat sink and VACNT. It is investigated that by changing the fractional standard
deviation of height from 0 to 0.05, TCR increases from 62.26-319.52 mm?K/W. It
is also observed that by changing an outer diameter from 40 and 72 A, tip contact
resistance decreases from the range of 124.68—62.26 mm>KW ! that is a decrement
of 62.42 mm*KW~!, and by changing an outer diameter from 40 to 400 A, TCR
decreases from 124.68—4.49 mm?’KW~!. These types of simulation results show that
the mean height and the fractional standard deviation of space do not show a drastic
change in TCR value, but the fractional standard deviation of height and the outer
diameter of multi-walled CNT in VACNT are among the primary parameters which
drastically change TCR value while slightly changing them.

Keywords Heat dissipation + Thermal interface material (TIM) « Thermal
coupling - Compressive stress * Thermal conductivity

1 Introduction

Thermal interface materials are a category of products used to aid thermal conduction
between mechanically mated surfaces (two regions with one or more parts that contact
each other) such as a semiconductor device and a heat sink, for example, a thermal
interface material (TIM) between silicon dye and a heat spreader is shown in Fig. 1.
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Various types of materials are used as thermal interface materials like Arctic silver
5 (AS-5), Matrix, Arctic Alumina, ceramic, Arctic Silver Thermal Adhesive, Arctic
Alumina thermal adhesive, silicone and non-silicone heat sink compounds, pads,
gap fillers, and epoxies [1]. To enhance the heat transfer between the two surfaces,
a thermal interface material aims to fill the gaps between surfaces in contact with
a substance that has improved thermal conduction and reduced thermal resistance
between contacting surfaces. Higher thermal conductivity implies thermal interface
material to allow better heat flow than one with lower thermal conductivity. Various
structural formations are used for TIMs like gap pads-fillers, conductive adhesives,
and thermal greases. Multiple properties are taken into consideration for a TIM
depending on its application, including adhesiveness, viscosity, coefficient of thermal
expansion (CTE), bond line thickness, rework ability, and longevity. However, major
ones include through-plane conductivity and thermal contact resistance. CNTs, due
to their high thermal conductance, have the potential to be TIM. CNT-based TIMs are
among the most recognized ones, owing to the fact that their high values of thermal
conductance along their axis provide outstanding thermal coupling. Grease-based
TIMs and gap filler pads show a decrease in thermal resistance when under compres-
sive stress, but structural deformations are irreversible [2] and cause degradation in
overall performance over time. Carbon-loaded polymer and CNT nanostructures also
show a decrease in thermal resistance under compressive stress but have high tensile
strength [3, 4].

The vertically aligned structure of carbon nanotube arrays has thermal conduc-
tivity of over 200 Wm~! K~! compared to a bulk sample of randomly aligned
single-walled carbon nanotubes structured, which has noticed thermal conductivity
of 35 Wm~! K~! [5]. Han and Fina observed that for aligned CNTs, thermal conduc-
tivity is much higher compared to un-aligned CNTs [6]. In the bundle of CNT arrays,

CNT based TIM

Heat sink ———»

TIM2—|

Heat Spreader ———

Chip

Fig. 1 Schematic application of thermal interface materials in electronic packages. The figure
shows CNT-based TIM between heat spreader-SINK and Si chip (source)
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thermal conductivity is more dependent on tube—tube interconnections and CNT
structural defects. Randomly aligned CNTs have more entanglement than vertically
aligned CNTs, resulting in high thermal resistance and low thermal conductivity [5].
So, VACNT has high thermal conductivity compared to randomly aligned CNTs. So,
the vertically aligned structure of CNT arrays is better than randomly aligned CNTs
as thermal interface material. Vertically aligned carbon nanotube arrays (VACNT)
can be used as thermal interface material because each CNT-pristine has high thermal
conductivity ~1000 W/mK [7]. So, VACNT shows hope for better results as a TIM.
Jun Xu and T. Fisher synthesized dense and vertically oriented CNT arrays on a silicon
wafer using plasma-enhanced chemical vapor deposition and used it as TIM [8]. It is
observed that dry CNT arrays generate minimum thermal interface resistance of 19.8
mm?W/K and for Cu-PCM-Si (PCM-phase change material) interface has a resis-
tance range from 52.2 to 16.2 mm?>K/W, while the Cu-PCM-CNT-Si interface has a
minimum interface resistance value 5.2 mm?*K/W at 0.35 MPa pressure [8]. It was
also concluded that the PCM-CNT array has higher thermal conductivity than PCM.
Peacock et al. synthesized vertically aligned carbon nanotube on silicon surface using
chemical vapor deposition process, and noticed interfacial thermal resistance of CN'T-
solder composite was 0.458 cm*K/W at a 20 psi while 0.425 cm?K/W at a pressure
of 50 psi [9]. Yao et al. grew a high-quality vertically aligned carbon nanotube and
made it a TIM sample that has thermal boundary resistance from 11.6 & 0.5 mm?K/W
to 3.4 £ 0.1 mm?K/W [10]. These types of experiments promise vertically aligned
carbon nanotube arrays (VACNTSs) as next-generation thermal interface material.
Recent advancement in the fabrication process of chemical vapor deposition (CVD)
[10] allows us to get optimally aligned carbon nanotube (CNT) nanostructures with
their aligned axis on the surface of the heat source itself seen in Fig. 2.

Lower Surface

Fig. 2 Structure of VACNT: One end of an array of CNTs is fabricated to the lower surface, and
the other end is freely suspended along the upper surface [13]
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One problem with using CNT arrays’ vertically aligned structure is that not all
CNT arrays are in contact with the sink material as they slightly vary in height. Ping
et al. mentioned that only 3%—15% of CNTs arrays contributed to thermal transport
[11]. They also observed that for VACNT arrays on a silicon surface, total thermal
resistance is 16 mm2KW !, while thermal contact resistance is 14 mm2KW~!. Simu-
lations of vertically aligned CNTs arrays were carried out, and experiment results
show that CNT-CNT contact conductance is less important than CNT-substrate
contact conductance and thermal conductivity [12]. It was also concluded that CNT-
substrate contact is the main bottleneck to reduce the performance of vertically
aligned CNTs as TIM, and thermal conductivity is dependent on diffusive resistance
and pressure-dependent array height. So, in this paper, the main concentration is on
how various structural parameters like mean height, a fractional standard deviation
of height, a fractional standard deviation of space, and an outer diameter of CNT
arrays affect the tip contact resistance and the contact area between TIM and sink
under compressive stress/strain.

2 Methodology

Sadasivam et al. use the bead-spring model of reference [14] and microwave plasma
chemical vapor deposition technique for simulating the vertically aligned CNTs
structure for experiments [12] and creating the simulation tools [13]. The simulation
tool [13] uses the bead-spring model of CNT and takes van der Waals interaction
into account to model the physical and thermal behavior of the CNT nanostructure
[14, 15]. The vertically aligned CNTs arrays have van der Waals interactions with an
upper surface shown in Fig. 2. The length of individual CNTs and spacing between
them present in the nanostructure are taken as a Gaussian distribution, while the
outer diameter is taken as a constant value throughout the structure [16]. The different
parameters are varied individually to observe their respective effects on the tip contact
resistance under different compressive stress/strain. In Table 1, all input parameters
and their values are mentioned, which are used in the simulation tool [13]. The tip
contact resistance of the lower surface with the CNT arrays is nominal compared
to the tip contact resistance between the upper surface and CNT arrays because a
covalent bond exists between the lower surface and CNT arrays, while a weak van
der Waals force exists between the upper surface and CNT arrays. The reader can
refer to reference [13] to learn more about the tool and refer to reference [10] for
further details about structure. So here, consider tip contact resistance as tip contact
resistance between the upper surface and CNT arrays.
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Table 1 Input parameters

Input parameters Simulation values
Mean height (in A) 5000

Fractional standard deviation of height |0

Number of CNTs on each side 4

Average spacing (in A) 1200

Fractional standard deviation in spacing | 0.2

Equilibrium spacing between beads (in | 1000

A)

Outer diameter (in A) 72
Number of walls 6
Fractional length 0.3
Mean vertical inclination 30
Fractional standard deviation in vertical | 0.1
inclination

Young’s modulus of CNT (in Pa) lel2
Cut off distance (in A) 2000
Number of steps before dump 50,000
Stopping tolerance for energy (eV) 0.0000000000000001
Stopping tolerance for force (eV/A) 0.0001
Number of indentation steps 5
Indentation step size (in A) 100
Contact resistance per unit area (in 10e—8
m2K/W)

Indenter force constant (eV/A3) le3
Bending stiffness scale parameter 1

3 Results and Discussions

The results are simulated by varying one parameter or two parameters under compres-
sive stress/strain during simulations, while other parameters’ values are taken as the
default value, which is shown in Table 1. Out of all the input parameters, mean height,
the fractional standard deviation of height, the fractional standard deviation of space,
and an outer diameter were varied for the simulation results. According to simulation
results, graphs were plotted for tip contact resistance and contact area.
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3.1 Effect of Compressive Stress/Strain on Contact Area
and on Tip Contact Resistance

Figure 3a, b is generated by merging two graphs: (1) Contact area versus strain, (2)
Stress versus strain. In Fig. 3a, b, strain is taken in the x-axis because it is common
for both graphs, while compressive stress and contact area are taken in two different
y-axes. Figure 3a, b shows how compressive stress generates compressive strain in
VACNT structure and how compressive strain affects the contact area between the
upper surface and CNT arrays.

Figure 4a, b is generated by merging two graphs: (1) Tip contact resistance versus
stress, (2) Tip contact resistance versus strain. In Fig. 4a, b, tip contact resistance is
taken in the x-axis because it is common for both graphs, while compressive stress
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Fig. 3 a Contact area versus strain and stress versus strain for VACNT with mean height equals
500 nm and number of CNTs on each side equals 4. b Contact area versus strain and stress versus
strain for VACNT with mean height equals 500 nm and number of CNTs on each side equals 20
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and compressive strain are taken in two different y-axes. Figure 4a, b shows how
compressive stress and compressive strain affect the tip contact resistance between
the upper surface and CNT arrays. Figures 3a and 4a are obtained from applying
compressive stress on VACNT structure with CNT arrays of a mean height of 500 nm,
and the number of CNTs on each side is 4, so the total number of CNTs is 16.
Figures 3b and 4b are obtained from applying compressive stress on VACNT structure
with CNT arrays of a mean height of 500 nm, and the number of CNTs on each side
is 20, so the total number of CNTs is 400.

Figure 3a, b shows that contact area increases with increasing compressive strain.
Figure 4a, b shows a decrease in thermal contact resistance (TCR) with increased
compressive strain. VACNT arrays make point-type contact with the substrate,
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Fig. 4 a Change in tip contact resistance on increasing compressive stress and strain for VACNT
with mean height equals to 500 nm and the total number of CNTs equals to 16. b Change in tip
contact resistance on increasing compressive stress and strain for VACNT with mean height equals
to 500 nm and the total number of CNTs equals to 400
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which means VACNT makes only vertical tip-point contact using weak van der
Waals without any compressive stress/strain. It is also observed that tip inclination,
percentage of CNTs in contact with the upper surface, and total tip contact area
increase with increasing compressive stress [12]. VACNT arrays’ mean tip angle
increases with the upper surface due to applied compressive stress means that VACNT
arrays vertical tip bent during compressive stress/strain [5, 12]. It is also observed
that bent horizontal tips of VACNT arrays make line contact with the substrate,
which significantly increases the contact area with the upper surface. So, increasing
strain increases the contact area of CNT arrays with the sink. Due to more contact
area, more van der Waals interaction is happening between the CNT arrays and sink
surface, which decreases the tip contact resistance and increases the viability of this
nanostructure to be used as TIM.

It is observed when the total number of CNT is 16, to increase the compressive
strain from 0.02 to 0.06, the additional compressive stress of 8.68 kPa is required,
which is the change of compressive stress from 116.47 to 125.16 kPa. Moreover,
when the total number of VACNT equals 400, to increase the compressive strain from
0.06 to 0.08, the additional compressive stress of 0.248 kPa is required, which is the
change of compressive stress from 149.97 to 150.21 kPa. This observation shows that
sometimes a significant change in compressive strain for VACNT structure requires a
meager change in compressive stress. From Fig. 3a, b, it is observed that the starting
portion of the stress—strain curve is rapidly increasing, and after one point, some part
of the stress—strain curve is slightly increasing. This type of behavior and flattening
in the stress—strain curve in VACNT is also observed by Sadasivam et al. [12] and
Maschmann et al. [17]. The flattening in the stress—strain curve is due to collective
buckling in VACNT arrays. All the CNT arrays are buckled [4] due to compressive
strain, and Maschmann et al. observed well-organized collective buckling for the
top surface of VACNTS [17]. Additional buckling was also observed near the lower
surface for 650 and 1200 pm mean height [17]. Figure 3a, b shows the buckling
effect on both VACNT structures despite the difference in the total number of CNTs.
From Fig. 3a, b, it is observed that to get a buckling effect, more number of VACNTSs
structure required more stress than less number of VACNTSs structures. The buckling
happens because of so much compressive stress/strain on this type of aligned arrays
structure like VACNT has.

Sadasivam et al. got 0.06 strain for 150 kPa stress on VACNT structure which has
amean height of 500 nm and total number of CNTs equal to 400 [12]. A similar result
is observed for VACNT structure with a mean height of 500 nm and a total number
of CNTs equal to 400 required 149.97 kPa stress for 0.06 strain in VACNT structure
according to simulated result (see stress—strain curve in Fig. 4b). Sadasviam et al. also
compared the simulation base stress—strain curve and experimental base stress—strain
curve to observe that the simulation base tangential modulus for different realizations
varies between 2.5 to 4 MPa, which is close to the experimental base tangential
modulus [12]. Due to compressive strain, higher frequency phonon mode increases
[18]. The diffusive resistance shows a weak dependence on applied pressure [16],
but the thermal conductivity and thermal diffusivity of CNTs decrease because of
buckling [16, 18]. Additionally, if the outer shell of a multi-walled CNT breaks, then
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thermal conductivity changes drastically [19]. It was also observed that too much
stress might bend or break some CNTs in the structure, and a defected VACNT
structure does not transfer phonons fast compared to pristine VACNT [20].

3.2 Effect of Mean Height of VACNT Arrays on Contact
Area and on Tip Contact Resistance

Here, a VACNT nanostructure follows a Gaussian distribution, with mean and frac-
tional standard deviation as parameters in the simulation tool [13]. The changes in
the tip contact resistance are analyzed by taking different values of a mean height
(300 nm, 400 nm, 500 nm, 600 nm). Figure Sa, b is generated from the simulation
results for different mean heights. For 300 nm, 400 nm, 500 nm, and 600 nm of mean
height, the tip contact resistance, respectively, is 28.40 mm?K/W, 32.84 mm?K/W,
36.90 mm?K/W, and 45.36 mm’>K/W (see in Fig. 5b for zero compressive strain).
It could be observed that tip contact resistance slightly increases with an increase
in the mean height. The diffusive resistance increases with an increase in the mean
height of the CNT arrays [16], and for different thermal conductivity, the diffusive
resistance value is in order of 1 mm?K/W [4].

Figure 5a, b shows that as compressive strain increases, the contact area increases,
and the tip contact resistance decreases because of more contact area available, and
more van der Waals interaction is happening between the CNT array tip and the
upper surface. From Fig. 5a, b, it can be observed that the contact area is inversely
proportional to tip contact resistance. In analytical work, it was observed that thermal
conductivity for vertically aligned multiwall carbon nanotube decreases with an
increase in mean height because as the height increases, defect density also increases
in CNT arrays, which reduces thermal conductivity for longer CNT arrays [21].
Recent research and development on VACNT shows that post-growth treatment and
quality-controlled synthesis, including thermal annealing and coating with a thermal
conductive layer, optimizes VACNT arrays’ quality with high thermal conductivity
and less defect density [11]. The high-quality VACNT arrays with less defect density
have a thermal conductivity in order of 10 Wm~! K~! which is better than many
available commercial TIMs [11].

3.3 Effect of Fractional Standard Deviation of Height
of VACNT on Contact Area and on Tip Contact
Resistance

The fractional standard deviation (SD) of height distribution is also a structural
parameter whose effect on tip contact resistance is observed by changing it in small
and large gaps (0, 0.05, 0.06, 0.07, 0.1). Figure 6a shows significant changes in the
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Fig. 5 a Contact area versus strain for different mean height. b Tip contact resistance versus strain
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contact area, and Fig. 6b shows the effect on the tip contact resistance for different
values of the fractional standard deviation of height with a fixed mean height of
500 nm. From Fig. 6c¢, for a VACNT structure with the fractional standard devia-
tion of height equal to 0, when a mean height increases from 300 to 500 nm, tip
contact resistance slightly increases from 54.56 to 62.26 mm?>K/W. From Fig. 6c, for
a VACNT structure with a mean height equal to 500 nm, when the fractional standard
deviation of a height slightly increases from 0 to 0.05, tip contact resistance signifi-
cantly increases from 62.26 to 319.52 mm?>K/W even without any type of stress/strain.
So, the fractional standard deviation of height is an important parameter to design
VACNTs as TIM.
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As the fractional standard deviation of height is 0, almost all CNTs are in contact
with the sink material, and a very high contact area is available (see Fig. 6a for the
fractional standard deviation of height equals 0) (structural deformation is also taken
into account). So, the least tip contact resistance is available when the fractional
standard deviation of height is 0 which is analyzed in Fig. 6b for the fractional
standard deviation of height equal to 0. When the fractional standard deviation of a
height slightly changes, the number of CNTs with mean height and the number of
CNTs with different heights significantly vary according to Gaussian distribution and
standard deviation. So, it is observed that the number of CNTs with direct contact
with the sink significantly changes. It is also observed that contact area and tip
contact resistance also considerably change compared to the value of contact area
and tip contact resistance when the fractional standard deviation of height is O (see
in Fig. 6a, b). If TCR increases, then total thermal resistance increases, and thermal
conductivity and thermal diffusivity decrease [19].

3.4 Effect of Fractional Standard Deviation of Space Between
CNTs on Contact Area and on Tip Contact Resistance

This parameter represents how regularly the CNTs are arranged in the nanostructure.
In the simulations, these values of the fractional standard deviation of space are
changed in a certain range (0, 0.2, 0.3, 0.4, 0.7).

It can be observed from Fig. 7a, b that tip contact resistance slightly increases with
an increase in the fractional standard deviation of spacing (see Fig. 7b), and contact
area decreases with an increase in the fractional standard deviation of space (see
Fig. 7a). Hence, it can be said that more regular structures will be a superior choice
for thermal interface material. However, the changes in TCR values are insignificant
and slightly changed (in order of 10 s with a change of 0.1 in fractional Standard
Deviation of spacing) (see Fig. 7b). Thus, this parameter would not so much matter
for tip contact resistance. It was observed that the overall thermal conductivity of the
VACNT structure increases but not linearly with an increase in packing density [11,
19].

3.5 Effect of Outer Diameter of VACNT Arrays on Contact
Area and on Tip Contact Resistance

Contact area significantly increases with an increase in the outer diameter of VACNT
(see in Fig. 8a) because each CNT is bringing more area in contact with the sink
material as the outer diameter increases. When an outer diameter is 40 A, the contact
area is 184.78 nm?2, and tip contact resistance is 124.68 mm?KW~!. When the outer
diameter is 400 A, the contact area is 5125.7 nm?2, and tip contact resistance is
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4.49 mm?KW~! which shows a drastic change in the contact area and tip contact
resistance.

It can be observed from Fig. 8a, b that this structural parameter would be one of the
primary parameters and should be subjected to maximization to decrease tip contact
resistance. As outer diameter increases, the effect of strain significantly increases for
the contact area (see Fig. 8a). The tip contact resistance follows an inverse pattern
with respect to the contact area and substantially decreases with increasing outer
diameter (see Fig. 8b). As the outer diameter increases, the thermal conductivity of
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Fig. 8 a Contact area versus strain of VACNT as TIM on varying outer diameter for mean height
equals to 500 nm. b Tip contact resistance versus strain of VACNT as thermal interface material on
varying outer diameter for mean height equals to 500 nm

individual MWCNT decreases, but aligned contacts between CNTs in VACNT can
significantly increase the thermal conductivity of CNTs array structure [22].

4 Conclusion

This research paper shows the effect of various structural parameters on contact area
and tip contact resistance under different compressive stress/strain conditions. This
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paper presents a quantitative analysis and the most accurate results for contact area
and TCR on the effect of changing specific structural parameters under different
compressive stress/strain. Out of the studied parameters, a fractional standard devi-
ation of height and the outer diameter of CNTs in the nanostructure can be taken
as one of the primary parameters to maximize CNTs contact area and minimize
thermal contact resistance for VACNT as thermal interface material (TIM) because
thermal contact resistance is a bottleneck to use VACNT as TIM. It is investigated
that by varying mean height from 300 to 500 nm, tip contact resistance slightly
increases from 54.56 to 62.19 mm>K/W, so increasing in the mean height leads to
a slight increase in tip contact resistance (TCR). While slight changes in the stan-
dard deviation of height from 0 to 0.05, tip contact resistance significantly increases
from 62.26 to 319.52 mm2K/W, and the increment in TCR value is 410.25%. The
fractional standard deviation of spacing does not give a significant difference in tip
contact resistance because it is observed a change of 0.52 mm?>KW~! from 62.78
to 62.26 mm?’KW~! that is only a 0.82% variation on tip contact resistance for the
decrement of 0.1 on fractional standard deviation from 0.3 to 0.2. Hence, mean height
and fractional standard deviation of space should not consider optimizing tip contact
resistance. It is observed when the outer diameter of CNT arrays varies between 40
to 72 A; the tip contact resistance varies in the range of 124.68-89.74 mm>’KW~! to
62.26-36.90 mm?KW ! under different stress/strain situations which is a decrement
of 52.84-62.42 mm*KW~" over the change of 32.8 A of outer diameter. If the outer
diameter changes from 40 to 400 A, then tip contact resistance changes from 124.68
to 4.49 mm>KW~! that is a 96.40% decrease in tip contact resistance without any
compressive stress. As mentioned earlier in Sect. 3.5, tip contact resistance dramat-
ically decreases as the outer diameter increases. It is also possible to maintain good
thermal conductivity for a larger outer diameter in the VACNT structure. So, the
fractional standard deviation of height and outer diameter of CNT arrays are crucial
parameters to increase the contact area and to optimize the tip contact resistance.
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Neeraj Kumar Singh, Atul Kumar Yadav, Mahshooq Abdul Majeed,
Lalit Tak, and Vasundhara Mahajan

Abstract Reliability analysis is one of the major parts in the study of the power
system. This paper comprehensively reviews all aspects where reliability analysis
plays a vital role including cyber networks, renewable energy sources, and distribu-
tion systems. The cyber portion contains the cyber power system model, failures of
information and communication networks, various reliability assessment methods,
and cost reliability measures. Reliability techniques of hybrid energy sources, uncer-
tainty, and risk evaluation have been explored. It describes the effect of component
failure in the distribution system, sensitivity analysis, and methodology for relia-
bility. Lastly, it delivers a brief description of the microgrid, its challenges, and its
reliability. This review paper is expected to provide reliability enhancement strate-
gies and their benefits in summary to upgrade the infrastructure of our modern power
systems.

Keywords Power system reliability - Smart grid -+ ICT network - Cyber security *
Renewable resources + CPPS model - Distribution systems

1 Introduction

Reliability plays a crucial role in every field. It is the probability of a device
performing a given task within indicated timeframe. The major purpose of studying
reliability in the power system is to make the system more economical and to transfer
optimum electricity to consumers. To fulfill this, there are some analytical techniques
to evaluate reliability. These are fault trees, binary decision diagrams, and Markov
chains techniques. Although fault tree has been widely utilized to build an analytical
model of the system, this method has several demerits including lack of modeling
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power and arrangement time rises dramatically with the size of the system which
needs to be modeled. However, a new particular method for the productive analysis
of both static and dynamic fault trees is introduced in [1]. As in case of the conven-
tional reliability evaluation, the long-term performance of a power system has been
evaluated. However, for time varying performance the value of its constant failure
rate is not able impact in an operational time frame. Based upon online operation
details which is provided by Energy Management Systems (EMS), for real-time
atmosphere this paper describes the perception of operational reliability. An evalu-
ation framework of operational reliability is suggested systematically. Failure rates
can be affected by distinct parameters such as components’ inherent conditions,
environmental conditions, and operating electrical conditions. Thus, it is essential
to consider in their operational reliability models. For real-time evaluation, a unique
algorithm is specified to satisfy the confinement necessity. The basis for operational
reliability is presented methodically in [2]. Development of software and reliability
evaluation tools are useful to implement the functions. It warns when reliability
of system is undesirably low and further obtains information regarding risk on the
system [3].

As we go further toward the development of modernization of smart grid, two
networks need to be involved for the calculation of reliability. The first is information
and communication technology, and the second is the physical power system network.
The ICT network includes parameters such as sensors, monitoring function, and
communication equipment. Meanwhile, the physical power system network consists
of generators, transformers, switches, circuit breakers, etc. Whereas ICT network
comes in the power system, it is mandatory to take cyber security as a leading aspect
to make the system more reliable. Freshly, in the United States, the phenomenon
of cyber-attack occurred on a colonial pipeline in the year 2021. As the ratio of
cyber-attack in the network is rising day by day, the modernization of the smart
grid which contains all these cyber elements has a higher risk of failure. Because
the faulty elements in the physical power system are easier to trace rather than in a
cyber network. Some type of failures in cyber components seems normal and work
properly and will come whenever a malfunction happens in the system. Therefore, it
is necessary to research and take appropriate actions in this direction to prevent losses
of revenue and many more causes. Thus, by merging both these two networks the
main network cyber-physical power system is targeted to achieve the optimal power
flow to decrease the cyber-attacks and vulnerabilities of it and above all enhancing
the reliability of this network. The relationship between cyber security and reliability
is dominant factors to understand and described in [4]. The failure of any network
impacts on optimal power flow, cost, and reliability. The paper [5] presents reliability
modeling of power system with protection system failures. It is essential to study these
factors so that finding a solution of this problem can establish more reliable system
in upcoming days. To take this point into account, [6] describes the importance of
reliability for generating system. The conception of proposed node (link) reliability
method and results is explained in [7].

The scope of this review paper can be devoted as follows: Sect. 2 represents the
reliability analysis of three networks. The cyber part includes a discussion of the cyber
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power system model, impact of communication failure and its approaches, and risk
evaluation techniques. As moving toward renewable sources, the notion of uncer-
tainty plays a key role; thus, this paper gives the basic overview of fuzzy set, alpha
cut, and Mamdani fuzzy logic system to understand uncertainty. It introduces various
techniques of reliability for hybrid energy sources. Furthermore, it explains the risk
evaluation in the distribution system, sensitivity analysis, the effect of component
failure in the distribution system, the concept of microgrid and challenges, reliability
modeling, reliability enhancement strategies, and benefits. Section 3 of this review
paper reveals the discussion of this review paper. Section 4 provides the conclusion
and potential future work of the paper.

2 Related Work

As mentioned earlier in the introduction part the necessity of studying cyber tech-
nology, the classification of cyber-attacks is classified in [8]. The impact of cyber-
attack on system is evaluated by taking time as a prime parameter two novel indices
which is proposed in [9]. Protection algorithm regarding intelligent weighted trust is
suggested for sensor system of a smart grid in [10]. Advance gray wolf optimization
approach is proposed in [11] to detect the cyber-attack. To protect system against
cyber-attacks and malfunctions of devices, the cyber power system model [12] is
illustrated in Fig. 1. This paper describes a brief introduction of cyber power system
model.
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Fig. 1 Cyber power system model
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2.1 Cyber Power System Model

1. Power layer: It is the bottom layer of the cyber-physical power system model
which is linked to communication and coupling layer. It consists of all electrical
equipment such as generators, transformer, lighting arresters, circuit breakers,
and switches.

2. Communication and coupling layer: It is middle layer of CPPS model that is
connected to both decision layer and power layer. It is composed of commu-
nication and interface instruments. Interface devices in this network consist of
several other communication devices and also connect them. Thus, it is clear that
not working of the interface devices in this network will affect the efficiency and
performance of the decision-layer functions. This is a reason why modeling of
communication and coupling layer plays an important role to operate effectively
a CPPS.

3. Decision layer: In decision layer, there are several functions operated for the
effective working of the CPPS model. Further, evaluation of smart grid does not
include manual systems. For example, numerical relay. It can be programmed
via a computer. An attacker may attack on relay or any devices, deforming
values, injecting false data in the grid. False injection data in the grid is more
vulnerable. It may mislead the equipment to take the incorrect decision that can
result in major malfunction or sometimes black out. The failure of the decision
equipment may affect its correctness. For false data injection attack, an artificial
neural system detection method is explained in [13].

2.2 Concept of Interdependency

The interdependency is the precise and proper activity of one component which relies
on the properties and working of some other components. In cyber network, there
are four types of interdependency categories. The concept of reliability evaluation of
smart grid utilizing direct cyber power interdependency is covered in this research
paper [14, 15]. As concluded from CPPS model, cyber and physical network are
interconnected by information network. Fig. 1 reveals the interconnection of these
systems. Thus, it can be said that reliability of equipment of information network can
affect the reliability of other networks. To enumerate the reliability of monitoring
function, this paper provides a brief over view of method.

2.3 Component Reliability Index

oo

R(t)=O(T > 1) = /x(t)dt (1)

t
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where R(t) is the probability of the system that will not operate properly under
determined conditions and duration of time ¢ and x(t) is the complement of R(t), that
means system does not work nicely.

2.4 Reliability Block Diagram Based on Component Logic

A system can be categorized into three sections:

(1) Series system: If a system contains n modules and all modules are working
properly, then the system is called as series or tandem system.

(2) Parallel system: In system of n module, if one module works ordinarily, then
system is called as parallel system.

(3) Voting system: A system is said to be voting system, if it obeys this condition
forr (1 <r <p).

2.5 Impacts of Failure of Communication Network

Failure of any component of any network affects the overall performance of the
system. Figure 2 represents the major failure sources of the smart grid. It discusses
the system where chances of failure can take place such as electric delivery system,
control equipment, measuring network, communication links, and other errors like
computation along with operator actions. However, this review paper is mainly
concentrated on the impacts of the failure of ICT networks [16]. As the failure of this
network may be the case, loss of restrain over a stable operation, communication,
and decision components can be root of failure for some of the cause such as:

Constituent Failure: There is a possibility of failing cyber and decision-making equip-
ment such as routers and servers. When it occurs, it impacts communication or deci-
sion devices, and as a result, these devices may not be able to take appropriate actions
in the power system operation.

Cyber Unavailability: Communication should not hinder because of link unavail-
ability, packet loss, and delay without any physical failure. This affects the decision
process of devices, and it tends to weaken power system reliability.

Cyber Intrusion: This comes via communication and coupling layer or decision layer.
The decision process could disrupt by malicious manipulation of information. Cyber
intrusion should be modeled as an integral part of the decision blunders for efficient
reliability modeling. Hence, the impact of cyber intrusion on power system reliability
requires to be integrated.



210

B. R. Kanzariya et al.

Failure in Electric Delivery System

Failure in Communication Links

Failure of Control Devices ‘

Generation

- Thermal overload
- Corrosion takes in components like
insulators etc.

- Contradiction of service attack

- deception of attack

- Misconception of data transmission
due to environmental noise

- Failure of transmission medium

- Failure/ deterioration of electronic
equipments
- Thermal conditions

- Mechanical damage
- Deterioration of cooling system l

Computation ( Software, Firmware) ‘

- Issues with Short circuit and
grounding

Failure in Measurement System

- Convergence difficulty may occur
with algorithm

- Compatibility issues

- Cyber Intrusion

Transmission - Exceeding tolerable temperature

i - Measurement errors
- Lighting < Drift
- Weather conditions

- Moisture
- Thermal overload
- Insulation failure
- Trees Operators

Distribution - Unnecessary action
i - Inappropriate action
- Lighting - No actions are taken when needed

- Weather conditions
- Thermal overioad

- Insulation failure

- Animals

Fig. 2 Major failure sources in smart grid

The numerical approach to access this cause is optimal power flow, and another
method is the implementation of control operation which is presented in the paper
[17]. Although this review paper will provide some bullet points to understand.
Optimal power flow is an algorithm that discovers the optimum operating point with
respect to its target function. During the procedure of optimizing target function,
the optimal power flow synchronously decodes the power flow equations and main-
tains the working conditions within specified limits. Which OPF schemes should
be utilized will depend upon the system’s structure and the connections between
devices. As the name suggested, in centralized OPF all detail is accumulated and
observed in the central unit. The considerable dissimilarities between these two are
that separately issue is resolved, and all network participants intend to adhere partic-
ular solution, and later on, more than one decision-makers solve their own issues
based on unique cost functions and constraints. In the case of centralized systems,
each separate equipment requires bidirectional communication with the server. While
in distributed systems, each IED should mandatorily directly with a subset of peer
IEDs in order to take suitable action. Communication is more significant and difficult
to handle in a distribution system than centralized. As main work of communication
system is to protect, operate system efficiently and control the power system to make
more lossless system. Thus, local area network, wide area network, and metropolitan
network are suggested. Degraded operation of power system may cause undesirable
events. In smart grid, the hardware and software both are necessary to take into
consideration to protect the system from inconvenient events such as loss of control,
loss of revenue and many more. Thus, the paper [17] shows various condition which
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may lead to loss of control. Reliability evaluation utilizing monitoring functions in
information system is explained in [18]. To obtain successful results in real time, a
case study which is implemented on the IEEE-30 bus system to evaluate the effects
of monitoring function on the power system is introduced. Whereas the reliability
of the CPPS changes by distinct positions of the transmission lines in the phys-
ical system. Hence, the conclusion can be given as the failure of this systems in
the varied places will differ with the values of the reliability of the CPPS. After
researching in this area, it is concluded that after considering CPPS fusion reliability
assessment can more efficiently analyze the reliability of the network. Nowadays, the
digital communication has a major contribution to the power system. It is example of
cyber-physical device in the smart grid, and with the help of architecture and critical
clearing time, risk analysis has been obtained in [19]. While to measure reliability in
power communication network an exciting complex network theory approach and to
make system strong enough against cyber-attack, the most commonly used analytical
method attack tree is proposed in [20, 21], respectively.

Markov model for ICT system is utilized to find the probability of security-based
mis-operation of ICT components [22]. It includes three scenarios such as repair
rates and detected failure, undetected failure and repair rates, and spurious trip and
repair rates of ICT component. The operating states are as follows:

(1) Normal state: In this, all constituent of ICT network will work correctly.

(2) Failure, detected: The dependability-based mis-operation (DBM) of
constituent is discovered and resolved before it becomes source any undesirable
events.

(3) Failure, undetected: In this, constituent’s DBM failure is not discovered yet,
resulting in the scheme failed to work when it is required.

(4)  Spurious trip: An ICT network constituent will work when there is no need for
it and causing overall security-based mis-operation (SBM).

To understand the operation of these states, Table 1 shows the risk level analysis
for ICT components via the Markov model.

The protection of power system is becoming a complex task as the majority of task
is associated with information and communication network. Thus, more dependency
on ICT systems for its resiliency results in information failure or even sometimes

Table 1 Risk level analysis for ICT components using Markov model

Risk level ICT states
Normal Failure, detected Failure, undetected Spurious trip
No 1 NA 0 0
Low 0 1 0 0
0 1 0 1
Medium 0 0 0 1
High 0 0 1 1
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malicious attack. For safety purpose, [23] studies the main parameters of ICT struc-
ture. The prime classification of ICT systems and influence of all possible failures
are estimated in [24]. The paper [25] proposes techniques that detect the failure in
the ICT system and discusses the probability of major faults such as blackouts. On
load curtailments to find the probability of ICT failure rates, sequential Monte Carlo
simulation (SMCS) is essential factor to elaborate. The outcomes of test can get
via a small-scale power system which is explained in [26]. There are few types of
the components establishing ICT infrastructure. Fig. 3 illustrates information chain
constituting organization of components. These components should be operated as
designed to support operator’s decision-making.

2.6 Strategic Reliability Analysis

Few models have been proposed for power system reliability evaluation [5, 27].
There are two possible sites such as reliability and budget based. In a reliability-based
vision asserts, utility must acquire a particular stage of reliability. Further, the user
can question SRA to present the strategic budget prerequisites. Whereas a budget-
based sites provides chance to the user to make reliability budget for upcoming years
and accordingly to have SRA enumerate the consequences. Presently, there are total
five achievable aims [28, 29].

2.7 Assessment Methods

The popular metrics such as CIF, CID, SAIFI, SAIDI, ASAI, and EENS. CIF and
CID are utilized to compute the reliability of distribution systems [30]. The number
of constant interruptions for an average customer can be evaluated by SAIFI. The
total energy which is going to be decreased can be termed as EENS [31]. Generally,
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distribution optimization models are derived for analytical reliability assessments.
Electric utility SCADA systems are found useful for reliability evaluation [32].

2.8 Cost Reliability Measures

Evaluation reliability considering electricity pricing is discussed [33]. Based on the
classical theory of economic analysis, the predicated steady-state cost can be derived
by below formula.

Predicated cost = Z Cixmy, 1€ 3)

where C; is the average cost rate co-related with state i [34].

3 New Techniques and Conceptions Proposed for Power
System Reliability

In our day-to-day life generally, two types of protection failures are observed by
technicians. One more reliability modeling is described in [35], which introduces
aging effects of components. Methods such as I[IM, TST, and TA are studied, and
outcomes are compared for producing inter-arrival time sequence [36]. Selection
of methods according to model simplicity and simulation time requisites, IIM is
selected as best method out of three methods. The paper [37] represents hands-on
calculation of reliability and safety characteristics. Further, there are some recent
growths on reliability measure which is discussed in [38]. An optimization model is
planed under uncertainty which is proposed in [32]. Accurate techniques on time-
dependent source are represented in [39]. The paper [40] describes the methods
for performance of electric power communication network. In networks, there are
several types of networks in real time, for example, series, parallel, mesh network,
etc. [41] reveals method to evaluate mesh network reliability to provide higher quality
of services and to deploy a better network. The arrangement of series and shunt also
effects the reliability of transmission system; the approaches are mentioned [42]. The
IEEE test system has been modified which include RTS transmission modification
representing modern power system [43].

4 Risk Evaluation

To identify chances of failure in the system, risk estimation is a prime step in the
direction of a reliable and economical system. The proposed algorithm is suggested
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to evaluate cyber power reliability which includes methods such as P-table, state
mapping, and cyber power link. This portion of risk evaluation considers complex
network theory as its major point and represents the methods for risk evaluation in
ICT network [44]. The first task to calculate the risk of mal-operation is to check the
event to be analyzed and its consequences. All faulty or perilous events should be
contemplated to analyze it. Let us assume, only one event at a time takes place, and all
consequences are equalized to one. The shortest path algorithms will be beneficial,
finding the shortest path between source and target via some component. However,
in some cases, the reliable path and the operational path are different. Sometimes,
shortest paths could not be competent to fulfill the performance. Thus, the system
reliability index is taken as a solution for more efficient performance.

5 Reliability of Hybrid Energy Systems

Renewable energy contains a lot of energy strength. It has main natural power sources
such as solar, wind, tidal, biomass, and geothermal. Since past few years, plenty
amount of growth has occurred in solar and wind energy. For large-scale renewable
sources, reliability analysis is described [45]. For small isolated systems, energy
utilization is discussed via PV and wind in [46]. However, the development of tidal
and biomass has not been popular yet in the world. Whereas the thought of combining
both solar and wind renewable energy sources with the smart grid has secured a lot
of attention from the researchers as well as marketers in technology and business
perspective. The conclusion of the study state that the inter connection of both energy
systems into the grid will strengthen the performance. Therefore, the study in this area
is concentrated on the hybrid energy system reliability analysis work in [47]. This
review paper will deliver a short overview of techniques. The first is alternative model
creating techniques. Researchers have provided a discussion regarding hybrid energy
system failures. To enumerate the chances of failures by recursive method, discrete
distributions are impactful. Further, the large failure rate can be found by constant
distribution. This evaluation is also good with the increasing size of the hybrid system.
The second is the two-parameter alpha model technique which works according to
its flowchart. And the third method is the suggested fuzzy fault tree-based technique.
This method will first collect the related data and recognize the problems and arrange-
ments to resolve it. Steps will include all possibilities from subevent to top event. The
concept of reliability importance measures for generating system, the methods for
reliability analysis such as reliability indices and Welch’s test are applied to historical
data, and the results of it are discussed in [48]. Clustering algorithm is proposed for
risk evaluation of renewable energy sources in [49]. Approach for integrated trans-
portation system has been proposed incorporation electric vehicle [50]. Whenever
renewable energy sources are used in the systems, energy storage plays a significant
part. As aresult, developing consistent reliability evaluation methodologies that inte-
grate energy storage capabilities in assessment is required. A sequential Monte Carlo
simulation method can be used for integrating energy storage capability in generating
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capacity adequacy measurement of such systems [51]. Using appropriate risk indices
like loss of load expectation (LOLE) and loss of energy expectation (LOEE) [52], the
system risk is assessed. There are two elementary methods to measure these indices,
one being the direct analytical methods and other is the Monte Carlo simulation.

6 Uncertainty

Renewable energy sources are weather-dependent sources, as sometimes due uncer-
tainty such as climate change affects forecasting. To address uncertainty in real world
and enable upgrading precise energy time series forecasting, disparate approaches
have been developed. Pekaslan and Wagner [53] capture different approaches
modeled to minimize information loss by generating uncertainty interval along with
not decreasing the results of FS-value to a numeric value. This review paper gives a
short view of these methods. According to [53], fuzzy set (FS) theory can be given
as “A fuzzy set is a class with a continuum of membership grades.” Here, FS is
shaped in a reference frame (Y) by membership function (MF) that affiliated with
each component y € Y. The membership grade py (y) varies in the range [0, 1].

k={y, (u)IVy € Y} 4)

where g (v) is the membership degree of y on the FS

(mla ={Vy e Y|u(y) = a} ®)

The concept of Mamdani FLS is described in [54]. The detailed information about
intervals is mentioned [55].

7 Approach and Effect of Component Failure
in Distribution Systems

For simplicity, the power system is divided into three parts: generation, transmis-
sion, and distribution. Essential fault incidence matrix (FIM) can conclude from
enumeration of the reliability indexes of distribution systems. The components that
influence system reliability can be classified into two sections: quantifiable and non-
quantifiable system structure parameters. Using direct partial derivation, sensitivity
indexes of the quantifiable parameter can be calculated. Whereas transformation of
FIMs are helpful to discover the non-quantifiable network. As sensitivity analysis
is an indispensable step to quantify the effect of each component’s failure event on
system reliability and recognize the link which is not strong in the system, this can
provide valuable information to magnify reliability. There are two classifications of



216 B. R. Kanzariya et al.

sensitivity calculation methods, the finite difference technique or perturbation tech-
nique and the partial derivation method. Reliability sensitivity indexes are evaluated
by partial derivation with respect to the components such as the component failure
rate, the fault maintenance time, the power line capacity, and the generator capacity.
Currently, the research and study mainly focus on derivation operation on the trans-
mission system to calculate the sensitivity index. No partial derication method exists
for distribution systems. The reason is that the distribution system has an entirely
different network structure from the network structure of the transmission system
such as the operation mode, the protection practice, the load transfer, and the fault
restore process. In this paper, a brief introduction of FIM to calculate reliability is
given. The effects of component failure in the distribution system are mentioned as:

(1) If fault component in system is removed, then only load can be restored;
otherwise, it disconnects all power supply paths to the load.

(2) Dueto fault, disconnection of paths to utility takes place, but after fault isolation
of faulty component, a load can be restored either from the main power supply
or alternative supply.

7.1 Risk Evaluation in Distribution System

If cyber component failures and changes of their reliabilities can be calculated
systematically, then the total number of risks embedded in ICT system can be found.
Thus, sensitivity analysis methods in a distribution system based on the impact of
competent failure in the power system are sensitivity of a circuit breaker installation
position, sensitivity of a disconnecting installation position of switch, and sensi-
tivity of automation transformation of selected manual switches which are further
discussed in [56]. An efficient assess to improve the SAIFI is to diminish the failure
rates of these components by updating the equipment or installing breakers. An effi-
cient measure to improve SAIDI and EENS indexes is to reduce the failure rates of
these components by updating the equipment or installing switches.

8 Reliability of Microgrid

Nowadays, the concept of the microgrid has caught the eye of researchers. It is
an economical and ideal invention of the grid which contains energy sources such
as power supply and, in advance, an energy storage system to support abnormal
loads. It can be a direct current, alternative, or hybrid system based on a primary
source. For stable and continuous operation of the microgrid, it requires the support
of cyber elements. Resources of distributed energy and circuit breakers are delivered
to cyber and the physical system. The circuit breakers are distinctively modeled
by Markov process. The reliability modeling of the cyber-physical microgrid which
contains the penetration process of cyber element failure on the physical element and
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Markov three-state model of circuit breakers are informed in [22]. Microgird induced
challenges such as design of distribution system, operational planning, cyber security,
control, and operation are explained in Fig. 4.

9 Reliability Enhancement Strategies

This portion of this review paper introduces some techniques to upgrade the reli-
ability of modern renewable power systems. To analyze the reliability of such a
system, it is divided into three stages of component, subsystem, and system levels.
Power electronics equipment like power converters, transformers, protection relays,
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wind turbines, and solar arrays is part of the subsystem which is connected to the
component level. By analyzing the failure rate of this, the life cycle of these devices
can increase. In subsystem, the reliability of equipment can be affected by operating
conditions, temperature changes, and control strategy. To upgrade reliability of any
equipment level, an important aspect such as working and effect of environmental
conditions and the control strategy are essential for equipment’s design. At the power
system level, the accessibility of subsystems is of high significance. Failure frequency
and duration of maintenance are associated with availability. It can be recovered by
diminishing the failure rate or maintenance period. It requisites designing of compo-
nents for reliability. Hence, modeling of reliability would guide to abate failure rate
or change the maintenance duration. Overall system reliability can intensify based
on the reliability of power sources via the power and energy management strategies.
It is mandatory to create an accurate model of devices which impacts the system’s
reliability from the security perspective.

10 Benefits

The study on distribution network would be helpful, as it determines what will be the
effect of installing unique DG sizes at different spots from substation on reliability
indices. Further, it states the difference between establishing a large-scale and several
small-scale distributed DGs.

(1)  System reliability indices can improve via small-scale distributed DGs rather
than an aggregated large-scale DG. As it relies on the locations of DGs, the
number of customers, and the sizes of the burden, it is noted that the value of
index will improve most when the aggregated DG is located at a point at which
line terminates. Further, index value will improve even if DGs are placed near
to the termination of line. Although it will be comparitively lower at the end
of the line.

(2) Overall system reliability indices do not affect by establishing alike size of one
or more aggregated DG at the same location. As a greater number of DGs are
established, the reliability indices can modify for the burden points. Because
even if one of them fails during operation, remaining DG can assist the burden
points partially.

Some methods are expressed to boost the reliability, feasibility, and resiliency of
the power grid [57-64].
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11 Discussion

This paper comprises the fundamentals of reliability in the conventional and modern
power system. It notifies the various impacts of failure or malfunctions of compo-
nents on the overall reliability of the entire network. The multilayer structure of the
modern power system has been explained. It concludes the interconnection of all
networks. The concept of interdependency is introduced. For stable, economical,
and continuous operation of power system, the impact of the failure of components
in the cyber network, physical power system, and communication network is studied
and mentioned an appropriate technique such as attack tree, RBD, fault tree analysis,
Fuzzy logic, and complex network theory.

To find the chances of failure of ICT components in the CPPS system, the Markov
model has also been discussed. Few categories of the components constituting ICT
infrastructure have been plotted, and strategic reliability analysis is mentioned. An
accurate approach for time-dependent sources to analyze reliability is represented
including modern approaches in reliability power systems. Although risk evaluation
techniques such as RBD, complex network, and based network topology are less
practical in a real-world scenario to analyze large networks as the excessive compu-
tational power requires. Thus, the shortest path algorithm is being used. To transfer
maximum electricity to utility, the basic idea of optimal power flow is discussed for
a centralized system. The substantial difference between centralized and distribution
systems has been discussed. Methods for reliability analysis are described. The new
attractive notion of the microgrid in modern power has been explained. Furthermore,
the challenges which may appear on the power system due to microgrid are presented.
The risk evaluation in the distribution system, reliability enhancement strategies in
modern power systems, and benefits are also discussed. At the end, a distribution
network planning is described which will result in improvement in reliability indices.

12 Conclusion and Potential Future Work

This review paper presents the perception of reliability, its requirement, techniques,
assessment methods, its benefits, and recent advances in techniques. This paper
contributes a paramount role to find the reliability of cyber-physical power systems,
hybrid energy of the system, distribution system, and in a microgrid. Along with
that, it determines all challenges, impact of failure, or malfunctioning of elements
in modern power system. It also includes strategic reliability analysis in which few
assessment methods have also been discussed. By observing previous work on the
reliability analysis, we addressed some future work. It should explore the era of
reliability modeling for more accurate, efficient performance. While in cyber power
physical system, the risk evaluation and component failure are the future scopes to
furnish a reliable power system. As it is proved that Markov’s model depends on the
failure of the current state as opposed the past information. Future work could focus
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on preclusive maintenance modeling to examine its necessity on the components of
the station. Hence, electricity supply and operating cost will get affected with the
help of this. The value electricity supply will increase mean while operating cost
will decrease. The uncertainty of renewable energy sources has required some future
work for accurate results. As microgrid is new notion, the reliability of modern power
systems is another topic that requires a lot of attention from the researchers.
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Abstract Over the last decade, large cities have experienced haphazard industri-
alization and country-wide urbanization. As a outcome, the urban population must
travel long distances in the shortest amount of time. To manage travel demand, the
intersection should provide the least amount of barrier to traffic flow to reduce travel
time. These days, efforts are being made all over the world to safeguard the envi-
ronment and save the planet. An attempt is made to investigate numerous crossings
to reduce delays at these studied intersections. The areas considered for the study
consists of Raipur’s city busiest intersections, i.e., Sharda Chowk to Telibandha
Chowk. In the initial phase, gathering data collected from different intersections
analyzing the cycle length, signal type by using the Webster method. The second
phase of work is based on accurate green timing for pedestrians. The third phase of
work is done with the floating car method for synchronization of the traffic signal
at each intersection. It was concluded that synchronization results in cost and time-
efficient traffic movement for the road users giving lesser travel durations and low
chances of collision thus ensuring smooth traffic operation.

Keywords Synchronization + Webster method + Floating car method + Pedestrian
timing

1 Introduction

The study route selected along the major intersection (Sharda Chowk to Telibandha—
3.13 km) serves the huge traffic community in Raipur city making the need for proper
signal design a mandatory need. The synchronization of these major intersections
of the city will be benefited not only by time and money but also in terms of safety
and violation against traffic rules. Thus, synchronization of traffic signal timing at
the selected study stretch will allow the smooth functioning of traffic flow. Webster
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method [1] is used for the optimization of traffic timings; thus, more efficient signal
timings can be achieved. The journey time is then calculated by the floating car
method to calculate the required journey speed through which synchronization can
be done. Kushwah et al. [2] examined traffic signal coordination at Bhopal. The
time-based coordination is established for current traffic by offsetting signal time
for particular junctions where actuated signal controller mechanism deals with the
demand of traffic flow and timings are set out. Rafidi and Hamid [3] studied the
synchronization of traffic systems for better performance along Penag, Malaysia.
However, the vehicle density as well as traffic timings is recorded out in order to
plan proper reconsideration of timing along the considered road track. Raifidi and
Hamid [3] studied about synchronization of a signal system for better performance
along Penga Road, Malaysia. However, the density of vehicles and traffic timings
were recorded out to plan proper reconsidered timing of traffic lights for the Penga
road. Goliya and Jain [4] investigated a case study for the ring road, Indore for
which data collection is done with the Webster method, and synchronization has
been carried out for nine intersections to minimize the traffic delay.

Raj [5] studied four junctions at Outer Ring Road of the most fast-growing city
Bengaluru, namely Kamakya Intersection, Kathriguppe intersection, Janathba-zar
junction, and Hoskerehalli crossing located in Banashankari. The traffic volume
counts for the weekdays were recorded on each approach lane, and signal times were
synchronized with Webster’s method [1]. The author concluded that after synchro-
nization almost a 50% increase in traveling speed was seen due to lack of red time.
Jilani et al. [6] synchronized the signals at Helmet Circle, Sal Junction and Mam
Nagar, Ahmedabad, from different observations made through video survey and field
survey during the process. Since, after the designing of cycle lengths, major differ-
ences were seen so to remove the whole bias; the average of the cycle length was
taken thus reducing the distortion arriving due to congestion. Gaurav and Goliya
[7] have worked on synchronized the optimized signals to improve the level of
service at intersections on MR-10 Road. Twelve intersections on a stretch of 8.4 km
were studied and designed. It was concluded that 13.71 kmph speed increased from
Radisson Square to Lavkush Square and 12.71 kmph speed increased from Lavkush
Square to Raddisson Square after the synchronization. Also, CO, emission is esti-
mated to reduce by 2.29 million kg per annum. Vinod Kumar and Pavithra [8] studied
the signal design at West Church Circle and Gandhi Road Circle, Tirupati, by IRC
method and optimized by Webster’s method [1] to help in reducing the accident rates
at the intersections due to congestion and conflict between vehicles. The comparison
of green times by IRC method and trial cycle method was presented.

Sanket and Davara [9] examined the signal time of the KKV junction, Rajkot, to
lower the cycle length of signal and the time of each approach. The video recording
approach for volume counting and the Webster method [1] for signal optimization
has been implemented. The cycle length of KKV intersection is reduced from 250 to
157 s. Roshandeh et al. [10] examined the methodology data on the Chicago area for
travel demand, designs, and signal timings for main intersections. Easa and Cheng
[11] established a probabilistic method for pedestrian’s characteristics to collect data
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for 14 intersections. Pimentel et al. [12] applied to a pedestrian using data collected
by a pedestrian as input to the model, and a sudden increase in density is observed.

Hamilton [13] deals with the promotion of transportation reliability and timing
for the signal which balances overcrowding. Sharma et al. [14] studied to analyze
red-light violation under traffic conditions due to timer. Gaurav and Goliya [7]
synchronized the transitions between Devesh Naka intersection to Rajeev Gandhi
intersection, Eastern Ring Road, Indore, which is about 14.6 km long and comprises
11 transitions. The results include saving of 241 kl petrol and 340 kl diesel per
annum and reduction of CO, emission by 1.50 million kg per annum. Yun and Park
[15] study the development of stochastic optimization for actuated traffic signal by
implementing an algorithm with better schemes.

2 Objective for Synchronization of Traffic Signal

The involvement of proper signal timings, a continuation of signals, conveniences for
both bicyclist and side walkers in pedestrian, good lightings in crossings and better
drainage system impart overall progress in a journey with signalizing. For proper
signalizing, the Webster method is applied to reduce delay in seamless traveling
along with the pedestrians. This research work will provide cost and time-efficient
traffic movement for the road users giving lesser travel durations and low chances
of collision thus ensuring smooth traffic operation. The first phase of the study is
gathering of data from the intersection for understanding the type of signal system
at each and signal cycle length by the Webster method. The second phase of work
is based on accurate timing for pedestrians. The third phase of work is done with a
floating method for synchronization of the traffic signal at each intersection.

3 Study Specifications and Approach for Synchronization
of Traffic Signal

The study area consists of major intersections of Raipur city accommodating a total
length of 3.13 km. The study area comprises of six intersections, namely Sharda
Chowk, Jaistambh Chowk, Kutchery Chowk, Ghadi Chowk, Bhagat Singh Chowk,
and Telibandha Chowk. Each intersection has a four-phase signalized traffic system.
The reason behind selecting these intersections is as these intersections possess a
large traffic volume of Raipur city (Figs. 1 and 2).
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Fig. 1 Sequence of intersections surveyed and their details

3.1 Traffic Survey Procedure and Approach for Data
Collection and Designing

The study consists of the collection of preliminary data and traffic survey analysis for
six intersections, i.e., Sharda Chowk (SC) having 4 approaches which are Tatyapara
Chowk (TPC), Jaistambh Chowk (JC), Banjari Chowk (BC) and Gurunanak Chowk
(GNCO). Similarly, for JC, i.e., SC, Kutchery Chowk (KC), Gol Bazar (GB), and
Moudhapara (MP). Four approaches of KC are JC, Ghadi Chowk (GC), Moti Bagh
(MB), and Mekahara (MH). For GC, the approaches are KC, Bhagat Singh Chowk
(BSC), Raj Bhavan (RB), and Civil Court (CC). The approaches of BSC are GC,
Telibandha Chowk (TBC), CM House (CMH), BTI ground (BTIG). Last TBC has
4 approaches, i.e., BSC, Gurudwara (GW), Canal linking road (CLR), Katora Talab
(KT). Traffic volume has been recorded during their peak hours (10:00-12:00 am
and 6:00-8:00 pm) for 4 days which consist of 2 weekdays and 2 weekends at
each intersection. The type of traffic, i.e., whether the vehicles are light or heavy
commercial, decides the type of PCU values to be adopted as per the road congress.
After computing the normal flow rate, these values were converted to PCU per hour
(Fig. 3).

Saturation flow rates are estimated for each flow direction from 20 min of
recording during a green time, and average data are calculated by averaging morning
and evening data. Cycle lengths are then estimated for each intersection by Webster’s
method [1], and green time is also then calculated for each phase. Journey time is then
estimated by conducting the floating car method. Six trips were made throughout the
study stretch with 3-3 trips in each direction (Sharda Chowk to Telibandha Chowk—
Telibandha Chowk to Sharda Chowk). The synchronization was then done for each
intersection signal after the calculation of journey speed and time needed for traveling
within the intersections (Tables 1 and 2) (Fig. 4).
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r, Chihattisgarh 492001, India

5/21 0950 AM

Fig. 2 Geo-tagged locations of studied intersection

Fig. 3 G.ene.ral sequence for «Intersection Survey Y
synchronization of traffic *Recording of traffic during peak hours
signal +Counting of vehicles

«Conversion into suitable PCU thus estimated normal flow
«Saturation flow calculation

«Signal timing calculation by Webster method
«Journey time estimation by Floating Car method
« Synchronization
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Table 1 Traffic survey data for all locations

B. K. Kashyap et al.

Intersections Green Amber Red (sec.) Current cycle | Road width | Type of

(sec.) (sec.) length (s) (m) signal
system

SC to TPC 43 3 104 150 3.75 Fixed

SCto JC 43 3 104 time

SCtoBC 36 3 111

SC to GNC 19 3 128

JCto SC 37 5 108 150 3.75 Fixed

JC to KC 37 5 108 time

JC to GB 25 5 120

JC to MP 22 5 123

KCtoJC 22 8 90 120 6 VAC

KC to GC 19 8 93

KC to MB 27 8 85

KC to MH 17 8 95

GC to KC 27 5 78 110 6 VAC

GC to BSC 30 5 75

GC toRB 7 5 98

GCto CC 12 5 93

BSC to GC 19 3 98 120 6 VAC

BSC to TBC 35 3 82

BSCtoCMH |23 3 94

BSC to BTIG |22 3 95

TBC to BSC 44 5 88 137 6 Fixed

TBCtoGW |28 5 104 time

TBCto CLR |28 5 104

TBC to KT 20 5 112

3.2 Design Calculation Utilized for Traffic Signal

The optimum signal cycle is given by the relation:

where

_15L+5

o=

L = total lost time per cycle, sec = 2n + R

1-Y

n = number of phases and R = all-red time or red-amber time

(D
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Table 2 Traffic design data for all locations
Intersections | Normal Saturation |2*n+ |Cycle |g Amber | Green |Red
flow flow all-red length
(PCU/hr) | (PCU/hr) | time
SC to TPC 1307 5651.21 16 120 32 |3 31 86
SCtoJC 1737.2 6362.8 16 120 38 |3 37 80
SC to BC 500.2 3850 16 120 19 |3 18 99
SC to GNC 261.2 2173.81 16 120 17 |3 16 101
JCto SC 1764.9 8042.7 16 100 27 |3 26 71
JCto KC 1346.8 7145.85 16 100 23 |3 22 75
JC to GB 979.9 5463.8 16 100 22 |3 21 76
JC to MP 1000.5 8678.72 16 100 15 |3 14 83
KCtoJC 1068.15 5086.43 16 110 27 |3 26 81
KCto GC 966.5 5685.29 16 110 22 |3 21 86
KC to MB 814.5 4072.50 16 110 26 |3 25 82
KC to MH 860.35 5735.67 16 110 20 |3 19 88
GCto KC 615.4 2930.48 16 100 25 |3 24 73
GC to BSC 746 3390.91 16 100 27 |3 26 71
GC toRB 237.2 1976.67 16 100 15 |3 14 83
GCto CC 3149 2099.33 16 100 18 |3 17 80
BSC to GC 918.7 3674.80 16 120 35 |3 34 83
BSCto TBC |897.45 5609.06 16 120 22 |3 21 96
BSCto CMH |1073.35 8256.54 16 120 18 |3 17 100
BSC to BTIG | 812.6 3869.52 16 120 29 |3 28 89
TBCto BSC |1335.8 4947.41 16 120 38 |3 37 80
TBCto GW | 624.85 4463.21 16 120 20 |3 19 98
TBCto CLR |1071.3 8927.50 16 120 17 |3 16 101
TBC to KT 1092.55 4966.14 16 120 31 |3 30 87
Here,
Y=y1+»m 2
i =‘j—§ (3)
n="_ )
Gi=2(Co— 1) (5)
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Fig. 4 Traffic signal based on survey data
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4 Evaluating the Pedestrian Timings for the Study Area

The pedestrian movement has been majorly obtained at Sharda Chowk and Jaistambh
Chowk; thus, pedestrian green times have to be designed for these two intersec-
tions. The widths of these junctions are 7.5 m. The guidelines for recommendations
followed for pedestrian’s timings are from IRC 93:1985 [16]. The pedestrian green
time allocated for intersections is (7.5/1.2 + 7) equal to 13.25 s say 14 s. Therefore,
pedestrian green time for pedestrian movement of 14 s is provided (Fig. 5).

Here, all the vehicles traveling along major roads are asked to travel at preassigned
speed, and signal timings of junctions are adjusted in such a way that none of the
vehicles on major roads of the study stretch experience the red signal and thus allow
seamless travel of vehicles along the study stretch (Fig. 6).

5 Evaluation by Floating Car Method

To evaluate the effectiveness of the project, existing journey speed, running speed,
and delays at the study stretch are examined by floating car method during the peak
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Fig. 5 Design traffic signal for intersections
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Fig. 6 Synchronization of the signal timings

hour of traffic flow where no. of vehicles met with opposite direction and no. of
vehicles overtaking and overtaken by the test vehicle are noted and analyzed in
which notations used are ny = average no. of vehicles overtaking the test vehicle
minus the no. of vehicles overtaken when the test is in the direction of the stream, na
= average no of vehicles in the direction of the stream when the test vehicle travels in
the opposite direction, tw = average journey time, in minutes when the test vehicle
is traveling with the stream, ta = average journey time, in minutes when the test
vehicle is running against the stream, and ¢ = Average volume = (na + ny)/(ta +
tw), t = average journey time = tw—(ny/q) (Table 3).
Therefore, journey speed = journey length/journey time.
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Table 3 Different responses obtained by the floating car method
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Particulars Along Sharda to Telibandha | Along Telibandha to Sharda
Average no. of vehicles 14 23

overtaking the test vehicle

Average no. of vehicles overtaken | 15.33 23

by the test vehicle

ny —1.33 0

Ny 161.67 186

tw 5.13 min 6.37 min

ta 6.37 min 5.13 min
Average volume g 13.94 veh/min 16.17 veh/min
Journey length 3.13 km 3.13 km
Average journey time, ¢ 5.22 min 6.37 min
Average journey speed 36 kmph 29.5 kmph
Average delay 1.4 min 1.74 min
Average running time = Average | 3.82 min 4.63 min
journey time—Auverage delay

Average running speed 50 kmph 41 kmph

Therefore, journey speed from Sharda Chowk to Telibandha Chowk and
Telibandha Chowk to Sharda Chowk is found to be 36 kmph and 29.5 kmph, respec-
tively, with a suitable delay of 1.4 min and 1.74 min. After the synchronization has
been done, journey speed increases by about 39% for Sharda Chowk to Telibandha
Chowk and 39% for Telibandha Chowk to Sharda Chowk with no stoppage of vehi-
cles at any part of the study stretch. Since the synchronization has been done, the
static delay caused due to encountering the red time signal is ideally zero. The
synchronization is done for 50 kmph for much efficient flow and more reduction in
the journey time. The below table shows the time required to travel between each of
the intersections when traffic moves with the design speed of 50 kmph (Table 4).

6 Conclusions

e The optimized signal timings by Webster’s method provide lesser cycle lengths
thus giving lesser stoppages.

e Low red time stoppages provide lesser chances of mental frustration and a low
risk of red-light running.

e Journey time is reduced by synchronizing the route signal timings. Journey time
is reduced from 5.22 to 3.82 min when traveling from SC to TBC and from 6.37
to 4.63 min when traveling from TBC to SC.
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:;2}]2;1 tjnglfn:ee;qsii(:rggns Intersection Distance (km) Time (s)

Sharda Chowk (SC)

0.13 9.36
Jaistambh Chowk (JC)

0.7 50.4
Kutchery Chowk (JC)

0.25 18
Ghadi Chowk (GC)

1.7 112.4
Bhagat Singh Chowk (BSC)

0.35 252
Telibandha Chowk (TC)
Total 3.13 225.36

e Keeping the design speed of 50 kmph, the timings are synchronized at each of the
six intersections.

e About a 39% increase in journey speed is observed after the removal of delays at
intersections due to synchronization.

e Since there is no delay, thus, there will be no idling of vehicles. Due to this, the
idle fuel consumption of traffic flow is reduced leading to the economy for the
transport users.

e No idling also results in lesser gas emissions thus proving synchronization as an
environmentally beneficial method.

e No traffic congestion will be encountered even for the low width intersections,
i.e., Sharda Chowk and Jaistambh Chowk.

e The need for pedestrian timings was observed at Sharda Chowk and Jaistambh
Chowk for which after evaluating 14 s green-pedestrian time was allotted.
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