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About the Conference 

The International Conference on Emerging Electronics and Automation (E2A) 2021 
is the first annual international conference organized by the Department of Elec-
tronics and Instrumentation Engineering at NIT Silchar, Assam, India. E2A 2021 is 
scheduled to be held online for three days between December 17 and 19, 2021. 

This conference focuses on trending research and product outcomes in the domain 
of control and robotics, signal processing, communication systems, sensors and 
instrumentation, MEMS and VLSI, AI and soft computing. E2A 2021 will provide a 
common platform for the academicians, researchers, industrial players and budding 
scholars to discuss their results, innovations, challenges encountered during research 
and concerns with peers and update their knowledge by interacting with leading 
researchers of respective domains. It offers a great opportunity for them to network 
together, present research progress and addresses new challenges. This conference 
promises to provide knowledge enriching keynote lectures to the participants by 
world-renowned researchers in the relevant thematic areas.
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Message from the Director 

On behalf of the academic community in NIT Silchar, I welcome you to the Inter-
national Conference on Emerging Electronics & Automation (E2A 2021) from 
December 17 to 19, 2021. 

Being a research conducive green campus, NIT Silchar encourages young minds 
to develop attributes and knowledge beyond the constraints of traditional classroom 
teaching and learning. We stand among the top engineering institutions of north-
eastern part of India. 

Responding to the challenges posed due to the pandemic in a rapidly advancing 
global environment for research, the online E2A 2021 conference will focus on 
the interdisciplinary fields of instrumentation, signals, systems and computing. The 
conference wishes to offer a conducive environment to explore avenues for creative 
thinking and scientific steps needed for sustainable engineering solutions for the 
challenges ahead of us.
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viii Message from the Director

I would like to congratulate the Department of Electronics and Instrumentation 
Engineering for hosting this international event and look forward for an exciting 
three days of ideas sharing and academic collaborations being established. I am sure 
the participants from diverse fields of science and technology would find this event 
fulfilling and enriching. 

I wish you all a successful conference. 

Director 
NIT Silchar



Message from the Honorary Chair 

I would like to congratulate the faculty at NIT Silchar for their initiative in orga-
nizing and realizing this first International Conference on Emerging Electronics and 
Automation (E2A). Control, Communication and Computation (C^3) assisted by 
artificial intelligence (AI) and machine learning (ML) are emerging as the drivers of 
modern technology in all traditional engineering fields as well as in new ones such as 
driverless cars, unmanned aerial vehicles as well as renewable energy applications 
such as solar power, wind power and others. It is most appropriate that India, as an 
emerging power, and its universities and research organizations take a lead in and 
invest in these technologies of the future. 

The conference program put together by the organizers is of high quality, and I 
am honored to be associated with this conference. I look forward to participating in 
this and future editions of this conference. 

With best wishes. 

Shankar Bhattacharyya 
Texas A&M University, USA

ix



Message from the General Chair 

It is my pleasure to co-organize the 1st International Conference on Emerging Elec-
tronics and Automation (E2A) 2021 organized by the Department of Electronics and 
Instrumentation Engineering at NIT Silchar, India. 

As one of the General Chairs of E2A, I am glad to see that the conference covers 
various important topics in the areas of control and robotics, communications, instru-
mentation, MEMS and VLSI, AI and computing. It is an excellent opportunity and 
networking platform for us, academicians, researchers and industrial engineers and 
managers, to discuss the current research problems, present our research progress and 
address new challenges together. This year, ECA is well organized to cover various 
important topics in industrial electronics, AI & machine learning, power electronics 
and wireless sensors networks. In addition, the conference has invited a number of 
renowned researchers worldwide to share their research experience and thoughts in 
those relevant research areas. I am confident that the academicians, researchers and 
students participated in the conference will be benefited greatly by the variety and 
important research topics to be presented and discussed in the coming days.
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xii Message from the General Chair

I wish all success to E2A 2021 as well as all the various parties involved. 
Look forward to seeing and meeting you in the conference. 
Thank you. 

Peter Han Joo Chong 
Auckland University of Technology Auckland, New Zealand



Message from Head of the Department 

As the head of the department, I am pleased to welcome you all to the International 
Conference on Emerging Electronics & Automation (E2A 2021). It is the first inter-
national conference going to be organized by the Department of EIE, NIT Silchar. 
By the age, may be this conference is young, but the standard of the research articles 
received, the papers are selected for publication and the coverage of the thrust areas 
can meet international standards. 

To keep up with the growth of technological revolution in the field of elec-
tronics, instrumentation, control and automation, the Department of EIE brings 
before you E2A 2021. This conference is a unique forum for exchange of inno-
vative ideas, technical expertise for technological advancements in these fields. It 
includes keynote addresses from world-renowned academicians and paper presenta-
tion by the researchers from different parts of the country. It is a matter of joy for us 
to welcome the participants to this conference. 

I thank Springer, which agreed to publish the peer-reviewed and selected papers 
of this E2A 2021 conference as proceedings with in their prestigious Lecture Notes 
in Electrical Engineering which is indexed by EI Compendex and Scopus databases.
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xiv Message from Head of the Department

In a nutshell, the conference promises to transcend to a new and unprecedented 
level of excellence. 

Thank you. 

Dr. Manas Kumar Bera 
NIT Silchar



Message from the Organizing Chairs 

On behalf of the E2A 2021 organizing committee, we are honored and delighted 
to welcome you to the 1st International Conference on Emerging Electronics and 
Automation (E2A) 2021 to be held virtually from 17 to 19 December 2021 at the 
Department of Electronics and Instrumentation Engineering, NIT Silchar, Silchar, 
Assam, India. The conference focuses on trending research and product outcomes 
in the domain of control and robotics, signal processing, communication systems, 
sensors and instrumentation, MEMS and VLSI, energy and power systems, AI and 
soft computing. The conference is technically co-sponsored by Springer, whereas 
the other sponsors are Edutech, Allied Telesis, Novo Computing, Geons Logix, 
Promptech Instruments and Sushma Electronics. The technical program consists of 
6 keynote speeches, 1 speech from the industry and around 42 technical papers. The 
peer-reviewed and selected papers will be published as proceedings with Springer in 
prestigious Lecture Notes in Electrical Engineering series. 

The conference is a result of the hard work, support, dedication and effort from all 
the stakeholders. In particular, we are thankful to Director of the Institute and Patron 
of the Conference Prof. Sivaji Bandyopadhyay for his guidance and vision in orga-
nizing the conference. Our sincere thanks to Honorary Chair Prof. S. P. Bhattacharya, 
Texas A&M University, USA, for his valuable suggestion. The immense help and 
support received from General Chairs, namely Prof. Peter Han Joo Chong, Auckland 
University of Technology, New Zealand, Prof. Akhtar Kalam, College of Engineering 
and Science, Victoria University, Australia, Dr. Antonio Pascoal, Institute for System 
and Robotics, Lisbon, Portugal, and Dr. Manas Kumar Bera, Head, Department of 
Electronics and Instrumentation Engineering, NIT Silchar, have been instrumental in 
improving the quality of the conference. Our sincere gratitude to General Co-Chair, 
Dr. S. H. Laskar, Associate Professor, Department of Electronics and Instrumen-
tation Engineering, NIT Silchar, for sharing his knowledge and wisdom. We are 
thankful to the various committees, namely Technical Program Chairs, Publication 
Chairs, Publicity Chairs, Hospitality Chairs, Session Chairs and Finance Chairs. We 
are extremely thankful to the Technical Program Committee for their thorough and 
timely reviewing of the papers and our sponsors who have helped us to organize E2A 
2021 in a better way. The recognition should go to the Local Organizing Committee
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xvi Message from the Organizing Chairs

members, namely Registration Committee, Sponsorship Committee, Website and 
Online Platform Committee, who have all worked extremely hard for the minute 
details of the conference programs. Last but not least, we are thankful to all the 
participants without whose presence the program would not have been a success. 

Thank you for your presence at the conference. Enjoy the three days. 
Organizing Chairs 

Dr. Ranjay Hazra 

Dr. Koena Mukherjee



Message from the Organizing Chairs xvii

Dr. Sudipta Chakraborty 

Dr. Anup Kumar Sharma



Keynote Speeches 

Name: Professor S. P. Bhattacharyya 

Affiliation: Texas A&M University, USA 

About: Dr. Shankar P. Bhattacharyya is Professor in the Dept. of Electrical Engi-
neering, at the College of Engineering of Texas A&M University (TAMU). He is 
currently Robert M. Kennedy Professor of Electrical Engineering. He has been active 
in the field of automatic control systems, and his research interest also lies in multi-
variable control system analysis and design, computer-aided control system design 
(CACSD), robust control theory and applications. He is a graduate from IIT Bombay 
and has done his Masters and Ph.D. from Rice University. He started his career as 
Assistant Professor at the Federal University, Rio de Janeiro, Brazil, in 1971 and 
continued there till 1980. Later, he joined the Texas A&M University as Associate 
Professor and has been working there ever since. During this time, he has been 
awarded with numerous awards and recognitions for his contribution in the field of 
engineering. Some of the prestigious awards he has received in recent years are the 
Texas A&M University Outstanding ECEN Professor Award, International Feder-
ation of Automatic Control, IFAC Fellow Award for fundamental contributions to
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xx Keynote Speeches

Robust Control and Controller Synthesis, Kenneth L. Clinton Award for contribu-
tions to the Study Abroad program and many more. He has been Foreign Member of 
the National Academy of Engineering, Brazil, since 2015 and Foreign Member of 
Brazilian Academy of Sciences since 2011. He has authored several books in Control 
Theory and Automatic Control Systems. 

Title: Recent Developments on the Design of PID Controllers 

Abstract: The Proportional Integral Derivative (PID) controller is ubiquitous by its 
presence in all control systems, be they traditional ones such as motor control, power 
electronics, process control or modern ones such as driverless cars, UAVs, renewable 
energy systems such as solar panels, and windmills. Any progress on PID control 
thus has an enormous impact on many applications. 

In this talk, we outline significant recent (last 20 years’) developments in the 
theory and design of PID controllers. This account begins with the effective compu-
tation of the complete stabilizing set S for continuous time as well as discrete time 
systems using a nested linear programming algorithm. With this set in hand, it is 
possible to impose multiple design specifications such as prescribed gain and phase 
margins as well as H_infinity margins. An analytical approach to such multiobjec-
tive design problems is developed and illustrated via examples. Additionally, a novel 
extension of single-input single-output design methods to multivariable controllers 
is also developed and illustrated by an example. The results follow those described 
in the recent monograph [1]. 

[1] Ivan Rodriguez Diaz, Sangjin Han and S. P. Bhattacharyya Analytical Design 
of PID Controllers, Springer, 2019.
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Name: Dr. Shahar Kvatinsky 

Affiliation: Andrew and Erna Viterbi Faculty of Electrical and Computer Engineering, 
Technion—Israel Institute of Technology, Israel. 

About: Shahar Kvatinsky is Associate Professor at the Andrew and Erna Viterbi 
Faculty of Electrical and Computer Engineering, Technion—Israel Institute of Tech-
nology. He received the Ph.D. degree in Electrical Engineering from the Technion— 
Israel Institute of Technology in 2014. From 2006 to 2009, he worked as a circuit 
designer at Intel. From 2014 and 2015, he was a post-doctoral research fellow at Stan-
ford University. He is a member of the Israel Young Academy. He is the head of the 
Architecture and Circuits Research Center at the Technion, chair of the IEEE Circuits 
and Systems in Israel, and an editor of Microelectronics Journal and Array. He has 
been the recipient of numerous awards: 2021 Norman Seiden Prize for Academic 
Excellence, 2020 MDPI Electronics Young Investigator Award, 2019 Wolf Foun-
dation’s Krill Prize for Excellence in Scientific Research. His current research is 
focused on circuits and architectures with emerging memory technologies and design 
of energy efficient architectures. 

Title: Making Real Memristive Processing-in-Memory Faster and Reliable 

Abstract: Memristive technologies are attractive candidates to replace conventional 
memory technologies and storage class memories and can also be used to perform 
logic and arithmetic operations using a technique called “stateful logic.” Combining 
data storage and computation in the memory array enables a novel non-von Neumann 
architecture, where both the operations are performed within a memristive memory 
processing unit (mMPU). mMPU relies on adding computing capabilities to the 
memristive memory cells without changing the basic memory array structure. The 
use of an mMPU alleviates the primary restriction on performance and energy in von 
Neumann machine, which is the data transfer between CPU and memory. 

This talk focuses on the various aspects of mMPU. I will discuss its architec-
ture and implications on the computing system and software, as well as examining 
the microarchitectural aspects. Then, I will present examples of applications that 
can benefit from processing within memristive memory and show how mMPU can 
be improved to accelerate different applications and how the poor reliability of 
memristors can be improved as part of the mMPU operation.



xxii Keynote Speeches

Name: Professor Moncef Gabbouj 

Affiliation: Tampere University, Finland 

About: Dr. Gabbouj is Professor of Information Technology at the Department of 
Computing Sciences, Tampere University, Tampere, Finland. He was Academy 
of Finland Professor during 2011–2015. His research interests include dig data 
analytics, multimedia content-based analysis, indexing and retrieval, artificial intelli-
gence, machine learning, pattern recognition, nonlinear signal and image processing 
and analysis, voice conversion and video processing and coding. He is the past 
chairman of the IEEE CAS TC on DSP and committee member of the IEEE Fourier 
Award for Signal Processing. He is Finland Site Director of the USA NSF IUCRC-
funded Center for Visual and Decision Informatics (CVDI) and leads the Artificial 
Intelligence Research Task Force of Finland’s Ministry of Economic Affairs and 
Employment-funded Research Alliance on Autonomous Systems (RAAS). 

Title: Recent Progress on the Design of PID Controllers 

Abstract: Operational Neural Networks (ONNs) are new generation network models 
targeting to address two major drawbacks of conventional convolutional neural 
networks (CNNs): the homogenous network configuration and the “linear” neuron 
model that can only perform linear transformations over previous layer outputs. 
ONNs can perform any linear or nonlinear transformation with a proper combina-
tion of “nodal” and “pool” operators. This is a great leap toward expanding the 
neuron’s learning capacity in ONNs, requiring the use of a single nodal operator for 
all synaptic connections of every neuron. This restriction has recently been lifted by 
introducing a superior neuron called the “generative neuron” where each nodal oper-
ator can be customized during the training in order to maximize learning. As a result, 
the network is able to self-organize the nodal operators of its neurons’ connections. 
Self-organized ONNs (Self-ONNs) composed with superior generative neurons can 
achieve diversity even with a compact configuration. We shall explore several signal 
processing applications of neural network models equipped with the superior neuron.
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Name: Professor Peter Han Joo Chong 

Affiliation: Auckland University of Technology, Auckland, New Zealand 

About: Professor Peter Han Joo Chong is currently an Associate Head of School 
(Research) in the School of Engineering, Computer and Mathematical Sciences at 
Auckland University of Technology (AUT), New Zealand. He was previously Head of 
Department of Electrical and Electronic Engineering (EEE) at AUT. He received the 
Ph.D. degree from the University of British Columbia, Canada, in 2000. He is Adjunct 
Professor in the Department of Information Engineering, Chinese University of Hong 
Kong, Hong Kong. He was previously Associate Professor (tenured) in the School of 
EEE at Nanyang Technological University, Singapore. Between 2013 and 2016, he 
was a Director of Infinitus, Centre for Infocomm Technology. His research interests 
are in the areas of wireless and mobile networks including MANETs/VANETs, V2X, 
Internet of Things/vehicles, AI for wireless networks and 5G networks. 

Title: Fuzzy Logic-based Resource Allocation Algorithm for 5G C-V2X 
Networks 

Abstract: Cellular V2X (C-V2X) communications in 5G enable more advanced 
services with requirements of ultra-low latency and ultra-high reliability. How to 
make full use of the limited physical-layer resources is a key determinant to guar-
antee the quality of service (QoS). Therefore, resource allocation plays an essential 
role in exchanging information between vehicles, infrastructure and other devices. 

In this talk, we spotlight C-V2X in 5G cellular networks. In order to intelli-
gently and reasonably allocate resources, we propose a self-adaptive fuzzy logic-
based strategy. To evaluate the network performance for this adaptive strategy, a 
system model for C-V2X is built for urban areas, and typical safety and non-safety 
services are deployed in the network. Our results reveal that the proposed fuzzy 
logic-based algorithm can substantially improve resource utilization and satisfy the 
requirements of C-V2X, compared with prior counterparts, which cannot provide 
guaranteed services due to low resource utilization.
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Name: Professor Antonio Pascoal 

Affiliation: Institute for System and Robotics, Lisbon, Portugal 

About: Professor Antonio Pascoal is Founder of the Dynamical Systems and Ocean 
Robotics Lab (DSORLab) of ISR, Portugal, and currently acting as Professor of 
Control and Robotics at IST, University of Lisbon, Portugal. His Ph.D. is in Control 
Science from the University of Minnesota, Minneapolis, MN, USA, 1987. He is 
Adjunct Scientist, National Institute of Oceanography (NIO), Goa, India. He is exper-
tise in dynamical systems theory, marine robotics, navigation, guidance and control 
of autonomous vehicles and networked control and estimation with applications to 
air and underwater robots. He has coordinated and participated in a large number 
of international projects that have led to the design, development and field testing 
of single and multiple autonomous marine and air vehicles and systems in coopera-
tion with partners in India (National Institute of Oceanography, Goa), USA (Naval 
Postgraduate School, Monterey, CA), Korea (KAIST, Daejeon) and Europe. He is 
a co-author of the monograph Time-Critical Cooperative Control of Autonomous 
Air Vehicles. He has received the IEEE OES AUV Distinguished Lifetime Technical 
Achievement Award in 2020. 

Title: Cooperative Marine Robots: From Theory to Scientific and Commercial 
Applications 

Abstract: The last decade has witnessed tremendous progress in the development of 
marine technologies that are steadily affording scientists advanced equipment and 
methods for ocean exploration and exploitation. Recent advances in marine robotics, 
sensors, computers, communications and information systems are being applied to 
the development of sophisticated technologies that will lead to safer, faster and far 
more efficient ways of exploring the ocean frontier, especially in hazardous condi-
tions. As part of this trend, there has been a surge of interest worldwide in the 
development of autonomous marine robots capable of roaming the oceans freely and 
collecting data at the surface of the ocean and underwater on an unprecedented scale. 
Representative examples are autonomous surface craft (ASC) and autonomous under-
water vehicles (AUVs). The mission scenarios envisioned call for the control of single 
or multiple AUVs acting in cooperation to execute challenging tasks without close
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supervision of human operators. This talk addresses the general topic of cooperative 
motion planning, navigation and control of marine vehicles, both from a theoretical 
and a practical perspective. The presentation builds upon practical developments and 
experiments. Examples of scientific and commercial missions with ASCs and AUVs, 
acting alone or in cooperation, set the stage for the main contents of the presentation. 
From a theoretical standpoint, a number of challenging problems are addressed in the 
general area of networked systems subjected to stringent communication constraints, 
namely i) cooperative motion control using event-driven control and communica-
tions and ii) range-based multiple target localization and tracking using tools from 
the areas of optimal motion planning and estimation theory. Some of the results 
obtained are illustrated with videos from actual field tests with multiple marine 
robots exchanging information over acoustic and optical networks. The core material 
presented in the talk was obtained in the scope of the following EU-funded projects:
•   MORPH  (http://cordis.europa.eu/project/rcn/101726_en.html) •   WiMUST  (http:// 
www.wimust.eu/) •   H2020 EU Marine Robotics Research Infrastructure Network 
(https://www.eumarinerobots.eu/) •   RAMONES (https://ramones-project.eu/).

http://cordis.europa.eu/project/rcn/101726_en.html
http://www.wimust.eu/
http://www.wimust.eu/
https://www.eumarinerobots.eu/
https://ramones-project.eu/
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Name: Dr. Anamika Dubey 

Affiliation: WSU Pullman, USA 

About: Dr. Anamika Dubey is Assistant Professor in the School of Electrical Engi-
neering and Computer Science in Washington State University. She is a graduate 
from IIT Roorkee. She has done her M.S. and Ph.D. in the area of electrical power 
systems from the University of Texas, Austin. She has received two U.S. patents 
for “Locating Multi-Phase Faults in Ungrounded Power Distribution Systems,” 
and “Decoupled Three-Phase Power Flow Analysis Method for Unbalanced Power 
Distribution Systems.” She has bagged several awards and grants for her research 
contribution in the field of electrical power systems.



Future Directions 

We take this opportunity to inform you that we are going to organize E2A 2022 in 
December 2022.
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Performance Assessment of Unstable 
Systems Subjected to Ramp Input 
Changes 

K. Ghousiya Begum 

1 Introduction 

A huge massive research effort has been articulated toward the controller perfor-
mance assessment to avoid erroneous tuning and unsuitable control structures. To 
enhance the quality of the products and the safety factors, the tuning of proportional 
integral (PI) controllers has turned out to be one of the essential elements to rectify 
the performance issues. The designed controller has to meet the control target, and 
its performance has to be improved efficiently. In order to satisfy the above require-
ments, a benchmark has to be proposed to estimate the performance of the control 
loops. Many researchers proposed diverse methods to accomplish MVC as the stan-
dard benchmark for PID controllers [1–3]. Besides the MVC-based benchmark, an 
idle index has been presented to identify whether the controller is properly tuned [4]. 
The area index [5] was presented to provide the guidelines for retuning PI controllers 
to avoid the sluggish and oscillatory nature of the control loops. In [6], a ratio index 
was developed to disclose the damping nature of the control loop. The theoretical 
bound of error (IAE) for PI/PID control loops was developed for the system, whose 
reference signal is subjected to step set point changes [7]. Also, an IAE-based index 
was proposed from the closed-loop output responses subjected to step input changes 
using internal model control (IMC) tuning rules for stable and integral processes [8, 
9]. In [10], an IMC-based IAE index was designed to measure the performance of 
the control scheme from the closed-loop outputs subjected to ramp, step, and general 
types of input changes. The behavior of the PI control loop developed based on 
the direct synthesis (DS) tuning rule was assessed in rejecting the load disturbances 
[11]. The linear industrial controllers incorporated in control loops were evaluated 
based on IAE–TV-based performance index [12]. A tool called entropy performance
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assessment (EPA) was elaborated for the multi-loop cascade process where the load 
variables are subjected to Gaussian probability distribution in [13]. Following this, 
a novel assessment method has been proposed which relies on the diminution of the 
error to find optimum tuning settings [14]. Also, the control quality factor indices 
were proposed for real and model-based control loops in offline and online mode for 
HVAC systems by [15]. A new technique based on acquired data for instantaneous 
performance valuation and to retune the PID controllers was discussed in [16]. A 
comprehensive assessment of control loops and their assessment using recognized 
standards were also discussed in [17]. The assessment of the performance of the frac-
tional controllers designed for gas turbine engine has been carried out [18]. Recently, 
the stability and performance of the controller designed for microgrid connected to 
unified power quality conditioner have been assessed [19]. In [20], a novel tech-
nique using fractal measures has been implemented to assess the performance of 
generalized predictive controller. 

Although these methods have been applied to industries effectively, they are only 
applicable to stable processes. Many real-time systems exhibit unstable characteris-
tics. The existence of an unstable system has been extensively studied in [21], and 
efforts have been taken throughout to control these processes [22, 23]. There are 
many enhanced controllers designed for stabilizing the unstable processes. Never-
theless, the performance assessment criterion for unstable processes is inadequate. 
A performance index based on the theoretically derived IAE obtained using the 
response of closed-loop system with step changes in input and load variable for 
unstable processes has been developed in [24]. However, TV is also important which 
emphasizes the smoothness of the controller output. Hence, by utilizing the theo-
retical bounds of manipulated variable in terms of total variation (TV) and integral 
absolute error (IAE) as reasonable standards, an IAE–TV index is developed to esti-
mate the input tracking characteristics of PI controller loops. This satisfies the control 
target, and it acts as a criterion required to investigate whether the suggested control 
technique could assure the performance needs on reference input tracking. 

Thus, in this article, to assess the performance of the PI controller deployed for 
time delayed unstable first-order process, an IAE–TV index has been proposed. The 
IAE–TV assessment index is developed by utilizing the theoretical bounds of TV and 
IAE as reasonable benchmarks, and the condition required to obtain the enhanced 
performance is also discussed. The assessment procedure validates the input tracking 
performance of PI control loops designed for unstable models subjected to ramp type 
of input changes. The performance PI control loop deployed for the unstable system 
will be the perfect one only when the derived IAE–TV index value (number) is close 
to one. 

2 Problem Statement 

Figure 1 depicts the feedback control system with filter (two degrees of freedom-2 
DoF), where G(s) is the model, Gc(s) is the controller, Fr (s) is the pre-filter, R(t)
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Fig. 1 2 DoF feedback control loop 

is the ramp input, E(t) is offset, U (t) is the control variable, and Y (t) is the output 
variable. 

Here, the process is considered to be a time delayed unstable first-order model 

G(s) = 
Ke−θ s 

τ s − 1 
(1) 

and the conventional controller Gc(s) configuration is 

Gc(s) = kc
(
1 + 

1 

τi s

)
(2) 

The set point here is the ramp input which takes the form as follows: 

R(t) =
{

kt, 0 ≤ t < A k 
A, A 

k ≤ t < ∞ (3) 

where A and k are the final values of the ramp input change and the slope of the 
ramp signal, which is commonly used in practice. For G(s) in (1), the closed-loop 
transfer function for time delayed unstable first-order model is 

Gcl (s) = 
Y (s) 
R(s) 

= 
Fr (s)G(s)C(s) 
1 + G(s)C(s) 

= 1 

(λs + 1)2 
e−θ s (4) 

where R(s), Y (s) denote the Laplace transformation of ramp input R(t), process 
output Y (t), correspondingly. λ is the user-selected tuning parameter, and the 
robustness is calculated by the value of maximum sensitivity function (Ms). 

Ms = max

∣∣∣∣ 1 

1 + G( jω)Gc( jω)

∣∣∣∣ (5) 

The solution has to be found for the three problems using the above specifications. 
The first one is to derive a dimensionless index to assess the servo characteristics. 
The second one is to realize the condition required for the control scheme to attain
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better performances. The final one is to analyze the derived assessment index from 
the simulation examples. 

3 IAE–TV-Based Assessment Index 

This segment elucidates on establishing the theoretical bound of TV of control 
signal and also illustrates about IAE–TV-based assessment index to analyze the 
servo tracking characteristics. 

3.1 Standard Assessment Benchmarks 

Total variation (TV) measures the smoothness of the input control signal to the 
process. The theoretical bound of TV for closed-loop response in (4) is derived in 
this section. The ramp input is decomposed into two parts as 

R(t) = R1(t) + R2(t) (6) 

R1(t) = kt, 0 ≤ t < ∞, and 

R2(t) =
{

0, 0 ≤ t < A k 
−k

(
t − A k

)
, A/k ≤ t < ∞ 

The s domain representation of the ramp signal R(t) is 

R(s) = R1(s) + R2(s) =
(
1 − e− A k s

) k 

s2 
(7) 

Here, U (s) can be derived using Gcl(s) in (4) and R(s) in (7). 

U (s) = 
Gcl(s)R(s) 

G(s) 
= 

k
(
1 − e− A ks

)
K

(
τ + 2λ 

s 
− 

1 

s2 
− 

τ + 2λ 
s + 1 

λ 
− 

τ + λ 
λ 

1(
s + 1 

λ

)2
)

(8) 

The total variation of the manipulated variable is 

TV0 = 
∞∫
0 

d(U (t)) 
dt 

dt (9)
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After taking the inverse Laplace transform of controller output U (s) in (8), its 
derivative U (t) is 

dU (t) 
dt 

= 

⎧⎪⎪⎪⎨ 

⎪⎪⎪⎩ 

k 
K

[
−1 + e− t 

λ + (τ +λ) 
λ2 te− t 

λ

]
; 0 ≤ t < A k 

k 
K 

⎡ 

⎣ 
(τ +2λ) 

λ

(
e 

A 
kλ − 1

)
e− t 

λ − A k 
(τ +λ) 

λ2 e 
A 
kλ e− t 

λ 

− (τ +λ) 
λ

(
e 

A 
kλ − 1

)(
− te− t 

λ 
λ + e− t 

λ

)
⎤ 

⎦ ; A 
k ≤ t < ∞ (10) 

Substituting (10) in (9), we obtain 

TV0 = 
k 

K 

⎧⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎩ 

A 
k ∫
0

[
−1 + e− t 

λ + 
(τ + λ) 

λ2 
te− t 

λ

]
dt 

+ 
∞ ∫
A/k 

⎡ 

⎣ 
(τ +2λ) 

λ

(
e 

A 
kλ − 1

)
e− t 

λ − A k 
(τ+λ) 

λ2 e 
A 
kλ e− t 

λ 

− (τ+λ) 
λ

(
e 

A 
kλ − 1

)(
− te− t 

λ 
λ + e− t 

λ

)
⎤ 

⎦dt 

⎫⎪⎪⎪⎪⎪⎬ 

⎪⎪⎪⎪⎪⎭ 

And the theoretical minimum bound of TV for ramp input is 

TV0 =
{∣∣ k 

K

∣∣ − A k + 2(τ + 2λ)
(
1 − e− A kλ

)
− 2 (τ+λ) 

λ 
A 
k e

− A kλ ; 0 < λ  ≤ τ∣∣ A 
k

∣∣ ; τ <  λ  <  ∞ 
(11) 

The general performance metric IAE is considered as 

IAE = 
∞∫
0 

|E(t)|dt = 
∞∫
0 

|(R(t) − Y (t))|dt (12) 

The theoretical minimum bound of IAE for ramp input change is denoted as IAE0 

[24]: 

IAE0 = |A|(2λ + θ ) (13) 

3.2 Performance Assessment Index 

By considering the lower bound of TV0 in (11) and lower bound of IAE0 in (13), 
two dimensionless assessment indices are derived as 

ηTV = 
min(TV0, TVactual) 
max(TV0, TVactual) 

(14)
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ηIAE = 
min(IAE0, IAEactual) 
max(IAE0, IAEactual) 

(15) 

And the actual values of TV and IAE are denoted as TVactual and IAEactual, and 
they can be calculated using the sampling period H as shown below 

TVactual = 
∞∑
i=1 

|Ui+1(t) − Ui (t)|H (16) 

IAEactual = 
∞∑
i=1 

|Ri (t) − Yi (t)|H (17) 

The range of both indices ηTV in (14) and ηIAE in (15) is [0, 1]. Using ηTV and 
ηIAE, a general assessment index is derived as 

η = ηTV.ηIAE (18) 

Hereafter, η is mentioned as the IAE–TV index which describes the level of the 
reference tracking characteristics. The desired range of index η is [0, 1] with the 
desired value equal to 1 so as to indicate that, if η → 1, the servo response obtained 
and the deployed controller are reasonable. Both IAEactual and TVactual values are 
close to the desired benchmarks IAE0 in (13) and TV0 in (11), correspondingly. 
Both the performance indices ηTV or ηIAE should not move away from 1, so as to 
make their product η close to 1. The suggested index is applicable to the controller 
design, provided the closed-loop response experiencing the ramp input change is the 
same as Gcl(s) in (4) and the process model G(s) is UFOPTD in (1). 

4 Conditions for Better Performance 

This section defines the control scheme and the condition required to provide 
satisfactory performance. The PI controller settings are [23] 

kc = βτ 
K

(
λ2 + βθ

) ; τi = β; τd = 0 (19) 

where β = 2λ+θ −τλ2 

τθ  +1 and λ is the tuning parameter, and it should be chosen carefully 
to achieve the desired level of robustness (Ms).
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4.1 Single Feedback (SFB) Control Scheme 

Let us adopt the simple SFB scheme as shown in Fig. 1. The controller Gc(s) is a PI 
controller with the control parameters given in (19). The feedback response is 

GSFB 
cl (s) = 

G(s)Gc(s)Fr (s) 
1 + G(s)Gc(s) 

= Gd (s)Gc(s)Fr (s) 

GSFB 
cl (s) = 

τi s + 1 
(βs + 1)

∗ e−θ s 

(λs + 1)2
(20) 

Comparing (20) with (4), the condition required for GSFB 
cl (s) to be the same as 

Gcl(s) in (4) is  β = τi . The procedure of the evaluation method is outlined in the form 
of a flowchart in Fig. 2 for a desired level of robustness. If model dynamics are not 
available, one shall use the closed-loop identification techniques already available in 
the literature [25] to identify a model as 

G̃(s) = 
K̃ e−θ̃ s 

τ̃ s − 1 
(21)

4.2 Simulations Results 

To affirm the validity of the theoretical bound of TV and the new evaluation method, 
several examples are reviewed. 

Example 1 Let us investigate the process G(s) = e−0.6s 

5s−1 [21] subjected to ramp type 
of set point change as in Fig. 1. The lower bound of TV can be estimated (13). The 
feedback controller takes the PI form [23] and the controller settings for λ = 2 and 
Ms = 1.8009 in (5), and the controller settings are kc = 3.9941 and τi = 6.1364. 
The ramp input is 

R(t) = 

⎧⎨ 

⎩ 

0, 0 ≤ t < 5 
0.2(t − 5), 5 ≤ t < 10 

1, 10 ≤ t < ∞ 
(22) 

Figure 3 shows the closed-loop responses of SFB scheme for different λ values. 
Figure 4 displays that the theoretically derived TVo and TVactual values are closer.

Example 2 Let us examine another process G(s) = 4e−2s 

4s−1 experiencing a ramp input 
change as
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Fig. 2 Flowchart of the proposed method

R(t) = 

⎧⎨ 

⎩ 

0, 0 ≤ t < 10 
0.2(t − 5), 10 ≤ t < 15 

2, 15 ≤ t < ∞ 
(23) 

In the first case of the SFB control scheme, an initial set of PI controller parameters 
(not using the DS rule) is used as mentioned in the first column of Table 1. The process 
output Y (t) and controller output U (t) are shown in Fig. 5 along with ramp input R(t). 
The procedure of the suggested assessment method discussed in Sect. 4.1 is realized 
as follows. An estimated model is obtained with K̃ = 4.011, θ̃ = 2, τ̃ = 4.069 
as per (21). The performance assessment results of the SFB control scheme with 
initial controller settings are given in Table 1. The  η = 0.5288 index value is not the 
expected value of 1, and the set point tracking characteristic is not satisfactory.
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Fig. 3 Responses of closed loop (SFB scheme) for ramp input for diverse λ values 

Fig. 4 TVo and TVactual values for diverse λ values using SFB scheme
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Table 1 Performance assessment results 

SFB (initial) SFB (19) 

kc 0.3431 0.3853 

τi 
IAEactual 

29.412 
25.7402 

30.5970 
21.6267 

IAE0 21.60 21.60 

ηIAE 0.8392 0.9988 

TVactual 0.9925 0.6836 

TV0 0.6255 0.6281 

ηTV 0.6302 0.9189 

η 0.5288 0.9177 

Fig. 5 SFB control scheme with initial controller settings 

The regulation parameter λ needs to be chosen in such a method so that it provides 
a reasonable compromise between robustness and performance. 

It is carefully selected after analyzing the values of Ms. Hence, λ is chosen as 
4.4 for Ms = 5.7, and the desired controller settings obtained as per (19) are  given  
in the second column of Table 1. Table 1 also provides the performance assessment 
results. Figure 5 proves that the SFB scheme with initial controller settings does not 
provide good results, whereas the SFB with the desired controller settings in (19) 
yields satisfactory performance as shown in Fig. 6 with η = 0.9177 (close to 1), 
when compared to the initial controller settings of SFB control scheme.
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Fig. 6 Responses for SFB control scheme with desired controller settings 

Example 3 Let us examine another process, a continuous bioreactor whose model 
transfer function is G(s) = −5.89e−0.1s 

5.86s−1 . The system experiences a ramp input change 
as given below. 

R(t) = 

⎧⎨ 

⎩ 

0, 0 ≤ t < 15 
0.6(t − 15), 15 ≤ t < 20 

3, 20 ≤ t < ∞ 
(24) 

The actual values of TV and IAE appear nearer to theoretically derived ones for 
varied values of λ. This is justified based on the closeness of TVactual and T V0 given in 
Table 2 and displayed as a response plot as in Fig. 7. The IAE–TV-based performance 
index is η > 0.8, and therefore, retuning of the controller is not required. 

Table 2 Performance assessment results for Example 3 

λ IAEactual IAE0 TVactual TV0 η 
2 12.3 12.3 1.0108 1.006 0.9953 

3.5 21.3 21.3 0.8343 0.8299 0.9948 

5 30.3 30.3 0.7293 0.7192 0.9862 

7.5 45.3 45.3 0.6397 0.627 0.98 

9 54.3 54.3 0.6101 0.5977 0.9796 

10 60.3 60.3 0.5957 0.5838 0.9799
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Fig. 7 Responses of SFB scheme for diverse λ values for Example 3 

5 Conclusions 

The performance of the control scheme deployed for the unstable process has been 
discussed in this article. The process is subjected to ramp input, and the closed-loop 
output response experiences a ramp input variation. The behavior of the controller 
was assessed by considering the theoretical bounds of TV and IAE as standard 
benchmarks. Based on this, a combined performance index named IAE–TV index, 
η, was derived to assess the control behavior for the unstable systems. The control 
scheme was explored with the help of a feedback PI controller which uses the DS 
rule, and the condition to obtain the desired servo response was also discussed. 
The proposed performance index was investigated to evaluate whether the control 
objective is attained or not. The proposed assessment scheme was established via 
simulation results, and accordingly, the IAE–TV index estimates the controller action 
in terms of smooth control output and reference tracking characteristics.
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Level Control of a Two-Tank System 
Using Quantitative Feedback 
Theory-Based Controller 

Sandipan Prasad Chakravarty, Aniket Roy, Aritra Sinha, and Prasanta Roy 

1 Introduction 

Liquid level control in an interconnected tank system is an integrated part of most 
of the process industries such as chemical industries, oil refinery, power plant, water 
treatment, food processing, distillery plants. The main purpose of the liquid level 
control is to maintain a desired level of liquid in the tank that depends on the variation 
of the inflow and outflow quantities of liquid. Previous work done in this field show a 
wide use of proportional integral derivative (P-I-D) controllers where, the proposed 
controllers successfully met the desired specifications like reduced overshoot and 
minimal steady-state error. However, when it comes to ensuring the robustness of 
the controller to model uncertainties, P-I-D controller fails in producing a robust and 
satisfactory system performance [1]. This calls for a control strategy in the form of 
QFT which can ensure the robust stability criterion in non-linear uncertain systems. 

1.1 Why Quantitative Feedback Theory (QFT)? 

Classical feedback controller like P-I, P-I-D, Cascade controller, etc. for an uncertain 
plant fails to give the expected performance in presence of parametric uncertainty. It 
demands for a robust control strategy which shall be efficient in achieving the desired 
specifications regardless of the changes encountered by the plant parameters in the 
procedure. Issac Horowitz developed a new form of frequency domain technique in 

S. P. Chakravarty (B) · A. Roy · A. Sinha · P. Roy 
National Institute of Technology, Silchar, Assam 788010, India 
e-mail: sandipan_rs@ee.nits.ac.in 

P. Roy 
e-mail: prasanta@ee.nits.ac.in 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 
P. H. J. Chong et al. (eds.), Emerging Electronics and Automation, Lecture Notes 
in Electrical Engineering 937, https://doi.org/10.1007/978-981-19-4300-3_2 

17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-4300-3_2&domain=pdf
sandipan_rs@ee.nits.ac.in
 854 53660 a 854 53660
a
 
mailto:sandipan_rs@ee.nits.ac.in
prasanta@ee.nits.ac.in
 854 56538 a 854 56538 a
 
mailto:prasanta@ee.nits.ac.in
https://doi.org/10.1007/978-981-19-4300-3_2
 9477 60726
a 9477 60726 a
 
https://doi.org/10.1007/978-981-19-4300-3_2


18 S. P. Chakravarty et al.

the 1960s that copes with the practicable designing of the feedback systems. It was 
termed as Quantitative Feedback Theory (QFT) that assists in obtaining a response 
from the system lying within the pre-determined bounds despite of output disturbance 
and known plant uncertainties [2]. QFT works in a platform of frequency domain 
analysis that assists in providing a deal between the attainable performance and the 
controller complication in the chosen frequency range. It relates the closed-loop 
specifications with the open-loop specifications using Nichols chart. Nichols plot 
is preferred over other methods of analysis because in root locus, the parametric 
uncertainty of the uncertain plant cannot be defined whereas, it is nicely depicted in 
frequency domain techniques like Bode, Nyquist or Nichols plot. But, in Bode plot the 
presence of plant uncertainty can be observed as a bold line irrespective of frequency 
which can be eliminated in Nyquist plot. But, it is difficult to analyse the variation of 
the plant due to gain uncertainty in Nyquist plot. So, in Nichols plot these parametric 
uncertainties can be plotted in the form of templates at a particular frequency. The 
vital advantage of this proposed controller strategy in the form of QFT is the reduction 
of cost of feedback, i.e. loop gain to obtain an optimum location of open-loop transfer 
function (OLTF) thereby, meeting the desired performance specifications [3]. 

1.2 Literature Review 

The design of a robust decentralized P-I controller is proposed by [4] for controlling 
the water level of a coupled tank system using a frequency domain model matching 
technique. The design of an adaptive fuzzy controller is proposed for the level control 
of a two-tank system in [5] with a comparative analysis against a P-I controller. A 
back-stepping sliding mode P-I controller is proposed for level control by [6] with 
a comparative analysis against other sliding mode robust controllers despite plant 
uncertainties. A comparative analysis between cascade fractional order P-I, P-D 
against integer order P-I and P-D is proposed for the level control of a two-tank system 
in [7]. The design of a sliding mode controller for the level control of a two-tank 
system is proposed and a comparative analysis is showed against P-I-D controller in 
[8]. The development of a chattering-free sliding mode controller strategy is shown 
for the level control of a coupled tank system for proving its robustness in [9]. 
A fractional order P-I controller is designed for controlling the water level in a 
coupled tank system in [10]. An intelligent control strategy in the form of fuzzy P-
I-D controller is proposed for liquid level control in [11]. A comparative analysis is 
presented between model predictive controller and P-I controller based on different 
tuning methods for liquid level control in [12]. A comparative study is done by [13] 
between a artificial neural network-based controller and a model predictive controller 
in a level control system. A fuzzy logic controller is used by [14] for maintaining the 
level of the liquid in the presence of disturbances.
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1.3 Research Contribution of the Paper 

The research contributions of this paper are as below: 

• The two-tank system is modelled as a second-order linear system with interval 
type of parametric uncertainties. 

• A novel robust controller using QFT-based approach is proposed. 
• A comparative analysis is done for the proposed controller against a P-I-D, a 
Cascade controller and other reported controller strategies. 

2 Modelling of Two-Tank System 

The two-tank system under consideration is shown in Fig. 1. In this section, The 
transfer function between the water level of tank 2 and the control input to the pump 
is found. A combination of both physical laws and data driven approach is used to 
determine the parametric uncertainties in interval form. 

2.1 Terminologies and Notations 

The terminologies and notations used throughout this section are listed below: 

• Hi : Liquid level of the i th tank (cm), 
• Ai : Cross sectional area of the i th tank (cm2), 
• ai : Cross sectional area of the outlet i th tank (cm2), 

Fig. 1 Two-tank system as a 
type-0 order-2 plant
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• u: Input voltage to the submersible pump (V), 
• c: Pump constant cm3s−1V−1, 
• H̄ i : Steady state operating point of Hi , 
• Ū : Steady state operating point of U , 
• Incremental level hi = Hi − H̄ i , 
• Incremental pump voltage u = U − Ū . 

2.2 Mathematical Modelling 

Using Bernoulli’s equation and the continuity of flow, the dynamics of the system 
can be written as [15], 

A1 
dH1 

dt 
+ a1 

√
2gH1 = cU, (1) 

A2
dH2 

dt 
+ a2

√
2gH2 = a1

√
2gH1 (2) 

Equations (1) and (2) are linearized around the operating point Hi = H̄ i , U = Ū . 
The linearized equations in terms of incremental variables are given below [15]. 

dh1 
dt 

+ λ1h1 = ηu, (3) 

dh2 
dt 

+ λ2h2 = λ1h1 (4) 

where, λi = ai 
Ai 

/

¯
g 

H i 
and η = 

c 

A1 

Applying Laplace Transform of (3) and upon simplification we get, 

H2(s) 
U (s) 

= P(s) = ηλ1 

(s + λ1)(s + λ2) 
(5) 

where H2(s) and U (s) are Laplace transform of u and h2. The parameters η, λ1 and 
λ2 along with the uncertain intervals are found from the experiments as described in 
the next subsection. 

2.3 Derivation of Interval Type of Parametric Uncertainty 

If the outlet of tank 1 (refer to Fig. 1) is closed, then (1) reduces to 

dh1 
dt 

= ηu (6)
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For a fixed control input u, the rate of change of water level ( dh1 dt ) in tank 1 is measured 
to find η. It is observed that the parameter η varies in the interval as given below. 

0.109 ≤ η ≤ 0.2408 (7) 

Now if the outlet of tank 2 is closed keeping the tank 1 outlet open, then (4) 
reduces to 

dh2 
dt 

= λ1h1 (8) 

The level in tank 1 is kept constant at different levels. For each case, the rate of 
change of water level in tank 2 ( h2 dt ) is noted. A set of values of λ1 may be found 
using (8). Thus, we evaluate λ1 as given below. 

0.0348 ≤ λ1 ≤ 0.1145 (9) 

Now, both the outlets of tank 1 and tank 2 are kept open. The water is allowed to 
flow until steady-state is achieved. Under steady-state (4) reduces to 

λ1h1 − λ2h2 = 0 (10) 

The knowledge of λ1 is already known whilst obtaining (9). The measurement of h1 
and h2 along with the knowledge of λ1 helps to determine λ2 as given below: 

0.0378 ≤ λ2 ≤ 0.080 (11) 

Equation (5) represents the system transfer function and (7), (9) and (11) shows  the  
parametric uncertainty in interval format. 

3 Design of QFT-Based Controller 

3.1 Choice of Control Structure 

In this section a 2-DOF control architecture is chosen for the two-tank liquid level 
control plant P(s) as shown in Fig. 2. The control algorithm involves the design of a 
robust controller Gc(s) followed by the design of a pre-filter F(s), to meet a set of 
performance specifications.
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Fig. 2 Schematic diagram of the proposed control structure 

3.2 Performance Specifications 

The performance specifications as given in (12)–(14) for a single-input single-output 
control structure considering Gc(s) and F(s) to be the controller and pre-filter, 
respectively, are shown below: 

1. Stability specification:

||||
P( j ω)Gc( j ω) 

1 + P( j ω)Gc( j ω)

|||| ≤ 1.5, ∀ ω ∈ [0.002 100] (rad-s−1 ) (12) 

2. Specification for output disturbance rejection:

||||
1 

1 + P( j ω)Gc( j ω)

|||| ≤ 0.3, ∀ ω ∈ [0.002 0.02] (rad-s−1 ) (13) 

3. Reference tracking specification: 

δlm(ω) ≤
||||
P( j ω)Gc( j ω)F( jω) 
1 + P( j ω)Gc( j ω)

|||| ≤ δum(ω) ∀ ω ∈ [0.002 0.42] (rad-s−1 ) 

(14) 

where, δlm(ω) =
||||

0.01 

3.33( j ω)3 + 1.667( j ω)2 + 0.233( j ω) + 0.01 

||||

δum(ω) =
||||

0.033( j ω) + 0.01 
( jω)2 + 0.1( j ω) + 0.01 

||||

3.3 Choice of Nominal Plant and Construction of Plant 
Templates 

The design of the controller starts with an arbitrarily chosen nominal plant (N (s)) 
from the set of N = 200 uncertain plants as below. 

N (s) = 0.00379 

s2 + 0.1945s + 0.00916 
(15)
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Fig. 3 Templates for P( jω) (left) and Stability bounds (right) at selected frequencies (ω) in rad-s−1 

The plant templates of the uncertain plant P(s) at some selected frequencies as shown 
in Fig. 3 are developed on the Nichols chart [16] by drawing the plot of open-loop 
magnitude-phase for all the plants, within the range of uncertainty. 

3.4 Computation of Bounds 

The controller is designed for the uncertain plant P(s) in such a way that it meets 
the performance specifications defined in (12)–(14). The design of the respective 
performance bounds along with the controller Gc(s) is done by the use of QFT 
toolbox [2]. The plotting of the stability bounds on the Nichols chart at a specified 
frequency is done by the movement of the plant templates along the circumference 
of the closed-loop M-circle, considering the nominal plant N (s) as the reference. 

The stability bounds for the OLTF: Gc(s)P(s) as shown in Fig. 3 are computed 
in such a way that the specification (12) is fulfilled despite the plant uncertainties. 
The output disturbance rejection bounds for the OLTF: Gc(s)P(s) as shown in Fig. 4 
at the chosen frequencies are computed in a similar manner thereby, satisfying the 
performance requirement in (13) regardless of the plant (P(s)) uncertainties. Then, 
the reference tracking bounds are computed for selected frequencies as shown in 
Fig. 4. After that, all the bounds are grouped together to obtain the group bounds as 
shown in Fig. 5 (left). Finally, a common permissible area of all specific performance 
bounds as shown in Fig. 5 is obtained in the form of composite (intersection) bounds. 
The designed transfer function of the controller Gc(s) is: 

Gc(s) = 
168.26(s + 0.291)(s + 0.1872) 

s(s + 2.281) 
(16)
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Fig. 4 Sensitivity bounds (left) and Robust tracking bounds (right) at selected frequencies (ω) in  
rad-s−1 

Fig. 5 Group bounds (left) and Intersection bounds (right) at selected frequencies (ω) in rad-s−1 

3.5 Loop Shaping 

After the determination of all the respective bounds on the Nichol’s Chart, the loop 
shaping technique is used using QFT Toolbox to design the controller Gc(s) as 
shown in Fig. 6. The Nichol’s plot of the compensated plant are reshaped to lie in 
the region defined by those convergence bounds thereby, meeting all the closed-loop 
specifications at each selected frequency. 

3.6 Design of Pre-filter 

After the design of the controller Gc(s), the pre-filter F(s) as  shown in Fig.  6 is 
designed to ensure that the magnitude of the frequency response plots always stays 
within the upper and lower tracking boundary as designated by the tracking specifi-
cation in (14). The transfer function of the pre-filter F(s) is:
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Fig. 6 Synthesis of controller Gc(s) by loop shaping(left) and Frequency magnitude response of 
pre-filter F(s) compensated closed-loop system (right) 

F(s) = 
0.005692s2 + 0.006704s + 0.0003618 
s3 + 0.1709s2 + 0.01238s + 0.0003619 

(17) 

4 Result and Discussion 

The testing of the performance of the controlled two-tank system plant is verified by 
the use of numerical simulation of 200 uncertain plants in MATLAB. The two-tank 
system is allowed to track a multiple-step input at t = 1 and 2 s. The plant responses 
along with the output disturbances applied at 150 and 400 s for 200 uncertain plants 
and its corresponding control effort signals are shown in Fig. 7. 

It is observed that the response of the nominal plant settles at 85 s with about 
5% overshoot. The worst case overshoot and settling time are about 7% and 100 s, 
respectively. A satisfactory performance is achieved by the use of the proposed QFT-
based robust controller predominantly. 

It is seen that output disturbances are successfully rejected by the controlled 
system and a constant set point is achieved for all plants along with the rejection of 
disturbances at the output, in the presence of plant uncertainties. Also, it is determined 
that the control efforts are within the saturation limit of the actuator. 

4.1 Comparative Analysis with Existing Controllers 

A comparative analysis as shown in Table 1 is performed against a P-I-D and a 
cascade controller for the uncertain two-tank system plant in this paper. The output 
plant responses using P-I-D and cascade controller as shown in Fig. 8 illustrates 
about the step responses for different plants including the nominal plant whose time
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Fig. 7 Plant output response with output disturbance rejection (left) and Control effort (u(s)) for  
200 uncertain plants (right) 

Table 1 Comparative analysis 

Controllers % Mp IAE (units) ts (secs) 

P-I-D 8.5 10.65 20 

Cascade 26 17 40 

QFT 5 0.75 85 

domain specifications are described and compared with our proposed QFT-based 
robust controller in Table 1. A comparative analysis as shown in Table 2 is discussed 
with existing control strategies in terms of settling time (ts), integral absolute error 
(IAE) and maximum peak overshoot (Mp). In [1], the use of P-I-D controller for 
liquid level control lacks in better performance with respect to plant uncertainty 
compared to our paper. However, in [4] where, a robust decentralized P-I controller 
is used, our paper performs better compared to it. The use of back-stepping sliding 
mode P-I controller approach in [6] consists of computational burden compared to 
our strategy. In [13] the controller design is complex as it is time consuming and in 
[14] it fully depends upon human expertise. In comparison to the above controller 
strategies, the proposed QFT-based robust controller used in this paper gives about 
7.35% Mp with a settling time (ts) of about 85 secs and an IAE of about 0.75 
units irrespective of model uncertainties and external disturbances. However, the 
QFT based controller Gc(s) is designed despite the plant uncertainties at minimum 
cost of feedback thereby, proving its robustness in maintaining the stability of the 
uncertain plant as well as in rejecting the output disturbances up to 70%.
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Fig. 8 Two-Tank plant output response using Cascade controller (left) and using P-I-D controller 
(right) 

Table 2 Comparative analysis with reported works 

Paper Controller strategy % Mp IAE (units) ts (secs) 

This paper QFT 5% 0.75 85 

[6] Back-stepping sliding-mode P-I 6.9% – 95 

[4] Robust de-centralised P-I – 18.3 495 

[13] Model predictive controller 25.94% – 0.22 

[14] Fuzzy logic controller – 12.6 62 

[1] P-I-D 10% – 12 

5 Conclusions 

In this paper, an uncertain model of a two-tank liquid level system is developed using 
both physical laws and data driven approach. The parametric uncertainty is quantified 
in interval form using data driven approach. The quantitative feedback theory (QFT) 
technique is used for the design of the controller Gc(s) for the uncertain two-tank 
system followed by the design of the pre-filter F(s). The simulation results show that 
the above control strategy successfully meets multiple performance specifications 
despite the plant uncertainty. A comparative analysis against reported controller 
strategies shows a satisfactory and improved performance for the QFT-based robust 
controller. 
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Design of Continuous Time Nonlinear 
Control with Quadruple Tank System 
Application 

Sowmya Gupta and Chinmay Rajhans 

1 Introduction 

Stability is one of the most crucial aspect while designing the controller. One of the 
most promising optimization-based controller is the Model Predictive Control (MPC) 
[1]. MPC finds applications in every field of science, engineering and technology 
[2–4]. 

Commonly used stabilizing constraints include (a) Terminal equality constraint, 
(b) Terminal penalty term, and (c) Terminal inequality constraint [5]. An enormous 
process has taken place in the field of nominal stability of linear MPC [6] and Nonlin-
ear MPC (NMPC) [7–9]. Grimm et al. have presented systems when small changes 
in the parameters alters the stability characteristics of the controller [10]. Hence 
formally establishing the asymptotic stability result becomes necessary. 

Executing the terminal equality constraint is relatively easy [11], however, main 
limitation is that it is highly conservative and often leads to infeasibility specifically 
when using constrained formulations. Michalska and Mayne conceptualized dual 
mode MPC scheme where in the idea of terminal region was introduced [12]. NMPC 
controller is expected to drive the plant trajectory into a region, termed as terminal 
region, around the set point using a set of feasible inputs in a finite horizon time. 
Subsequently localized linear controller will take the system trajectory to the set 
point. This idea was extended by Chen and Allgöwer where in NMPC control acted 
inside of the terminal region instead of a linear control law, which has resulted in 
the concept of Quasi Infinite Horizon—Nonlinear Model Predictive Control (QIH-
NMPC) formulation [13]. 

Chen and Allgöwer presented one approach for terminal region characterization 
for the case of the continuous time MPC formulation [13]. The approach to char-
acterize the terminal region using inequality-based conditions was presented. First 
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major drawback of the approach is a tuning parameter which is nearly independent 
of the NMPC formulation stage weighting matrices. Second limitation of Chen and 
Allgöwer’s approach is that it provides a scalar tuning parameter which restricts the 
design to a single scalar for increasing the terminal region. 

Several researchers have presented approaches for the terminal region charac-
terization for the case of discrete time NMPC formulations [14–17]. However, they 
cannot be applied to the continuous time NMPC formulations due to the involvement 
of sampling time [18]. 

Current work presents one linear quadratic regulator-based novel approach for the 
terminal region characterization for the case of continuous time MPC formulation. 
Approach provides two distinct degrees of freedom as additive weighting matrices 
(tuning parameters) for increasing the terminal region. 

Novel LQR-based approach is simulated using a quadruple tank system. This 
system is used by various researchers for showcase their controller performance [19, 
20]. Application of the NMPC formulation is very limited in the literature and is 
another contribution of the current work. 

Second section presents the continuous time NMPC formulation in detail. In 
addition, approach by Chen and Allgöwer [13] is stated formally along with its 
limitation. Third section presents the proposed LQR-based approach for the terminal 
region characterization. Subsequently, asymptotic stability result is presented. Forth 
section gives numerical characterization steps using the novel approach. Fifth section 
presents the terminal region characterization using demonstration case study. Sixth 
section details case study results. Seventh section gives the conclusions. 

2 Continuous Time NMPC Formulation 

Consider nonlinear system (continuous time) given by 

dx(t) 
dt 

= f(x(t), u(t)) (1) 

x(0) = x0 (2) 

where x(t) ∈ X ⊂ Rnx : the state vector and u(t) ∈ U ⊂ Rnu : the input vector. 
Assumptions are stated as follows: 

C1 System function f : Rnx × Rnu → Rnx is a twice continuously differentiable 
function. 

C2 The origin 0 ∈ Rnx is equilibrium point i.e. f (0, 0) = 0. 
C3 Vector u(t) are inside a closed and convex set U ⊂ Rnu . 
C4 The system (1) has unique solution for any x0 ∈ X and any piece wise right 

continuous input signal. 
C5 x(t) is measured at any time t . 
C6 External disturbances do not affect the system dynamics.
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2.1 NMPC Formulation 

Nonlinear MPC formulation given for the nonlinear continuous system (1) is stated  
as: 

min 
u[l,l+Tp] 

J
(
x(l), u[l,l+Tp]

)
(3) 

with 

J
(
x(l), u[l,l+Tp]

) = 
l+Tp∫

l

{
z(m)T Wxz(m) + u(m)T Wuu(m)

}
dm 

+ z(l + Tp)
T Pz(l + Tp) (4) 

u[l,l+Tp] =
{
u(m) ∈ U : m ∈ [

l, l + Tp
]}

(5) 

subject to 

dz(m) 
dm

= f (z(m), u(m)) for m ∈ [
l, l + Tp

]
(6) 

z(l) = x(l) (7) 

z
(
l + Tp

) ∈ Ω (8) 

where Wx and Wu are weighting matrices for state and input, respectively, of dimen-
sions (nx × nx ), and (nu × nu) respectively. P defines the terminal penalty term and 
is a matrix of dimension (nx × nx ). Matrices Wx , Wu, P are positive definite and 
symmetric matrices. Tp is a prediction horizon time or control horizon time. z(m) 
is the predicted state vector of the MPC formulation and u(m) is the future control 
moves. Note that time variables l = t , and m = τ may be also used.  

2.2 Design of MPC Controller 

The terminal region is designed as invariant set for system (1) under the linear control 
law having gain K. Terminal penalty term is computed using the following condition: 

z(l + Tp)
T Pz(l + Tp) ≥ 

∞∫

l+Tp

{
z(m)T Wxz(m) + u(m)Wuu(m)

}
dm (9) 

with u(m) = −Kz(m) ∈ U for all m ≥ (l + Tp) and for all z(l + Tp) ∈ Ω.
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Solution to the standard optimal control problem (3) can be computed. Controller 
is designed using moving horizon framework. Accordingly, only the control move 
at time t is implemented as, 

u(t) = u∗(t) (10) 

Whole process of optimization is repeated at t + δ with δ being an sufficiently small 
sampling period. 

2.3 Chen and Allgöwer’s Approach 

Before proceeding to the proposed LQR based approach, a look at Chen and All-
göwer’s approach is required. Consider, Jacobian linearization of the system around 
the origin as,  

dx(t) 
dt 

= Ax(t) + Bu(t) (11) 

where 

A =
[

∂f 
∂x

]

(0,0) 
and B =

[
∂f 
∂u

]

(0,0) 

One additional assumption is required at this stage. 

C7 The linearized system (11) is stabilizable. 

Chen and Allgöwer presented terminal region as,

Ω ≡ {
x ∈ Rn|xT Px ≤ α, −Kx ∈ U}

(12) 

where linear gain K and the terminal penalty matrix P are the steady-state solutions 
of the modified Lyapunov equations given as follows: 

(AK + κI)T P + P (AK + κI) = −Q∗ (13) 

where 
Q∗ = Wx + KT WuK (14) 

where AK = A − BK. 
It can be noted that once stage cost weighting matrices Wx , Wu are chosen, there 

is barely any degree of freedom left to the designer for increasing of the terminal 
region. This results in a very conservative terminal region.
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3 Alternate Approach for the Terminal Region 
Characterization 

Consider the LQR-based approach given as follows: 

Lemma 1 Suppose that assumptions C1 to C7 are satisfied. Let ~Wx > Wx and
~Wu > Wu be any positive definite matrices. PLQ: steady-state solution of the fol-
lowing equations: 

AT 
KLQ  

PLQ  + PLQAKLQ  = − (~Wx + KT 
LQ

~WuKLQ
)

(15) 

KLQ= (~Wu
)−1 

BT PLQ (16) 

where AKLQ  = A − BKLQ. Then there exists a constant α > 0 which defines region 
given as,

Ω ≡ {
x ∈ Rnx |xT PLQx ≤ α, −KLQx ∈ U}

(17) 

For any terminal state x(t + Tp) ∈ Ω, the following equation holds true. 

z(t + Tp)
T PLQz(t + Tp) ≥ 

∞∫

t+Tp

{
z(τ )T Wxz(τ ) + u(τ )Wuu(τ )

}
dτ (18) 

Proof Consider a Lyapunov candidate chosen as 

V (x) = xT PLQx (19) 

Using (15), derivative of the function V (x) is computed as, 

dV (x) 
dt

= xT
(
AT 

KLQ  
PLQ+PLQAKLQ

)
x + 2xT PLQΦK (x) (20) 

Defining matrices,

ΔWx ≡ ~Wx − Wx > 0 and ΔWu ≡ ~Wu − Wu > 0 (21) 

one can write
~Wx + KT 

LQ
~WuKLQ= Q∗ + ΔQ (22) 

Q∗ = Wx + KT 
LQWuKLQ (23)

ΔQ = ΔWx + KT 
LQΔWuKLQ (24)
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and Eq. (15) can be re-written as follows 

AKLQ  
T PLQ  + PLQAKLQ  = − (

Q∗ + ΔQ
)

(25) 

Equations (20) and (25) are combined as follows: 

dV (x) 
dt 

= −xT Q∗x + (−xTΔQx + 2xT PLQΦK (x)
)

(26) 

Consider second term of the expression (26),

Ψ(x) := (
xTΔQx − 2xT PΦK (x)

)
(27) 

Using (27) in (26), 

dV (x) 
dt 

= −xT Q∗x − Ψ(x) (28) 

If Ω is chosen such that

Ψ(x) = (
xTΔQx − 2xT PΦK (x)

) ≥ 0 (29) 

then 

dV (x) 
dt 

≤ −xT Q∗x (30) 

Integrating (30) on the interval, [t + Tp, ∞), gives  

V (x(t + Tp)) ≥ 
∞∫

t+Tp 

x(τ )T Q∗x(τ )dτ (31) 

which is identical to the equation (18) for any terminal state x(t + Tp) ∈ Ω. 
Satisfaction of the terminal inequality constraint given by (8) implies that  

V (x(t + Tp)) = xT (t + Tp)Px(t + Tp) ≤ α (32) 

In addition, equation (30) implies that dV  (x) dt < 0. Subsequently, 

V (x(t + Tp + δ)) = xT (t + Tp + δ)Px(t + Tp + δ) ≤ α (33) 

i.e. x(t + Tp + δ) ∈ Ω for any δ > 0. 

Consider the asymptotic stability result as follows:
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Theorem 1 Let (a) the assumptions given by C1–C7 hold true and (b) the MPC 
problem be feasible at t = 0, then the nonlinear system (1) under MPC controller is 
asymptotically stable at the origin. 

Proof From candidate Lyapunov equation (19) from Lemma 1, 

V (x) = xT Px (34) 

Consider three main properties [21]: 

• V (0) is 0 since V (0) = (0T )P(0) = 0. 
• P is positive definite matrix, hence, V (x) = xT Px > 0 for all x /= 0. 
• Using (30) and Q∗ > 0 implies 

dV (x) 
dt 

≤ −xT Q∗x < 0 (35) 

Thus, the candidate function V (x) becomes the Lyapunov function for the non-
linear system under MPC controller. Hence, the closed loop system is asymptotically 
stable. 

4 Terminal Region Characterization 

Lemma 1 presents a condition for the terminal region characterization. In order to 
numerically compute the terminal region and subsequently implement the NMPC 
controller, following steps are used for the proposed approach: 

S1 Upper Bound Set: 
Compute the largest number γ such that inputs constraints remain satisfied inside 
set Ωγ .

Ωγ ≡
{
x ∈ Rnx |xT Px ≤ γ, −KLQx ∈ U}

(36) 

S2 Computation of the Terminal Region using inequality-based method: 
Compute the largest number α ∈ (0, γ] such that

[
min 
x ∈ Ω

Ψ(x)
]

= 0 (37) 

The necessary stability condition given by equation (37) ensures that Ψ(x) ≥ 0 
for all x ∈ Ω. 

Hyper volume is computed for state dimension of 4 as 

HV 4 = √π2α2 

2 det  (P) 
(38)
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5 Quadruple Tank Case Study 

Consider a benchmark four state systemm, i.e., quadruple tank nonlinear system 
given in [20], which is similar to system in [19]. 

System dynamics equations are given as follows [19]: 

Ẋ1 = −  
a1 
A1 

√
2gX1 + 

a3 
A1 

√
2gX3 + 

γ1 

A1 
U1 (39) 

Ẋ2 = − a2 
A2 

√
2gX2 + a4 

A2 

√
2gX4 + γ2 

A2 
U2 (40) 

Ẋ3 = − a3 
A3 

√
2gX3 + (1 − γ2) 

A3 
U2 (41) 

Ẋ4 = − a4 
A4 

√
2gX4 + (1 − γ1) 

A4 
U1 (42) 

where Xi are the heights (i.e., states) of water, ai are cross sectional areas of outflows, 
and Ai are the internal areas of i th tank for i = 1, 2, 3, 4; U j are the flow rates (i.e. 
control inputs) for j = 1, 2; g is the gravitational constant; 0 < γl < 1 are the split 
ratios for l = 1, 2. Parameters for the system are kept identical to the one given in 
[20] (Table 1). 

To compare the current approach with Chen and Allgöwer’s approach, model 
parameters given by Raff et al. [20] are used. The terminal region is calculated at the 
following origin: 

Xs = 

⎡ 

⎢⎢ 
⎣ 

13.9883 
14.0644 
14.2562 
21.4277 

⎤ 

⎥⎥ 
⎦ cm and Us =

[
43.4 
35.4

]
ml/s (43) 

Thus, the model equations are transformed using change of variables as follows: 

x(t) = X(t)−Xs and u(t) = U(t)−Us (44) 

Table 1 Quadruple tank system parameter values 

Parameter Value Unit Parameter Value Unit 

A1 50.27 cm2 a1 0.233 cm2 

A2 5027 cm2 a2 0.242 cm2 

A3 28.27 cm2 a3 0.127 cm2 

A4 28.27 cm2 a4 0.127 cm2 

γ1 0.4 – γ2 0.4 – 

g 981 cm/s2 – – –
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The control problem is formulated in terms of the perturbation variables (x, u). Stage 
cost weighting matrices are chosen as follows: 

Wx = diag
([
1 1  (1 × 10−5) (1 × 10−5)

])
and Wu = diag

([
0.01 0.01

])
(45) 

The control input constraints are stated as follows: 

U =
⎧[

U1 

U2

]
∈ R2 |

[
0 
0

]
≤

[
U1 

U2

]
≤

[
60 
60

]⎫
(46) 

Raff et al. [20] have given  P matrix obtained using the approach given by Chen 
and Allgöwer [13]. 

P = diag
([
6.55 6.55 7.92 31.70

])
(47) 

and the terminal region computed as Ω = {
x : xT Px ≤ 792.4

}
with hyper volume 

of 29856. 
To simplify the numerical computation of the terminal region using the LQR-

based approach, following parameterization is carried out:

~Wx = ρxWx and ~Wu = ρuWu (48) 

with ρx > 1 and ρu > 1 being the tuning parameters. 
Table 2 presents a summary of the terminal regions for the quadruple tank system 

example by Raff et al. [20]. In the case study, terminal region computed using LQR-
based approach was found significantly larger by hyper volume on comparison with 
the terminal region with approach by Chen and Allgöwer [13]. 

Maximum terminal region is obtained using LQR based approach for ρx = 20 
and ρu = 200 resulting in linear gain matrix KLQ  and terminal penalty matrix PLQ  

as follows: 

KLQ  =
[
1.0013 0.5331 0.1278 0.2613 
0.6278 0.9700 0.3040 0.0923

]
(49) 

PLQ  = 

⎡ 

⎢⎢ 
⎣ 

313.4577 −40.9009 74.4913 −23.1609 
−40.9009 308.6622 −24.3180 65.5670 
74.4913 −24.3180 37.7673 −15.8857 

−23.1609 65.5670 −15.8857 33.3047 

⎤ 

⎥⎥ 
⎦ (50) 

Table 2 Comparison of terminal regions for literature and LQR-based approaches 

Approach Tuning Parameters α Hyper volume 

Chen and Allgöwer [13] κ = 0.020425 792.4 29856 

LQR based approach ρx = 20, ρu = 1 4.0728 1.2081 

LQR based approach ρx = 20, ρu = 200 6747.37 41538.36
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Terminal region is given as Ω = {x|xT PLQx ≤ 6747.37} with a hyper volume of 
41538, which is 1.3913 times larger than the terminal region presented by Raff et al. 
[20] using hyper volume as measurement criterion. This terminal region is used for 
carrying out the continuous time NMPC simulations. 

To check the MPC results, the initial conditions A, B, C are taken as: 

XA = 

⎡ 

⎢ 
⎢ 
⎣ 

9.25 
10.00 
6.84 
17.00 

⎤ 

⎥ 
⎥ 
⎦ ; XB = 1.9Xs = 

⎡ 

⎢ 
⎢ 
⎣ 

26.58 
26.72 
27.09 
40.71 

⎤ 

⎥ 
⎥ 
⎦ ;XC = 0.2Xs = 

⎡ 

⎢ 
⎢ 
⎣ 

2.80 
2.81 
2.85 
4.29 

⎤ 

⎥ 
⎥ 
⎦ cm (51) 

Initial condition A is very close to the initial condition specified by Raff et al. [20]. 
The nonlinear plant simulation and the model predictions in the NMPC formulations 
are carried out using the explicit Euler method. The sampling time is kept at δ = 5 s 
and prediction and control horizon are kept at Tp = 25 s. 

Figure 1 presents states plot. System converges to the steady state operating point 
as expected, and is according to the asymptotic stability result. 

Figure 2 shows control inputs plot. Initially one of the inputs is at saturation and 
eventually the inputs converge to the corresponding steady-state values. 

Figure 3 gives plot of the terminal constraint value. Values remains negative for 
the entire time duration indicating that the terminal constraint was always satisfied. 
Also terminal constraint value approaches −α, indicating that the predicted state 
trajectory has reached the origin in the deviation variables. 
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Fig. 1 Plot of states in actual variables
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Fig. 3 Plot of terminal constraint value 

6 Conclusions 

Approaches presented in the literature for the terminal region characterization for the 
MPC formulations (continuous time) provide limited degrees of freedom and often 
lead to a conservative terminal regions. A novel LQR-based approach is presented 
in the current work which exhibits a large degrees of freedom for increasing of the 
terminal regions. 

Effectiveness of the approach is simulated using quadruple tank system example. 
In the case study, it is observed that terminal region computed using the LQR-
based approach is approximately 1.39 times larger by hyper volume as compared
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to the largest terminal region computed using Chen and Allgöwer’s approach [13]. 
Continuous time NMPC simulations validate the asymptotic stability property of 
the designed controller. Future work will involve extending the result for the output 
feedback NMPC formulation. 
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Continuous Time Nonlinear Controller 
Design with Increased Terminal Region 

Chinmay Rajhans and Sowmya Gupta 

1 Introduction 

One of the most promising optimization-based controller is the Model Predictive 
Control (MPC) [1]. MPC finds applications in every field of science, engineering 
and technology [2–4]. Commonly used stabilizing constraints include (a) Terminal 
equality constraint, (b) Terminal penalty term, and (c) Terminal inequality constraint 
[5]. An enormous process has taken place in the field of nominal stability of linear 
MPC [6] and Nonlinear MPC (NMPC) [7–9]. 

Executing terminal equality constraint is convenient [10], however main limitation 
is that it is highly conservative and often leads to infeasibility specifically when 
using constrained formulations. Michalska and Mayne conceptualized dual mode 
MPC scheme where in the idea of terminal region was introduced [11]. NMPC 
controller is expected to drive the plant trajectory into a region, termed as terminal 
region, around the set point using a set of feasible inputs in a finite horizon time. 
Subsequently localized linear controller will take the system trajectory to the set 
point. This idea was extended by Chen and Allgöwer where in NMPC control acted 
inside of the terminal region instead of using a linear control law, which has resulted 
in the concept of Quasi Infinite Horizon-Nonlinear Model Predictive Control (QIH-
NMPC) formulation [12]. 

Chen and Allgöwer presented one approach for terminal region characterization 
for the case of continuous time MPC formulation [12]. The approach to characterize 
the terminal region using an inequality-based conditions was presented. First major 
drawback of their approach is a tuning parameter which is nearly independent of 
the NMPC formulation stage weighting matrices. Second limitation of Chen and 
Allgöwer’s approach is that, it provides a scalar tuning parameter which restricts the 
design to a single scalar for increasing the terminal region. Several researchers have 
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developed terminal region characterization approaches for the MPC formulations 
(discrete time) [13–16]. However, they cannot be applied to the continuous time 
MPC formulations directly due to the involvement of sampling time [17]. 

Current work proposed an arbitrary controller-based approach for the terminal 
region characterization for the continuous time NMPC formulation. Approach pro-
vides two degrees of freedom in the form of additive weighting matrices as tuning 
parameters for shaping the terminal region. 

Proposed arbitrary controller-based approach is demonstrated using a complex 
mathematical example [18]. It can be observed later that the terminal regions obtained 
using the proposed arbitrary controller-based approach is larger than the terminal 
region obtained using the approach from the literature. This results in larger number 
of initial conditions becoming feasible with prediction horizon time of one unit of 
sampling time which were otherwise infeasible. 

Second section presents the continuous time NMPC formulation in detail. In addi-
tion, approach by Chen and Allgöwer [12] is stated formally along with its limitation. 
Third section presents the proposed arbitrary controller-based approach for the ter-
minal region characterization. Forth section gives numerical characterization steps 
using the proposed approach. Fifth section presents the terminal region characteriza-
tion using demonstration case study. Sixth section details case study results. Seventh 
section gives the conclusions. 

2 Continuous Time NMPC Formulation 

Consider nonlinear system (continuous time) given by 

dx(t) 
dt 

= f(x(t), u(t)) (1) 

x(0) = x0 (2) 

where x(t) ∈ X ⊂ Rnx : the state and u(t) ∈ U ⊂ Rnu : the input. Assumptions are 
stated as follows: 

C1 System dynamics f : Rnx × Rnu → Rnx is a twice continuously differentiable 
function. 

C2 The origin 0 ∈ Rnx is equilibrium point i.e. f (0, 0) = 0. 
C3 The inputs u(t) are inside a closed and convex set U ⊂ Rnu . 
C4 The system (1) has a unique solution for any x0 ∈ X and any piece wise right 

continuous input signal. 
C5 x(t) is measured at any time t . 
C6 External disturbances do not affect the system dynamics.
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2.1 NMPC Formulation 

NMPC formulation for the continuous time system (1) is stated as: 

min 
u[t,t+Tp] 

J
(
x(t), u[t,t+Tp]

)
(3) 

with 

J
(
x(t), u[t,t+Tp]

) = 
t+Tp∫

t

{
z(τ )T Wxz(τ ) + u(τ )T Wuu(τ )

}
dτ 

+ z(t + Tp)
T Pz(t + Tp) (4) 

u[t,t+Tp] =
{
u(τ ) ∈ U : τ ∈ [

t, t + Tp
]}

(5) 

subject to 

dz(τ ) 
dτ 

= f (z(τ ), u(τ )) for τ ∈ [
t, t + Tp

]
(6) 

z(t) = x(t) (7) 

z
(
t + Tp

) ∈ � (8) 

where Wx and Wu are state and input weighting matrices of dimension (nx × nx ), 
(nu × nu) respectively. P is the terminal penalty matrix of dimension (nx × nx ). 
Wx , Wu, P are symmetric positive definite matrices. Tp is a finite prediction horizon 
time and is identical to the control horizon time. z(τ ) denotes the predicted state of 
the MPC formulation and u(τ ) denotes the future input moves. 

2.2 Design of MPC Controller 

The terminal region is designed as invariant set for the system (1) under the linear 
control law with gain K. Terminal penalty term is computed using the following 
condition: The terminal penalty term is computed such that single term having larger 
value than that of the sum of all the predicted stage cost terms from end of horizon 
time to infinity. 

z(t + Tp)
T Pz(t + Tp) ≥ 

∞∫

t+Tp

{
z(τ )T Wxz(τ ) + u(τ )Wuu(τ )

}
dτ (9)
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with u(τ ) = −Kz(τ ) ∈ U for all τ ≥ (t + Tp) and for all z(t + Tp) ∈ �. 
Solution to the standard optimal control problem (3) can be computed. Controller 

is designed using moving horizon framework. Accordingly, only the control move 
at time t is implemented as, 

u(t) = u∗(t) (10) 

Whole process is repeated at next time point t + δ with δ being the sampling time. 

2.3 Chen and Allgöwer’s Approach 

Before proceeding to the proposed arbitrary controller-based approach, a look at 
Chen and Allgöwer’s approach is required. Jacobian linearization around the origin 
as, 

dx(t) 
dt 

= Ax(t) + Bu(t) (11) 

where 

A =
[

∂f 
∂x

]

(0,0) 
and B =

[
∂f 
∂u

]

(0,0) 

One additional assumption is required at this stage. 

C7 The linearized system (11) is stabilizable. 

Terminal region characterization approach by Chen and Allgöwer is stated as follows:

� ≡ {
x ∈ Rn|xT PCAx ≤ α, −KCAx ∈ U}

(12) 

where linear gain KCA is the solution of the following modified Lyapunov equations: 

AT 
KCA 

P + PAKCA = − (
Wx + KT 

CAWuKCA
)

(13) 

KCA= (Wu)
−1 BT P (14) 

After KCA is available, AKCA = A − BKCA is computed and subsequently the termi-
nal penalty PCA becomes the steady-state solution of the modified Lyapunov equation 
given as follows:

(
AKCA + κI

)T 
PCA + PCA

(
AKCA + κI

) = −Q∗ (15) 

where 
Q∗ = Wx + KT 

CAWuKCA (16)
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Parameter κ > 0 is chosen such that κ < −Re[λmax (A − BKCA)]. Note that the 
expression Re[λmax (A − BKCA)] is the real part of the right most eigenvalue of 
AKCA i.e. eigen value having largest real part and it is negative due to the fact that 
linear matrix AKCA is stable by design. It can be noted that once stage cost weighting 
matrices Wx , Wu are chosen, there is barely any degree of freedom left to the designer 
for shaping of the terminal region. This results in a very conservative terminal region. 

3 Alternate Approach for the Terminal Region 
Characterization 

Arbitrary controller-based approach makes use of an arbitrary linear controller, which 
is typically designed using one of the methods such as Linear Quadratic Gaussian 
Control (LQGC) [19, 20], pole placement [21]. We prove the following theorem for 
arbitrary controller-based approach: 

Theorem 1 Let the assumptions C1–C7 hold true and a stable controller is designed, 
i.e., matrix AK = (A − BK) is stable. Let �Q be a positive definite matrix. Let P is 
the steady-state solution of the following Lyapunov equation: 

AT 
K P + PAK = −(Q∗ + �Q) (17) 

where Q∗ is given by (16). Then there exists constant α > 0 defining an closed region 
of the form

� ≡ {
x ∈ Rnx |xT Px ≤ α, −Kx ∈ U}

(18) 

such that the region � is invariant for the system with controller u(t) = −Kx(t). 
Additionally, for any x(t + Tp) ∈ � the inequality given by (19) holds true. 

z(t + Tp)
T Pz(t + Tp) ≥ 

∞∫

t+Tp

{
z(τ )T Wxz(τ ) + u(τ )Wuu(τ )

}
dτ (19) 

Proof Since AK = (A − BK) is stable, hence, the eigenvalues of AK are having neg-
ative real part. Using the solvability necessary condition of the Lyapunov equation, 
unique solution P > 0 can be calculated which solves (17). According to assumption 
C2, the origin 0 ∈ Rnu is inside the compact set U . Subsequently, one can compute 
γ which defines the upper bound set �γ as

�γ ≡
{
x ∈ Rnx |xT Px ≤ γ, −Kx ∈ U}

(20) 

Now, let 0 < α ≤ γ specify a region of the form given by Eq. (21).

� ≡ {
x ∈ Rnx |xT Px ≤ α

}
(21)
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As the input constraints are satisfied in �γ and � ⊆ �γ (by virtue of 0 < α ≤ γ), 
the system dynamics can be equivalently viewed as an input unconstrained system 
in the set �. Consider a vector �K (x) representing the nonlinearity in the system 
dynamics defined as

�K (x) = f(x, −Kx) − AK x (22) 

Note for a linear system �K (x) = 0. Consider a Lyapunov candidate defined as 

V (x) = xT Px (23) 

The time derivative of V (x) can be expressed as follows: 

dV (x) 
dt 

= 
dxT 

dt 
Px + xT P 

dx 
dt 

(24) 

Substituting from (22) into (24), 

dV (x) 
dt 

= xT
(
AT 

K P + PAK
)
x + 2xT P�K (x) (25) 

Using Eqs. (17) into (25), 

dV (x) 
dt 

= −xT
(
Q∗ + �Q

)
x + 2xT P�K (x) (26) 

Rearranging results in the following equation: 

dV (x) 
dt 

= −xT Q∗x + (−xT �Qx + 2xT P�K (x)
)

(27) 

Rearranging terms from the equation (26), 

dV (x) 
dt 

= −xT Q∗x + (−xT �Qx + 2xT P�K (x)
)

(28) 

Consider second term of the expression (28),

�(x) := (
xT �Qx − 2xT P�K (x)

)
(29) 

Using (29) in (28), 

dV (x) 
dt 

= −xT Q∗x − �(x) (30)
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If � is chosen such that

�(x) = (
xT �Qx − 2xT P�K (x)

) ≥ 0 (31) 

then 

dV (x) 
dt 

≤ −xT Q∗x (32) 

Integrating inequality (32) over the interval, [t + Tp, ∞), it follows that 

V (x(t + Tp)) ≥ 
∞∫

t+Tp 

x(τ )T Q∗x(τ )dτ (33) 

i.e. inequality (19) holds true for any x(t + Tp) ∈ �. 

Note that the two tuning matrices available to the controller designers are the 
linear gain matrix K and the additive positive definite matrix �Q, which provide 
large degrees of freedom for enlarging the terminal region. Since the linear gain 
matrix K is chosen arbitrarily, hence the name arbitrary controller-based approach. 

4 Terminal Region Characterization 

Theorem 1 gave conditions for explicit characterization of the terminal region. It is 
possible to numerically compute the terminal region and subsequently implement the 
NMPC controller. Steps for characterization of the terminal region using arbitrary 
controller-based approach are given below: 

S1 Computation of Upper Bound Set: 
Compute the largest value of γ such that inputs constraints are satisfied in the 
set �γ .

�γ ≡
{
x ∈ Rnx |xT Px ≤ γ, −Kx ∈ U}

(34) 

S2 Computation of the Terminal Region using inequality-based method: 
Compute the largest α ∈ (0, γ] such that

[
min 
x ∈ �

�(x)
]

= 0 (35) 

The condition given by (35) indicates that minimum of the function �(x) for all 
states inside the terminal region � is 0 i.e. �(x) is non-negative for all x ∈ �, 
which is the necessary condition for nominal asymptotic stability.
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Terminal region shape changes according to the computed P matrix and its size 
changes according to the value of α. In order to compare the size of the terminal 
regions, area is computed for state dimension of 2 as 

A2 = πα √
det(P) 

(36) 

5 Demonstration Case Study 

Consider a complex second order mathematical example presented in [18]. Equations 
for the system dynamics are given as follows: 

ẋ1 = −20x1 + 10x2 + 6u + 10x2 
1u (37) 

ẋ2 = 20x1 − 20x2 + 6u − 40x2 
2u (38) 

The terms x2 
1 and x

2 
2 represent the system nonlinearity. 

The terminal region is calculated in the neighborhood of the following point: 

Xs =
[
0 
0

]
and Us =

[
0
]

(39) 

Stage weighting matrices for state and input are chosen as follows: 

Wx =
[
0.5 0  
0 0.5

]
and Wu =

[
0.5

]
(40) 

The input constraint is stated as follows: 

U = {u ∈ R| −  0.1 ≤ u ≤ 0.1} (41) 

Linear gain for the approach by Chen and Allgöwer [12] is  

KCA =
[
0.4203 0.3538

]
(42) 

Tuning parameter is chosen as κ = −0.95 × Re[λmax (A − BKCA)] =  0.95 × 
10.5866 = 10.0573. Terminal region computed using approach given by Chen and 
Allgöwer [12] is �CA =

{
x: xT PCAx ≤ 0.0039

}
with an area of 0.1418 where 

PCA =
[
0.2281 0.3236 
0.3236 0.4920

]
(43) 

To simplify the numerical computation of the terminal region using the arbitrary 
controller-based approach, following parameterization is carried out:
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W̃x = ρxWx and W̃u = ρuWu (44) 

with ρx > 0 and ρu > 0 being the tuning parameters. 
Linear gain for the arbitrary controller-based approach is 

KAC =
[
0.4203 0.3538

]
(45) 

Note KAC = KCA because of the design procedure. Terminal region obtained using 
the arbitrary controller-based approach with tuning parameters ρx = 0.1 and ρu = 50 
is �AC =

{
x: xT PACx ≤ 0.0070

}
with an area of 0.3301 where 

PAC =
[
0.1817 0.1987 
0.1987 0.2415

]
(46) 

It can be observed that the terminal region obtained using the proposed arbitrary 
controller-based approach is approximately 2.32 larger by area when compared to 
the approach from the literature, i.e., approach by by Chen and Allgöwer [12]. 

Figure 1 presents a graphical comparison of the terminal regions obtained using 
the literature approach, i.e., approach by by Chen and Allgöwer [12] �CA (shown 
by blue color) and proposed arbitrary controller-based approach �AC (shown by 
magenta color). It can be observed that the terminal region �CA ⊂ �AC for the 
current example. 

Figure 1 also indicates that there are certain initial conditions which are feasible 
using the arbitrary controller-based approach and are infeasible using the approach 
by Chen and Allgöwer [12], for example, points A and B with prediction and control 
horizon time Tp equal to sampling time δ. 
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← Terminal region using arbitrary controller approach 
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Fig. 1 Graphical comparison of the terminal regions
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Table 1 Feasibility of the initial conditions using both the approaches 

Point Chen and Allgöwer [12] Arbitrary controller based 
approach 

A Infeasible Feasible 

B Infeasible Feasible 

C Feasible Feasible 

D Infeasible Infeasible 

Table 2 Minimum prediction horizon time required for feasibility of the initial conditions using 
both the approaches 

Point Chen and Allgöwer [12] Arbitrary controller based 
approach 

A Tp > δ Tp = δ 
B Tp > δ Tp = δ 
C Tp = δ Tp = δ 
D Tp > δ Tp > δ 

Table 1 presents a summary of the feasibility of the various initial conditions using 
both the approaches with Tp = δ. 

It is well known that smaller the prediction and control horizon time, smaller 
is the computation time required for MPC optimization routine [22]. Thus, having 
increased terminal regions is desired for any system. Table 2 presents minimum 
prediction and control time Tp required for feasibility of the various initial conditions 
using both the approaches. It may be noticed that for large number of initial conditions 
such as points A or B i.e., points where x(0) ∈ �AC and x(0) /∈ �CA, prediction 
horizon time is greatly reduced which results in reduction of the computation time per 
iteration for the MPC optimization routine. Current example efficiently demonstrates 
the utility of the proposed approach having larger degrees of freedom for increasing 
the terminal region. 

6 Conclusions 

Approaches available in the literature for the terminal region characterization for the 
MPC formulations (continuous time) provide limited degrees of freedom and often 
result in a conservative terminal regions. An arbitrary controller-based approach is 
proposed in the current work which exhibits a large degrees of freedom for increasing 
the terminal region. 

Effectiveness of the proposed approach is simulated using a second order complex 
mathematical system. In the case study, it is observed that terminal region area 
obtained using the proposed arbitrary controller-based approach is approximately
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2.32 times larger by area as compared to the largest terminal region obtained using 
Chen and Allgöwer’s approach from [12]. Future work would involve extending the 
result for the unequal prediction and control horizon times. 
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Cascade Controller Design Based on Pole 
Placement and Model Matching 
Technique 

Md. Atif Siddiqui, S. H. Laskar, M. N. Anwar, and Abhishek Yadav 

1 Introduction 

Franks and Worley [1] familiarize the cascade control structure (CCS) in 1956, and 
since then, it is commonly utilized in the chemical industry. Unlike conventional 
feed-back control, in the CCS, the corrective action begins before the final output 
diverges from the target. The CCS has two loops, one is inner or secondary loop, 
and the other is outer or primary loop. Lee et al. [2] came up with a design approach 
for controlling stable processes in CCS. In their method, the desired response is first 
obtained by an ideal controller, and then, the ideal controller is approximated into 
PID controller. Later on, Lee et al. [3] utilized two controllers and two filters in a 
CCS to handle the processes having unstable, integrating, and stable dynamics. Both 
the aforementioned approaches utilize the internal model control (IMC) scheme that 
is based first-order approximation of the actual process, i.e. order specific. 

Complex structures are also used in CCS to control various processes. Kaya [4] 
suggested the application of the conventional Smith predictor (SP) configuration in 
the primary loop of CCS, thereby making the CCS a complex structure. Later on, 
Kaya and Atherton [5] suggested improvement in CCS by the use of an IMC scheme
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in the inner loop and SP scheme with PI-PD configuration in the outer loop. Padhan 
and Majhi [6] also utilized a modified SP cascade structure where the controllers of 
the both the loops are designed based on the IMC approach and the direct synthesis 
(DS) approach. A complex delay compensator is used by Çakıroğlu [7] in both the 
loops (primary and secondary) to achieve advancement in closed-loop performance 
as compared to [6]. Raja and Ali [8] proposed a customized series CCS having three 
controllers for the integrating process. Dasari et al. [9] designed the controllers of 
the complex CCS based on the IMC approach with optimal minimization to achieve 
notable disturbance rejection. In the process industry, a cascade structure (not a 
complex one) with less number of filter/controller is usually preferred. 

Literature reveals that many researchers have made practical and effective appli-
cation of the direct synthesis method (DSM) for processes with stable dynamics 
[10–12]. The DSM is established on the desired closed-loop transfer function (DE-
CLTF) to get the required load disturbance or setpoint response. Another popular 
approach to tune the controllers is the pole placement method, where only poles 
are placed and zeros are left undetermined [13, 14]. Hence, in this paper, the CCS 
controllers in form of PID controllers are tuned based on the technique of matching 
the model in the frequency domain and placing the pole at the anticipated posi-
tion to achieve improved performance. The secondary controller is designed by 
performing (i) matching between the DE-CLTF and designed (DG-CLTF) in the 
frequency domain and (ii) placing the pole at the anticipated position. The same 
method is also used for calculating the gains of the primary controller by combining 
the secondary loop and the primary plant. Simulations study indicates the efficacy 
of the proposed method when compared with the recent literature. 

The work is documented as: Sect. 2 defines CLTF for both the loops. The secondary 
and the primary controller design are summarized in Sects. 3 and 4, respectively. 
Section 5 narrates guidelines for the time constant followed by Sect. 6, which reports 
simulation results and Sect. 7 which enlists the conclusion. 

2 CLTF for Both the Loops 

The CCS is given in Fig. 1 where Gc1, Gp1, C1, Gc2, Gp2, and C2 are the primary 
controller, outer process, output of outer loop, secondary controller, inner processes, 
and output of the inner loop, respectively. The output of Gc1 is R2 which serves as 
the target value for the inner loop. R1 is the target value for the outer loop. GL1 and 
GL2 are disturbance transfer functions. D1 and D2 are the two disturbance points.

The CLTF for the target response of the secondary loop is achieved as 

C2 

R2 
= Gc2G p2 

1 + Gc2G p2 
(1) 

The complete CLTF for servo response is obtained as
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G p1 (s)G p2 (s)G c2 (s)G c1 (s) 

G L1 (s)G L2 (s) 

R 1(s) 
C 1(s)C 2(s)                    +    + 

__

 R 2(s) 

D 2(s) D 1(s)

   +   + 

Inner loop 

Outer loop 

Fig. 1 CCS block diagram

C1 

R1 
= 

Gc1G p1 
Gc2G p2 

1+Gc2G p2 

1 + Gc1G p1 
Gc2G p2 

1+Gc2G p2 

(2) 

C1 

R1 
= Gc1G p1 

C2 
R2 

1 + Gc1G p1 
C2 
R2 

(3) 

3 Secondary Controller Design Method 

Gc2 is used to suppress effect of disturbances and parametric uncertainty in the 
secondary system before the controlled variable gets affected. 

The Gc2 is a PID controller here and is given by 

Gc2 = K p2 + 
Ki2 

s 
+ Kd2s (4) 

where Kp2, Ki2, and Kd2 are the proportional, integral, and derivative gain of the 
controller, respectively. 

The DE-CLTF is selected as

(
C2 

R2

)
Desired 

= 
e−θ2s 

λ2s + 1 
(5) 

Here, the DE-CLTF is in rational polynomial form that contains time delay term 
θ 2 as it cannot be eliminated by any controller. The DE-CLTF also contains λ2 to 
regulate the speed of the system. 

The characteristic equation for the inner loop is 

1 + Gc2G p2 = 0 (6)
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The required transient response may be obtained by placing the closed-loop pole 
at s = −1

/
λ2. Putting s = −1

/
λ2 in (5) with (4) will yield 

K p2 − Ki2λ2 − 
Kd2 

λ2 
= −1 

G p2(−1
/

λ2) 
= X1 (7) 

The desired steady-state performance may be achieved by matching the DE-CLTF 

and DG-CLTF
(
C2 
R2

)
at very low-frequency points, say ω = 0.001 rad/sec. The low-

frequency point is considered with respect to the bandwidth of the DE-CLTF. For 
detail description, please refer to [13]. 

Matching between the DE-CLTF and DG-CLTF is mathematically expressed as 

Gc2( jω)G p2( j ω) 
1 + G p2( j ω)Gc2( jω) 

=
(
C2 

R2 
( j ω)

)
Desired 

(8) 

Matching done at the lower frequency region say ω = 0.001 rad/sec results in a 
good approximation of Gc2 into PID controller. In most methods [2, 3, 9, 17], the 
Taylor series or Pade approximation is utilized to realize the controller into a PID 
controller. Thus, the strategy proposed is exempted from order diminution, i.e. higher 
order into lower order and the rational approximation of dead time. 

Gc2( jω) =
(
C2 
R2 

( j ω)
)
Desired 

G p2( j ω)
(
1 −

(
C2 
R2

)
Desired

) (9) 

K p2 + 
Ki2 

jω 
+ Kd2 j ω =

(
C2 
R2 

( j ω)
)
Desired 

G p2( j ω)
(
1 −

(
C2 
R2

)
Desired

) = A (10) 

j

(
Kd2ω + 

−Ki2 

ω

)
+ K p2 = imaginary(A) + real(A) (11) 

Separating real and imaginary parts from (11) 

K p2 = real( A) (12) 

j

(−Ki2 

ω 
+ Kd2ω

)
= imaginary(A) (13) 

The Eqs. (7), (12), and (13) may be arranged as 

⎡ 

⎢⎣ 
1 −λ2 

−1 
λ2 

1 0 0  
0 −1 

ω ω 

⎤ 

⎥⎦ 

⎡ 

⎣ 
K p2 
Ki2 

Kd2 

⎤ 

⎦ = 

⎡ 

⎣ X1 

real(A) 
imaginary(A) 

⎤ 

⎦ (14)
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The parameters of the inner loop PID controller are obtained by solving (14). 

4 Design of Primary Controller 

The inner loop is now combined with the primary plant and then the used for calcu-
lating the gains of Gc1. The CLTF of the outer loop is obtained by (3) where Gc1 is 
considered as 

Gc1 = K p1 + 
Ki1 

s 
+ Kd1s (15) 

The characteristic equation is given by 

1 + Gc1G p1 
C2 

R2 
= 0 (16) 

Gc1(s) = 
−1 

G p1 
C2 
R2 

(17) 

Putting s = −1
/

λ1 in (17) yields 

K p1 − Ki1λ1 − 
Kd1 

λ1 
= −1 

G p1
(

−1 
λ1

)
C2 
R2

(
−1 
λ1

) = X2 (18) 

Frequency response matching between C1 
R1 

and
(
C1 
R1

)
Desired 

is done. The frequency 

point chosen is very low, say ω = 0.001 rad/sec to maintain good steady-state 
performance. 

The DE_CLTF for primary loop is considered as

(
C1 

R1

)
Desired 

= 
e−θ1s 

τcs + 1 
, τc = λ1 (19) 

Here, θ 1 and λ1 are dead time and tuning parameter, respectively, of DE_CLTF.

(
C1 

R1

)
Desired 

= 
C2 
R2 
G p1Gc1 

1 + C2 
R2 
G p1Gc1 

(20) 

Gc1( j ω) =
(
C1 
R1 

( j ω)
)
Desired 

G p1( j ω)
(
C2 
R2 

( j ω)
)(

1 −
(
C1 
R1 

( j ω)
)
Desired

) = B (21)
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K p1 + j
(−Ki1 

ω 
+ Kd1ω

)
= real(B) + imaginary(B) (22) 

From (22), separating the real and the imaginary parts 

K p1 = real(B) (23) 

j

(−Ki1 

ω 
+ Kd1ω

)
= imaginary(B) (24) 

Thus, matrix is formed by using the Eqs. (18), (23), and (24) 

⎡ 

⎢⎣ 
1 −λ1 

−1 
λ1 

1 0 0  
0 −1 

ω ω 

⎤ 

⎥⎦ 

⎡ 

⎣ 
K p1 
Ki1 

Kd1 

⎤ 

⎦ = 

⎡ 

⎣ X2 

real(B) 
imaginary(B) 

⎤ 

⎦ (25) 

The parameters of Gc1 are thus achieved. 

5 Guideline for Closed-Loop Time Constant 

Closed-loop response speed depends upon λ1 and λ2. So, λ1 and λ2 should be care-
fully adjusted so that the maximum sensitivity comes in the range of 1–2. Maximum 
sensitivity (Ms) is given  by  

Ms = max 
0<ω<∞

∣∣(1/1 + Gc( j ω)G p( j ω)
)∣∣ (26) 

6 Simulation Results 

The performance of the proposed scheme is measured by observing integral absolute 
error (IAE) value which is evaluated by 

IAE =
∫ ∞ 

0 
|r (t) − c(t)|dt (27)
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6.1 Example-1 

In this example, a first-order plus dead time (FOPDT) process is taken as 

G p1 = e−10s 

100s + 1 
, GL1 = e−10s 

100s + 1 
, G p2 = 

2e−2s 

20s + 1 
, GL2 = 1 (28) 

Sadasivarao and Chidambaram [15] have tuned the PID controllers for cascade 
control systems by applying a genetic algorithm. For comparison, the proposed 
method is compared with the method of [15] and the method of Krishnaswamy et al. 
[16]. In Krishnaswamy et al. [16] method, the values of the controller are retrieved 
by the integral time absolute error method. The gains of the controllers achieved 
by the proposed scheme [15, 16] are shown in Table 1. Controller designed by the 
suggested method is found to have maximum sensitivity of 1.66 and 1.64 for inner 
and outer loop, respectively. The performance of the system is estimated by applying 
a unit setpoint step change at t = 0 s. The resulting response obtained is shown in 
Fig. 2. The regulatory performance of the system is evaluated by applying a unit 
change in the load D2 and D1 at t = 0 s and 150 s, respectively. The resulting results 
are displayed Fig. 3 which the suggested approach gives superior performance with 
smaller overshoots and faster disturbance rejection in comparison with [15, 16] under 
nominal conditions. Assume perturbation of −10% in time constant and + 10% in 
dead time and gain of both the plants. The response generated under the perturbed 
condition as shown in Fig. 4 indicates that the proposed scheme and the scheme of 
Krishnaswamy et al. remain robust whereas the method suggested in [15] becomes 
unstable. Furthermore, the superiority of the presented approach is also specified by 
the lesser IAE values obtained in comparison with the other two methods as shown 
in Table 1.

6.2 Example-2 

Consider a higher plant [17] as  

G p2(s) = 100 

(s + 1)(0.0015s + 1)2 
, G p1(s) = 50 

(0.12s + 1)(0.75s + 1) 
GL2 = 1, GL1 = 1 

(29) 

The controller design by Azar and Serrano [17] requires the approximation of the 
Gp1 and Gp2 by using half rule into the second-order and first-order plant model with 
time delay, respectively. But the presented approach requires no such approximation 
and is directly applied on the aforementioned plant. 

For the purpose of comparison, the setpoint response and the regulatory response 
are produced by applying a servo change of 1 amplitude at time 0 s and unit load
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Table 1 Comparison of performance 

Method Gc2 Gc1 IAE 

Kp2 Ki2 Kd2 Ms Kp1 Ki1 Kd1 Ms D2 D1 R1 

Example-1 

Proposed 3.44 0.9 1.995 1.6 6.7 0.061 20.5 1.6 0.93 18.0 19.9 

λ2=20 λ1=100 

Sadasivarao 
and 
Chidambaram 

3.99 0.8 0.136 3.1 6.97 0.058 9.25 1.6 16.9 17.1 20.1 

Krishnaswamy 
et al. 

2.97 – – 1.6 7.3 0.036 – 1.9 4.56 35.9 40.1 

Example-2 

Proposed 0.22 0.219 0.00044 1.02 0.09 0.114 0.01 1.2 0.6 0.18 0.18 

λ2=0.0455 λ1=0.1842 

Azar and 
Serrano 

0.217 0.217 0.00033 1.02 0.06 0.129 0.003 8.7 7.7 0.31 0.31 

Fig. 2 Setpoint response for 
example 1 
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Fig. 3 Load disturbance 
response for example 1
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Fig. 4 Response under 
perturbed conditions for 
example 1 
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Fig. 5 Setpoint response for 
example 2 
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Fig. 6 Load disturbance 
response for example 2
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disturbances change of amplitude 1 for D2 and D1 at time 0 s and 8 s, respectively. 
Figures 5 and 6 show the resulting figures. The IAE value obtained is shown in 
Table 1. Results and table indicate that the performance of the suggested approach 
is better in comparison with that of Azar and Serrano [17]. In the practical world,
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Fig. 7 Noisy response for 
example 2 
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noise emerges from many sources to name a few are the control valves, system itself, 
other devices utilized in signal measurement, etc. To validate the success of the 
suggested approach under noisy circumstances, simulation is performed in the noisy 
environment having seed value of zero and noise power and sample time value of 0.1 
on the system output. The response obtained is illustrated in Fig. 7. One can conclude 
from the figure that the suggested approach is less responsive to the external noise 
in comparison with the method of Azar and Serrano. 

7 Conclusion 

A simple design method has been proposed for designing the controllers in the CCS. 
The controllers are designed by placing the pole at the desired location and matching 
the DE-CLTF with DG-CLTF in frequency domain. With the proposed method, a 
large range of processes can be controlled in CCS. The method also gives exemption 
from the approximation of dead time. Thus, the suggested approach is directly applied 
on the models without approximating them into a lower order. This being the main 
benefit of the suggested approach. Moreover, the suggested approach succeeds in 
providing a good setpoint and better load disturbance performance when compared 
with the existing ones mentioned in the literature. 
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Design and Performance Analysis 
of Different Event-Triggering Policies 
with Sliding Mode Control Strategy 

Asifa Yesmin, Krishanu Nath, and Manas Kumar Bera 

1 Introduction 

In the past decade, networked-control systems (NCSs) [1] where the control loops 
are connected by a common digital network are extensively used due to its high relia-
bility, low cost of installation and maintenance. In NCSs, large network transmission 
load, delayed transmissions, and limited bandwidth are the inherent limitations. To 
overcome such issues, significant efforts have been devoted on analysis and design 
of NCSs. A paradigm of control strategy such as event-triggered control (ETC) [2] 
is one of the prominently suited control technique which is widely used for NCSs 
to overcome such difficulties. In the event-triggered method, the control signal is 
updated at discrete instant of time only when some preassigned condition or thresh-
old is violated. This threshold is named as the event condition which is dependent on 
the system states/outputs. Due to the need-based nature of sampling, the ETC design 
can reduce the wastage of communication and computational resources. 

Based on the design of the threshold condition and its implementation, different 
event-triggering policies have been introduced in the literature. Each of the trig-
gering polices is associated with different advantages such as higher inter-sampling 
time, less computational complexity, and minimum hardware requirement for their 
implementation. A fixed threshold condition-based design of ETC results in static 
event-triggering mechanism [2, 3] which is the most widely used triggering policy. 
This triggering mechanism is simple and easy for implementation. To increase the 
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inter-sampling time, a time-varying triggering law is introduced in literature [4]. 
In the time-varying triggering mechanism, the event condition is designed with a 
time-varying function which usually consists of a constant scalar with a decaying 
function. It will coincide with static triggering scheme when the decaying function 
is absent in time-varying triggering mechanism. Other than the time-varying trig-
gering policy, a concept of dynamic threshold condition has been introduced which 
aims to enlarge the inter-sampling time known as dynamic triggering policy [5]. 
In the dynamic triggering policy, the event condition involves the constant design 
parameter along with the dynamic variable which is usually described by a first order 
differential equation. The solution of the differential equation is used to enable the 
triggering mechanism. It has been observed that this scheme can achieve better result 
with respect to static triggering in terms of reduced number of event generation. To 
implement the abovementioned triggering policies, a dedicated hardware is required 
for the continuous monitoring of the states/outputs. To relax the requirement of this 
dedicated hardware, a new triggering mechanism is proposed, called self-triggering 
policy [6, 7]. In self-triggering policy, the triggering instants are generated based on 
the last sampled information of the states/output. Most of the early design of ETC 
does not consider the effect of disturbance on the system. Also, the system stability 
has been derived based on input-to-state-stability. 

To deal with the uncertainties and disturbances, the event-triggered mechanisms 
were designed with robust control techniques and one of which is ET-SMC. SMC 
can ensure the robust performance of the system with matched perturbations [8]. The 
philosophy of SMC is to design a control law such that the system trajectories evolves 
on a hyper-plane, called the sliding manifold in the state space which ensures stability 
and robustness. The detailed design procedures for SMC can be found in the book 
[9]. In ET-SMC, the system doesn’t slide exactly on the hyper-plane but remains in its 
vicinity. This notion of sliding mode named as practical sliding motion. Many works 
can be found on event-triggered design and implementation of SMC [10–16]. The 
initial designs of ET-SMC [14] used static triggering policy, where the authors have 
showed that the event-triggered design of SMC ensured a practical sliding motion 
and the system trajectories will converge inside a band. The band size will be decided 
by the event design parameter only. This result is different from the discrete-time 
SMC, where the band of quasi sliding motion is dependent on the bound of the 
disturbance and sampling time. To achieve the robust stability with reduced number 
of control updates, ET-SMC was designed with time-varying triggering policy in 
[12]. The design has achieved larger inter-sampling time with the cost of greater 
discontinuous gain. The design of ET-SMC with dynamic event-triggering policy 
was introduced in [10]. The design has ensured the greater inter-event time with 
partially relaxing the dependency on the switching gain of the event design parameter. 
In [15], the self-triggered-based SMC has been designed and analyzed. It was shown 
that the system can achieve reduced number of control updates compared to the 
time-triggered implementation. The disadvantage of the self-triggering-based SMC 
is that it over-approximates the disturbance to its maximum value and computes the 
next triggering instance which causes lower inter-sampling time compared to the 
event-triggered designs.
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In this work, the sole objective is to introduce and discuss the various triggering 
policies for ET-SMC. We also include a comparative analysis of different triggering 
policies by simulation of numerical example. 

2 System Description and Problem Formulation 

Consider a perturbed linear time-invariant system dynamics given by the following 

ż(t) = Az(t) + B(u(t) + f(t)) (1) 

where z(t) ∈ Rn is the states of the system and u(t) ∈ R is the control input respec-
tively. A ∈ Rn×n and B ∈ Rn are known constant matrices. f(t) is the matched per-
turbation which is bounded. The following assumptions are considered which are 
valid through out the work. 

Assumption 1 The matrix pair (A, B) is controllable. 

Assumption 2 The matched perturbation is bounded and is given such that 
supt≥0 |f(t)| ≤  f0. 

The system (1) is connected to the controller using a shared communication 
channel as shown in Fig. 1. The event generator monitors the system states and 
generates the triggering instances. As the triggering occurs, the state information is 
sampled as z(ti ) which is sent to the controller, and then, the controller computes 
the control law and gets updated at the actuator end using zero-order hold (ZOH). 
To design an event-based sliding mode control strategy, we use the emulation-based 
approach. Thus, it is required to design a continuous time controller followed by a 
suitable triggering law such that the stability of the event sampled system can be 
ensured. 

Fig. 1 Event-based SMC system
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With the assumption 1, the regular form of the system (1) can be written as 

ż1(t) = A11z1(t) + A12z2(t) (2a) 

ż2(t) = A21z1(t) + A22z2(t) + B2(u(t) + f(t, z)) (2b) 

where z1(t) ∈ Rn−1, z2(t) ∈ R, and B2 /= 0, respectively. It is observed that from 
the assumption 1, the pair (A11, A12) is controllable. 

Let CT 
1 ∈ Rn−1 be chosen such that the matrix (A11 − A12C1) is Hurwitz. Now, the 

sliding surface is designed as s(t) = Cz(t) = [C1 1]z(t) where CT = [C1 1]hT ∈  
R

n . Then, the below-mentioned set 

S := 
{ 
z(t) ∈ Rn : s(z) = Cz(t) = 0 

} 
(3) 

defines a stable sliding manifold for the system (2). Thus, the states asymptotically 
reach to the sliding manifold toward the origin, and there exists a τ ≥ 0 such that 
z(t) ∈ S for all t ≥ τ . This motion is called as sliding mode in the system. The control 
law u(t) which forces the trajectories toward the sliding manifold in some definite 
time is given by 

u(t) = −(CB)−1 (CAz(t) + Qsign(s(t))) (4) 

where Q > f0||CB||. The control law (4) is discontinuous in nature, and the solutions 
of the closed-loop system with this control signal can be understood in the sense of 
Filippov [17]. During sliding motion s(z) = 0, thus s(z) = C1z1 + z2 = 0. From  
this, it can be written further as z2 = −C1z1. From equation (2a), substituting z2 = 
−C1z1, the dynamics of the reduced-order system can be shown as 

ż1(t) = (A11 − A12C1) z1(t) (5) 

By the appropriate choice of C1, the asymptotic stability of the reduced-order sys-
tem Acs = (A11 − A12C1) can be ensured. Now, in the event-triggering mechanism, 
the states are sampled only at some discrete instant of time when the preassigned 
threshold is violated. At that instant of time, the control signal will be updated. The 
control law (4) can be written with the event-triggered sampled states as 

u(t) = −(CB)−1 (CAz(ti ) + Qsign(s(ti ))) (6) 

for all t ∈ [ti , ti+1) and i ∈ Z≥0. Here  ∆Ti := ti+1 − ti is defined as the inter-event 
execution time. The control signal is updated at the triggering instant ti , and it remains 
same till the next instant ti+1 using a ZOH, i.e., u(t) = u(ti ) for ∀ t ∈ [ti , ti+1). The  
error e(t) = z(ti ) − z(t). Thus, the error is the difference between the present and 
the previous measured state of the system, which grows for all t ∈ [ti , ti+1) due to 
the event-triggered implementation of the controller. This error is used to design the 
different triggering policies.
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In the next section, we introduce the design of different triggering policies for the 
implementation of the control law (6). 

3 Design of Event-Triggering Policies 

The different event-triggering policies have different event design rules based on 
which the triggering instants are generated and control signal is updated. The different 
triggering mechanisms are as follows. 

3.1 Static Event-Triggering Policy 

The first form of triggering policy is the static triggering mechanism where the error 
e(t) is monitored until it reaches a threshold which is constant. The triggering policy 
is given by 

ti+1 = inf{t ∈ [ti , +∞): ||e(t)|| ≥  σα} (7) 

where σ ∈ (0, 1) and α > 0 are design constants. This type of triggering usually 
results in a greater number of control updates during the transient phase of the 
system response and settle around a steady band as the system reaches steady state. 

3.2 Time-Varying Triggering Policy 

The time-varying triggering introduces a time-dependent function. Usually, the 
design function has a decaying nature, to achieve larger inter-sampling time in the 
transient phase of the response. The triggering rule is given by 

ti+1 = inf{t ∈ [ti , +∞): ||e(t)|| ≥  γ(t)} (8) 

where γ(t) is a time-varying function. One of the widely used function is given by 

γ(t) = ρe−at + ς (9) 

where ρ > ς > 0 and a > 0 are the design parameters. If ρ is chosen to be zero, this 
converges to the static triggering rule. Further, it may be observed that at steady state, 
the effect of the decaying term vanishes, and thus, the time-varying triggering and 
static triggering will have same behavior. This triggering mechanism can achieve 
improved performance if the event design parameters are appropriately chosen and 
also, can guarantee the minimum inter-event execution time even if the constant 
design parameters become zero.
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3.3 Dynamic Event-Triggering Policy 

The dynamic event-triggering rule is based on introduction of a scalar dynamics 
that acts as a filter for the event condition. The output of the filter is used in the 
triggering rule to achieve a larger inter-event time. This triggering mechanism can 
achieve sparser-triggering instants which may result in reduced control computation. 
The sampling mechanism is governed by 

ti+1 = inf{t ∈ [ti , +∞): ||e(t)|| ≥  σα + �(t)} (10) 

where �(t) is an internal dynamic variable. The dynamics of the variable can be 
chosen as 

�̇(t) = −χ(�(t)) + φ (α, |s(t)|, ||e(t)||) , �(0) = �0 (11) 

where χ(·) is a continuous class K∞ function, φ (·) is a design function, α > 0 and
�0 > 0 are the design parameter. The output �(t) for the above dynamics can be 
perceived as the nonlinear-filtered output of φ (α, |s(t)|, ||e||). The dynamics can be 
chosen in many ways to achieve stability and sparser-triggering instants. 

3.4 Self-triggering Policy 

The above three triggering polices are dependent on the signal e(t), and the trigger-
ing is achieved by continuous monitoring of e(t) which requires a dedicated hard-
ware. To alleviate the problem of continuous monitoring of e(t), the self-triggering 
mechanism is designed by choosing the next sampling as the calculated minimum 
inter-event execution time. The next triggering instant generation is evaluated based 
on information at t = ti . Thus, the next sampling instance ti+1 for self-triggering 
scheme is given by 

ti+1 = inf{t ∈ [ti , +∞): ||e(t)|| ≥  ti + .(t, ti )} (12) 

where .(t, ti ) is the lower bound of minimum inter-event time which is dependent 
on f0. In practical scenario, the upper bound of the disturbance f0 is unknown. In such 
case, the over estimation of f0 may lead to smaller inter-event execution time. 

The abovementioned four triggering polices have been considered here for the 
design of ET-SMC. Next, we introduce the notions of stability for the closed-loop 
system with the plant (1), sliding variable (3), control law (6) for the different trig-
gering polices.
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4 Stability Analysis 

This section presents an outline of the stability analysis. The stability analysis of 
ET-SMC is carried out by choosing a Lyapunov candidate as 

V(s) = 
1 

2 
sT(t)s(t) (13) 

and evaluating its behavior in the interval t ∈ [ti , ti+1). The system trajectories 
are then shown to be convergent by establishing the reachability condition (i.e., 
s(t)ṡ(t) <  −η|s|) by ensuring a sufficient switching gain which compensates the 
disturbance and the sampling error ||e(t)||. Once this reachability is met, it can be 
assured that s(t) hits the manifold S in finite time. As the trajectories cross the man-
ifold, it will grow, and the growth is restricted as the next triggering occurs, and 
the trajectory falls back toward the manifold. Thus, the sliding variable growth in 
the interval t ∈ [ti , ti+1) can be calculated by finding |s(t) − s(ti )|. Thus, the system 
trajectories of s(t) are ultimately bounded in the vicinity of the manifold S. A general 
form of the ultimate set of the sliding variable is given by 

∑ = 
{ 
z ∈ Rn: |s(t)| ≤  ∆ 

} 
. (14) 

where ∆ is a positive value dependent on the event design parameters. In literature, 
∆ is often referred to as practical sliding mode band. This form of stability analysis 
is valid for static triggering policy, time-varying triggering policy, and self-triggering 
policy. In case of a dynamic triggering policy, a Lyapunov candidate is chosen in the 
form 

W (s,�) = V (s) + �. (15) 

The stability analysis is similar to that of the other cases where the reachability 
condition has to be satisfied for finite time reaching of the sliding variable which 
means Ẇ (s,�) <  −η|s(t)|. The detailed proof for each of the cases is given in [10, 
13]. 

Once the stability of s(t) is guaranteed, we need to establish the stability of the 
reduced-order system which is governed by 

ż1(t) = (A11 − A12C1) z1(t) + A12s(t) (16) 

The stability of the above dynamics can be shown by treating s(t) as a non-vanishing 
bounded perturbation (see [18]). To avoid the Zeno phenomenon of the system, ∆Ti 

must be greater than zero. The rate of maximum growth of ||e(t)|| is calculated to 
establish that fact and the differential inequality can be solved using comparison 
lemma (see [18]). The minimum inter-event time is calculated as .(t, ti ) which is 
used to define the triggering law for the self-triggered policy.
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To have a quantitative comparison of the ET-SMC designed with different trig-
gering policies, a numerical example is chosen to simulate it. 

5 Numerical Examples 

This section includes the simulation results of the event-triggered SMC with different 
triggering policies for a second-order perturbed system. We consider here a double 
integrator system which is analogous to many practical systems in the domain of 
control engineering. The system is described by 

ż = 
[ 
0 1  
0 0  

] 
z + 

[ 
0 
1 

] 
(u(t) + f(t)) (17) 

where z = [z1 z2]T is the state vector with the initial condition is considered as z(0) = 
[1 − 1]T. The perturbation is considered as f(t) = 0.2 sin(10t) + 0.1sign(z1z2). We  
start with the design of a stable sliding surface given by s = z1 + z2. The control 
law (6) with the design parameters C = [1 1]T and the switching gain Q =1.2 is 
applied on the perturbed double integrator system for all four triggering policies. 
We choose α = 0.1 and σ = 0.99 for the static triggering case. The time-varying 
triggering condition is designed using the function γ(t) = 0.9e−0.8t + 0.1 such that 
at steady state, the value converges to 0.1 ensuring the same steady-state band of 
the sliding variable as in the static case. In the dynamic event-triggered case, we 
continue with the design with same value of α, i.e., 0.1, and the dynamics of the 
dynamic variable is given by 

�̇(t) = −2�(t) − �(t)|s(t)| +  (α − ||C||||A||||e(t)||)|s(t)| 

with �(0) = 100 as in [10]. To implement the self-triggering scheme, we use the 

value of .(t, tk) = 1 
||A|| ln  

[ 
1 + σα 

||C||(ζ||z(ti )||+β) 

] 
from [15] to generate the triggering 

sequence with σ=0.99 and α = 0.1, where β = ||B(CB)−1Q|| + ||B|| f0 and ζ = 
||A − B(CB)−1CA||. The simulated results for the four type of triggering schemes, 
i.e., static triggering, time-varying triggering, dynamic triggering, and self-triggering 
are shown in Figs. 2, 3, 4 and 5, respectively. 

In case of static triggering policy, the system-state trajectories are plotted in Fig. 2a. 
It may be noticed that both the states z1 and z2 converge and achieve practical 
stability. The sliding variable is plotted in Fig. 2b where it converges to the practical 
sliding manifold in definite time and stay thereafter. In Fig. 2c, the evolution ||e(t)|| 
is presented along with its envelope σα. As  ||e(t)|| grows and hits the envelope, a 
triggering occurs, and the state information is sent to the controller, and the control 
signal is updated. Simultaneously, the sampled value of states is also updated which 
causes e(t) = 0. Now, the system evolves in an open-loop manner, and e(t) grows
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Fig. 2 Evolution of a system states, b sliding variable, c threshold, d inter-event execution time 
for event-triggered SMC with static triggering condition 
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Fig. 3 Evolution of a system states, b sliding variable, c threshold, d inter-event execution time 
for event-triggered SMC with time-varying triggering condition 

and subsequently reaches the threshold value resulting in next sampling instance. 
The inter-event execution time is plotted in Fig. 2d. The inter-event time is observed 
to be in a band with all values greater than zero ensuing Zeno-free behavior of the 
closed-loop system. 

The response of the system (17) with the same control law and a time-varying 
(an exponentially decaying) threshold condition (9) is shown in Fig. 3. The state 
trajectories and sliding variable are plotted in Fig. 3a, b where the states and the 
sliding variable are convergent. As the band of the sliding variable is governed by 
the event design function γ(t), it can be observed to have a larger band size during 
the initial phase of response. The plot of ||e(t)|| and γ(t) is given in Fig. 3c. Similar
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Fig. 4 Evolution of a system states, b sliding variable, c threshold, d inter-event execution time 
for event-triggered SMC with dynamic triggering condition 

to the static triggering case, ||e(t)|| grows from 0 to γ(t), and the sampling instances 
are generated. As the function γ(t) converges to its steady-state value, the triggering 
occurs in a similar fashion to the static case. From the Fig. 3d, it is observed that 
the inter-event execution time starts with a larger value at around 0.3 s compared 
to the static case where it was approximately 0.35 s. This saves the burden on the 
communication networks during initial phase only. Finally, the steady-state behavior 
of ∆Ti is same for both the static and time-varying cases. 

The simulated results with dynamics triggering policy are presented in Fig. 4. 
From Fig. 4a, it can be noticed that the system states are convergent but require 
higher settling time to converge to their ultimate bound. The evolution of the sliding 
variable is plotted in Fig. 4b, where the system trajectories achieve practical sliding 
motion but with greater reaching time than the other two cases of triggering policy 
which are discussed above. The dynamic variable is plotted in Fig. 4c, where the 
black-dashed line is of the envelope σα + �. As  σα ≈ 0.1 during the initial phase, 
the triggering is mainly governed by � which decays to zero as time progresses. 
Finally, the envelope converges to σα which means at steady state, the sampling 
occurs as like in the static triggering case. The plot of inter-event execution time 
with dynamic triggering policy is given in Fig. 4d. Here in the initial phase, the inter-
event time is greater than the case of static triggering and the time-varying triggering 
case. This reduction of control updates is dependent on the initial condition of �(t). 
The decay of the�(t) cannot be controlled by the designer because it is coupled with 
the evolution of s(t). On the other hand, in the design of the time-varying triggering 
policy, the designer has flexibility on the choice of the function γ(t) where the decay 
rate can be fixed arbitrarily. 

The simulated results for self-triggered SMC are presented in Fig. 5 where the 
response of the system is similar to that of the static triggering case. The implemen-
tation of this scheme does not require the continuous information of the states and is
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Fig. 5 Evolution of a system states, b sliding variable, c threshold, d inter-event execution time 
for event-triggered SMC with self-triggering condition 

dependent on the last sampled value. One shortcoming of the strategy is that if the 
bound of the disturbance is exactly not known, then the inter-sampling time may be 
unnecessary small, leading to over-utilization of the network resources. 

To have a quantitative comparative analysis of the system performance with differ-
ent triggering policies, we introduce some performance indices which are Nup as the 
total number of control updates; Nuse as the total network usage; tavg as the average 
time between two consecutive sampling and SIA as the integral of the absolute slid-
ing variable. In this comparison, we have added the case of time-triggered controller 
implementation with the sampling time of 0.01 s. The performance indices are shown 
in Table 1. It can be observed that ET-SMC with all event-triggering policies require 
reduced number of control updates compared to time-based triggering. Among the 
event-triggered policies, dynamic triggering has the least number of control updates 
followed by time-varying triggering, which leads to greater average value of inter-
sampling time and reduced usage of the communication network. The effect on the 
performance of the closed-loop system can be understood using SIA, which is larger 
for the dynamic triggering case and smallest for time-triggered case. It is clearly 
visible that the performance of the system deteriorates with the cost of increased 
inter-sampling time. This trade-off needs to be taken care based on the application. 
If precise tracking/stabilization is required, the magnitude of the threshold condition 
must be smaller and vice versa. 

6 Conclusions 

In this paper, the design of ET-SMC strategy with different triggering policies has 
been analyzed for a perturbed LTI system. The design methods include different 
event conditions, namely static triggering, time-varying triggering, dynamic trig-
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Table 1 Effect on the performance indices with different triggering policies 

Triggering policy Nup Nuse (%) tavg (s) SIA 

Time-triggering 1000 100 0.010 1.69 

Static triggering 199 1.99 0.053 2.48 

Time-varying triggering 141 1.41 0.071 2.71 

Dynamic triggering 140 1.40 0.072 2.91 

Self-triggering 217 2.17 0.046 2.33 

gering, and self-triggering. The outline of the systems stability is presented with 
a generalized Lyapunov function considering all the triggering mechanisms. The 
numerical simulation results are analyzed for different triggering mechanisms. A 
comparative table has been presented to show the effect of different triggering poli-
cies on the system performance, and it has been observed that with the appropriate 
choice of event design parameters, among all the triggering policies, the dynamic 
ET-SMC outperforms with respect to control update and network usage. 
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Effect of Sampling and Simulation 
of Wireless Networked Control System 
Using TrueTime and MATLAB: 
A Comparative Study 

Vijay R. Dahake, Mukesh D. Patil, and Vishwesh A. Vyawahare 

1 Introduction 

1.1 What Is WNCS? 

Recently, there has been tremendous progress in wireless networking, sensing control 
and computing which are revolutionizing how control systems interact with informa-
tion and physical process such as cyber physical system (CPS), tactile Internet and 
Internet of things [1]. Wireless or wired networked control systems (NCS) are com-
pletely distributed real-time feedback control system in which sensors to controller 
(S–C) and controller to actuator (C–A) communication, i.e., exchange of feedback 
signal, control signals take place among system components like sensor, actuator in 
the form of information packets through wireless network which always have lim-
ited bandwidth. Sensors continuously read the output of process and due to limited 
bandwidth of wireless network, sensors do not send output as it is, to the controller 
through wireless network. Instead, sensor’s output is continuously sampled at fixed 
rate such that this rate is sufficient to recover the system output successfully, and 
then, it is sent to the controller (S–C) through wireless network. The controller then 
compares this output with reference input, accordingly generates the control signal 
and sends this signal to the actuator. The actuator accordingly reacts with and gener-
ates actuating signal to adjust input signal to the plant so that it will produce desired 
output. Wireless NCS is a very vast area. Research in WNCS may be divided into 
two main types: (a) control of network and (b) control through or over network [2]. 

(a) Control of network 

Under this class, the researcher can work on the issues of communication network 
such as routing control, congestion control and communication protocol. 
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(b) Control through or over network 

Under this class, the researcher can pay attention on the design and control of systems 
that uses wireless network as a medium for transmission of data. 

Control over network guarantees the quality of service (QoS) and the quality of 
control (QoC) both. QoS concerned with transmission rates and error rates. QoC 
concerned with the stability of the system subjected to different conditions. Simul-
taneous achievements of both QoS and QoC are a major objective of research in 
NCS. 

Research on networked control system allows us to work on different areas like 
(a) methods for design of robust controllers for NCS, (b) modeling of time delay in 
the NCS, (c) modeling of packet loss in networked control systems, (d) analysis of 
stability in networked control systems, (e) synthesis of network types and commu-
nication protocols. Wireless communication network shows different performance 
limitations [3] and effects on the linear or non-linear NCS which are given as—(i) 
Time delays and jitter induced due to network (ii)Disordering of the sent and received 
communication packets (iii) Limited bandwidth of wireless network (iv) Types of 
protocol used during communication, e.g. Ethernet (v) synchronization and timing 
characteristics of networked devices e.g. sensors and actuator (vi) Controller’s lim-
ited computational power (vii) Reliability, consistency and availability of wireless 
network. 

1.2 Related Work 

Many authors contribute to research in WNCS by using TrueTime toolbox for prac-
tical implementation. They extended and appreciated the work of Cervin et al. [4]. 
TrueTime is a powerful popular tool used to do analysis of real-time wireless NCS, 
developed by Dr. Anton Cervin team at Lund University in year 2002. It is continu-
ously upgraded with addition of new features since year 2002. 

In paper [5], author Magdi S. Mahmoud et al. use TrueTime toolbox for exper-
imental investigation of distributed NCS. They established experimental setup for 
NCS on pilot-scale plants. They investigate tracking errors under different wired and 
wireless network. They performed simulation to investigate stability of DC servo 
motor in networked scenario against different loss probabilities. 

In paper [6], author Russul N. Abdul-Hussain et al. proposed particle swarm opti-
mization (PSO)-based PID and FOPID controllers to control plants in WNCS using 
TrueTime simulation. The objective of the proposed controllers was to minimize the 
time delays and to keep the system stable when the network handles a large number 
of nodes in the system with large variable length packet sizes. 

In paper [7], author Nyan Phayo Aung et al. used PD controller for simulation of 
WNCS using TrueTime. In this paper, simulation is carried out on AC servo motor 
control system using 802.11b (WLAN) as communication network medium. They 
concluded that overshoot in output response increases if we increase sampling time 
at sensor node.
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In paper [8], author Martin Andersson et al. used different network simulators 
like TOSSIM, NAB, RTSIM and TrueTime for wireless embedded system. They 
presented two simulation case studies: a simple communication scenario and a mobile 
robot soccer game using TrueTime simulator. 

1.3 Objective and Motivation 

Many researchers have been working on the topic of wireless NCS and constantly 
contributing to this area. Two decades ago, research on WNCS was limited, but due to 
the remarkable progress in wireless network, different protocols structure and control 
system, this topic today has huge potential, and an opportunities becomes available 
to work in different areas like control, communication and computer system. Thus, 
this is the main motivation for this research study. Extension of this area is Cyber-
physical system (CPS). Research in CPS becomes easy if we worked first in WNCS, 
because WNCS is background for CPS. 

Quality of service (QoS) is concerned with transmission rates and error rates and 
quality of control (QoC) is concerned with the stability of the system under different 
conditions. Simultaneous guarantees and achievement of both QoS and QoC in any 
application is the main objective of research in WNCS. 

The main objective of this paper is to explain how communication happens 
between sensor to controller and controller to actuator by using wireless network 
and to show, how simultaneously, with less delay and low packet loss, (QoS) can 
be achieved by maintaining stability (QoC) of the given system while doing simula-
tion using TrueTime. There are many software which can be used for simulation of 
WNCS, e.g., PiccSimulator, RTNS, LabNS2. 

1.4 Organization of the Paper 

This paper is organized as follows. Modeling of wireless networked control system 
using state space analysis by considering delay and packet loss at controller and 
actuator is explained in Sect. 2. Importance of sampling and why sampling rate at 
sensor and in an initialization file of the Kernel block, configured as discrete PID 
controller (Init file), must be same is explained in Sect. 4. Simulation using MATLAB 
and TrueTime toolbox for different transfer function like second order, non-minimum 
phase and unstable system and response is given in Sect. 5. Finally, result analysis 
and conclusion are given in Sect. 6 followed by the references.
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2 Modeling of Wireless NCS 

Modeling and analysis of linear time invariant plant for wired networked control sys-
tem are an easy task since negligible delay or no delay is involved for communication 
between sensor to controller (S–C) and controller to actuator (C–A). Modeling of 
such system can be easily done using following state space analysis equation given 
by Eqs. (1) and (2), 

dx(t) 
dt 

= Ax(t) + Bu(t) (1) 

y(t) = Cx(t) (2) 

where x is state vector, y is output vector, u is input or control vector, A = system  
matrix, B = input matrix, C = output matrix. 

In modeling and analysis of linear time invariant (LTI) plant system in wireless 
networked control system, delay is involved for communication between sensor to 
controller τsc(t) and indicator of packet loss γ (t)) at controller must be considered. 
Also delay involved for communication between controller to actuator τca(t) and 
indicator of packet loss α(t) at actuator must be considered. Due to this, complexity 
in modeling analysis of linear time invariant plant in WNCS increases to a great 
extent. Modeling of LTI plant in wireless NCS can be done with following modified 
state space equation [9] given by Eqs. (3) and (4), 

dx(t) 
dt 

= Ax(t) + Bua (t) (3) 

where ua(t) = α(t)uc[t − τca(t)] OR 

dx(t) 
dt 

= Ax(t) + Bα(t)uc[t − τca(t)] (4) 

y(t) = Cγ (t)x[t − τsc(t)] (5) 

where 

γ (t) = 

⎧ 
⎨ 

⎩ 

I n×n if controller received x(t) from the plant at time t 

0n×n Otherwise 

α(t) = 
{ 
I m×m if actuator received controlled command from controller at time t 
0m×m Otherwise 

with x(t) ε  Rn×n represents system state, uc(t)) ε Rm×m represents control inputs 
computed at controller, ua(t) ε  Rm×m represents control inputs received at actuator 
and y(t) ε  Rn×n represents output of the plant. Note that A ε Rn×n and B ε Rn×m
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denote system matrices. Here, we assume that sum of both network induced delay 
be bounded, i.e., τsc(t) + τca(t) <  bTs [9] where b denotes delay bound and Ts is 
sampling interval. 

3 TrueTime: Simulator for NCS 

Networked control system is an overlapping subject of research study between two 
areas: information systems and feedback control system as indicated in Fig. 1. Dif-
ferent simulators used for independent area and overlapping area are also shown in 
Fig. 1. 

TrueTime is a powerful popular tool used to do analysis of real-time wireless NCS, 
developed by Dr. Anton Cervin and his team at Lund University in year 2002. It is 
continuously upgraded with addition of new features since year 2002. TrueTime tool-
box is a MATLAB/Simulink-based library of simulation blocks that extends usabil-
ity of MATLAB/Simulink to simulate networked process control, co-simulation of 
controller task execution in real-time kernels, network transmissions and continuous 
plant dynamics. The library of TrueTime contains different blocks like TrueTime ker-
nel block, TrueTime send block, TrueTime receive block, TrueTime network block 
and TrueTime wireless network block as shown in Fig. 2. 

Responsibility of TrueTime kernel block is to look after for I/O and network data 
acquisition, i.e., data processing and calculations. TrueTime kernel block, which is 
the brain of every simulink system, can be realized by using a control algorithm/logic. 
Several periodic and non-periodic independent tasks can be executed in the kernel, 
which can co-operate on the same goal. TrueTime network blocks include wired 
networks as CSMA/CD (Ethernet), CSMA/AMP (CAN), Round Robin, FDMA, 
TDMA, Switched Ethernet, FlexRay, PROFINET, NCM. TrueTime wireless net-
work blocks include wireless network as IEEE 802.11b/g (WLAN), IEEE 802.15b/g 

Fig. 1 Simulators for NCS [3]
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Fig. 2 Toolbox of TrueTime [4] 

(WLAN). TrueTime software consists of a kernel block and a network block, both 
variable-step S-functions written in C++. 

Different blocks in TrueTime can be connected with ordinary continuous Simulink 
blocks in MATLAB to form a real-time control system as shown in Fig. 8. The True-
Time kernel block executes user defined tasks such as interrupts handlers, represent-
ing I/O tasks, control algorithms and communication tasks. The TrueTime kernel 
block simulates a computer with an event-driven real-time kernel, A/D and D/A con-
verters, a network interface and external interrupt channels. Generally, scheduling 
policy of the TrueTime block kernel is arbitrary and decided by the user. The dialog 
box of kernel block in TrueTime is shown in Fig. 3, and dialog box of wireless net-
work block in TrueTime is shown in Fig. 4. Note that there is also a dialog box of 
wired network block in TrueTime not shown here. 

4 Effect of Sampling in Wireless NCS 

4.1 Types of Sampling Used in NCS 

In WNCS, sensor output signals are continuous time signals which are required to 
be sampled due to bandwidth constraint of the wireless network. Choice of sampling 
shall be decided by network traffic, influence of disturbances and computational 
load [1, 10]. There are two methods of sampling in WNCS to sample the continuous 
time signals: (a) time triggered sampling and (b) event triggered sampling. In time 
triggered sampling, the next sampling instant occurs after the elapse of fixed time 
interval, regardless of plant state. Time triggered sampling also called as ‘Riemann
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Fig. 3 Dialog box of kernel block in TrueTime 

sampling’ again may be classified into two categories: hard sampling period and soft 
sampling period, by considering relationship between sampling period and message 
delay [11]. In the event triggered sampling, the execution of controlled task is deter-
mined by the occurrence of an event rather than the elapse of a fixed time period. 
Events are triggered only when stability or pre-known control performance is about 
to be lost [12, 13]. Event triggered sampling can reduce the traffic load of the network 
with minor control performance degradation [14, 15]. 

From research experience, many people state that for simulations in WNCS selec-
tion of sampling period is ω.h = 0.1–0.6 is adequate where ω is desired natural fre-
quency of the closed loop system, and h is sampling period. In digital control system 
based on wired NCS, smaller value of sampling period is preferred [16]. But in WNCS 
small value of sampling period increases the network traffic, which may increase the 
delay and loss probability of information degrading the performance of WNCS. It 
is possible to decreased in sampling period reduces message delay and message
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Fig. 4 Dialog box of wireless network block in TrueTime 

dropout which improves the performance of the control system, but for this, we have 
to pay in terms of higher energy consumption in the communication system [17]. 

4.2 Importance of Sampling Used in NCS 

It is observed in wireless networked control system that, when communication 
between sensor to controller (S–C) and controller to actuator (C–A) takes place 
through wireless network, then the sampling process and sampling rate h play a very 
important role. To get expected output from plant or process, the sampling rate (h) 
used at sensor node and used at PID controller must be the same. This can be sup-
ported by doing practical simulation using TrueTime. Responses for three different
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Fig. 5 Simulated response using TrueTime for plant1 with hc = 10 ms and  hs = 10 ms  

Fig. 6 Simulated response using TrueTime for plant 1 with hc = 10 ms and  hs = 11 ms  

cases are shown in Figs. 5, 6 and 7. As shown in Fig. 5, response is as expected if 
sampling rate at sensor and in initialization file of Kernel block configured as discrete 
PID controller (Init file) is the same i.e. hC = 10 ms and hS = 10 ms. As shown in Figs. 
6 and 7, the sampling rate at sensor and in initialization file of Kernel block is not 
the same and hence output responses are degraded due to packet loss that happens 
due to different sampling rate (Fig. 8).
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Fig. 7 Simulated response using TrueTime for plant 1 with hc = 10 ms and  hs = 14 ms  

Fig. 8 Simulink diagram using TrueTime
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While simulation using TrueTime, it is observed that for successful recovery of 
process output, optimum sampling rate h = 10 ms must be used at sensor node and 
in m-file of Kernel while realizing Kernel block as discrete PID controller. Suppose 
sampling rate at sensor node is hS = 12 ms and sampling rate at PID controller is 10 ms 
then after every 12 ms, sensor samples output of process, does the necessary conver-
sion and sends the information and feedback signal to PID controller through wireless 
network. Now since sampling rate used at controller is hC =10 ms then after every 10 
ms, controller checks for necessary information signal from sensor and thus there is 
a mismatch in checking the process of controller which results in data loss at the con-
troller i.e., packet dropout. Due to this, there is no expected output response from the 
plant. Hence the same sampling rate must be used at sensor node and PID controller. 

Plant 1: G1(S) = 5 

s2 + s + 10 
(second order system) 

5 Simulation Using MATLAB and TrueTime 

In this section, we will investigate simulation and closed loop response using MAT-
LAB simulink [18] and using TrueTime for five different transfer functions. For both 
cases, closed loop responses are given in Figs. 9, 10, 11, 12 and 13. While doing sim-
ulation using MATLAB, discrete PID controller [19] in ideal form with sampling 
0.01 sec is selected, discrete PID controller is tuned, PID gain parameters K, Ki , 
Kd [18, 19] are updated and noted, and then, simulink is run for the required time. 
Closed loop output responses using MATLAB simulink are given in Figs. 9, 10, 11, 
12 and 13 for five different transfer functions like second order, non-minimum phase, 
unstable system. 

Fig. 9 Simulated response using TrueTime and MATLAB for plant 1
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Fig. 10 Simulated response using TrueTime and MATLAB for plant 2 

Fig. 11 Simulated response using TrueTime and MATLAB for plant 3 

For the same transfer function, simulated response using TrueTime is also given in 
Figs. 9, 10, 11, 12 and 13. For wireless simulation using TrueTime, it must be noted 
that the same PID gain parameters K, Ki , Kd are used for coding and development 
of m-file to realize Kernel block as discrete PID controller. Sampling rate at sensor 
is selected as 0.01 s. Responses for both cases using same PID gain parameters K, 
Ki , Kd cannot overlap. This is due to sensor to controller and controller to actuator 
delay and packet dropout due to use of wireless network for communication. But it 
is must be noted that the nature of response using TrueTime is comparable to that 
of response using MATLAB though they are not same. Both responses may have 
different overshoots, rise time, setting time, etc. It is possible to overlap both graphs 
if we use different PID gains parameters K, Ki , Kd for simulation using TrueTime 
which is not shown in this paper.
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Fig. 12 Simulated response using TrueTime and MATLAB for plant 4 

Fig. 13 Simulated response using TrueTime and MATLAB for plant 5 

Simulink diagram using TrueTime is shown in Fig. 8, and parameters used for 
wireless network while doing simulation using TrueTime are given as follows— 
Type of Wireless Network: 802.11b (WLAN), Data Rate: 800,000 Bits/s, Minimum 
Frame Size: 272 Bits, Transmit Power: 25 dBm, Receiver Signal Threshold: − 48 
dBm, Path Loss Exponent: 3.5, ACK Timeout: 0.00004 s, Error Coding Threshold: 
0.03. 

Development and working of Fig. 8 
It must be noted that simulink diagram given in Fig. 8 is a wireless networked feed-
back control system where in feedback path wireless network is present. Kernel 
block in TrueTime is programmed as discrete PID controller by writing initialization 
code (init file) and function code using TrueTime, because kernel block worked as 
computer and is responsible for all functions like I/O operation, scheduling, A/D and 
D/A conversion, set up timers, change task attributes, etc. Note that one can write



96 V. R. Dahake et al.

C++ code also. No other block in TrueTime requires coding. TrueTime receive block 
functions as actuator and TrueTime send block functions as sensor, both blocks are 
connected to Plant TF block. Written number 1:1, 1:2 and 1:2 written, respectively, 
on a kernel block, TrueTime receive and TrueTime send block indicates that the 
kernel block (PID controller) acts as node 1 and TrueTime receive and TrueTime 
send both block act as node 2 and for communication among each other they use 
wireless channel 1 which is 802.11b (WLAN). So first 1 denotes wireless channel, 
and second 1 or 2 denotes node number. Note that sampling rate at sensor node and 
in init file of discrete PID controller must be equal and its preferred value is 0.01 s. 

Output signal of plant TF block is continuously sampled by sensor block (True-
Time send), and sampled values are sent to the kernel block (discrete PID controller) 
via wireless network 802.11b (WLAN). It must be noted that this is sensor to con-
troller communication (S–C), delay and packet loss may take place at the controller. 
Depending upon received values from sensor, discrete PID controller reacts generate 
signal for actuator and send this signal to actuator again via wireless network 802.11b 
(WLAN). It must be noted that this is controller to actuator communication (C–A), 
delay packet loss may also take place at the actuator. Actuator accordingly generates 
the actuating signal to control the plant to get desired output from the plant or pro-
cess. Different signals like process output, the network schedule signal at different 
blocks can be observed using scope. 

Plant 1: G1(S) = 5 
s2+s+10 (second order system) 

Plant 2: G2(S) = 107 
s3+11s2+91s+108.3 

Plant 3: G3(S) = 3−s 
s2+6s+5 (non-minimum phase system) 

Plant 4: G4(S) = 3 
s2−5s+6 (unstable system). 

Plant 5: G1(S) = 0.38∗s2+0.038∗s+0.209 
s4+1.06∗s3+0.56∗s2+0.5∗s . 

For plant 1, K = 11.2893, Ki = 1.3046, Kd = 0.1778 (Fig. 9). 
For plant 2, K = 2.0268, Ki = 1.9291, Kd = 0.07680 (Fig. 10). 
For plant 3, K = 2.6286, Ki = 0.6767, d= 0.0623 (Fig. 11). 
For plant 4, K = 70.403, Ki = 0.5222, Kd = 0.1512 (Fig. 12). 
For plant 5, K = 17.3826, Ki = 4.6692, Kd = 7.7383 (Fig. 13). 

6 Conclusion 

Both closed loop responses (using TrueTime MATLAB) for the same PID gain 
parameters K, Ki , Kd , cannot overlap due to sensor to controller controller to actuator 
delay and packet dropout due to use of wireless network for communication. But it 
must be noted that the nature of output response using TrueTime is comparable with 
the responses using MATLAB. Both responses may have different overshoots, rise 
time, setting time, etc. It is possible to overlap both responses if we use different PID 
gains parameters K, Ki , Kd in init file of Kernel block using TrueTime which is not 
shown in this paper. It can also be noted that for this investigation, same PID gain
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parameters K, Ki , Kd obtained using MATLAB simulink for given plant TF were 
used to develop init file for kernel block in TrueTime. 

It is observed that in wireless networked control system, when communication 
between sensor to controller (S–C) and controller to actuator (C–A) takes place 
through wireless network, e.g., 802.11b WLAN, ZigBee, then the sampling process 
and the sampling rate (h) play a very important role. To get the expected output from 
plant or process, the sampling rate used at sensor node and at PID controller must 
be the same. 
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Comparative Analysis of Different 
Methods of Two Degree of Freedom 
Controller Designs on Varied Systems 

Debasish Sur 

1 Introduction 

A good system will have a good ability to track set point as well as eliminate the 
disturbance input in it. Moreover, it should also have small settling time and less 
peak overshoot about its set point. Disturbance can be very effectively eliminated by 
increasing the integral constant, but it leads to high-peak overshoot. So we need to 
have a compromise between the set point tracking and disturbance rejection in case 
of one degree of freedom (1 DOF) controller. Thereby the concept of two degree 
of freedom (2 DOF) controller [1] comes into purpose. If a controller is able to 
control two closed loop transfer functions simultaneously and independently, then, 
it can be termed as a 2 DOF controller. So 2 DOF controllers can provide good set 
point tracking response as well as effective disturbance rejection [2]. Usually, the 
disturbances are low-frequency load disturbance signals. General PI-PD controllers 
do not have the ability of simultaneous set point tracking and disturbance rejection 
[3]. 2 DOF configurations are able to provide proper set point tracking as well as 
rejection of external noise disturbances. In this paper, we have considered various 
methods of design of 2 DOF controller designs and have carried out analysis on 
stable, unstable, and on processes with time delays. Here, dynamic behavior of a 
system is represented by linear time invariant (LTI) system.
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Fig. 1 Control system [1] 

2 Two Degree of Freedom (2 DOF) Control 

Designing of control system is a multi-objective problem, so two degree of freedom (2 
DOF) control systems are advantageous compared to one degree of freedom (1DOF) 
control systems. 

Assumptions: (i) nth order LTI system represents the plant defined by strictly 
proper, rational transfer function G(s) = y(s) 

u(s) = c(s) 
a(s) where degree [c(s)] < n = 

degree[a(s)]. 
(ii) Noise input enters the sensor and produces noisy output [y(t) − η(t)], and 

controller output is produced by r(t) and [y(t) − η(t)]. Dynamic behavior of the 

system with reference to Fig. 1 can be written as u(s) = [q(s)−h(s)] 
k(s) 

[
r (s) 
y(s) − η(s) 

] 

and degree[q(s)–h(s)] ≤ degree[k(s)] to avoid high-frequency noise amplifications. 
Here, k(s) is a polynomial which defines order of the controller, and we need to 
determine compensator polynomials to produce desired closed loop performance 
[1]. 

2 DOF controller structure can be of different forms. Feedforward configuration 
and two parameter configuration have been considered for analysis. Multiple integra-
tion magnitude optimum method of tuning [4] is used for feedforward configuration 
and linear algebraic method (LAM) [5], and 2 DOF PI-PD compensation [1] tech-
niques are used. We have made a comparative analysis among the three methods of 
tuning of 2 DOF controller. 

3 Different 2 DOF Controller Design Methods 

3.1 Multiple Integration Magnitude Optimum Method [4] 

Stable and fast closed loop response can be obtained using this method. It is a non-
parametric approach in time domain using multiple integrations of process input
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Fig. 2 Two DOF controller in feed-forward configuration [4] 

and output signals, and so it is termed as multiple integration magnitude optimum 
method. Through this method, a comparatively fast and non-oscillatory closed loop 
response can be achieved. The controller structure is shown below: (Fig. 2). 

The closed loop transfer function from reference R(s) to plant output Y (s) is  

GCL(s) = Y (s) R(s) = 
G P (s)

{
bK P+ Ki s 

} 

1+G P (s)
{
K P+ Ki s 

} . The controller is designed in so that 

GCL  (0) = 1 (1)  

and 

lim 
ω→0 

[ 
d2k |GCL  ( j ω)|2 

dω2k 

] 
= 0; k = 1, 2, .., kmax (2) 

Suppose the rational plant transfer function be G P (s) = 
KC 
s 

1+q1s+q2s2+...+qmsm 

1+p1s+p2s2+...+pnsn 
e−sTdel . 

Solving for k = 1 and k = 2, the PI parameters obtained are K P = −P1+ 
√

P2 
1 +ξ 

ξ 
Ki = 0.5P0(1 − q2)K 2 P ξ = (1 − q2)(P0 P2 − P2 

1 ). 

where P0 = KC ; P1 = KC (p1 − q1 + TC ) P2 = KC (q2 − p2 − TCq1 + T 
2 
C 
2 ) and P0, 

P1, and P2 are known as the characteristic area. 

3.2 Linear Algebraic Method (LAM) for 2 DOF Controller 
Design [5] 

If G(s) = Num(s) 
Den(s) where Num(s) and Den(s) are co-prime set point response (Fig. 3)
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Fig. 3 Two parameter configuration of 2 DOF controller 

Y(s) 
R(s) 

= Num(s)Q(s) 
K(s)Den(s) + H(s)Num(s) 

(3) 

where K (s) = 
(
K0 + K1s + K2s2 + . . .

) 
and H (s) = 

(
H0 + H1s + H2s2 + . . .

)
. 

Let desired set point response be G0(s) = Num0(s) 
Den0(s) . Differentiators will not be required 

if the system is proper, and if the overall closed loop transfer function is proper, then 
high-frequency noise amplification can be avoided. 

G0(s) 
Num(s) 

= Num0(s) 
Den0(s)Num(s) 

= 
Nump(s) 
Denp(s) 

(4) 

If Num0(s) and Den0(s) are co-prime, all common factors between Num0(s) and 
Num(s) get canceled. If degree of Denp(s) = p < 2n−1, then an arbitrary polynomial 
Den p(s) of degree (2n-1-p) is introduced. If degree Denp(s) = p = 2n-1, set Denp(s) 
= 1. Therefore, 

G0(s) = Num(s) ∗ 
[
Nump(s)Denp(s)

] 
[Denp(s)Denp(s)]

(5) 

Solving them the expressions formed are. 
Q(s) = Nump(s)Denp(s) and K(s)Den(s) + H(s)Num(s) = Denp(s)Denp(s). 

Therefore, the controller parameters Q(s), H(s), and K(s) can be obtained. If 
H(s) be the transfer function from the disturbance d to the output y. So A(s) =

Num(s)K(s) 
K(s)Den(s)+H(s)Num(s) . Step disturbance rejection is achieved if and only if A(0) = 0. 
As Num(0) /= 0, to get A(0) = 0, the necessary condition is K(0) = 0, i.e., K0 = 0, 
and it is obtained by increasing the degree of the compensator by one. 

3.3 PI-PD Compensation for 2 DOF Controller Design [1] 

From Fig. 4, U(s) = KPs + KI 
s [R(s) − Y(s)] − KDs 

KD 
N s +1 

Y(s) where KD 
N is the low-pass 

filter time constant.

So
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Fig. 4 Practical PI-PD controller [1]

s

(
s + 

N 

KD 

)
U(s) = (KPs + KI)

(
s + 

N 

KD 

)
[R(s) − Y(s)] − Ns2 Y(s) (6) 

From Fig. 4, 

K(s)U(s) = Q(s)R(s)−H(s)Y(s) (7) 

So the value of the parameters is K (s) = 
(
s + N 

KD 

)
; 

H(s) = (N + KP)s
2 +

(
KI + 

NKP 

KD 

)
s + 

NKI 

KD 
≈ Ns2 + 

NKP 

KD 
s + 

NKI 

KD 
(8) 

Q(s) = K Ps2 +
(
KI + 

NKP 

KD 

)
s + 

NKI 

KD 
(9) 

So the parameters K(s) and H(s) are determined by Eq. (8), but as Q(s) does not 
affect the loop performance of the system, so Q(s) can be any arbitrary polynomial 
so that Q(0) = q0 = H(0) = NKI 

KD 
which ensures a robust steady-state error to zero 

for step changes in reference input. 

4 Experimental Results 

System 1: Applying multiple integration magnitude optimum method on a delayed 
process G P (s) = e−0.5s 

s(1+s)(1+2s) . 
The characteristic areas calculated are P0 = 1, P1 = 3.5, and P2 = 8.625. For q = 

0.5, the parameters calculated are (Tables 1 and 2).
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Table 1 Calculated values 
for multiple integration 
magnitude optimum method 

q KP KI 

0.5 0.152 0.0086 

Fig. 5 Plot of Y(s) w.r.t R(s) and Y(s) w.r.t D(s) 

System 2: Applying multiple integration magnitude optimum method on a fourth-
order integrating process G P (s) = 1 

s(s+1)4 The characteristic areas calculated are P0 = 1, P1 = 4, and P2 = 10. For different values of q, the parameters as calculated are. 

(Fig. 5). 

Table 2 Calculated values 
for multiple integration 
magnitude optimum method 

q KP KI 

0.2 0.138 0.00914 

0.5 0.135 0.00683 

0.7 0.1316 0.0044
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Fig. 6 Plots of Y (s) with respect to R(s) for increasing values of ‘q’ 

Fig. 7 Plots of Y (s) with respect to D(s) for increasing values of ‘q’ 

System 3: Considering a plant Gp(s) = 2 
s(s2+0.25s+6.25) using LAM and let the desired 

set point response be G0(s) = 20 
(s+10)(s2+2s+2) . Using LAM, the parametric values are 

(Figs. 6 and 7). 
Q(s) = 10s3 + 600s2 + 12000 s + 80,000; K(s) = s3 + 71.8s2 + 1918.7 s and. 
H(s) = 11,406.1s3 + 55,806.8s2 + 100000 s + 80,000.
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Fig. 8 Plot of Y(s) w.r.t R(s) and Y(s) w.r.t D(s) 

System 4: Considering a plant G P (s) = e−0.25s 

s+1 using LAM and let the desired 

response be G0(s) = e−0.25s 

0.85s+1 . Linear algebraic method gives the controller parameters 
and responses as: Q(s) = 1; K(s) = 0.9 s and H(s) = s + 1. 

Fig. 9 Plot of Y(s) w.r.t R(s) and Y(s) w.r.t D(s)
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System 5: Considering a plant G(s) = 5 
s2+6s+1 using PI-PD compensation method 

for 2 DOF controller KP = 2.4, KI = 2, KD = 0.4. So K(s) = s
(
s + N 

KD 

) 
= s2 + 

25 s and H(s) = Ns2 + NKP 
KD 

s + NKI 
KD 

= 10s2 + 60 s + 50 and q0 = NKI 
KD 

= 50 where 
N = 10 (Figs. 8, 9, 10 and 11). 

Fig. 10 Plot of Y(s) w.r.t R(s) and Y(s) w.r.t D(s) 

System 6: Considering a plant G(s) = e−s 

s+1 by PI-PD compensation method for 2 
DOF controller, KP = 1.11, KI = 0.7655, KD = 0.35187, and N = 10. 

So K (s) = s
(
s + N 

KD 

) 
= s2 + 28.419s; H (s) = Ns2 + NKP 

KD 
s + NKI 

KD 
= 10s2 + 

31.5457 s + 21.755 and q0 NKI 
KD 

= 21.755.
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Fig. 11 Plot of Y(s) w.r.t R(s) and Y(s) w.r.t D(s) 

5 Conclusion 

Accurate set point tracking can be obtained with a 2 DOF controller along with good 
disturbance rejection. Multiple integration magnitude optimum method, LAM, and 
PI-PD compensation method are used here for tuning. Multiple integration magni-
tude optimum method gives satisfactory performance, but overshoot for disturbance 
response is large. In PI-PD compensation technique, the general PI-PD controller 
parameters provide the values of the parameters by comparison with the 2 DOF 
structure. Here, pole placement technique is adopted [2].The LAM [5] gives stable 
responses even for unstable plants. The best part of this method is its simple method 
of determination of the parameters. Therefore, it can be concluded that the 2 DOF 
controllers give much better response both for set point and disturbance rejection 
when tuned using the LAM. 
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Robust Stabilization of an Inverted 
Pendulum Using ANFIS Controllers 

Ruchika Lamba, Sunil Kumar Singla, and Swati Sondhi 

1 Introduction 

The dynamics of an inverted pendulum (IP) is found to be nonlinear. So, testing the 
performance of these systems using different control schemes is challenging [1]. The 
IP control is related to the control of physical systems like self-balancing robots and 
segways. Inverted pendulums can be found as linear, spherical, vertical, and rotary 
[2–4] etc.  

The IP control is of three types, i.e., the swing up control [5, 6], the stabilization 
control [7, 8], and the tracking control [9]. Due to ease of implementation and well-
known simple structure, PID controllers are most prevalent [10]. Wang discussed 
the control of inverted pendulums using PID controllers [9]. A double-loop PID 
controller scheme has been proposed by Nasir [11] and Prasad [12] for an inverted 
pendulum system. Ghosh et al. used the control theory based on pole placement for 
controlling this system [13]. Sliding mode control strategy for such a system has 
been stated by Wai and Chang [14], Tsai et al. [15] and Wang [16], respectively. 
Linear quadratic regulator [17], Lyapunov approach [18], and full-state feedback 
[19] method have also been implemented for regulating the system. 

This paper proposes ANFIS controllers which are robust against changes in 
varying pendulum mass and frictional forces. The performance of the proposed 
ANFIS controller has been compared with PID controller described by Wang [9].
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The organization of the paper is as follows: 
The dynamics of linear IP system has been explained in Sect. 2. The design 

procedure for the proposed controller has been discussed in Sects. 3 and 4 discusses 
the simulation results. 

2 Dynamic Model of an IP System 

The representation of an IP system is given in Fig. 1. 
Here, l represents the length of the pendulum from center mass, M the cart mass, 

and m the pendulum mass. Further, F represents force in x direction. Angle θ signifies 
pendulum angle from the vertical axis. 

The Lagrange’s equations are given as [9]: 

(M + m) ̈x + ml cos θ θ̈ − ml sin θ θ̇ 2 = F (1) 

cos θ ̈x + l θ̈ − g sin θ = 0 (2)  

Assuming x1 = x and x3 = θ , the state equations are as follows: 

ẋ1 = x2 (3) 

ẋ2 = 
−mg cos x3 sin x3 + ml sin x3x2 4 + F 

M + m sin2 x3 
(4)

Fig. 1 Inverted pendulum 
[9] 
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ẋ2 = 
−mg cos x3 sin x3 + ml sin x3x2 4 + F 

M + m sin2 x3 
(5) 

ẋ4 = 
−ml cos x3 sin x3x2 4 − cos x3 F + (M + m)g sin x3 

Ml + ml sin2 x3 
(6) 

The above state equations are used in building the Simulink representation of the 
system. 

3 ANFIS Controller Design 

The blend of neural networks and fuzzy logic leads to ANFIS and was introduced in 
1993 by Jang. The ANFIS controller design is based on inferencing using a suited 
membership function to match the input–output dataset with minimal error. 

The method of designing an ANFIS controller is described as follows. 

3.1 Dataset Generation 

To generate the dataset, conventional PID controllers proposed in the literature [9] 
have been used. Two different datasets are acquired for designing ANFIS controllers 
as one controller is designed for position control of cart, and second controller will 
keep the pendulum in the vertical upright position. Also, the dataset is obtained by 
changing the value of pendulum mass and retuning the PID controller to achieve the 
optimal performance. 

The dataset is created using each control input u, the operating range of e and its 
variation d e/ d t. 

Robust dataseti = 

⎡ 

⎢⎢⎢⎣ 

eT e Ṫ u0.1 k 

eT e Ṫ u0.2 k 
... 

... 
... 

eT e Ṫ u0.6 k 

⎤ 

⎥⎥⎥⎦∀k = 1, 2, . . . ,  n (7) 

Here, Uk is the control vector for kth motor and n the number of control inputs. 

3.2 Defining Parameters of ANFIS 

The type and number of membership functions, epochs, error tolerance, and the 
training algorithm used are mentioned in this step. For each input variables, the
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number of membership functions has been chosen as three and is Gaussian shaped 
membership function. The training algorithm is hybrid with no tolerance in error. 
The number of epochs has been chosen as 12. 

3.3 ANFIS Training 

The training of the network is done using “anfis” command. A “.fis” file is created 
after ANFIS has been trained. This “.fis” file is used for evaluating the system 
response. 

4 Results and Discussion 

Two ANFIS controllers have been designed; one controller is efficiently maintaining 
the pendulum in upright position, and at the same time, the other controller displaces 
the cart by 1 m distance linearly. Table 1 represents the IP system parameters. 

The parametric variations are achieved by varying the pendulum mass from 0.1 to 
0.5 kg. Figure 2 shows the Simulink model representing the control structure for the 
IP system utilizing two ANFIS controllers. The actuating signal will be difference in 
output of the two controllers as the pendulum and cart move in opposite directions. 

The performance of the designed ANFIS controller for the position and angle 
control of the IP system has been compared with PID controllers suggested by Wang.

Table 1 IP system 
parameters 

M (in kg) m 
(kg) 

l 
(m) 

g (m/s2) 

1 0.1 0.3 9.8 

Fig. 2 Control structure of the IP system with ANFIS controllers 
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Fig. 3a–b and Fig. 4a–b show the response of the controller when pendulum mass is 
0.1 kg and 0.5 kg, respectively. 

Figure 5 presents simulation results in the presence of friction.
The quantitative parameters of the IP system using the designed controller and 

the PID controller existing in literature have been presented in Tables 2 and 3. A  
significant reduction has been observed in most of the performance parameters, 
respectively.

It can be concluded that controller performance and robustness is much better for 
ANFIS controller than conventional PID controller.

(a) position control                                             (b) angle control 
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Fig. 3 Stabilization of the IP system when pendulum mass m = 0.1 kg 
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Fig. 4 Stabilization of the IP system when pendulum mass is 0.5 kg 
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Fig. 5 Stabilization of the IP system in presence of friction

Table 2 Performance analysis when pendulum mass is 0.1 kg 

Parameters ANFIS controller PID controller % Improvement 

Position Angle Position Angle Position Angle 

Mp 0.42 0.17 0.42 0.256 0 50.58 

Mu 0.18 0.067 0.41 0.076 127.7 13.43 

tr (Sec) 3.9 – 3.9 – 0 – 

ts (Sec) 8.9 9.1 9.2 9.1 -3.37 0 

ess 0 0 0 0 0 0 

Table 3 Performance analysis when pendulum mass is 0.5 kg 

Parameters ANFIS controller PID controller % Improvement 

Position Angle Position Angle Position Angle 

Mp 0.42 0.175 0.60 0.3 42.85 71.42 

Mu 0.18 0.067 0.04 0.068 77.77 −1.49 

tr (Sec) 3.6 – 2.2 – 38.88 – 

ts (Sec) 9 9.1 11.6 10.0 − 28.88 −9.89 

ess 0 0 0 0 0 0

5 Conclusion 

In this paper, ANFIS controllers have been designed for stabilizing an IP. The dataset 
required is obtained from PID controllers proposed by Wang. The controller perfor-
mance has been related with PID controller for varying pendulum masses. The simu-
lation results show that the ANFIS controller has outclassed the PID controller in 
attaining improved performance and robustness to discrepancies in pendulum mass.
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Further, it has been observed that upon considering the frictional forces the conven-
tional controller fails to respond, while the proposed controller performs well. The 
proposed controllers can be instigated on other types of inverted pendulums which 
can be a future scope for further analysis. 
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Design of a PV-Battery-Supercapacitor 
Water Pumping System Based 
on the Varying Operating Factor 
of the PV Module 

Madhumita Das and Ratan Mandal 

1 Introduction 

Solar water pumping applications are one of the most valuable solar applications for 
off-grid agricultural applications [1, 2]. The design of the solar PV system water 
pumping system is important to ensure the reliability of supplying the required 
amount of water [3]. The proper selection and sizing of the appropriate compo-
nents of a PV system are necessary to increase the system’s reliability to deliver 
loads irrespective of the disturbances in the source of the system, efficient usage, 
and cost-effectiveness [4]. A PV system’s various design and sizing methodologies 
have been studied based on technical, economic, and environmental parameters [5]. 
Numerous design components related to PV systems are PV module or array, load 
demand, DC/DC converter, maximum power point tracker, inverter, battery storage 
unit, etc. [6]. The primary design of the system takes account of the radiation and 
the ambient temperature of the site. The design of a PV system is primarily based 
on the meteorological parameters of the site. The system design’s accuracy depends 
on the solar radiation model [7, 8] and the temperature on the PV panel model of the 
system. Solar radiation, environmental, and climate data greatly influence solar PV 
systems [9]. So, a precise solar radiation and climate data model are necessary for 
the proper and accurate design of SPVWPS. 

Energy storage in a PV system improves the energy quality of the system. An 
optimal control, power, and energy management of PV systems with energy storage 
devices are reported [10, 11]. Battery and supercapacitors are also utilized in power 
flow control and energy feeding in the grid-tied system [12, 13]. In a stand-alone
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system, SC and battery are used as a buffer against rapid fluctuations in solar 
radiations [14]. SC and battery are also used in solar water pumping systems [15, 16]. 

The size of the PV module is a vital factor for charging the battery, supercapacitor, 
and delivering the load in a PV-battery-supercapacitor hybrid system. The design 
considerations for the PV-battery-supercapacitor hybrid system in the existing works 
of literature do not consider the impact of the radiation and temperature, sun hours, 
etc., on the sizing of the PV module required to deliver to the battery, supercapacitor, 
and pump. The operating factor of the PV module determines the sizing of the PV 
module required for a system installed for a specific site. 

Symbol Nomenclature Symbol Nomenclature 

SPVWPS Solar photovoltaic water pumping 
system 

HE Hydraulic energy (Wh/day) 

OPV Operating factor of the PV panel Pm Pump capacity (in watts) 

LLP Loss of load probability ηp Pump efficiency (%) 

H t Solar radiation incident on a tilted 
surface (kWh/m2/day) 

ρ1 Density of water 
(1000 kg/m3) 

δ Declination angle(°) g Acceleration due to gravity 
(9.81 m/s2) 

n Julian days W req Total water required (m3) 

φ Latitude (°) H Dynamic head (m) 

ωs Sunshine hour angle (°) DoD Depth of discharge (%) 

S0 Solar constant (1.367 kW/m2) β Tilt angle of the module (°) 

H0 Solar radiation on a horizontal 
surface in extra-terrestrial region 
(kWh/m2/day) 

Cbat Battery capacity (Ah) 

K t Monthly average daily clearness 
index 

Ad Days of autonomy 

Hg Monthly average daily solar 
radiation on a horizontal surface 
(kWh/m2/day) 

Vbat Battery voltage (volts) 

Hd Diffused radiation (kWh/m2/day) ηbat Battery efficiency (%) 

U Azimuth angle (°) Esc Energy stored in 
supercapacitors (Wh) 

STC Standard test conditions TCF Temperature correction 
factor 

TCref Reference cell temperature (°C) SC Supercapacitor 

Hb Beam radiation or direct radiation 
(kWh/m2/day) 

ηcc Charge controller efficiency 
(%) 

Rb Beam radiation conversion factor Epreq Peak energy required 

ρ Ground albedo Vp Voltage of the pump (Volts) 

PR Performance ratio Ip Peak current of the pump 
(Amps)

(continued)
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(continued)

Symbol Nomenclature Symbol Nomenclature

FS Full sun (1000 W/m2) PV Photovoltaic 

sunhara> Sun hours (hours) CSC Capacitance of the 
supercapacitor (F) 

Y f Yield factor Vmax Maximum voltage of 
supercapacitor (V) 

Y r Reference yield factor Vmin Minimum voltage of 
supercapacitor (V) 

PVpump PV panel size required by the pump 
(in Watts) 

T sch Time of charging of the 
supercapacitor (seconds) 

mf Mismatch factor ηsc Supercapacitor efficiency 
(%) 

PVbat PV panel size required by the battery 
(in Watts) 

PVint Initial PV panel size (in 
Watts) 

PVsc PV panel size required by the 
supercapacitor (in Watts) 

PVT Total PV panel size (in 
Watts) 

Esc Energy required by the load (Wh) DE Deficit energy (Wh) 

Eload Energy required by the load (Wh) Egen Energy generated (Wh) 

In the existing works of literature, a few work have reported the design of a stand-
alone PV system with a varying operating factor of the module (OPV) which is a factor 
of radiation and temperature of the PV module, sun hours, etc., [17]. A PV module 
does not give the actual output at its rated value. It operates at a lower value which 
is 60–90% lower than its rated value [18]. It varies due to various factors associated 
with the PV module like radiation, the temperature of the panel, dust on the PV 
module, and the mismatch. So, proper corrections in the value of OPV are needed to 
get the optimum design of the PV system and hence to get optimum output from the 
system. In this paper, the optimal PV module size for an SPVWPS with battery and 
supercapacitor energy storage has been computed using the varying operating factor 
of the module (OPV) considering the variations of the radiation and the temperature 
throughout the year in MATLAB software. The optimum size of the PV module is to 
be ensured to cater to the energy demand of the supercapacitor, battery, and pump. 
The addition of a supercapacitor to the system may prove beneficial that may take 
care of the transients of the solar radiation or low-solar radiation, thus reducing the 
peak load stress on the battery and enhancing its lifetime. 

Section 2 discusses the objective and methodology of the work. Section 3 reports 
the modeling of the design parameters and the components of the PV-battery-
supercapacitor water pumping system. Section 4 comprises the results and discussion 
with conclusions in Sect. 5.
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2 Objective and Methodology of the Work 

A SPVWPS using battery-supercapacitor HESS is shown in Fig. 1, and the method-
ology of the system is shown in Fig. 2. In this system, the solar PV array is connected 
to the DC bus bar, which is connected to the pump. The energy storage devices, 
battery, and supercapacitors are connected to the bus bar through a charge controller 
and a DC/DC converter. In this work, a sizing methodology is proposed for a battery-
supercapacitor-based SPVWPS which aims to find the optimum PV module size 
considering the operating factor of the PV module (OPV) to guarantee water output 
from the pump and to fulfill the charging characteristics of the battery and supercapac-
itor throughout the year. After determining the optimized PV module, the system’s 
loss of load probability (LLP) is calculated considering the designed module size 
throughout the year. The design of the system parameters and components is simu-
lated in a MATLAB environment. The objective of this work is summarized as 
follows: the primary system design parameter modeling; H t, TCF, and OPV modeling, 
the preliminary sizing of the system components: battery, supercapacitor pump, and 
PV module and the comparison of the PV module size with a constant OPV and yearly 
average OPV of the panel considering LLP of the system. 

Fig. 1 Schematic of a PV-battery-supercapacitor water pumping system
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Fig. 2 Methodology of the work 

3 Radiation and the Ambient Temperature of the Site 

Haldia is situated in the eastern part of the West Bengal state of India. Haldia 
receives higher radiation from February to May and the lowest radiation from June 
to September. Its ambient temperature revolves around 20–30 °C. The typical global 
solar radiation for Haldia and the ambient temperature of Haldia are shown in Fig. 3. 

Fig. 3 Meteorological data of Haldia
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4 Modeling of the PV-Battery-Supercapacitor Water 
Pumping System 

The modeling of the PV-battery-supercapacitor water pumping system consists of the 
modeling of design parameters and system components. The design parameters that 
are considered are tilted radiation falling on the panel (H t) and the operating factor of 
the PV module (OPV). The system components such as pump, battery, supercapacitor, 
and the PV module are also modeled in this section. The typical flowchart for the 
design of the system is shown in Fig. 4.

4.1 Modeling of Parameters 

The radiation falling on the PV surface and the operating factor of the PV module 
are considered two primary design parameters for the system which are discussed in 
this section. 

Tilted radiation (Ht) incident on the solar panel. The latitude and longitude of 
Haldia are 22.06°N and 88.08°E. The annual ambient temperature of Haldia averages 
around 26.4 °C. The monthly average daily solar radiation incident on a tilted surface 
(Ht) of the solar module at a tilted angle equal to the latitude (φ) is calculated from 
Eq. (1)–(9). Considering the Julian days (n) throughout the year, the declination angle 
(δ) is given  by  Eq. (1). 

δ = 23.5(sin(360(284 + n)365)) (1) 

The sunshine hour angle (ωs) is given by Eq. (2), 

ωs = cos−1 (−tanφtanδ) (2) 

Considering the solar constant S0 as 1.367 kW/m2, the solar radiation on a 
horizontal surface in the extra-terrestrial region (H0) is given by Eq. (3), 

H0 = 
24 

π 
S0

(
1 + 0.033cos

(
360n 

365

))
(ωssinφsinδ + cosφcosδsinωs) (3) 

The monthly average daily clearness index, Kt, is given by Eq. (4), 

Kt = 
Hg 

H0 
(4) 

where Hg is the monthly average daily solar radiation on a horizontal surface. The 
diffused radiation Hd in India is more [19, 20], which can be determined from Eqs. (5) 
and (6).
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Fig. 4 Flowchart of the design of the PV-battery-supercapacitor water pumping system

For (ωs ≤ 81.4°), 

Hd = Hg
(
1.391 − 3.560Kt + 4.189K 2 t − 2.137K 3 t

)
(5) 

For (ωs>81.4°), 

Hd = Hg(1.311 − 3.022Kt + 3.427K 2 t − 1.821K 3 t ) (6)
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The beam radiation or direct radiation Hb can be written as in Eq. (7) 

Hb = Hg − Hd (7) 

For the tilt angle of the module (β) same as the latitude (φ) of the site and faced at 
the south (γ = 0), the conversion factor (Rb) for the beam radiation is calculated as 
in Eq. (8), 

Rb = cosδsinωs 

cos φcosδsinωs + ωssinφsinδ 
(8) 

As given by Liu and Jordon, in 1962 [21], incorporating the isotropic model, the 
tilted radiation on the solar module is given by Eq. (9) 

Ht = Hb Rb + ρ Hg

(
1 − 

cosβ 
2

)
+ Hd

(
1 + 

cosβ 
2

)
(9) 

The tilt angle for this experiment is kept fixed throughout the year which is same 
as the latitude of the site (22°). 

Operating factor of the solar panel ( OPV): The operating factor is a design factor 
for a PV system. The solar PV module does not operate at its rated power output 
due to radiation, the temperature of a PV module, dust accumulated on the module, 
and mismatch factors. The operating factor of the module is used to determine the 
actual output of the module which varies from 0.6 to 0.9. It indicates that at normal 
prevalent conditions of a site, the output power from the solar module varies from 60 
to 90%. However, for the simplicity of the design estimations, a constant operating 
actor of the module of 75% is considered [18, 22]. In the modeling of the operating 
factor of the PV module, it is assumed that the solar module is daily cleaned, thus 
avoiding dust accumulation on the solar module, and a charge controller is installed 
in the system to get a mismatch factor of unity. 

The temperature correction factor (TCF) is given by as in Eq. (10). 

TCF = α(TC − TCref) (10) 

And, the performance ratio which is defined as the effect of overall losses on the 
PV module’s nominal power output under ideal operating conditions varies from 80 
to 90% [23–25] is given as in Eq. (11), where Y f is the yield factor, and Y r is the 
reference yield factor. 

PR = 
Yf 
Yr 

(11) 

The performance ratio value is considered as 80%. 
Considering the operating factor of the PV module as a factor of the tilted radiation 

on the module, the performance ratio (PR), and the temperature correction factor
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(TCF) of the module as given in Eq. (12). 

OPV = 
Ht × PR × TCF 

FS ∗ sunh 
(12) 

where FS is full sun (1000 W/m2), sunh is the site sun hours available. 
So, it can be observed from Eq. (12) that the operating factor of the PV module 

(OPV) is a varying factor throughout the year. Thus, it depends on the site radiation, 
temperature, and the sun hours. 

4.2 Modeling of System Components 

The main system components of the PV-battery-supercapacitor water pumping 
system consist of the submersible water pump, battery, supercapacitor, and PV 
module. The modeling of these system components is done in this section. 

Pump: The required hydraulic energy (HE) considering the total water required 
(Wreq) in m3/day, water pumping to a dynamic height ‘H’ in  m, where ρ1 is the 
density of water (1000 kg/m3), as Eq. (13) and Eq. (14). 

HE = 
Wreq × H × ρ1 × g 

3600 
(13) 

PW = HE 

sunh × ηP × Opv 
(14) 

Battery: Let the pump capacity be P Watts, and the battery be Vbat volts, battery 
depth of discharge (DoD), battery efficiency as ηBat and charge controller efficiency 
as ηcc, the battery capacity for the system is given by Eq. (15) 

CBat = 
Pm × Vbat × DoD 

sunh × ηBat × ηcc 
(15) 

In this system, lead acid battery is chosen which has a DoD of 50%. 
Supercapacitor: The supercapacitor capacity depends on the peak power required 

by the pump and the radiation variation throughout the day. The peak energy required 
by the system is during the high transients of the solar irradiation on a partly cloudy 
day or a cloudy day. So for this system, let the peak energy required be Epreq which 
is calculated as in Eq. (16). 

Epreq = V × Ip × tp (16) 

where V is the voltage of the pump (in Volts), Ip is the peak current (in Amps) and 
tp (in seconds) is the duration of the peak energy required. Considering the required
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peak energy as Epreq, , the supercapacitor bank capacity (CSC) in farads is determined 
using Eq. (17), where Vmax and Vmin are the supercapacitor maximum and minimum 
voltage, respectively, is given in Eq. (17). 

CSC = 2 × Epreq 

Vmax 
2 − Vmin 

2 (17) 

The energy stored in the supercapacitor in joules is given by Eq. (18), 

ESC = 
1 

2 
CSC(Vmax 

2 − Vmin 
2 ) (18) 

PV module: The PV module sizing depends on the energy demand to charge the 
battery and supercapacitor and to deliver power to the pump during sunshine hours. 
Considering the standard test conditions (STC), the required PV wattage deliver to 
a pump with the hydraulic energy (HE), with pump efficiency (ηP), with a mismatch 
factor (mf) of unity, the PV panel sizing for pump load (PVPump) is given as given in 
Eq. (19), 

PVPump = HE 

sunh × ηP × mf 
(19) 

PV module sizing for charging the battery (PV  Bat) is given  as  in  Eq. (20), 

PV  Bat = 
CBat × Vbat × DoD 
sunh × ηBat × ηcc 

(20) 

PV module sizing for charging the supercapacitor (PVSC), considering the effi-
ciency of the supercapacitor bank as ηSC, Tsch as the time of charging of the 
supercapacitor bank by the solar panel, is given by Eq. (21), 

PVSC = ESC 

Tsch × ηSC 
(21) 

The total initial PV module size (PVint) is given  in  Eq. (22) as  

PVint = PVPump + PVBat + PVSC (22) 

The overall PV module size (PVint) is calculated considering the OPV of the 
module is given in Eq. (23). 

PVT = 
PVPump + PVBat + PVSC 

OPV 
(23)
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4.3 Loss of Load Probability (LLP) 

The loss of load probability (LLP) of a system is defined as the difference of the 
energy required by the load to the energy generated by the source to the energy 
required by the load over a period of time as given in Eqs. (24)–(25), where DE is 
the deficit energy, Eload is the energy required by the load, and Egen is the energy 
generated by the PV module. 

DE = (Eload − Egen) (24) 

LLP =
∑

DE∑
Eload 

(25) 

If the LLP is zero, the energy generated by the generator is just sufficient to fulfill 
the load demand. If it is negative, the PV power generated is more to the energy 
required by the load. If the LLP is positive, the PV power generated is less and 
insufficient to fulfill the energy demand of the load. 

5 Results and Analysis 

The proposed design algorithm of the PV-battery-supercapacitor water pumping 
system with the operating factor of the PV module is simulated in a MATLAB 
environment. The simulations of the parameters and the system components are 
presented in this section. 

5.1 Simulation of Parameters 

The tilted radiation on the PV module and the module’s operating factor (OPV) for  the  
different months and the climatic conditions of Haldia is simulated in the MATLAB 
environment presented here. 

Tilted radiation on the PV module ( Ht), the temperature of the module ( Tc), 
and module efficiency ( ηpv) 

The monthly average daily tilted radiation on the module for the different months 
for the site is simulated using Eq. (9), and the module efficiency is simulated using 
Eq. (11). The simulated tilted radiation falling on the module and the global solar 
radiation on a flat surface for the Julian days of the year are shown in Fig. 5. It can  
be observed from the figure that the tilted radiation on the solar module is maximum 
in panel with respect to the Hg (kWh/m2/day) of the site for
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Fig. 5 Simulated H t 
(kWh/m2/day) in comparison 
with Hg (kWh/m2/day) 

April and the minimum for June to August. H t is received more than Hg for 
January to April and less from mid of April to August for a tilted angle of 22° with 
south-facing of the panel. The module efficiency and temperature for a polycrystalline 
material at Haldia are shown in Fig. 6. The temperature on the module is highest 
around 62 °C and lowest for December and January around 40 °C. The temperature 
of the panel is around 52 °C from July to October. Due to the variations of the PV 
module temperature, the efficiency of the PV module also varies. The efficiency of 
the PV module varies from 12.4 to 13.9%. The panel’s efficiency is found to be 
minimum in April as the module temperature is highest (60 °C). It is maximum in 
January and December. 

Fig. 6 Simulated 
temperature on the PV panel 
and efficiency of the panel
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Operating factor of the PV module (OPV) 

The operating factor of the PV panel depends on the radiation and the temperature of 
the PV module considering the use of a solar charge controller and regular cleaning of 
the PV panel. The operating factor thus obtained from Eq. (10) is shown in Fig. 7 for 
different months. It varies from a maximum of 0.81 in March to a minimum of 0.54 
from July–September. Figure 8 shows the monthly PV size for the corresponding 
OPV. In April, the PV panel size is estimated to be the lowest at 31 Wp corresponding 
to an OPV of 0.81. The PV panel size is obtained highest for July–September for OPV 

0.54. However, a particular sizing of PV panel is necessary to deliver to the loads 
throughout the year. For the various PV panel sizes for different months, the LLP of 
the system is also displayed in Fig. 9. The desired LLP range for the design of the 
system is set to 0–0.03. 

Fig. 7 Operating factor of 
the PV panel (OPV) for each 
month 

Fig. 8 Operating factor of 
the PV panel (OPV) and  the  
PV panel size for each month
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Fig. 9 Simulated PV panel 
size and corresponding LLP 
of the system for each month 

5.2 Simulation of the Components of the System 

The PV-battery-supercapacitor system design is simulated in a MATLAB environ-
ment. The various inputs and the system component design output from the simu-
lation are given in Table 1. From this simulation results, a battery of 10 Ah, 12 V, 
a supercapacitor module of 210 F, 12 V, and an 8 W, 12 V DC submersible pump 
are chosen. The PV size selection is based on the LLP of the system. It is studied in 
consecutive sections. 

Table 1 Various inputs were considered for the design of the PV-battery-supercapacitor water 
pumping system 

Inputs Value Units Outputs Value Units 

Wreq 3 m3 HE 17.15 Wh/day 

tp 960 s Cbat 10.66 Ah 

Vmax 13 V Epreq 3.84 Wh/day 

Vmin 6 V Csc 207.87 F 

Vpump 12 V PVpump 4.9 Wp 

Ppump 14.4 W PVbat 15.8 Wp 

ηp,ηCC,ηBAT 70,90,90 % PVSC 11.36 Wp 

mf 1 – PVint 32 Wp 

Ad 1 day Pw 8 W 

Oh 4 h 

DoD 50 % 

sunh 5 h
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Fig. 10 Simulated operating 
factor of the PV panel (OPV) 
for each month 

5.3 Effect of OPV on PV Size and LLP of the System 

The effect of the OPV on the PV size is shown in Fig. 10. In this study, the OPV is 
varied from 0.54 to 0.81. As OPV increases, the PV module size is decreased. For a 
variation of OPV from 0.54 to 0.81, the PV size decreases from 47 to 31 Wp. However, 
for the proper designing of the system under the climatic condition of Haldia, optimal 
OPV has to be selected. 

5.4 System Design with Fixed Opv and Yearly Average Opv: 
A Comparison 

A comparative analysis is done for the design of the PV-battery-supercapacitor WPS 
for various OPV values consideration. The three considerations are based on fixed 
OPV (0.75), yearly average OPV (0.65), and monthly average OPV. The analysis for 
these OPV considerations is shown in Table 2. From Table 2, it is observed that the 
yearly average LLP for the PV size 35 Wp is 0.019, whereas PV size obtained Opv 
of 0.65 is 39 Wp with an annual average LLP of 0. The system design considerations 
using the monthly average of OPV give a PV size of 40.16 Wp with negative annual 
that PV module size for the system’s load for OPV 0.75 is undersized for the climatic 
conditions of Haldia. A 40 Wp panel will be optimal for designing the above spec-
ified PV-battery-supercapacitor water pumping system with an LLP value of zero. 
However, more than 40 Wp, PV modules may be oversizing for this system. 

Table 2 
PV-battery-supercapacitor 
water pumping system design 
with various OPV 
considerations 

OPV considerations OPV PV size (Wp) LLPy 

Fixed 0.75 35 0.019231 

Annual average 0.65 39 0 

Monthly average 0.54–0.81 40.16 −0.009
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6 Conclusion 

Proper PV module sizing is necessary for a PV/battery/SC system to charge the 
energy storage devices when sunshine is available. A system with constant OPV 

to calculate the module size may lead to under or oversizing the PV module. In 
this work, PV/battery/SC-based water pumping system is designed considering the 
variable operating factor of the PV module throughout the year. The optimal module 
size is determined to charge the storage devices and also to pump water during the 
daytime based on the LLP of the system. The H t and the OPV throughout the year are 
simulated in MATLAB. The effect of the varying OPV on the LLP of the system and 
PV module size is determined. A battery of 10 Ah, 12 V, a supercapacitor module 
of 210 F, 12 V, and an 8 W, 12 V DC submersible pump is chosen for a 3m3 of 
water pumping and hydraulic energy of 17.15 Wh/day for the climatic conditions of 
Haldia. The PV module size of 35 Wp is obtained with an annually average LLP of 
0.01, 39 Wp for annually average LLP of zero, and 40.16 Wp for annually average 
LLP of -0.009. 40 Wp PV module size is found optimal for the PV-battery-SC water 
pumping system. 
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Portable Stress Measurement 
and Analysis System (PSMAS): The 
Correlation of Body and Mind Analysis 
Using GSR Sensor 
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Capt. K. Sujatha , and Raushan Kumar Singh 

1 Introduction 

Certain factors have a significant impact on a human’s mental process and behavioural 
style. Some of the primary positive elements of mental health include happiness, 
confidence, self-esteem, interpersonal relationships, and comfort [1]. Our percep-
tions of society, and even of ourselves, are primarily influenced by these elements. 
The foregoing criteria have a big impact on our behaviour and psychological presenta-
tions. Several negative mental parameters influence our beliefs and social behaviours 
[2]. Social withdrawals, severe paranoia, dramatic mood swings, and other negative 
aspects are some of the most common mental characteristics. There is a deciding 
factor that governs both positive and negative mental characteristics, and that compo-
nent is stress. Stress is a factor that, when induced in abundance, reduces the stillness 
of mental state, it is crucial to keep it in a manageable range.
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1.1 Major Cause Effects of Stress 

Stress is an unavoidable element of human life for a variety of reasons. It is fairly 
frequent in today’s environment, but when stress begins to negatively impact our 
health, it is critical to find a solution; otherwise, significant anger difficulties, anxiety, 
depression, and even suicidal tendencies can result. Increased occurrences of road 
rage and suicide may always be traced back to stress if properly investigated [3] 
(Fig. 1). 

Family and work-related concerns are the main sources of stress. The severity of 
stress is determined by the size of the problem. It might be as minor as relocating to 
a new home to as major as the death of a loved one or the loss of a career. Divorce, 
financial commitments, chronic illness, traumatic events, natural disasters, violence, 
discrimination, and a variety of other factors all contribute to stress. Whatever the 
cause of stress, it undoubtedly causes a slew of social, emotional, econoic, and 
professional issues, necessitating the development of a sophisticated and precise 
system for measuring and analyzing stress levels. 

Biomedical sensors are way smart now, and they are also capable of detecting 
minor fluctuations in body parameters. Complex diseases like foot ulcers can also 
be treated with the help of electronic types of equipment. These electronic sensors 
play an important role to correct our body illness if used practically [4].

Life Stressors 

Financial   
obligations 

Disaster  

Moving to a 
new home 

Job Satisfaction  
Issues 

Dangerous Work 
Environment 

Discrimination and 
Fear of Termination 

Work Stressors 

Illness or  
injury 

Divorce 

Death of Closed 
One 

Fig. 1 Major stressors and their integration in people’s life 
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2 Related Works 

Stress is very common today due to several reasons associated with over-ambition, 
life dissatisfaction, family and financial imbalance, etc. Especially, professional 
issues bring a lot of health concerns with it. People with high-tension jobs are always 
at a high risk of getting overstressed. The management of stress should start long 
back before it starts to cause health-related problems. At the current time, sensor 
technology is smart enough to detect the level of stress based on physical symptoms. 
The detailed analysis of stress data collected from GSR sensor is used in the paper. 
Stress identification, reductionist approach, and major issues with the practicality 
of using GSR are well evaluated. Experiments are conducted to study the real GSR 
data collected from the field. The identification of stress in all three categories of 
acute, episodic acute, and chronic is well explained so that it could be identified 
during practice. The GSR graph can provide a clear picture of tracking the human 
mind for its different phases in terms of stress like normal, aroused, stressed, and 
relaxing. Sensor data in several conditions like during exercise and ending exercise 
on different users for different time lengths are recorded and observed. The data 
analysis and observation are found to be highly ambiguous from the study, whereas 
stress patterns can be more reliable with more controlled settings [5]. 

Cognitive stress at an interpersonal level is an important issue that needs urgent 
evaluation to reach social acceptance. The major device used for the analysis is 
galvanic skin response (GSR), electroencephalogram, and photoplethysmogram 
(PPG). Each sensor is applied to evaluate the low- and high-cognitive stress. The 
major findings and targeted sectors are to identify the stress parameters through 
major sensors like EEG, GSR, and PPG signals that correlate with stress. The cross 
verification is performed for multiple sensors to validate the accuracy of the read-
ings and outputs. The main aim of the work was to discriminate between low and 
high stress using multiple devices. During the study, GSR and EEG were performed 
decently. This gave us an idea that different devices are present to analyze the stress 
parameter but GSR serves the task accurately [6]. 

With the advancement of technology, biomedical and physiological sensors 
became smarter than ever. The advancement also brought many realistic digital games 
and this caused to have a debate of their actual nature and its impact on the human 
brain. This stress needed to be analyzed to identify, at which point of the game how 
much stress is experienced by the user. Generally, analyzing the GSR data is very 
complex as it gives the long-term measure of the user. The perceived notion of the 
user is analyzed in this paper to match up with the GSR data in this paper. The indi-
vidual approach provides accurate, precise, and relevant stress analysis data in the 
study [7].
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3 System Design and Methodology 

Galvanic skin response (GSR) is also known as a skin conductance measurement 
device. It is an indirect measure of emotional arousal because the state of emotion 
is directly linked with sweat glands. A stressed state of mind severely stimulates the 
sweat glands. The sweating skin has lower resistance and higher conductance, and 
dry skin has higher resistance and lower conductance. The minor fluctuation in skin 
conductance and resistance is minutely observed by the galvanic skin response (GSR) 
sensor [8]. This makes the whole system extremely accurate to track the emotional 
parameter. The sensors were apt to be used for stress analysis in our proposed 
system. We look forward to exploring the practical usage and stress measurements for 
several stressed and comparatively less stressed subjects from different age groups 
[9] (Fig. 2). 

The above graph clearly states the variation in the skin conductance graph with 
a deep breath. During a deep breath, our brain gets enough oxygen and diverts our 
concentration towards other necessary biological and mental refreshing settings. 
Deep breathing is already proved to affect the stress is utilized in our concept [11]. 

3.1 Working Principle 

Skin conductance input is taken generally from hand and foot areas (Fig. 3). To 
collect GSR data Ag/AgCl (silver chloride), contact points are connected with skin. 
The ionic activities are accurately transferred through these electrodes. The signal 
received from the skin is transmitted through the lead wire to the GSR device. The 
data rate is usually with the sampling of 1–10 Hz, and the unit is micro-siemens 
(µS) [9]. The skin conductance data are either analogue values in terms of numbers

Fig. 2 GSR stress correlation graph—sensor datasheet [10] 
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GSR Signal using Probe 

Lead Wire GSR Device 

Microcontroller 

GSR Signal      
Analysis 

Power Supply 

BT-04  
Bluetooth 

Device 

Phone /Tab 
GSR  

Output Wireless 
Display  

Fig. 3 Overall system block diagram 

or voltage. We utilize numbers because of higher analysis points. The graphical 
representation of numerical data looks much easy to handle due to its high-variation 
profile. 

4 Development and Testing 

Development of the module started with finalizing the power required to efficiently 
run the overall systems till assembling all the components. During testing phase, the 
detailed analysis of different instances of stress was analyzed. 

4.1 Development 

We linked the GSR sensor with the Arduino system to analyze its data in graphical and 
numerical format. We utilized an Android app to see the reading in numerical format 
with audio instruction on our phones. We used TP4056 circuitry and a rechargeable 
18,650—2600 mAh battery to power the system. This makes the whole module a 
portable unit to have a handheld status. The wireless display enables it to provide 
better visibility of the overall process (Figs. 4, 5, and 6).
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Fig. 4 Initial developments 

Fig. 5 End product

4.2 Testing 

There have been several studies on how the human body reacts with stress and its 
measurement with GSR sensors [12, 13]. Our analysis worked on how different 
the GSR behaves with different emotions, with relaxation, sleep, music, and other 
parameters. The test is subjected to multiple individuals in multiple instances and time
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Fig. 6 Overall circuit diagram

durations. Result obtained is altered in higher and lower values of GSR, but increase 
and decrease in skin conductance are identical in similar situations during the testing 
phase, we tried to analyze the GSR value in different instances of time, mental condi-
tion, with stress controllable environment, and with deep breathing/meditation and 
music effect. We have analyzed the system for a controlled environment. Controlled 
environment parameters are like regulating stress by cycling, exercise, listening to 
music, deep breath, etc. (Figs. 7 and 8). 

Fig. 7 Stress versus sleep analysis
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Fig. 8 Stress versus deep breathing and music

• When the GSR is measured initially, it is almost constant with minor variations.
• There is a stress level drop recorded when the subject listened to the music and 

rose almost to the point when music was turned off.
• Deep breathing showed a huge drop in stress level that too instantaneously. The 

most impressive this is, it remained on the minimum level for a very long time.
• The stress level was found to be minimal when the subject just got up from sleep.
• As the person wakes up and mind comes out of sleep subject’s mind, the stress 

level keeps on increasing till it reached the persons average stress level. 

5 Conclusion 

Stress is the sole constant component that persists across life lengths and oscillates 
with positive and negative mental features at random. Several scales have been used 
in various studies to determine the amount of stress using questionnaires. Scale-
based systems are excellent for long-term analysis, but our technique works for 
both immediate stress analysis and long-term study. The system is used in real-
time for data collection and analysis. The result suggests that the GSR sensor is 
accurate enough to be used in day to day life for stress analysis. We developed a 
handheld portable device called portable stress measurement and analysis system 
(PSMAS), which is efficient enough to measure and plot the accurate stress level 
of a person. It is powered by rechargeable batteries to keep it working around the 
clock. It has a Bluetooth device that links with Android applications to provide voice 
announcements as well as a visual display. Soon, the device will become popular 
like thermometer and SpO2 device because of the increasing stress level amongst
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the people. The system is tested for real-time usage and stress analysis, which gives 
an acceptable output. As a future enhancement, we plan to add IoT services to the 
system to make it a device with worldwide coverage. 
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Performance Comparison of P&O 
and Fuzzy Logic-Based MPPT Control 
Technique for Stand-Alone Photovoltaic 
System 

Nibedita Swain 

1 Introduction 

Nowadays, developing countries require the energy from fossil fuels like diesel, 
coal, petrol, and gas. Due to increasing demand of energy, many problems occur like 
change in climatic conditions and energy crisis. To make a clean, sustainable, and 
affordable environment, carbon dioxide emission has to be reduced, and greenhouse 
gas production has to be increased. Renewable energy is a good choice for this 
environment. Renewable energy includes sunlight from sun, wind, rain, tides, waves, 
and geothermal heat. This paper focuses the energy coming from the sun. Solar energy 
is abundantly available and can be utilized properly in various fields. It can be used 
for stand-alone system or can be a grid connected system [1]. Thus, it utilizes the 
solar energy to produce power in rural areas where the accessibility of grids is low. 
Solar energy uses the energy coming from the sun and converts it in to electrical 
energy depending upon the level of irradiance. This is possible with the help of PV 
module that consists of number of solar cells [2]. 

The 100% solar energy cannot be converted into electrical energy, and only 35– 
45% of energy is converted into electrical energy. So to store the rest of the solar 
energy, it requires an efficient battery charging system with lesser charging time. For 
enhancing the efficacy of the solar panel, MPPT algorithms should be employed [3]. 
The commonly used algorithms are hill-climbing process, fractional open circuit 
voltage method, P&O method, incremental conductance process, neural network 
control, fuzzy logic-based control, etc. This paper explains two MPPT methods 
named as P&O and fuzzy logic-based MPPT (FMPPT).
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Table 1 Electrical 
characteristic of PV module 

Maximum power (Pmax) 130 W 

Voltage at Pmax (Vmax) 17.6 V 

Current at Pmax (Imax) 7.39 A 

Short circuited current (Isc) 8.02 A 

Open circuited voltage (Voc) 21.9 V 

Series connected solar cells (N s) 7 

Parallel connected solar array (Np) 1 

Table 2 Circuit parameters 
of boost converter 

Inductance (L) 350 micro-henry 

Capacitance (C) 560 micro-farad 

Resistance (R) 15 Ω 
Operating frequency (f s) 5 kHz  

Duty cycle (d) 0.5 

Output voltage (Vo) 42 V 

2 Design of PV Fed Boost Converter 

The boost converter is fed with a photovoltaic module with electrical specification 
given in Table 1. The total module uses two different MPPT algorithms to track 
maximum power and also to track output voltage for different load conditions [4]. 
This paper discusses the regulation of output voltage by electronic controller such as 
P&O method and fuzzy MPPT method. The parameter specification for the converter 
is given in Table 2.The step-up converter consists of two energy storing elements 
along with one switch as in [5]. 

3 Maximum Power Point Tracking (MPPT) Technique 

Maximum power point tracking technique is used to boost the efficiency of the solar 
panel by using maximum power transfer theorem [6]. MPPT controllers force the 
solar panel to operate at the most efficient voltage, thereby delivering maximum 
power to the load. The input side is connected to a boost converter excited by PV 
source in order to improve the output voltage. The MPPT techniques are based on 
different variables to track MPP and some based on various techniques to track MPP.

(a) Perturb and Observe (P&O) Method 

P&O is the simplest method used for tracking the MPP. This algorithm utilizes 
the PV voltage and current to track MPP. The PV array voltage is sensed by a 
voltage sensor and changes the MPP due to perturbation and ends up calculating
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Fig. 1 Flow diagram of P&O algorithm 

the wrong MPP. In this practice, if the voltage is varying unidirectionally and 
power is increasing at a time, then the design keeps on changing in the same path 
[7], and the perturbation path is opposite if the current power is less than the 
earlier one. The oscillation around MPP occurs when the module power reaches 
at MPP. Figure 1 shows the flow diagram of P&O design.

(b) Fuzzy Logic Control Method 

Fuzzy logic-based MPPT (FMPPT) is an intelligent technique due to capable 
of handling nonlinearity associated with the system. The FMPPT is mostly 
preferred for tracking the MPP in the PV system. The algorithm computes 
the variable step size by calculating the slope of the PV graph of photovoltaic 
module [8]. After that, it controls the duty ratio perfectly by tracking the voltage 
output. 

The fuzzy controller contains three functional components such as fuzzification, 
rule base, and defuzzification. Here, the two input variables to the FLC are error (e) 
and the change in error (ce). The FLC output is the duty ratio. The main function of 
this controller block is to track the voltage output and maximize the power output 
[9]. The slope of P–V curve and changes in slope will be acting as two inputs to the 
FMPPT. Figure 2 depicts the flow diagram of FMPPT design.

In fuzzification block, input and output variables are converted into fuzzy variables 
by assigning the values of membership function. Different fuzzy levels are used for 
each linguistic variable such as negative big (NB), negative small (NS), zero (ZE), 
positive small (PS) and positive big (PB). Here, triangular membership functions 
are used. The fuzzy rule uses a combination of if-then rules. In this work, there
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Fig. 2 Flowchart of fuzzy 
logic-based MPPT

are 25 fuzzy rules. Mamdani FIS is used in this work with max-min defuzzification 
approach. The rule base is formed from this PV curve illustrates in Fig. 3. 

The PV curve shows three different regions, namely region1, region 2, and region 
3. Region1 is having negative slope; hence, duty ratio has to be increased to record 
the MPP, because the variation in error determines the value of duty ratio has to be 
enhanced. If error is negative and change in error is positive that indicates the oper-
ating point shifts toward MPP from the right side. Hence, the response is zero in order 
to avoid the system from oscillations [10]. In similar ways, the rules are mentioned 
for other two different regions. The rule base for fuzzy MPPT is shown in Table 
3.The error is the slope of the PV curve. The operating point corresponds to a point

Fig. 3 P–V curve of PV 
module 
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Table 3 Fuzzy rule base for MPPT 

Error/change in error NB NS ZE PS PB 

NB PB PB PB PB PB 

NS PB PS PS ZE ZE 

ZE PS ZE ZE ZE NS 

PS ZE ZE NS NS NB 

PB PB ZE NS NB NB 

on the power–voltage (P–V ) curve, and for generating the maximum power output 
at a particular irradiance and temperature, the operating point should correspond to 
the maximum of the P–V curve. 

4 Simulink Model and Result Analysis 

The boost converter produces high-output voltages from a low-input voltage. The 
continuous conduction mode (CCM) of the step-up converter is considered in this 
work. The detailed circuit structure is depicted in Fig. 4. 

The transfer function of step-up regulator is given by V o/V in = 1/(1 − d) 
representing d as duty cycle of switch S. 

The PWM technique is realized within the MPPT to produce gate pulses and 
operate the converter switch with proper duty cycle [11]. Figure 5 shows Simulink 
model of PV fed step-up converter with P&O MPPT.

Figures 6 and 7 illustrate the voltage output of step-up regulator using P&O 
algorithm for 10% fluctuation in the load. It is viewed that all the output voltages are 
almost constant by varying the load conditions.

Fig. 4 Schematic configuration of non-isolated step-up converter 
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Fig. 5 Simulink model of step-up converter with P&O MPPT

Fig. 6 Voltage output with P&O MPPT (R = 15 Ω)

From Figs. 6, 7, and 8, it is noted that the voltage output reaches to 42 V in a very 
short duration of time with an overshoot of 66.6%. The output voltage contains a lot 
of disturbance.

The Simulink model of PV system with fuzzy-based MPPT is shown in Fig. 9. 
In this method, the step size is irregular in nature, and the changes are depending on 
the control rules [12].

The output voltage waveform of the PV system with FMPPT for various loads 
is depicted in Figs. 10, 11, and 12, respectively. There is more fluctuations in the
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Fig. 7 Voltage output with P&O MPPT (R = 13 Ω)

Fig. 8 Voltage output with P&O MPPT (R = 17 Ω)

system responses when the load is decreased. The average output voltage is of about 
42 V.

For a load resistance of 15 Ω, there will be no overshoot, less steady-state error, 
and less settling time. When the load is reduced from 15 to 13 Ω, large fluctuations 
are occurring in the output but it has no overshoot. 

When the load is increased from 15 to 17 Ω, fluctuations in the output voltage 
will be reduced, and it tracks the output voltage very fast.
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Fig. 9 Simulink diagram of step-up converter using FMPPT

Fig. 10 Output voltage of boost converter with FMPPT with R = 15 Ω

It can be observed from Figs. 5 and 10 that application of FLC highly boosted 
the output by allowing a fixed magnitude. It is not oscillatory for reference load of 
15 Ω. This implied that the described rule base is yielding a better control to record 
the voltage output and MPP. 

The power output of the converter using two different MPPT techniques is shown 
in Figs. 13 and 14, respectively.
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Fig. 11 Output voltage of boost converter with FMPPT with R = 13 Ω 

Fig. 12 Output voltage of boost converter with FMPPT with R = 17 Ω

By using FMPPT controller, the output power is100 watt, and it settles at 0.03 s. 
The power output is 77% of the maximum power. Figure 14 shows the output power 
graph using P&O MPPT. 

The power output is 130 W, but it is an oscillatory one. Hence fixed power, we 
are getting from the converter using FMPPT.
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Fig. 13 Power output of step-up converter with FMPPT 

Fig. 14 Output power of boost converter with P&O MPPT

5 Performance Identification Between P&O and Fuzzy 
MPPT 

Table 4 compares the perturbation in the performance using P&O and FMPPT tech-
niques [13–15]. The table shown below describes that the response settles very rapidly 
in open loop step-up converter with an overshoot of 42.8% and a steady-state error of 
6.66%. By using P&O MPPT, output voltage settles at 0.015 s and having a steady-
state error of 0.005 and achieves power output of 115 W which is nearest to maximum
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Table 4 Performance comparison 

Input voltage 21 V, load resistance = 15 Ω 
ts (s) Mp SS error Voltage output (V) Power output (W) Stability 

Using P&O MPPT 0.015 66.6% 0.005 42 115 Unstable 

Using FMPPT 0.04 0 0 42 100 Stable 

power of the PV module. By using FMPPT controller, output voltage settles at 0.04 s 
and having a steady-state error of 0 with zero overshoot and output power of 100 W. 
FMPPT tracks the output voltage with less steady-state error, and the power output 
is close to maximum power. So it is a good choice in comparison with P&O. 

6 Conclusion 

The simulation results show that the output voltage at different load conditions and 
also the power characteristic at reference load resistance. The output power fluctua-
tion is more using P&O method, but it matches with the maximum power. By the use 
of FMPPT, the fluctuations are reduced. But the output power is fixed at 100 W. The 
performances of the MPPT techniques were measured and matched by specifying the 
time response specifications. From the simulation waveforms, it can be concluded 
that the FMPPT provides better voltage regulation and a stable output at increasing 
load but in P&O method, step size is fixed, and it tracks the maximum power. 
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Optimization of Hybrid Solar, Wind, 
and Diesel Energy System from Cost 
Analysis of Micro-Grid Using Homer 
Software 

P. Dinesh and Yashwant Sawle 

1 Introduction 

Electricity has been a problem in many distant regions in recent years. Demand for 
energy transmission from diesel fuel and fossil fuel is dominated in remote areas by 
concerns about air pollution, water pollution, deforestation, and global environmental 
deterioration. Conventional energy, on the other hand, can be a good substitute for 
fossil fuels and is the best option from a social and economic standpoint. “Wind and 
Photovoltaic are being used to replace fossil fuels, which are abundant in nature” [1]. 
Micro-grids for rural areas are used to fulfill required load. Non-conventional sources 
are used to power these micro-networks [2]. Because certain distant locations lack 
electricity due to transmission line problems, the off-grid method is mostly employed 
for isolated areas [3]. “Solar energy is obtained from the sun through the use of a 
photovoltaic system, and it can also be used to power a wind turbine” [4, 5]. Hybrid 
systems that are connected to the grid are more likely to provide continuous power. 
The efficiency and dependability of a hybrid renewable energy system (HRES) are 
largely dependent on the components and their precise modeling, as well as the use 
of proper optimization methods [6]. Renewable energy supplies are limitless and will 
never run out. As a result, we must make the most of such tremendous amounts of 
energy [1]. There are two optimization techniques available in this software: search 
space and homer optimization. The COE can be decreased by employing a load-
dependent optimization approach [7, 8]. The author developed a off-grid system to 
electrify remote areas located in, India [9]. 

A feasibility analysis for different hybrid renewable cases through genetic algo-
rithm (GA) and particle swarm optimization using different DG strategies. [10].
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Table 1 Ramanathapuram 
city climate details 

District Ramanathapuram 

State Tamil Nadu 

Country India 

Weather 31 °C 

Latitude 9°21.8 

Longitude 78°50.4E 

Wind speed 6.49 

The author suggested a off-grid system is the best economical scenario among the 
designed six various cases for the location of Barwani in India [11]. The author 
discussed various issues related to the design of hybrid systems and reviewed various 
software and artificial techniques to perform optimization [12]. The authors explored 
about smart micro-grid’s design, integration and optimization, as well as numerous 
constraints for its components and objectives [13]. The author performed a various 
system design of off-grid systems for remote areas located in the Tamil Nadu district, 
India [14]. Using the HOMER platform, the author performed optimization and sensi-
tive analysis for four different integrated renewable sources for the location of Ukai, 
Gujarat, Tamil Nadu [15, 16]. 

The author reviewed various control strategies and the effects of techno-economic 
analysis of hybrid renewable systems and performed a case study for a remote loca-
tion using HOMER and SO technology [17]. By utilizing different renewable sources, 
the author performed a novel methodology based on multi-objective functions using 
different artificial intelligence algorithms [18]. The major goal of this study is to use 
the HOMER software to create a solar, wind turbine, and diesel generator combina-
tion. To meet the load needs of a specific area, several systems have used a diesel 
generator and a battery bank as a backup (Table 1 and Fig. 1). 

Fig. 1 Off-grid hybrid system
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2 District of Analysis and Load Description 

The chosen territory is the district of Ramanathapuram in the Indian state of Tamil 
Nadu, with its location on the map at latitudes 9°21.8 N and longitude 78°50.4E, 
where the usefulness of green energy sources is investigated. Each of these would 
be utilized in a stand-alone capacity. A measurement that is standard of typical 
energy use is 11.25kWh/day; average load system is 0.47 kW, the production of 
peak demand is 2.32 kW. The load factor is 0.2. Figure 2a and b displays the yearly 
demand information based on the load value measured over 24 h. 

2.1 Potential of the Sun 

From Fig. 3 and Table 2, the sun-based information, which includes the clear-
ness index and sun radiation, varies from 0.454 to 0.603 and 4.120 kWh/m2/day to 
6.180 kWh/m2/day, respectively. The November month has the lowest sun radiation

Fig. 2 a Annual load profile. b Hourly and monthly demand profile 
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Fig. 3 Monthly averages for global solar PV data for the location 

Table 2 Month-wise solar data 

S. No. Month Index clearness Everyday solar isolation kWh/m2/day 

1 January 0.520 4.660 

2 February 0.571 5.500 

3 March 0.603 6.180 

4 April 0.542 5.690 

5 May 0.548 5.690 

6 June 0.507 5.180 

7 July 0.486 4.980 

8 August 0.496 5.150 

of 4.620 kWh/m2/day, while the month of March has the highest solar irradiation of 
6.180 kWh/m2/day. A month of low solar concentrated radiation is enough to employ 
sun-based energy for power generation. 

The solar panel converts irradiance of sunlight into sun-powered energy, to meet 
load. It only works when the sun is available, and the excess energy generated by 
the solar photovoltaic has been utilized to charge the backup batteries, which feed to 
load. Especially at night where there is not available of solar energy. The photovoltaic 
type used in this study is a generic flat PV plate, which has a ecomomic details are 
mentioned in Table 1. 

2.2 Wind Turbine 

Wind speed is calculated using NASA data given by National Renewable Energy 
Laboratory (NERL). An anemometer at a height of 50 m recorded 8.360 m/s as 
the monthly average wind speed for the specified site (Latitude 9.25S, Longitude 
78.75E) (Fig. 4).
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Fig. 4 Shows monthly average wind speed 

3 System Description 

HOMER was used to assess and quantify the costs of numerous hybrid power system 
models, both on and off the grid, in this research. In order to analyze the optimiza-
tion outcomes for various combinations, the HOMER simulation software requires 
specific input data, as stated in the following section [19]. We investigated PV, WT, 
and DG resources in study. The NASA resources Web site was utilized to get monthly 
average solar and wind statistics for the specified location based on latitude and 
longitude [20, 21] (Fig. 5). 

Fig. 5 Design of a hybrid 
power system model
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Table 3 Cost details of the system compounds [26, 27] 

S. No. Equipment Size (kW) Initial capital 
cost ($) 

Replacement 
cost ($) 

Cost of O&M 
($ year) 

Time elapsed 

1 Wind 
turbine 

1 300 300 20 20 

2 Solar 
photovoltaic 

1 630 630 10 20 

3 Converter 1 300 300 03 15 

4 Battery 1 162.66 250 10 3550 (h) 

5 Generator 1 300 300 05 15,000 (h) 

3.1 Wind Turbine 

Wind power system form wind turbines primary input is air flow. The two major 
characteristics that a wind turbine is works with the air speed and air direction. Due 
to the size of the turbine blades, sufficient speed and directed air flow are necessary. 
A number of essential characteristics affect the overall wind turbine system [22]. 
The speed of the wind does not remain consistent throughout the year. The table 
illustrates the replacement expenses as well as the operating and maintenance costs. 

3.2 Photovoltaic 

The intensity of light, or solar power concentration, is crucial for producing the 
highest amount of electricity [23]. This is accomplished using solar panels linked 
in serial and parallel. MPPT [24] can be used to increase the PV module’s output. 
Despite its rising popularity, it is mostly employed in rural regions. Table 3 shows 
the economic parameter of PV. 

3.3 Diesel Generator (DG) 

In the case that the PV array, wind turbines, and battery bank are insufficient to fulfill 
the load requirement, the diesel generator supplies backup power [25]. Table 3 shows 
the economic parameter of DG.
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3.4 Battery 

When both the sun and the electric grid are unavailable, the battery bank storage 
capacity is chosen to meet the energy load demands. 

3.5 Converter 

To calculate the inverter’s capacity, the size of the converters is employed as a decision 
variable. The quantity of AC power obtained by the system after converting DC 
electricity is referred to as the inverter’s capacity. The user can additionally choose 
the rectifier capacity or the full DC power that can be altered from ac power. Unlike 
surge abilities, these capacities are nonstop and can last for a longer length of time. 

4 Economic Evaluation 

Financial factors such as COE, system NPC, system capital expense, and salvage 
cost might be employed, to examine the hybrid system. The best feasible outcome 
based on these economic variables simulates HOMER. 

4.1 Net Present Cost (NPC) 

The NPC is a significant expenditure factor in software used [28]. The NPC is 
computed by subtracting value of totally expenditures absorbed by the program 
from the value of all revenues earned over the life of the endeavor. The NPC includes 
the initial capital cost, replacement, operations and maintenance expenditures, fuel, 
and other factors. Equation (1) expresses the net current cost numerically as [29]. 

Net present cost = Cannual.Tot 

CRF(I, L project) 
(1) 

where 
“Cannual.Tot is absolute annual cost 
CRF is a capital recovery factor 
i is the interest rate 
L project is designed project life time.”
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4.2 COE (Cost of Energy) 

The COE is the defined as the quantity of useable energy engendered by the designed 
system. According to HOMER platform, COE means ratio of the system’s total 
yearly electricity expenditure to the total usable power generated [30]. Equation (2) 
represents the cost of energy [31]. 

Cost of energy (COE) = Cannual.Tot 

Eprimary.AC + Eprimary.DC 
(2) 

where 
Cannual.Tot is total annual cost 
EprimaryAC is primary AC load served 
Eprimary DC is primary DC load served. 

4.3 Renewable Fraction (RF) 

The RF refers to the percentage of energy given to the load that comes from non 
conventional sources. The RF is calculated by HOMER using the following equation 
[32]: 

fren = 1 − Enonren + Hnonren 

Eserved + Hserved 
(3) 

where: 
Enonren = nonrenewable electrical production [kWh/year] 
Egrid,sales = energy sold to the grid [kWh/year] (included in Eserved) 
Hnonren = nonrenewable thermal production [kWh/year]. 

5 Findings of the Homer Simulation 

When HOMER simulates and optimizes, it discovers that the need profile must 
be met. The optimal estimation for over a framework is 4.04 kW solar photovoltaic 
panel, no value of generators, 18KWh lead-acid battery, and 2.25 kW converters. The 
initial cost is $7950; the annual running cost is $467.50; the cost of power is $0.264, 
and there is a renewable component with a 100 percent optimum arrangement. In 
addition, the hybrid system generates 6065 kWh per year, with the PV array and 
diesel generator providing 27.6% and 72.4% of total energy, respectively (Fig. 6).

The AC vital load is taken care of with the system’s power. The AC load is 
used for an average of 4104 KWh per year. The average annual power generated 
by PV system is 6065 kWh, whereas the average annual electricity generated by a
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Fig. 6 Optimization result from homer

DG is 15,915 kWh. The additional power available with 0.0404% unmet loads is 
17,450 KWh per year. Figure 7: Monthly electric production energy system power 
generation. Figure 8 illustrates that the planned integrated renewable scheme protects 
money during the project’s life span, with a operating cost of $118.134/year. 

A DG against $467.50/year for the most cost-effective solution Fig. 9 depicts the 
ideal configuration’s total net present expenses, which are expected to be $13,993 
against $1.53 M for the basic case with a diesel generator. In the ideal crossover 
situation, by taking into account NPC, the cost of these systems is reduced by around 
half.

Fig. 7 Power generation of monthly electric production energy system
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Fig. 8 Result of hybrid system saves money over the project life time

Fig. 9 Net present cost result 

6 Conclusion 

In this work, we utilized HOMER to evaluate the outcomes of modeling and a hybrid 
system optimization that generates electrical power using solar photovoltaic’s, a 
diesel engine generator, and a battery. With NPC $13,993, cost of energy 0.264 $/kWh 
and a cost of work of $467.50/year, the solution to this analysis is a 4.04 kW PV, a Nil 
value of capacity diesel generator, 18 kWh lead-acid battery, and a 2.25 kW converter 
which is less expensive than the considered base scenario with COE $28.79. As a 
consequence of examining the load demands of these off-grid and the adequate renew-
able sources available in their unique locations, the hybrid PV/DG/SB framework 
has resulted in a economically more attractive structure. 
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Dynamic Economic Dispatch 
with Electric Vehicle 

Sulabh Sachan and Sanchari Deb 

Nomenclature 

Notation Discription 
w j Waiting time at jth CS 
Rt 

j Reputation of jth CS at time t 
objEV i Objective function of ith EV 
objCS j Objective function of jth CS 
π j (.) Payoff function of jth CS 
i i th Number of EV 
j jth number of CS 
∅ ∅th route for CS 
t tth time instant 

1 Introduction 

The evolution of electric vehicle is a big challenge to the power system operation and 
control. Electric vehicles are fully driven by electricity. As it is powered through the 
electricity so that, it cannot produce harmful gases such as CO, CO2, and SO2. So it  
reduces the emission of carbon in the environment, therefore it gives no sound that it 
is sound free, and it also improves energy efficiency as compared to the conventional 
vehicles.
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As we know that Government imposed a new policy to enhance the development 
of electric vehicles. Studies specify that with the development of electric vehicles, the 
share market in U.S.A. will increased to 40% in 2021, 52% in 2032, and 63% in 2051 
[1–3]. Electric vehicles can be used as an energy storage device [4–6]. According 
to vehicle to grid technology, electric vehicles discharge to the power grid at the 
maximum load and charge at minimum load from the grid [7, 8]. DSM can be defined 
as activities that are planned to affect the use of electricity at the customer side. 
DSM requires active residential customer engagement and a novel communications 
framework for information exchange and control, which are also considered to be 
some of the main components in smart grids [9]. Controlling EV charging load, 
so-called smart charging, is one such DSM strategy that can also be employed at 
the residential customer to increase the load matching [10–13]. In [11], a distributed 
smart charging scheme has been developed for EVs with an objective to minimize 
the net-load variance for residential buildings with a PV system and EV charging 
demand. This method proved, through simulations, that the self-consumption could 
be increased and peak loads could be reduced. However, the benefit of this method 
has not been tested on an actual LV distribution system. 

In this paper, we have made a dispatch model by considering the both economic 
as well as environmental factors, and the proposed model is solved using GAMS 
software algorithms. In this paper, we mostly focus on static dispatch, although this 
review depicts that dynamically economic dispatch replica is more reliable for the 
dispatching of power system problems, by considering the electric vehicle. In this 
paper, a dynamic economic dispatch is evolved by considering the electric vehicles. 
Beside this power balance limitation, the demand of user travel, the battery charging 
on board, etc., are involved in the limitation. The cost of total fuel and the emission 
of total pollutant are the two optimized objectives of this paper. 

2 Economic Dispatch 

This section focusses on modelling all the parameters affecting the price game for 
EVs and CSs. The selected schematic model for price game is presented in Fig. 1. 
In this, each CS optimizes charging price in order to maximize profit. Economic 
dispatch is the minimum-term commitment of optimal output of various electrical, 
to accomplish the system load, at the cost which is minimum, subject to transmission 
and operation limitations. The problem of economic dispatch is solved by computer 
software GAMS which is specialized, and this software can satisfy the operation 
and system limitation of the resources which are available and it corresponds to the 
capabilities of transmission.
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Fig. 1 System model replicates the operation of CSs 

2.1 Classification of Economic Dynamic Dispatch 

Classification of economic dynamic dispatch is depicted below: 

1. Load-based dynamic economic dispatch (LDED) 
2. Price-based dynamic economic dispatch (PDED). 

In LDED, objective is to minimize the load. The load of the qth thermal unit is 
defined below: 

EM
∑

g,t 

dg P
2 
g,t + eg Pg,t + fg 

The operation limits of the qth unit are as follows: 

Pgmin 
≤ Pg,t ≤ Pgmax 

The main aim of the price-based dynamic economic dispatch (PDED) is to 
maximize the total benefits of the generating units of the generating company by 
other products and the energy. In this, there is no hourly supply-demand balanced 
complexity. Besides this, the other technical complexity should be satisfied. 

The EV’s selection of CS accounts for a variety of factors such as the offered price 
by CSs, the distance from CSs, the expected waiting time required for charging EV, 
and the reputation of CSs that is newly described in this work. In the realistic scenario, 
the distance between j th CS and i th EV (di, j ) is a very important parameter for the
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selection of CS as it can increase the driving time and required charging. Therefore, 
each EV tries to reduce the distance in the objective function. Similarly, the offered 
charging price by the j th CS (p j ) is also important in the competitive game. Each EV 
tries to reduce the charging cost and distance. Considerations of these two parameters 
can be written for i th EV as following: 

obji = argmin 
j∈J

(
ϕ1 · p j + ϕ2 · di, j

)
(1) 

The formulation of waiting time is done with the consideration of EVs and CS 
behaviour on t th time interval. Mainly, there are few parameters that directly affect 
the waiting time such as EVs arrival at CS, EV average required power Pi , number 
of charger N s j , and charging rate CR j . We assume that di, j × λt EVs are approaching 
the j th CS to charge their EVs at time t . The average waiting time wi, j will increase 
with increase in the required power

(
di, j × λt × Pi

)
. Whereas, number of charger(

N s j

)
and charging rate

(
CR j

)
will reduce the average waiting time. This phenomena 

can be formulated as the following: 

wi, j = 
di, j × λt × Pi 
N s j × CR j 

(2) 

Note that we use λt to denote the EV density (EVs/km) on road because it changes 
with respect to time. 

3 Modelling of EV 

There is a problem in controlling a single electrical vehicle so, that the two-layer 
dispatch strategy model is employed, that is, the top layer is the power grid dispatch 
centre, middle layer is the electrical vehicle mechanism, and the bottom is the user 
unit (Fig. 2).

The total power of electric vehicle which is rated in a dispatch interval can be 
depicted below: 

Prated =
∑

Prated(i ) 

where Prated (i) is the rated power of ith electrical vehicle and prated is the total rated 
power 

In each dispatch interval, the charging and discharging of electrical vehicle not 
happened at the same time, the conditions can be expressed as follows: 

Where x < 0 means charging condition of an electrical vehicle. Where x > 0 means 
the discharging state. 

At x = 0, electrical vehicle does not engage into a power system dispatch.
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Fig. 2 Modelling of EV

4 Modelling of Dynamic Environmental Economic 
Dispatch Difficulty 

Since electrical vehicles engaged in a power system network dispatch, so the goal 
become dynamic 

Minimum Fc =
∑

n=1

∑

j=1

(
a j + b j d j,n + c j d2

)

where aj, bj, and cj are coefficients of costs of jth power generator, K is the total 
period of dispatching, dj,n is the output power of the jth unit at nth time. Fc is the 
total system fuel cost, and P is the total thermal generator units. 

The whole emission of pollution goal can be expressed as 

Minimum Em = 
K∑

n=1 

p∑

j=1

[
(a j β j d j,n + γ j d2 

j,n + ζ j exp(φ j , d j,n))
]

where αj, β j, γ j, and ζ j and fj are the coefficients of emissions of the Jth power 
generator. Em is the entire emission of the pollution of the system.



178 S. Sachan and S. Deb

4.1 Limitations 

Because of the existence of electrical vehicle charging and discharging power which 
varies from the conventional environment economic dispatch. The system limitations 
are not disrupting but it has problematic attributes. 

The entire power output of thermal generators, the power output of electric 
vehicles charging and discharging power must meet with the entire demand load. 

D

[
p∑

n=1

(
D j,n + Ddis,n + Dw ≥ Dd,n + Dn + Dch,n

)
]

≥ ζ1 

Dch,n is the charging power of electrical vehicles in a nth time interval, Ddis,n is 
the discharging power of electrical vehicles in a nth time interval, Dw is the active 
power, Dd,n is the power demanded in nth time interval, ζ 1 is the level of confidence 
that shows the power system load demand meets at what level. 

The electrical vehicles battery which is on board the power which is remaining 
Qt at time interval t is expressed as 

Qt = (Qt−1 + γc Dch,t t−
(
(1/γd) Ddis,t∗t

) − QTrip,t 

where γ c and γ d are the charging and discharging efficiencies coefficients, respec-
tively, t is the interval of dispatch, Qtrip,t is the consumption of the electrical vehicles 
in the mechanism of running power, which can be given as 

QTrip,t = Q ∗ L 

where Q is the total power consumption (which is approximately average) of unit 
distance, and L is the distance up to which electrical vehicles drive. 

For safety purpose and for life time services of the battery, the power which is 
remaining Qt is limited by maximum and minimum which is represented as 

Qmin ≤ Qt ≤ Qmax 

The discharging and charging power of the electrical vehicle are approximately 
less as compared to the rated power. 

Dch,t ≤ DN, ch 

D discharging, t ≤ DN, discharging. 
Where DN, Ch, and DN, discharging is the charging and discharging power, 

respectively, which is rated in nature of electrical vehicles, respectively. 
The generator output power limitation is expressed as (Fig. 3): 

Dmin j,t ≤ D j,t ≤ Dmax j,t
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Fig. 3 Probability of 
availability of EV on road 
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4.2 Problem Formulation 

Depending on the goals and limitations, the dynamic environmental economic 
dispatch issue with electrical vehicles can be mathematically prepared as 

Minimum [FC, EM] 

Concern to h j (DG) ≤ 0 Where j = 1, 2, 3 J  
Gi(DG) = 0 Where i = 1, 2, 3 I  
DGmin  ≤ DG ≤ DGmax  

where DG is the decision dimensional variables which have to be optimized, and this 
include rated output power of generator (thermal generators) units. Where hJ (DG) and 
GI (DG) are inequality and equality limitations, respectively. It represents the pare to 
optimized front for a distinctive many objective issue. 

5 Results and Discussion 

As we know that electrical vehicles have many environmental benefits as compared 
to the vehicles which operated on petroleum and diesel. Also, electrical vehicles have 
low maintenance and operating costs. Therefore, we can save money by using the 
electrical vehicles. The air pollution due to electrical vehicles is approximately zero. 
It also minimizes the dependency on petroleum as well as on the diesel. Electrical 
vehicles have one more benefit that, due to electrical vehicles, there is no emission of 
greenhouse gases. The efficiency of electrical vehicles is also more, it has great impact 
on the health of the public of any country, and due to this, there will be minimum 
damage of ecology. We can charge the electrical vehicles through renewable energy 
for example: solar energy, wind energy, etc., due to that emissions are decreasing 
more rapidly. We can charge the electrical vehicles at rooms, at work places, or 
even on the road. So, there is no requirement to go to the stations. The moving 
parts incorporated in an electrical vehicles are approximately less as compared to the 
vehicles which operated on diesel and petroleum. By the use of electrical vehicles, 
the emission of air pollution content is minimized, and also the time and places of
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Fig. 4 Learning curve 
comparison 
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Fig. 5 Discharging of EV 

the emission are gets changed. The emission of pollution through the vehicles which 
operated on diesel and petroleum is during maximum-driving hours which is in the 
amidst of the city. The emission from an electrical vehicles during fuelling is on 
off-maximum running hours at the power plants (Figs. 4 and 5). 

6 Conclusion 

In this paper, numerous-objective dynamic environmental economic dispatch replica 
is composed to study the electrical vehicles. Whilst dealing with the unreliability of 
power, in this paper, distribution function strategy is used. For the discharging and 
charging command, we use the two-layer strategy for dispatch. For the solving of high 
level of dynamic environmental economic dispatch issue, with numerous limitations, 
this paper has better double-step limitation rectification technique. Here, we use 2 
generator unit system. The result is obtained through the general algebraic modelling 
system (GAMS) software. From the conclusion of the above case study, this work 
acquired the impacts of electrical vehicle discharging and charging for the associated 
power grids. Although the cost of the battery and degradation of the battery are the 
essential factors in the total price of an electric vehicle. Our upcoming future duties 
will examine different policies of discharging and charging of an electric vehicle, 
cost of battery, and cost for the management services are more reliable with the real 
results. Another essential path for the future research is to investigate the limitations 
handing method and to upgrade the other numerous-objective optimized algorithms.
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A Review and Analysis of Electrical 
Equivalent Circuit Models of Vanadium 
Redox Flow Battery 

Jusmita Das and Rajdeep Dasgupta 

1 Introduction 

The electricity demand throughout the world is increasing rapidly due to popula-
tion growth and industrialization [11]. Renewable energy sources such as solar and 
wind, unlike conventional power plants, are intermittent, with electricity production 
depending on the environment and time. With the rapid rise in renewable energy pro-
duction, largely due to lower solar photo voltaic (PV) costs, utilities are looking for 
strategies to address grid instability and poor reliability that come with integrating 
the sustainable energy sources [7, 16]. Large-scale battery storage systems play a 
significant role in renewable power generation, continuous power supply, and smart 
grid application. These battery storage technologies are potential candidates capable 
of large-scale energy storage and play an essential role in electricity production and 
consumer needs for immediate electricity distribution [6]. Compared to the other 
different types of battery storage technologies such as lead-acid,nickel-cadmium 
(Ni-Cd), lithium-ion (Li-ion), and sodium-sulfate (Na-S), the redox flow batteries 
[18] offer various advantages. Redox flow batteries (RFBs) are attractive because of 
their flexible power and energy storage deriving from their extraordinary architecture 
[1]. The power output of RFBs can be scaled up by adding more cells to stack or 
expanding the cell areas. Similarly, energy can be scaled up by increasing the tank 
size or by adding more electrolyte solutions [20]. 
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The Redox Storage System Development Project of NASA first identified the 
potential of RFB as an energy storage system. Due to their extensive study on Fe–Cr 
RFBs, the consumer-level production of the test system started in Japan during the 
late 80s [14]. Though these systems were easily scalable and had uniform state of 
charge for each cells, the cells had some shortcomings like low energy density, cell 
degradation, and membrane aging. To improve upon these shortcomings, various 
researchers developed RFBs with different metal ion combinations, like 

(a) Fe–Cr RFB 
(b) Metal-free quinone–Br RFB 
(c) All-polymer RFB 
(d) Zn–bromide RFB 
(e) Zinc–cerium RFB 
(f) Magnesium–vanadium RFB 
(g) Vanadium–cerium RFB 
(h) Vanadium–polyhalite RFB, etc. 

where they used two separate active materials in their respective half-cells [9]. For 
that reason, these redox flow batteries experienced cross-contamination problems. 
So, to overcome the cross-contamination problem, Maria Skyllas-Kazacos and her 
research team developed the vanadium redox flow battery (VRFB) for the first time 
in the 1980s [13]. 

Among the various kinds of RFBs, VRFB was the most researched and successful 
technology for energy storage applications [17]. They have used the same active 
material in both the half-cells (V2+,V3+,V4+,V5+) [21]. 

Also, VRFB has some excellent features, like 

(a) long cycle life (>20,000), which is almost like a solar photovoltaic (PV) power 
plant [8] 

(b) easy scalability 
(c) high efficiency 
(d) excellent electrochemical reversibility 
(e) non-corrosive 
(f) negligible degradation of electrolytes 
(g) safe operation and environment friendly [12]. 

Over the decades, various researchers have made efforts to improve the efficiency 
of VRFB; some of these are the battery stack design, modifications of electrode, elec-
trolyte, and membrane. For understanding the practical VRFB system performance 
and its operation, an electrical equivalent circuit model is essential. Nevertheless, 
very few pieces of literature are available which have worked with electrical equiv-
alent circuit model and their parameter estimation techniques. Therefore, this paper 
intends to provide a systematic review and analysis of some selected electrical equiv-
alent circuit models of VRFB [15].
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2 System Description and Operational Principle of VRFB 

For energy storage systems, VRFB is one of the most promising technology. As 
illustrated in Fig. 1, it mainly consists of two electrolyte reservoirs (the electrolytes 
are circulated via pumps), a negative and positive electrode, an ion-exchange mem-
brane (IEM), and bipolar plates. Redox couples in the electrolyte are used to store 
and release energy, while the charging–discharging process, respectively. The two 
electrolytes are stored separately in reservoirs called an anolyte and catholyte outside 
of the electrochemical cell. The IEM is used to transport ions from one side to the 
other and does not allow unwanted micro-molecules to pass through it. 

An external electrical power source is connected to supply the energy to charge 
the VRFB; similarly, for discharging, an external load is connected. Pumps flow the 
electrolytes in both the half-cells, and the two half-cells are partitioned by an ion-
selective membrane. The electrolytes are pumped into the battery stack continuously; 
in the battery stack, the redox reactions occur at the inert electrodes. While charging 
the battery, the electrolytes are chemically oxidized and reduced within the half-
cells to convert electrical energy to chemical energy, and vice versa happens while 
discharging [13]. 

Fig. 1 Schematic representation of VRFB



186 J. Das and R. Dasgupta

Therefore, the chemical reaction occurs are as follows: 
At positive electrode, 

V O2+ + H2O ←→ V O+ 
2 + 2H+ + e− (1) 

At negative electrode, 

V 3+ + e− ←→ V 2+ (2) 

The overall cell equation is, 

V O+ 
2 + V 2+ + 2H+ ←→ V O2+ + V 3+ + H2 O (3) 

Cell potential, 

E0 (Cell) = ECathode − EAnode (4) 

where E0(Cell) denotes the standard potential of the overall cell reaction, ECathode 

and EAnode are the standard potential of the cathode and anode respectively [5]. The 
Nernst equation is used to find out the potential of the two reduction reactions which 
can be shown as follows: 

In positive half-cell 

E+ = E0+ − 
RT 

F 
ln 

[ [V O2+] 
[V O+ 

2 ][H+]2 
] 

(5) 

In negative half-cell 

E− = E0− − 
RT 

F 
ln 

[ [V 2+] 
[V 3+] 

] 
(6) 

where value of R is the universal gas constant, F is Faraday’s constant, T is temper-
ature, [V ] are the concentration of different vanadium species, [H+] is the concen-
tration of hydrogen ion. 

3 Electrical Equivalent Circuit Models (ECMs) of VRFB 

This section gives a detailed description about the recent ECMs of VRFB. 

1. ECM 1: 

• Model Description: In the paper [4], an equivalent circuit network as shown 
in Fig. 2 has been proposed which consists of a voltage source representing
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Fig. 2 ECM 1 of VRFB in [4] 

the OCV of the VRFB. The resistor R0 signifies the internal resistance which 
is in cascade with a RC branch which symbolizes the electrode capacitance 
and the reaction resistance. A resistor (Rparasi tic) is connected at the output 
terminal which stands for the pump power loss which occurs during charging 
and discharging. 

• Estimated Parameters: Stack potential is obtained from Nernst potential equa-
tion, and state of charge (SOC) of the vanadium redox flow battery is estimated 
by dynamically varying the time step. 

• Limitations: The model doesn’t consider self-discharge and cross-
contamination effect. Also, the flow rate during the running condition is consid-
ered to be static which is likely to make the model inaccurate during operations 
with dynamic flow rate. 

• Experimental Validation: The authors have not validated the proposed model 
for a practical system. 

2. ECM 2 

• Model Description: An ECM as shown in Fig. 3 has been proposed in [10], 
which consists of an open-circuit voltage (OCV), an internal ohmic resistance 
R0, and two parallel RC network (Rap, Cap, Rcp, Ccp) which depicted the 
dynamic behavior and the polarization characteristics of the VRFB. 

Fig. 3 ECM 2 of VRFB in [10]
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Fig. 4 ECM 3 of VRFB in [19] 

• Estimated Parameters: The open-circuit cell potential and the internal resis-
tance are calculated by direct measurement. And the parameters of the RC 
branches are estimated by a recursive algorithm of extended kalman filter 
(EKF). 

• Limitations: The model doesn’t contemplate the effect of practical parameters 
like temperature, electrolyte concentration, and the effect of dynamic flow rate 
is also not considered while charging and discharging of the VRFB. 

• Experimental Validation: The authors have shown the experimental validation 
of their proposed VRFB system with the charge–discharge characteristics. 

3. ECM 3 

• Model Description: A modified version of the previous ECM as shown in 
Fig. 4 has been proposed in [19]. This model consists of same architecture as 
in the previous case but has considered adding two shunt resistors across the 
open-circuit voltage source, which signify diffusion of vanadium ions across 
the ion-exchange membrane. The total resistance offered by Rdiff and Rshunt is 
the equivalent self-discharge resistance. Moreover, the proposed model con-
sidered thermal effect. The electrochemical behaviors of the VRFB during the 
charging–discharging are expressed by the equivalent electrical network, where 
as the heat transfer process is represented by the thermal sub-circuit. 

• Estimated Parameters: The model parameters are identified by particle swarm 
optimization (PSO) technique. 

• Limitations: The model has not been considered the dynamic flow rate during 
the charge–discharge operation. 

• Experimental Validation: The proposed equivalent circuit model is validated 
with a practical VRFB system; hence, the results describe that the proposed 
model is able to predict the VRFB performance considering the dynamic tem-
perature conditions. 

4. ECM 4 

• Model Description: An electrical equivalent circuit model has proposed as 
shown in Fig. 5 [3], which consists of a voltage source representing the OCV
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Fig. 5 ECM 4 of VRFB in [3] 

Fig. 6 ECM 5 of VRFB in [2] 

of the VRFB, an active electrolyte resistance R0 in series with the first-order 
RC network, in which Rreaction represents the electrolyte resistance and Celectrode 

represents the double-layer capacitance, and two parallel resistance which rep-
resented the parasitic loss due to pump power and self-discharge. 

• Estimated Parameters: Open-circuit voltage, terminal voltage is estimated. 
Optimization of different flow rates while charge–discharge process is done. 
Along with that, different state of charge is calculated with respect to different 
flow rates. Estimation of the self-discharge and pump power loss is done. 

• Limitations: This equivalent circuit model does not consider the temperature 
effect, and it has been assumed that the generated heat due to the electrolytic 
flow is uniformly distributed through the reservoir to cell stacks. 

• Experimental Validation: The proposed model is validated successfully with 
a practical VRFB system. 

5. ECM 5 

• Model Description: The model as shown in Fig. 6 [2] is developed by consid-
ering the dynamic internal circuit parameters. The model consists of an open-
circuit voltage source, nth order of parallel RC networks series with an internal 
resistance, where R0 represents the internal resistance, Rct and Cdl represents 
charge transfer resistance and double-layer capacitance, respectively.
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• Estimated Parameters: In this work, charge–discharge characteristics have 
been used to extract the dynamic internal circuit parameters of the proposed 
model. Stack voltage is determined by the Nernst equation. 

• Limitations: This literature expresses that the temperature effect in the VRFB 
system is negligible. Their research considered that the heat generation due 
to the continuous flow of electrolytes into the stack to tanks is uniformly dis-
tributed. 

• Experimental Validation: The proposed model is validated with a practi-
cal system, which exhibits robustness for large-scale applications by further 
extracting the internal parameters. 

4 Discussion 

The accurateness of the presented models in this paper varies according to the dif-
ferent applications of the vanadium redox flow battery. The presented models could 
further be modified, considering a few practical parameters, like temperature effect, 
self-discharge effect, and crossover effect of different vanadium species. The models 
might act more precisely with the practical system if the effects of the side reactions 
were also considered. Moreover, the thermal effect influences the open-circuit volt-
age and also the battery capacity. Battery capacity increases when the temperature 
increases. So, battery models can improve the battery’s performance if the tempera-
ture effect is considered. The electrolyte flow rate is one of the most critical aspects 
of VRFB operation. Considering the dynamic flow rate while charge–discharge of 
the battery might improve its performance, so the better extraction of the parameters 
of the electrical equivalent circuit model is possible. Its impact on the overall effi-
ciency of the VRFB system has been modeled. The simulation result shows how the 
electrolyte flow rate changes when the SOC changes. This aids in the development 
of a tracking algorithm for ensuring maximum overall VRFB system efficiency by 
maintaining dynamic ideal flow rates throughout charging and discharging. From 
the literature survey, it has been seen that the pump power loss is also an essential 
factor for the battery; the efficiency of the battery varies with the pump power loss. 
Numerous significant parameters, comprising electrolyte concentration, SOC, out-
put voltage, current, and internal loss, can be simulated using the equivalent circuit 
models under various operating situations and applied to simulations of short- and 
long-term operations for creating a scalable VRB system. The analysis of above-
mentioned electrical equivalent circuit models of VRFB (ECM 1, ECM 2, ECM 3, 
ECM 4, ECM 5) is shown in Table 1.
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Table 1 Analysis of electrical equivalent circuit models of VRFB 

Models 
studied 

Self-discharge 
consideration 

Dynamic flow 
rate 
consideration 

Thermal effect 
consideration 

Crossover of 
vanadium 
species 

Experimental 
Validation 

ECM 1 No No No No No 

ECM 2 No No No No Yes 

ECM 3 Yes No Yes Yes Yes 

ECM 4 Yes No No Yes Yes 

ECM 5 Yes Yes No Yes Yes 

5 Conclusion 

In this paper, the recently developed equivalent circuit models of the vanadium redox 
flow battery have been presented. These are the standard equivalent circuit models, 
which include the first-order RC equivalent circuit, second-order RC circuit, and 
nth-order RC circuit. The number of RC branches may differ according to the con-
sideration of the dynamic behaviors of practical parameters. A brief idea of the 
parameter identification methods is also presented in this paper. The charging and 
discharging characteristics of VRFB are used as input to the proposed model to 
extract the dynamic internal electrical circuit parameters. 
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Power Transformer Protection Based 
on Fuzzy Logic System 

Vijay Kumar Sahu and Yogesh Pahariya 

1 Introduction 

In electrical power system, power transformers are expensive as well as one of the 
most critical equipment. The failure of such an equipment will have a severe negative 
impact on the power supply. This may even lead to high maintenance costs and even 
massive power blackouts. So, to maintain, the reliability of power transformers should 
be considered as priority in the electrical power system. Different suitable methods 
for the protection and to detect fault must be ensured for stable as well as reliable 
energy delivery [1]. 

The percentage differential logic is the common protection technique used for 
transformer protection as shown in Fig. 1. This protection technique can distinguish 
between normal operating condition, an external fault, and internal fault. But, simply 
to detect a differential current will not be sufficient to differentiate between internal 
faults from other similar situations which can produce such currents. Few of the situ-
ations may appear when transformer energization (inrush currents) take place, over 
excitation, among others, these can result in wrong tripping. For modern protection 
of the power transformer, fast and correct distinction of internal faults from the other 
similar situations mentioned is a great challenge. Different algorithms developed 
recently to differentiate between internal fault current and other similar situations 
which can produce similar current should be understood, so effective maintenance 
of transformer will be possible [2].

Different methods have been developed to improve the differential protection [3– 
14], used for power transformer. Some have implemented the same [4–6], by using of 
wavelet transform and other various transform [8, 9]. Few have used hybrid systems 
and restraint method [2, 3]. For correct operation of differential protection, distinction 
between the magnetizing inrush current and the internal faults in transformer is
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Fig. 1 Differential relay connection diagram

necessary [14–18], as the reliability enhances are discussed. Few more for fault 
detection methods were proposed [19–22]. Fault identification algorithms are also 
available [23–25]. For the diagnosis of the faults methods were presented [26, 25, 27]. 
A review of protection methods of the transformer and the CT saturation detection 
methods are also available [28, 29], respectively. 

2 Method Proposed 

2.1 Flowchart of Relay 

The implementation of proposed algorithm was done in MATLAB Simulink, and it is 
illustrated in Fig. 2. The current signals values are acquired from transformer by the 
use of current measurement blocks. After collecting the current data, the differential 
currents are calculated by processing using Clarke’s transformation. These differen-
tial currents obtained are sent to the fuzzy system. The threshold value of 0.5 is set 
for the fuzzy system. If fuzzy output is higher than threshold value, i.e., 0.5, the relay 
will send signal to trip the circuit breaker.

Each block is described in the following section. 

2.2 Data Acquisition 

For the proposed method, data acquisition is done for currents from the secondary of 
the CTs connected on primary side and even secondary side of power transformer,
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Fig. 2 Basic relay algorithm

which is required for differential protection. Current data are obtained from current 
measurement block. 

2.3 Preprocessing: Clarke’s Transform 

As the data have been acquired, a preprocessing will be executed, to obtain the desired 
signals for the fuzzy logic system. The signal will be acquired by applying Clarke’s 
transformation to the 3-phase currents in secondary winding current of the CTs in 
both transformer ends, i.e., primary and secondary. The equations are represented as 

⎡ 

⎣ 
iα 
iβ 
i0 
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−1 
3 

−1 
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1 
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⎤ 
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]
(1) 

where Ia, Ib, andIc represent three sinusoidal balanced currents: 

Ia = Imsin(ωt) (2) 

Ib = Imsin 
( 

ωt − 
2π 
3 

) 
(3)



198 V. K. Sahu and Y. Pahariya

Ic = Imsin 
( 

ωt + 
2π 
3 

) 
(4) 

The phase currents are flowing in their, respectively, windings of a three-phase 
winding, as the Fig. 3 shows. 

The rotating space vector IS is represented by its components, iα and iβ , in a fixed 
reference frame whose α axis is aligned with phase A axis. The amplitude of IS 
being proportional to the rotating mmf produced by the three-phase currents. It is 
computed as follows: 

Is = iα + j.iβ = 
2 

3 

( 
ia + ib.e 

j2π 
3 + ic.e 

−j2π 
3 

) 
(5) 

Clarke’s transformation can be used to both phasor as well as instantaneous values. 
The main concept is using Clarke’s transformation is to discriminate normal oper-
ation, internal faults, and energization. The differential α-β-0 components of the 
current are used. 

∆αph = 

||||| 
N∑ 

n=0 

[Iα(n) + iα(n)] 

||||| (6) 

∆βph = 

||||| 
N∑ 

n=0 

[
Iβ (n) + iβ (n)

] 
||||| (7) 

∆0ph = 

||||| 
N∑ 

n=0 

[I0(n) + i0(n)] 

||||| (8)

Fig. 3 abc to αβ0 axis  
representation 
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where Iα(n), Iβ (n), I0(n), iα(n), iβ (n), and i0(n) are α-β-0 current components of the 
primary current and secondary current acquired by a power transformer and N is the 
number of samples used to get the values. 

The values computed of the differential α-β-0 components of the phase currents 
approaches zero during a normal operation and for different specific situations fluctu-
ation are observed in differential current values. Hence, various phenomena of power 
transformer could be distinguished. With input of the differential α-β-0 compo-
nents of the current, fuzzy system is used, so the fault condition can be determined 
accurately compared to the conventional methods, which has predefined rules to 
discriminate between steady state and fault conditions. 

2.4 Design of Fuzzy System 

To point out the fault condition by considering all data and accurately, the fuzzy logic 
system is used. Steps used for the fuzzy logic are as follows: 

Fuzzification: In proposed method, three fuzzy inputs for the fuzzy system: (1) ∆α, 
(2) ∆β, and (3) ∆0. These are obtained from Eqs. (6)–(8). Figure 4a–c shows the 
inputs membership functions. For fuzzification of an input variable defined in Eq. (6), 
the range is between −15 and 220, and the membership value ranges from 0 to 1. The 
remaining two variables are from Eqs. (7) and (8), having range of −120 to 75 and 
−5 to 12, respectively. The range of fuzzy inputs was amplified for better analysis. 
Figure 4d shows the output variable.

Inference method: Here, proposed method will use 12 rules to distinguish between 
internal faults condition and steady-state condition. Mamdani method was chosen 
[30], to perform the mathematical operation. Table 1 gives the rules used in proposed 
relay, and Table 2 gives the specification of the proposed relay.

Defuzzification: Here, the method requires a crisp value for the control purposes. 
The technique used is centroid according to [31] 

Output = 
∑N 

j=0 yjμF (yj) ∑N 
j=0 μF (yj) 

(9) 

where yj is the value of every point on a domain of final output fuzzy set. 

μF (yj) is membership value at every point.
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Fig. 4 Membership functions of fuzzy. a ∆α, b ∆β, c ∆0, d output fuzzy

Table 1 Summary of fuzzy rules 

Rules Inputs Output 

∆α ∆β ∆0 

1 Low Low Low Fault 

2 Low Low Medium Fault 

3 Low Low High Fault 

4 Low Medium Low Fault 

5 Low Medium Medium Fault 

6 Medium Low Low Fault 

7 Medium Medium Medium Steady state 

8 Medium High High Fault 

9 High Low Low Fault 

10 High Low High Fault 

11 High Medium Medium Fault 

12 High Medium High Fault 

Table 2 Specification of 
proposed relay 

Measurement taken Primary and secondary currents of 
transformer 

Output of the relay Trip signal 

Threshold of operation Fuzzy output >0.5
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Power 
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Load 
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Fig. 5 Line diagram of power system considered 

3 Simulated Power System 

The MATLAB software was used to simulate the electrical system. Figure 5 shows 
the simulated power system to generate data for the fuzzy system developed. 

For a power transformer, a complete differential protection scheme is presented. 
The electrical system comprises of a 138 kV and 90 MVA generator, three-phase 
power transformer of 138:13.8 kV and 25 MVA, and a load of 10 MVA having power 
factor of 0.92 lagging. The primary winding has delta connection, and secondary 
winding has star connection of the power transformer. In accordance with the 
winding, CTs connected for protection are star in primary side and delta in secondary 
side. 

4 Results 

In this section, different results are presented for few conditions that can occur in the 
power transformer during its operation. 

Figure 6a shows the primary current when unloaded transformer (secondary 
winding open) is being energized at zero crossing. For the same, no trip signal was 
obtained, Fig. 6b from the proposed method.

When LG fault occurs in primary of the power transformer, so the primary as 
well as the secondary current waveforms are shown in Fig. 7. The fault is created at 
0.02 s, and the fault is detected as early as 0.0277 s, Fig. 7c.

Figure 8 shows the primary as well as secondary currents, respectively, when 
LLL fault is present on secondary side of power transformer. The fault was again 
developed at 0.02 s, and the fault is detected at 0.02785 s, Fig. 8a.
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Fig. 6 Energization at zero crossing of unloaded transformer a primary current. b final trip

Fig. 7 LG fault in phase A on primary of transformer a primary current, b secondary current, 
c final trip
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Fig. 8 LLL fault on secondary of transformer a final trip, b primary current, c secondary current 

5 Conclusion 

The paper is presenting a different methods used for power transformer protection. 
The same is being done by a-b-c to α-β-0 transformation and fuzzy logic. The 
α-β-0 components were helpful for discrimination between different faults from 
other operating conditions like energization and overexcitation. During this operating 
conditions, the relay was able to avoid the trip and was efficiently able to detect the 
various faults within the protected region. By observing the results for different faults, 
it can also be concluded that most of the faults were detected within half cycle of 
fault development, which is considerably fast. 

The algorithm is also advantageous as harmonic components are not being used 
as the basis of relay decision as in most of the algorithm for energization detection, 
and it is a simple method which can be easily understood.
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Human Activity Recognition: A Step 
Toward Ambient Assisted Living 

Rohan Mandal, Uday Maji, and Saurabh Pal 

1 Introduction 

In this modern digital era, self-dependency is one of the foremost stipulations of 
mankind. The aged and differently abled persons are also not out of this ensemble. 
The field of technology which helps to meet their craving is named ambient assisted 
living [1]. In the field of ambient assisted living, the primary requirement is human 
activity recognition. Excluding AAL, the real-time monitoring of human activity 
finds major application in the area of personal fitness, gaming, and entertainment. 
Human activity recognition can be done using two types of sensors; the first one is 
high-end audio visual sensor nodes with camera [2, 9], microphone [3], etc., and the 
second type is wearable sensors like gyroscope, accelerometer [4–8], thermal sensors, 
radio frequency identifier [10, 11], etc. Among these, the gyroscope and accelerom-
eter are aptly felicitous for their small size, low-power consumption, fingertip avail-
ability with smart phone and smart watches, and they do not constrain user mobility 
while protecting their privacy. For these reason, these sensors found huge application 
in the field of AAL, while image or video processing-based activity recognition is 
useful for surveillance and security purpose. As this work deals with detection of 
daily life activities for assisted living, tri-axial accelerometer is used as sensor. 

From the detail study of the previous proposed works for activity detection, the 
pr methods can broadly be categorized as the generative model and the discrim-
inative approach. Majority of the state-of-the-art works comes under generative 
model category. Application of Gaussian mixture modeling (GMM) and Gaussian 
mixture regression (GMR) on accelerometer data [5], hidden Markov models (HMM)
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on RFID tag generated data in smart home environment [11], dictionary learning 
approach on accelerometer data [7] are some of them. In the discriminative approach 
for recognition of activities of daily life, we find application of support vector machine 
[3, 9, 12], KNN [13], decision tree [14], ANN [8], and many more classifiers. In a 
HMM-based HAR system, [15] classification accuracy of 69.18% is achieved, while 
in a principal component analysis (PCA) of video signal being accompanied with 
SVM classifier, 95% accuracy is reported [9]. In many HAR systems, PCA [9, 16, 17] 
makes a salient appearance in dimensionality reduction of large number of feature 
set extracted from sensor data. Walse et al. [8] shown that use of PCA reduces the 
dimension of feature set from 561 to 70 causing a visible reduction of modeling 
time while compromising very less with the accuracy of the system. PCA-based 
decision tree classifier is proven to be useful in classification of cancer data [18] and 
other medical data [19]. Being inspired by the efficient application of PCA in dimen-
sionality reduction without losing information, it is used in this proposed work to 
reduce the three dimensional data of tri-axial accelerometer into one dimensional data 
keeping major information content within them. In this aspect, it is novel approach 
to wield PCA on raw sensor data unlike on feature set as seen in most state-of-the-art 
works. The high-classification accuracy in various discriminative approaches lead us 
toward the use of a very popular bagging technique named random forest classifier. 
Application of random forest algorithm on combined feature set of data generated 
by accelerometer and gyroscope is reported [20, 23] to be capable of activity recog-
nition with accuracy of 90–98% depending on selection of activity type. In a random 
forest-based sports activity, recognition system around 99% detection accuracy was 
achieved using sensors worn on arm, forearm, belt, and dumbbell [21]. A compara-
tive study of different classifier algorithm [22] on inertia sensors data, worn on wrist, 
chest, and ankle shows random forest which gives sufficiently high accuracy with 
very less training time. 

In rest of this paper, Sect. 2 describes the data collection and pre-processing using 
PCA, Sect. 3 contains feature extraction, and Sect. 4 emphasis on classification of 
activities of daily life using random forest classifier. Result and comparative study 
with other related works are depicted in Sect. 5. 

2 Data Collection and Pre-processing 

The data for this noble activity detection algorithm are acquired from a popular 
benchmark dataset named human motion primitive (HMP) dataset collected from 
archive.ics.uci.edu [24]. In this work, five common daily life activities are considered 
for classification. These are (i) descend stairs, (ii) climb stairs, (iii) comb hair, (iv) 
brush teeth, and (v) drink glass. 

Around 25 dataset of each activities are taken. These dataset contains readings of 
tri-axial accelerometer worn on right wrist of the volunteer, with a sampling frequency 
of 32 Hz. The three columns of the dataset contain coded values of accelerometer 
reading along X, Y, and Z direction. These data are normalized between the ranges
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−1.5 to +1.5 g and filtered using a median filter of size 3 to reduce noise. The 
sensitivity of this data is 6 bits per axis. The sample plots of data of each selected 
activities are shown in Fig. 1. 

Observation of these plots adjudicates that though the signals of last three activities 
are quite different from each other, the nature of signals of first two activities is very 
much similar. Also the data of the three axis for a particular activity are very much

Fig. 1 Sample plot of tri-axial accelerometer data for selected activities 
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random in nature, and it is difficult to establish any mathematical relationship in 
between them. Therefore in most of the related work, features are extracted from all 
the three columns of sensor data, and a large dimensional feature set is developed 
which increases complexity and execution time of the classifier algorithm. 

This work uses a different approach by reducing the dimensionality of the raw 
data while protecting the major information content within them. Here, principal 
component analysis (PCA) comes out to be the best possible tool to extract a single 
dimensional data from the three dimensional data without reducing the information 
content in the raw dataset. 

PCA is a method of representing a given dataset A of a certain dimension into a 
derived dataset of same dimension where the axis of representing the vector samples 
of the data matrix is different. For example, if A is an n dimensional matrix, given 
by A = {A1, A2, A3 … An}, PCA converts it into another n dimensional matrix B 
= {B1, B2, B3 … Bn}  where most of the information of dataset A is conserved into 
the first few columns of matrix B. Thus, the dimensionality of matrix A is reduced 
significantly with a small tradeoff information content in initial data. 

A can be converted to B by a matrix computation 

A = C · B (1) 

where C is an n × n coefficient matrix. 
Its values are determined in such a way that maximum variance of new data 

is ensured in first column of matrix B, and this variance gradually reduces as we 
proceed toward 1 to n. Here, information content in a data is basically represented 
by its variance. But direct determination of C is not possible, therefore covariance 
matrix K is computed using following equation. 

Kn×n = 1 

n − 1 

n∑ 

j=1 

(A j − A')T · (A j − A') (2) 

where A' is the mean of the considered data samples and is given by 

A' = 
1 

n 

n∑ 

j=1 

A j (3) 

Next, the eigenvalues of Kn × n for initial data A are calculated, and let they are 
denoted by λ1, λ2, … λn. Here, λ1 ≥ λ2 ≥ λ3… λn − 1 ≥ λn. Then, eigenvectors 
corresponding to n eigenvalues are computed among them m eigenvectors S1, S2 
… Sm associated with m highest eigenvalues define the representation of data A 
into m dimensional axis known as principal axis. In this work, the raw dataset is 
3 dimensional, and PCA decomposes each dataset into three different uncorrelated 
array of data, which are actually the eigenvectors SCORE1, SCORE2, SCORE3.
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The plot of these for a ‘comb hair’ dataset is shown in Fig. 2. Among these only the 
array of data with highest eigenvalue, i.e., the first one is taken for further analysis 
which is also known as principal component of data. Plot of this for the same dataset 
is shown in Fig. 3. This single dimensional principal component data with highest 
variance are taken for further analysis. 
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Fig. 2 Principal component plot of acceleration data 

Fig. 3 Plot of the first 
dimension of PCA
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Fig. 4 Frequency spectrum 
of a descend stair signal after 
PCA 

3 Feature Extraction 

Several time domain and frequency domain features of this principal component 
of accelerometer data are calculated. Mean, median, variance, standard deviation, 
kurtosis, and RMS value are the time domain features estimated here, among them 
the variance and standard deviation are found to come up as very much significant 
in the classification algorithm. 

The significant frequencies of this principal component of data are determined 
using fast Fourier transform technique. 

The frequency spectrum got from this is shown in Fig. 4. The peak amplitude in 
this spectrum and its corresponding frequency is recorded as two significant feature 
for classification. A complex feature is derived by taking the ratio of this recorded 
amplitude and frequency denoted as ratio of amplitude to frequency (RAF). 

The most significant features which are used in classification process are, respec-
tively, variance (var), standard deviation (std), peak amplitude of frequency spectrum 
(amp), corresponding frequency of this peak amplitude (principal frequency), and 
ratio of this amplitude and frequency (RAF). The feature table with three sample 
dataset of each activity is shown in Table 1. In actual practice, 25 such datasets of 
each activity are analyzed to form a feature set of 125 (25 × 5) rows and 5 columns.

4 Classification Based on Random Forest 

Random forest classifier is used to classify the five different types of activity. Random 
forest is a popular bagging technique. Here, if a n × m dimensional feature set is 
used to train a classifier, then it randomly selects some ensembles of feature samples 
with dimension p × q where p < n and q < m. Presence of feature samples in these
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Table 1 Features table 

Features 

Activity Var (PRC) Std (PRC) Amp Principal frequency RAF 

Descend stairs 1 7.228648 2.68861 1.7965 0.0483 37.1668 

Descend stairs 2 7.222931 2.68755 1.0513 1.7445 0.60264 

Descend stairs 3 8.428257 2.90314 1.2700 1.9439 0.65335 

Climb stairs 1 3.676245 1.91735 0.7965 1.3941 0.57136 

Climb stairs 2 3.517628 1.87553 0.9123 1.5269 0.59748 

Climb stairs 3 4.354583 2.08676 1.1940 1.5924 0.74986 

Comb hair 1 60.45058 7.77499 3.9826 0.0639 62.3113 

Comb hair 2 52.37828 7.23728 2.8604 0.0704 40.5833 

Comb hair 3 23.79908 4.87843 1.7204 0.0544 31.5783 

Brush teeth 1 20.14694 4.48853 0.6069 4.1231 0.14720 

Brush teeth 2 21.04398 4.58737 0.7256 4.539 0.15972 

Brush teeth 3 22.06219 4.69704 0.594 6.098 0.09740 

Drink glass 1 22.30684 4.72301 2.8406 0.1649 17.2213 

Drink glass 2 23.04667 4.80069 2.7862 0.0694 40.1102 

Drink glass 3 32.30555 5.68379 3.4808 0.0727 47.8618

ensembles is repetitive. Decision trees are formed using each ensemble by choosing 
the best suitable feature to split training set on the node without pruning. Thus, largest 
possible trees are grown by selecting appropriate feature and binary classification 
at every node. In programming, this is done using nested if else loop. Here, some 
of the feature data samples may remain out of the ensembles which are known as 
out of bag samples. At every iteration of a tree grown using a selected ensemble of 
samples, the out of bag classification error is calculated which plays an important 
role in determination of appropriate number of trees to be grown in the random forest 
to get best classification result. Thus, once the training is completed, the testing can 
be done using a feature set of any unknown class. Different class prediction may 
be obtained by different decision trees, and the final prediction result is achieved by 
maximum class voting. 

Here from the feature table among the 25 datasets of a particular activity, 15 
randomly selected datasets are taken for training the classifier model, while 10 
datasets are kept for testing purpose. Thus, the input to the classifier is the feature 
dataset (X) and a class variable (Y ) which contains the classes of activity to be trained 
for its corresponding features. Here, five different types activities are to be classified, 
and in the class variable, they are denoted as follows; descend stairs as ‘1’, climb 
stairs as ‘2’, comb hair as ‘3’, brush teeth as ‘4’, and drink glass as ‘5’. The random 
forest classifier then generates number of decision trees as specified by user, here in 
this case 10. 

The number of grown trees is taken as 10 by viewing the number of grown trees 
versus out of bag classification error plot as shown in Fig. 5. From the graph, it is
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Fig. 5 Plot of number of 
grown trees versus out of bag 
classification error 

observed that the classification error is minimum for approximately 10 grown trees, 
which increases further and remains almost constant for up to 30 grown trees. In 
detail experimentation, it was observed that this error increases further with number 
of grown trees due to overtraining. Therefore, 10 decision trees are finally grown 
during training. One such grown decision tree is shown in Fig. 6, where at every  
node, a binary split is occurring depending on a threshold value of a certain feature 
denoted as x1, x2 …  x5. Such binary classification at multiple stage gives rise to a 
complete tree capable to decide class of all the five activities denoted as 1–5. 

Thus, the trained classifier model when fed by a test feature set of a unknown 
activity 10 decisions emerges from 10 classification trees among these which decision 
gets majority votes that comes out as final class prediction. Similarly by testing on 
10 feature sets of each activity, 96% accuracy is achieved. The test results are shown 
in Table 3.

Fig. 6 Grown classification tree 
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5 Result 

The developed human activity detection system is found to be capable of detecting 
five activities of daily life with an average accuracy of 96%. The confusion matrix is 
formed with the classification results of test data which are 40% of the total available 
dataset. Remaining 60% data are used for training. The confusion matrix in Table 2 
shows four activities climb stairs, comb hair, brush teeth, and drink something from 
a glass are truly detected with 100% accuracy. Where only 20% of descend stairs 
is detected as climb stairs which is false detection. The accuracy of a particular 
activity detection is calculated as (true positive/number of instances) × 100%. Table 
3 shows classification accuracy of five different activities. The average of those 96% 
is considered to be the overall accuracy of the proposed model (Table 4). 

Around 95–98% classification accuracy is achieved by a SVM-based HAR system 
[9] which uses camera as sensor node. The BiLSTM RNN system [16] registered 
average accuracy of 97.64% using three accelerometer, two gyroscope, two magne-
tometer, and one ECG sensor. In two other random forest-based multi-sensor HAR 
systems, overall accuracy of 93.44 [22] and 90% [23] is reported. In comparison with 
these state-of-the-art works, this proposed system ensures 96% detection accuracy 
with only single wrist worn accelerometer, which makes the system simple, feasible, 
and cost effective.

Table 2 Confusion matrix in terms of percentage of classified activities 

Prediction 

Activity Descend stairs Climb stairs Comb hair Brush teeth Drink glass 

Descend stairs 80 20 0 0 0 

Climb stairs 0 100 0 0 0 

Comb hair 0 0 100 0 0 

Brush teeth 0 0 0 100 0 

Drink glass 0 0 0 0 100 

Table 3 Classification accuracy of different activities 

Activity Number of instances True positive False positive Accuracy (%) 

Descend stairs 10 8 2 80 

Climb stairs 10 10 0 100 

Comb hair 10 10 0 100 

Brush teeth 4 4 0 100 

Drink glass 10 10 0 100
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Table 4 Performance comparison with other related works 

Author Number of activity detected Overall accuracy (%) 

L. V. Shiripova et al. 2 98 

Amir A. Aljarrah et al. 12 97.6 

Zengtao Feng et al. 19 93.4 

Lu Xu et al. 6 90 

Barbara Bruno et al. 8 66 

Pubali De et al. 7 82.5 

Proposed work 5 96

6 Discussion 

This proposed method is found to be capable of recognizing human activity with a 
reasonably good accuracy using limited resource, i.e., only one tri-axial accelerom-
eter. Application of PCA on the raw sensor data reduces the dimension of data keeping 
all important information. This leads to less time complexity and faster response of 
the system reducing amount of data handling requirement. The MATLAB program 
execution time in a i3 7th Gen PC with 8 GB RAM is approximately 4.5 s. Applica-
tion of random forest classifier gives 100% detection accuracy for four activity and 
80% for descend stair only. Hence, it is worth saying that the proposed method can 
be adopted to develop small, wearable, and cost-effective HAR systems. Application 
of this HAR method for more number of ADL detection is future plan of this work. 

References 

1. Amina E, Anouar A, Abdellah T, Abderahim T (2018) Ambient assisted living system’s models 
and architectures: a survey ofthe state of the art. J King Saud Univ Comput Inf Sci. https://doi. 
org/10.1016/j.jksuci.2018.04.009 

2. Costa A, Castillo JC, Novais P, Fernndez-Caballero A, Simoes R (2012) Sensor-driven agenda 
for intelligent home care of the elderly. Expert Syst Appl 39:12192–12204 

3. Fleury A, Vacher M, Noury N (2010) Svm-based multimodal classification of active ities of 
daily living in health smart homes: sensors, algorithms, and first experimental results. IEEE 
Trans Inform Technol Biomed 14:274–283. ID: 1 

4. Chernbumroong S, Cang S, Atkins A, Hongnian Y (2013) Elderly activities recognition and 
classification for applications in assisted living. Expert Syst Appl 40:1662–1674 

5. Bruno B, Mastrogiovanni F, Sgorbissa A, Vernazza T, Zaccaria. Analysis of human behaviour 
recognition algorithms based on acceleration data. In: 2013 IEEE international conference on 
robotics and automation (ICRA) Karlsruhe, Germany, May 6–10, 2013, pp 1602–1607 

6. Bruno B, Mastrogiovanni F, Sgorbissa A, Vernazza T, Zaccaria R Human motion modelling and 
recognition: a computational approach. In 8th IEEE international conference on automation 
science and engineering, Seoul, Korea, August 20–24, 2012, pp 156–161 

7. De P, Chatterjee A, Rakshit A Recognition of human behaviour for assisted living using 
dictionary learning approach. IEEE Sens J. https://doi.org/10.1109/JSEN.2017.2787616

https://doi.org/10.1016/j.jksuci.2018.04.009
https://doi.org/10.1016/j.jksuci.2018.04.009
https://doi.org/10.1109/JSEN.2017.2787616


Human Activity Recognition: A Step Toward Ambient … 217

8. Walse KH, Dharaskar RV, Thakare VM PCA based optimal ANN classifiers for human activity 
recognition using mobile sensors data. In: First international conference on information and 
communication technology for intelligent systems: volume 1, smart innovation, systems and 
technologies, p 50. https://doi.org/10.1007/978-3-319-30933-0_43 

9. Shiripova LV, Myasnikov EV Human action recognition using dimensionality reduction and 
support vector machine. In: 5th international conference on “information technology and 
nanotechnology” (ITNT-2018) 

10. Huang P-C, Lee S-S, Kuo Y-H, Lee K-R (2010) A flexible sequence alignment approach on 
pattern mining and matching for human activity recognition. Expert Syst Appl 37:298–306 

11. Kasteren TV, Noulas A, Englebienne G, Krose B (2008) Accurate activity recognition in a 
home setting. In: Proceedings the 10th international conference ubiquitous computing, Tokyo, 
Sept. 11–14, pp 1–8 

12. Manosha Chathuramali KG, Rodrigo R (2012 ) Faster human activity recognition with SVM. 
In: The international conference on advances in ICT for emerging regions—ICTer, pp 197–203 

13. Jain A, Kanhangad V (2018) Human Activity classification in smartphones using accelerometer 
and gyroscope sensors. IEEE Sens J 18(3):1169–1177 

14. Huang YC, Yi CW, Peng WC, Lin HC, Huang CY (2017) A study on multiple wearable sensors 
for activity recognition. In: 2017 IEEE conference dependable security computing, pp 449–452 

15. Brezmes T, Gorricho JL, Cotrina J (2009) Activity recognition from accelerometer data on a 
mobile phone. In: Lecture notes computer science (including subseries on lecture notes artificial 
intelligence lecture notes bioinformatics), vol 5518 LNCS, no. PART 2, pp 796–799 

16. Aljarrah AA, Ali AH (2019) Human activity recognition using PCA and BiLSTM recur-
rent neural networks In: 2nd international conference on engineering technology and their 
applications-IICET2019, IEEE 

17. Abidine MB, Fergani B (2013) Evaluating a new classification method using PCA to human 
activity recognition. In: International conference on computer medical applications, ICCMA, 
pp 1–4 

18. Chokka A, Sandhya Rani K (2019) PCA based regression decision tree classification for somatic 
mutations. Int J Eng Adv Technol (IJEAT) 8(6S3). ISSN: 2249–8958 

19. Sasikala S, Appavu Alias Balamurugan S Data classification using PCA based on effective 
variance coverage (EVC). In: IEEE international conference on emerging trends in computing, 
communication and nanotechnology (ICECCN 2013) 

20. Sijo Antony NJ, Kavitha R (2017) Human activity recognition from sensor data using random 
forest algorithm. Int J Adv Res Comput Sci [S.l.] 8(3):334–337. ISSN 0976-5697 

21. Mandha P, Lavanya Devi G, Viziananda Row S (2017) A random forest based classification 
model for human activity recognition. Int J Adv Sci Technol Eng Manage Sci 3(1) (IJASTEMS-
ISSN: 2454-356X) 

22. Feng Z, Mo L, Li M (2015) A random forest-based ensemble method for activity recognition. 
In: 37th annual international conference of the IEEE engineering in medicine and biology 
society 

23. Xu L, Yang W, Cao Y, Li Q (2017) Human activity recognition based on random forests. 
In: 2017 13th international conference on natural computation, fuzzy systems and knowledge 
discovery (ICNC-FSKD), pp 548–553. https://doi.org/10.1109/FSKD.2017.8393329 

24. UCI Machine Learning Repository. Dataset for ADL recognition with wrist-worn accelerom-
eter data set. https://archive.ics.uci.edu/ml/datasets/Dataset+for+ADL+Recognition+with+ 
Wrist-worn+Accelerometer

https://doi.org/10.1007/978-3-319-30933-0_43
https://doi.org/10.1109/FSKD.2017.8393329
https://archive.ics.uci.edu/ml/datasets/Dataset+for+ADL+Recognition+with+Wrist-worn+Accelerometer
https://archive.ics.uci.edu/ml/datasets/Dataset+for+ADL+Recognition+with+Wrist-worn+Accelerometer


Plant Growth Optimization Using 
Internet of Things for Self-Sustaining 
Indoor Farms 

Karthick Nanmaran and Arun Kumar Ramaiyan 

1 Introduction 

Background India is the second most populous country in the world and one of the 
fastest growing economies, next only to China and USA. Agriculture, with its allied 
sectors, accounts for the livelihood of over 70% of its rural population. Although 
India has achieved self-sufficiency in food production, agriculture’s contribution 
to the gross domestic product (GDP) of India has steadily declined over the years 
and so is the total land area under agriculture [1]. Whilst one reason for this may 
be the diversification of the economy, as it grew, from being an agriculture-based 
economy to an urbanised industrial and service oriented economy, the resource-
intensive unsustainable farming practices pose major threats to the agriculture in 
this country. Desertification, land degradation and climate change also expedite the 
problem, and there is a need to shift from a conventional to a more sustainable farming 
practice that is resilient to the above-mentioned threats. 

Problems and Solutions Transforming from a soil-dependant farming practice to a 
soilless farming practice aided by modern technology and precision farming tech-
niques can help mitigate most of the problems that affect conventional agriculture. A 
variety of interconnected sensors can be used to monitor and control crop growth, in 
an indoor environment. Alternative and smart farming technologies like hydroponics 
[2–4], vertical farming [5–7] make use of Internet of Things (IoT) to monitor the 
crop environment and optimise plant growth. IoT consists of devices with built-in 
sensors to collect and transfer data over a network without manual intervention. IoT 
can be used to monitor all the plant parameters to make the environment conducive 
for plant growth. Also, an extensive review of related works can be found in [8–15]. 
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Fig. 1 An example hydroponic system [16] 

Proposed Solution Hydroponic farming is a farming method that involves growing 
plants without using traditional soil medium, using mineral nutrient solutions mixed 
in a water substrate, that acts as the growth medium. Plants need food, water, light, 
air, temperature and when broken down to these five things, it becomes simple to give 
plants only what they need. The hydroponic farmer controls the growing environment 
of plants by using a network of interconnected sensors. The plants thrive on the 
nutrient solution alone—the medium merely acts as a support for the plants and 
their root systems. We discuss such a prototype, of a smart soilless farming setup 
in an indoor environment monitored and controlled by IoT sensors for optimising 
plant growth. And thus, the main idea of this paper is to explore the possibility of 
controlling plant growth parameters to achieve desired results in terms of fruit yield, 
stem growth, leaf density, etc. (Fig. 1). 

2 Methodology 

2.1 IoT Prototype System Architecture 

The IoT indoor prototype system comprises of a Raspberry Pi connected to a temper-
ate/moisture sensor, hydro system containing a water pump and to the LED Lights, 
through relays. The system was programmed in Python and the code measured the 
temperature/moisture levels and to turn on and off, the LED Lights and water pump 
at periodic intervals (Fig. 2).
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Fig. 2 Plant growth in indoor environment 

2.2 The Experiment 

Coriander was grown in a nutrient mixed water solution as shown in the experimental 
setup given in figure in a nutrient mixed water medium. Temperature, humidity, and 
the level of lighting were controlled by sensors. Nutrient mixed water medium was 
pumped using a motor through a series of pipes. 

The implementation was carried out as two cases—outdoor and indoor under 
natural sunlight and under artificial LED Light. The two cases were to compare the 
variance in the growth parameters of the plants under sunlight and artificial light. 

Plants in the outdoor environmental setup were grown in a well ventilated space 
with adequate sunlight and wind. They were manually watered. In the indoor environ-
ment, the plants were setup in a dark space with artificial lighting, and the temperature 
was maintained at 25◦. The seeds were placed in three support mediums—cocopeat, 
sponge and rockwool. The LED light in the room was turned on for 12 h of a day, 
and darkness was maintained during the other 12 h of the day. Nutrient solution was 
pumped through the pipes in the indoor environment for every 3 h with a gap of 1 h 
in between. 

Both the indoor and outdoor setups were monitored continuously for a distinct 
comparison on the differences in growth and quality. The proposed prototype system 
was carried out on the indoor plants. Coriander was selected because of the lower 
harvest time and because it was easier to grow without much manual intervention. 
The plants were observed consistently at regular intervals on a daily basis so as to 
identify and pinpoint their phase of growth. In both the setups, ideal conditions were 
attempted, and the seeds were sown on the same day (Fig. 3). 

The coriander plants showed no sign of crowning in the outdoors until day 4, and 
whereas in indoors, there was a single plant that crowned towards the end of day 3. 
On day 4, the outdoors and the indoors showed multiple crowning although there 
were more crowns in the indoor environment than outdoors.
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Fig. 3 Plant growth in indoor environment 

Fig. 4 Indoor plants tilting towards the direction of LED light 

By day 10, the outdoor plants reached a growth of 3 cm whilst this growth was 
achieved by day 7 in the indoors. On the 10th day of growth, we observed that the 
plants in indoor environment started tilting towards the direction of LED Light placed 
in the room. The shoot bearing the first leaves (plumule) started getting elongated in 
indoors, whilst in the outdoors, the growth pattern was normal (Fig. 4). 

On day 15, the indoor plant has reached a growth of 8 cm with long plumule leaves 
mostly, whereas in the outdoors, the length of the plants was 5 cm in average but had 
more branches with small leaves. Some of the long elongated shoots in the indoor 
plants started to fall on the sides due to lack of support.
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On day 20, the plants kept in outdoors had branched out significantly well and 
leaves dense and healthy. The edges of the plants in the indoor environment showed 
signs of browning on the edges. Some of the leaves also started to turn light yellow. 
This cell damage in plants was due to the lack of nutrients in the water medium 
because the plants had used up the nutrients for growing. Hence, on this day, the 
nutrient solution was topped up with additional nutrients. 

On addition of nutrients and after providing adequate support for the indoor plants, 
they started to grow and pick up pace. By day 25, the plants in the indoor setup had 
as much growth as the plants kept in outdoors. 

The plants in the indoor environment started to grow considerably faster than the 
ones in the outdoors and on day 30, the day of the harvest we observed that the growth 
of indoor plants was around 10% greater than the plants in the outdoor environment. 

From the final observation, the plants grown indoors with the proposed system 
provided much distinctive and satisfactory results. The results obtained on the health 
of the leaves and yield were greater than the actual estimate. 

3 Results and Discussion 

As observed from the above experiment, the plants grown with the help of the indoor 
prototype system grew at a pace 10% faster than the plants grown externally. There 
were some drawbacks and flaws in the system initially and were overcome as the 
learning process was gradual. The plants started tilting towards the direction of light, 
and hence, we had to reassemble the lights and place them closer and directly on top of 
the plants. The length of the stem was also elongated. This could have been overcome 
with the additional of nutrients more frequently and with a closer placement of LED 
lights. Signs of yellowing and browning could have been overcome with calculating 
the exact value of nutrients that have to be mixed in the water medium. Previous 
knowledge of this would have helped us achieve much higher growth rates. 

4 Conclusion and Future Enhancements 

The system was successfully implemented with a functionality equivalent to a typical 
to how a farmer grows it traditionally. By this method, the plants grown indoors grow 
at a pace 10% faster than that of the same plants grown externally. This system can be 
further enhanced by adding and modifying more parameters to stimulate growth such 
as sounds, changing LED colours [17]. As maintaining the desired temperature can 
seem economically inefficient, in the long term, it might seem as a smart investment, 
and focussing on the frequency of LED lights [18] can also give promising results.
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A Blockchain Point of View of Supply 
Chain Problems in India 

Amitesh and Divya Kumar 

1 Introduction 

Supply chain is a process of managing a product from the stage of raw materials from 
a supplier, to become processed at the manufacturer, then transportation through a 
distributor, then sales at a retailer to reach in hands or home of the consumer. Each 
stake holders maintains their own accord of storing their transactional records in a 
conventional supply chain. The opaqueness caused enormous losses for the organi-
sation in the past. Visibility, transparency, and traceability are fundamental problems 
within the supply chain. Here, blockchain technology will pave the path for the solu-
tion. Blockchain technology came into existence in 2008, after a pseudonym Satoshi 
Nakamoto, a person/group of persons, published a white paper on the very first 
cryptocurrency Bitcoin [1]. Blockchain is the heart of Bitcoin. It allows transactions 
directly between any two distrustful parties without any third party (like a bank) using 
consensus protocol. The consensus protocol is the blood pumped using blockchain 
into the bitcoin. It enforces the rules for the validation of any transaction/block by 
solving a computational puzzle using an authorised party [2]. Blockchain technology 
is not a disruptive technology instead a foundational technology [3]. 

The supply chain can be explained with the help of an example of a product such as 
a pen. Its life cycle begins from raw material suppliers, who send metal/glass/plastic 
(depending upon the material used to make the physical body of the pen) to the manu-
facturer of the pen. They processed the body with their proprietary ink and produced 
the fresh new pens, The manufacturer exports to other countries via transporter and 
ships to the distributors. The distributor places the order to the manufacturer based on 
retailers’ and inventory storage demand. The distributor then sends it to the retailers, 
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who earlier placed orders to the distributor for pens. The retailers sell it to the agents, 
who then sell it to the end customers. 

Supply chain has following research problems: visibility [4], traceability [5], 
delayed delivery latency [6], complicated transportation network [7], stakeholder 
identification (accountability/custodianship) [8], demand forecasting [9], inventory 
management [10], etc. 

Supply and demand are needed to be in synchronisation as an imbalance can 
decrease the profit margin, here inventory management comes into the picture [11]. 
Inventory as a term means stock, which are items or goods available for sale or raw 
materials that can come into use to manufacture products for sale. Inventory man-
agement is all about ensuring that the required quantities of the item should be in the 
right location at the correct time. The domain researchers introduced inventory mod-
els to improve the efficiency of inventory management. Economic Ordered Quantity 
or EOQ is one of the most popular inventory models ever sought. EOQ can be defined 
as the ideal order quantity a company should purchase to minimise inventory costs 
such as holding, shortage, and order costs. Inventory management plays an essential 
role in the supply chain management process, as it acts as the bridge between retailers 
and manufacturers. 

In this paper, we propose a proof of concept framework for supply chain problems 
mentioned in the previous paragraphs. We will be using distributed ledger technolo-
gies like blockchain to resolve supply chain nuances. 

2 Theoretical Background 

2.1 An Impending Need of Fixing Supply Chain Issues 

Supply chain is as old as share markets. The concepts within this area are still evolv-
ing from coarse to fine granularity. There are some problems that play essential roles 
in this chain; researchers are working for a long time to improve its efficiency to 
prevent potential losses and increase profit/revenue. The globalisation of the Sup-
ply chain opened a pandora box of fresh possibilities in terms of doing business in 
different regions of the world. As within one country, the supply chain is less com-
plex, but when this transcends into another geopolitical arena, the countries cons also 
follow along with its pros due to various factors, like availability of resources, trans-
portation medium, administration, and allocation of the region available for relevant 
industrial usage. 

2.2 Concepts and Characteristics of Associated Problems 
and a Problem Resolution System 

We have divided the associated supply chain problems into primary and derived 
categories. Primary problems have been there for a long time due to the unavailability
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of any efficient solution. Derived problems originate as a result of cascading effects of 
primary issues. Examples of primary problems are communication gap, less trust in 
sharing of data, environmental factors like lockdown, natural disasters, etc. Examples 
of derived problems are problems delay (due to communication gap), predictive 
analytics accuracy (due to distrust in data sharing), and disruption in the supply 
chain (due to environmental factors). 

2.3 Blockchain Technology for Associated Problems 
(Literature Survey) 

Inspite of not being a mature technology, blockchain has been in the picture on various 
platforms. Researchers and technocrats from various research labs are consistently 
striving to improve their academic and application research domain with the help of 
constantly improving existing blockchain platforms. 

Satoshi Nakamoto first discussed this technique in 2008, where he built bitcoin 
(virtual currency), which internally uses the blockchain network [1]. Bitcoin was 
the first currency that didn’t need any central server to authorise the transactions. 
It is maintained on the untrusted network using a decentralised replicated ledger 
across all nodes that are part of the network, which verifies the asset/transactions, 
and generates the currency based on the proof of work algorithm, which requires 
mathematical computation validation. It works on the P2P network, which monitors 
and verifies user transfers. 

A set of interdependent companies that work together to manage the flow of goods 
and services along with the value-added chain of agricultural and food products [12]. 
When compared to other industries, food production takes place in more vulnera-
ble value chains, which requires more attention over handling processes, such as 
producing and storing. 

Everledger [13] is currently using blockchain to identify diamond’s source of 
origin, allotment information, details of it’s rough state, planning, cutting process, 
polishing information, and certification of genuinity of diamond based on their real-
time tracing its supply chain. 

Ambrosus [14] is an organisation that is leveraging blockchain secured IoT net-
work infrastructure for the pharma and food industry, using secure communication 
between sensors, blockchain, and databases to optimise quality assurance and supply 
chain visibility. 

AgriBlockIoT [15] provides a traceability solution using blockchain for “Agri-
Food supply chain management”. They implemented this over Ethereum and Hyper-
ledger Fabric framework and then compared them after evaluation based on latency, 
network usage, CPU, and described their pros and cons. 

Tradelens [16] is an organisation formed due to the collaboration of IBM and Mae-
serk in 2018. It provides a blockchain-based shipping transport solution for efficient, 
secure, transparency, and information sharing between more than 94 organisations 
leveraging this platform for supply chain businesses.
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Fig. 1 Transactions blockchain architecture 

Waltonchain [17] helps in monitoring “production of items, logistics require-
ments, inventory warehousing, and retail distribution of all products” with the help 
of blockchain, RFID, and Internet of Things (IoT). On this platform, merchants create 
child chains for the tasks mentioned above. 

Walmart [18] leverages the Hyperledger Fabric blockchain platform to trace two 
products, namely Mangoes and Pork, using two proof of concept projects, and the 
provenance time was reduced considerably from 7 days to mere 2.2 seconds. 

Figorilli et al. [19] leverages the Azure blockchain workbench to store the trans-
action information related to marking timber, cutting the wood, sawmill processing, 
and final production based on RFID usage (Fig. 1). 

3 Methodology 

In this proposed method, the blockchain architecture for supply chain is depicted as 
follows: 

3.1 Preliminary 

For any system to achieve traceability, a system must record and follow the product 
trail. The interconnected nature of the supply chain makes it difficult to introduce 
a centralised system in control of a third party, requiring a high level of trust such
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Fig. 2 Schematic flow chart of system 

that one can verify and the other as well. The limited amount of trust resulted in 
separate systems, limiting the possibility of achieving traceability throughout the 
entire supply chain and taking the distributed system to achieve traceability. We 
need a robust system to achieve trust between the parties (Fig. 2). 

3.2 System Proposed 

Transaction validation is done on each actor such that only the valid transaction can 
be added and invalid transactions cannot be added into the block. 

A manufacturer creates a product with a unique name added into the dictionary 
prod, which maps a list of the places where a product can be. Afterwards, the manu-
facturer creates the information source, a destination with the product name, where 
the recipient is the distributor. 

Transporter is there as a mediator. 
Distributor collects the product and distributes it to the retailers. This actor takes 

the product from the distributor and transfers it to the retailers. 
Retailer collects the product and distributes it to the agents. 
Agents collect the product and distribute it to the End. 
End-user are the consumer of the product. We have worked on the following 

problems: stakeholder identification with valid ordered quantity, the average delay 
of the product ordered, and traceability. 

A set of attributes are assumed based on the data available in the public domain 
regarding any product produced in the supply chain.
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• unique ID 
• ordered date 
• product description 
• universal product code 
• high resolution image 
• product specifications 
• product current location. 

3.3 Stakeholder Identification with Valid Ordered Quantity 

Algorithm 1: procedure Is_Actor_Valid(S, R, K, D, h) 
Result: Returns TRUE if actors are validated and their inventory EOQ satisfies 

or FALSE 
initialization: S = Source, R = Recipient, K = Setup Cost, D = Demand Cost, 
h = Holding cost ; 
if (S = ’Supplier’ and R = ’Manufacturer’ and flag[’Manufacturer’]=True 
and product[’Supplier’]== product[’Manufacturer’]) 
OR 
(S = ’Manufacturer’ and R = ’Distributor’ and flag[’Distributor’]=True and 
product[’Manufacturer’] == product[’Distributor’]) 
OR 
(S = ’Distributor’ and R = ’Retailer’ and flag[’Retailer’]=True and 
product[’Distributor’]== product[’Retailer’]) 
OR 
(S = ’Retailer’ and R = ’Agent’ and flag[’Agent’]=True and 
product[’Retailer’]== product[’Agent’]) then 

EOQ = evaluate_EOQ(K, D, h) ; 
if Order_Quantity[R]<EOQ 
OR Order_Quantity[R]=EOQ then 

return TRUE; 
else 

return FALSE; 
end 

else 
return FALSE; 

end 

The above algorithm proposed a solution for stakeholders’ validation during the 
supply chain process. Each OR separated conditions within the if statement demar-
cates the phases of product transportation, e.g. the item requested by the receiver 
should be the same as the item sent by the source. The source and receiver should be 
the genuine or relevant owners of the item. Then we evaluated the Economic Ordered
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Quantity [20] using the evaluate_EOQ(). This function returns the computed result 
of

√
2K D/h, derived from the Basic Inventory model, where K = inventory setup 

cost, D = current demand, and h = holding cost. If the ordered quantity from the 
receiver to the sender is less than or equal to Economic Ordered Quantity, the pro-
cedure will return TRUE, i.e. a valid actor with a valid ordered quantity. Else in any 
other possibility, the procedure will return FALSE. 

3.4 Traceability Information of Every Single Component 
Used in Any Product 

Algorithm 2: Procedure Traceability (Product P, index i) 
Result: Returns "Traceability_info of Pi" 
initialization: ;  
for each component ’c’ do 

c.supplier = fetch_supplier_details(c) ; 
c.transporter = fetch_transporter_details(c); 
c.factory_details = fetch_supplier_factory_details(c.supplier); 
c.origin_land_details = fetch_origin_details(c) ; 

end 
return *c; 

In some supply chains, provenance details of each component used within the 
product become important depending upon the impact of the product as a whole 
on a consumer, e.g. food products or pharma medicine products could affect the 
health of the consumer, so to analyse or to contain its wrong impact, the products 
falling in the category of similar provenance details could be recalled to prevent it’s 
widespread or mass impact. In the above algorithm, traceability info—like supplier 
details (address, location, ratings, historical details, etc.), transporter details(similar 
as supplier details), factory details (similar as previous two), and origin details(origin 
address, origin ratings, and historic origin records) are fetched to analyse the point 
of origin of the problem in any diverse supply chain. 

4 Conclusion and Future Work 

This article explores the challenges and opportunities in the designing of the sup-
ply chain model with blockchain. The effect of the blockchain in the supply chain 
model has been also discussed. Our supply chain model explains the traceability 
in the model using the blockchain, which continuously tracks the product. We also 
maintain the flow of the chain such that no product can skip the necessary step, and 
in case of any product transaction tries to do so it invalidates at the same time. Our
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model is successfully finding out the complete flow of the product, like what are the 
different actors from where the product was coming from. The effect of the Eco-
nomic Order Quantity in the supply chain has also been discussed, which helps to 
make the order feasible, and it is included in the transaction to make the system. The 
proposed algorithms are part of the Proof of Concept model we have proposed. So, 
the performance parameters will only be assesed after the implementation of these 
algorithms, which are currently the future scope of this paper. So, another future 
work can be to make the system N:N in the sense that one instance of an actor can 
interact with multiple instances of the other actor. We will take other parameters of 
the supply chain’s inventory model like the different costs as well as the order cycle, 
which help us to make our supply chain more robust and favourable to real-world 
applications as well. 
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Development of Smart Chatbot Using 
Artificial Intelligence in the Fight Against 
the COVID-19 Pandemic 

Twarita Mahato, Aditi, Koyna Chakravorty, and Himadri Lala 

1 Introduction 

In the wake of COVID-19 pandemic, correct and precise information regarding 
the supplies and availability of hospital beds, medicine, oxygen cylinder and other 
medical facilities is not available, due to which people are misguided. A lot of people 
were afraid of getting tested for COVID-19 learning about the cruel ways in which 
they would be treated if tested positive that were constantly being posted on social 
media. So here we came up with the idea of CHATBOT, which will contain all 
updated and precise information regarding COVID-19 related issues [1, 2]. In this 
digital era, as we all know that almost everybody is comfortable in working with 
Internet as well as speech engines, so a chatbot which answers the issues verbally 
will prove out to be a time saver as well as it will be helpful for the people who 
cannot read properly. 

We have created a chatbot with the help of python programming language that 
uses different libraries and toolkits such as NLTK, pyttsx3, gTTs, random, io. Natural 
Language toolkit is used in python to build a program that works with human language 
data for applying in statistical natural language processing. 

CHATBOTs in the previous few years have proved themselves as an important part 
of our digital lives [1]. It gives us access to answers to our problems in a friendly way
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and that makes the interaction more comfortable. Secondly privacy of our conversa-
tion with the chatbots, is also maintained. In our busy lifestyle we are in urgent need of 
precise and updated information and therefore any information related to COVID-19 
should be correct and not misguiding, due to the cruciality of the alarming situation. 
The main objective for this work is to provide a chatbot for citizens to use in times 
of crisis. The motivations for this work are the following.

• Chatbots, unlike a newspaper, can hear and respond in a natural language.
• They can close the space between information and action through constant 

repetition, step wise instructions.
• Properly designed and operated, chatbots can reduce the long-term damage of 

isolation associated with epidemics, trauma and depression.
• Chatbots have different payloads which may reduce short- or long-term disease 

burden during an infectious disease epidemic, in future mental health problems. 

With these motivations, the chatbot is expected fulfill the major objectives. The 
expected outcomes are as follows.

• Designed bot can handle user requests and identify message patterns. Information 
can be tailored to the needs and characteristics of the person. Answers to specific 
questions can be provided in a collaborative way, much faster than conventional 
online search methods.

• Provide the latest information and available at any time of the day to answer 
questions.

• Deliver time-consuming but important ethical support and instructions from health 
professionals.

• Translating medical information into community advice. 

2 Proposed Methodology 

2.1 Dataset Description 

The chatbot is required to be very clear and simple with its answers so that the user 
is comfortable while using it. It requires a clear datasheet and sustainable backend 
logic for output generation. We have developed a chatbot which answers the queries 
regarding COVID-19 pandemic verbally and through texts as well. The question 
asked by any user is understood by the use of NLTK toolkit and therefore the respec-
tive output is given [3]. For the greeting part we have used random function so that 
the chatbot gives any random greeting and it is not the same for everyone. This will 
make the conversation a bit exciting (Tables 1 and 2).

Once the engine receives any of the above given questions, it uses NLTK to 
understand the given question and then gives the respective output. Our chatbot 
assistant here uses the concept of Naïve Bayes decision tree to analyze the question 
and give the output based on that.
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Table 1 The greeting part 

S. no User input Output 

1 (“hello”, “hi”, “greetings”, “sup”, “what’s 
up”, "hey”,) 

[“hi”, “hey”, “nods”, “hi there”, “hello”, “I 
am glad! You are talking to me”] 

Table 2 Questions and their answers 

S. no Questions Answer 

1 What are the symptoms of COVID-19? “Fever”, “cold & cough”, “headache”, 
“nausea”, “diarrhea 

2 What if I’m exposed? “Check your body temperature”, “Maintain 
distance till the results arrive”, “get tested”, 
“get quarantined” 

3 What are the home remedies for a COVID 
positive patient? 

“Drink herbal tea on a regular basis”, 
“Check your body temperature on a regular 
basis”, “Get quarantined in a separate 
room”, “Take medicines prescribed by the 
doctor 

4 How can I get tested for COVID-19? “You can get a swab test”, “You can get a 
drive through test”, “You can get blood 
sample test for antibodies” 

5 How long do COVID symptoms last ? “Mild symptoms long for 1–2 weeks, 
however, it depends on your immunity”, 
Acute symptoms last for 1 month, however, 
it depends on your immunity” 

6 What is the duration gap for 2nd dose of 
vaccine? 

“If you are vaccinated with Covishield—3 
to 4 months”, If you are vaccinated with 
Covaxin—28 days”, If you are vaccinated 
with Sputnik—21 days” 

7 Whether both doses of the vaccine should 
be same? 

“Yes, both the doses should be of the same 
vaccine o else you may face some health 
related issues.”

2.2 COVID-Chatbot Architecture 

As most citizens all over the world are unaware of the contagiousness of COVID-19, 
therefore to convince the people about the danger of COVID-19 communication is 
very essential. Since we have very limited interactions among people, so we purpose 
for COVID19 chatbot. The architecture of the COVID-chatbot is presented in Fig. 1.

At first some of the libraries like NLTK, NumPy, etc. are imported. NumPy is the 
library for Python programming language that supports large and multidimensional 
arrays and matrices [3]. It also supports a large collection of high level mathematical 
functions that are being operated on these arrays. 

Next, we call warnings. Filter warnings with action as “ignore” and category set to 
Deprecation Warning to ignore any deprecation warnings that may rise. Web scraping
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Fig. 1 Architecture of COVID-chatbot

method is used to download the article to create a corpus of letter. This corpus is 
then fed into NLP task tokenization in order to remove the punctuation and some 
other similar things. A response function is then created using T Phi D vector which 
is taken from machine learning library scikit-learn and finally a chatbot is created 
about this response. 

Input message sent by the user, COVID-chatbot converts that informal text into 
a business-oriented representation and purpose called natural language processing 
(NLP), with a few consecutive steps such as Tokenization, The Speech Marking 
Section. In order to increase interaction between COVID-chatbot and the user, there 
are a few suggestions suggested by the user to control the conversation in order to 
minimize errors as much as possible. The goal of the Data Collection Module is to 
collect non-confidential user data and create a database containing user information 
such as:

• Status
• Symptoms
• Contact with the Infected Person
• Recent Trips. 

Depression Detector Model (DDM): We solve stress detection as a text editing 
problem for COVID-chatbot. Therefore, we have designed the Emotional Analysis 
model which is a computerized screening process and isolate the emotions expressed 
in the text section, mainly to determine the user’s attitude to a particular topic. We 
have used Long Short-Term Memory Network (LSTM) as standard Recurrent Neural 
(RNN) networks that may not be easy to train due to translator growth by multiplying 
gradients in long sequences. LSTM is preferred, as it has done better than Gated



Development of Smart Chatbot Using Artificial Intelligence … 239

Recurrent Units (GRU) for us [4]. Therefore, a consecutive neural network model is 
developed that includes four layers: Embedding layer and LSTM layer followed by 
two fully connected layers as shown. In our example, we want to predict the user’s 
status when communicating with our chatbot. Our model does not learn the answer 
to immediate dependence, but rather to long-term dependence. We have used the 
Sigmoid Activation function as you are able to convert output values between 0 and 
1. As a result of this output, the AGM will know the status of the user during the 
ongoing discussion. Therefore, if a user sends three consecutive negative messages, 
the AGM will decide to release the user by sending him or her confirmation or happy 
messages or even sending questions asking the cause of the bad situation. 

3 Implementation of Proposed Methodology 

The bot that we made can cope up with user requests and it can identify the message 
styles with the help of artificial intelligence markup language (AIML). AIML is 
an XML-based markup language for creating herbal language software program 
marketing that provides customers with a genuine human interactive experience 
based on their reactions [5]. To gain access to existing consumer clinical situations, 
AIML common sense retrieves symptomatic key terms. Finally, we want the person 
to appear as if they’re having a conversation with a health professional. A chatbot’s 
functionality can be characterized in two ways:

• Request evaluation
• Provide an answer. 

Initially, the chatbot uses a response from a pre-defined questionnaire to deter-
mine the virus’s severity. Similarly, if the human refuses to accept perfect solutions, 
the bot will be unable to provide a precise solution. After assessing an affected 
person’s situation, the chatbot responds with a clear response in the form of well-
known text or text produced from the information-based response [3]. The offer 
question can help the chatbot interpret a user’s request correctly. Because NLP is a 
useful generation to attract the interaction between natural language comprehensions 
and decide consistent response consequences [3] integrated AI and herbal language 
(NLP) technologies were developed to achieve the intended reaction. 

The information base is centered at the reaction of the user’s message on the 
starting of the communique—it ought to be herbal to reply within the proper way 
lower back. The concept of this is to perceive the first signs of Ncovid-19 in the person 
place, and then it will suggest whether or not the user is possibly to be inflamed or 
now not [5]. 

When a user initiates a chat conversation, the bot engine begins by inquiring about 
cognitive data. Once it has all of the relevant data, it calculates the percentage of viral 
infections the user has had and takes appropriate action, such as consulting a doctor 
or offering information on emergency preventive measures.
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We have used NumPy which is a basic computer science package for python. It 
is a python library that offers a wide variety of materials of different sizes, different 
artifacts and a variety of fast-paced application systems. NumPy makes it easy to 
perform complex number tasks. 

We have used NLTK, the natural language toolkit is a platform used for building 
python programs that work with human language data for applying in statistical 
natural language processing. It contains text processing libraries for tokenization, 
parsing, cementing reasoning and classification. 

We have used pyttx3 which is a text to speech conversion library in python. This 
module supports two voices one is male and the other one is female. One thing 
about this module is that it can work offline after the installation. Here our chatbot 
“Timtim” which uses the female voice can also be operated offline, which makes it 
better than the other chatbots available. 

So, after that we have made user defined functions one of which is a greeting 
function and the others are the question-based response functions, all these functions 
can be called by the main function depending on the input given by the user [6]. 
“Timtim”, unlike other “chatbots” converses with the user verbally as well using the 
pyttsx3 library. The architecture of Depression Detector Model is presented in Fig. 2. 
Figure 3 represents the flowchart for the proposed chatbot.

4 Experiment 

The flowchart for the CHATBOT is presented in Fig. 3. In Fig.  4, the user interface 
of the CHATBOT is depicted with a demo conversation when executed in Jupyter 
notebook [6]. This is a demo conversation between the user and the chatbot.

5 Comparative Analysis 

The chatbot present in the market is much less user friendly than our chatbot. We are 
using the speech engine in our chatbot which makes our chatbot more convenient 
to use in comparison with the present chatbot. Speech engine makes the use of our 
chatbot more easy for the physically disabled people. As we all are aware that not 
only our country but the whole world is divided into smaller groups of linguistic 
and cultural diversities, a lot of people are there who can only speak English but are 
unable to read them. For such customers our chatbot will prove to be a savior.
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Fig. 2 Depression detector model architecture
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Fig. 3 Flow chart of COVID-19 chatbot
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Fig. 4 User interface of the chatbot

6 Conclusions 

We developed a chatbot for COVID-19 assistance with Deep Sentiment Analysis 
Model during and after confinement. COVID-19 is introduced in its four modules: 
Comprehension Information Module (IUM), Action Generator Module (AGM), Data 
Collection Module (DCM) and Stress Diagnostic Model (DDM). The LSTM neural 
network based on the emotional analysis model was used to detect user referrals 
during continuous discussion. More work is needed to improve our emotional anal-
ysis model and make it work with the human voice and aims to add a decision support 
module to allow users to get an idea of the potential for infection with COVID-19. 
We aim to add a local tractor so that we can provide accurate patient distance from 
our current location to the nearest COVID location. We also want to add different 
languages to the speech engine so that more people can access it comfortably in a 
friendly environment. 
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Circular Microstrip Antenna 
with Shorting Walls for Improved 
Radiation Performance 

Zonunmawii , L. Lolit  Kumar Singh  , Sudipta Chattopadhyay , 
and Abhijyoti Ghosh 

1 Introduction 

Microstrip antenna is one of the most useful and common low-profile antennas in 
modern wireless communication. In the present wireless world, small, compatible 
and affordable antennas are required. A circular microstrip antenna (CMA) is a good 
contender in this field due to its tiny size, light weight and less cost. CMA are easy 
to fabricate and assemble. The inherent advantage of a microstrip antenna (MA) 
have made it very popular as an attractive radiator for modern wireless communica-
tion. However, conventional microstrip antennas have several shortcomings such as 
narrow impedance bandwidth, poor polarization purity (co-polar (CP) radiation to 
cross-polar (XP) isolation), poor gain and less efficiency. 

A handful number of literatures have been reported in last several years to increase 
the gain of MA [1–5] by inserting composite microstrip-monopole structure or 
modifying dielectric material as air substrate or air dielectric composite substrate. 
However, these all efforts are given in rectangular patch geometry rather than circular. 
Around 7.8 dBi gain in circular patches have been investigated using different tech-
niques like aperture coupling [6], slot and short loaded stacked ground plane [7] 
without any improvement in polarization purity (PP). The employment of shorting 
vias with branch line couplers in annular ring antenna [8], numerous shorting vias 
beneath the circular patch [9] have been employed to achieve maximum 7.2 to 9 
dBi gain with polarization purity of around 18 dB only. Hence, the investigations 
[7–9] fail to address all the main antenna parameters concurrently such as gain and 
polarization purity. Although the gain is good in [10], still it suffers from poor polar-
ization purity of 17 dB. Furthermore, the radiation pattern obtained in [10] suffers  
from much distortion with high side lobe level. The use of multi-layered circular
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Fig. 1 Shorting walls integrated circular patch a view from top b cross sectional view 

substrate patch [11], hexadecagon circular geometry [12] or patch with graphene-
based materials [13] are investigated for high gain and around 6.8 to 8 dBi gain has 
been achieved without any enhancement in polarization purity. 

Nevertheless, the upgrading in polarization purity is very much important for 
modern wireless applications. Numerous efforts have been given by modifying patch 
geometry [14, 15], use of shorting metal patch [16] or using of DGS [17] to improve 
polarization purity of MA. Maximum 22–23 dB of polarization purity is achieved 
with no enhancement in gain. 

Therefore, to discourse the limitations of previous structures and for the simulta-
neous enhancement in co-polarized gain and PP, four CMA, two with FR4 substrate 
and another two with glass substrate with different substrate thickness and a pair of 
shorting walls (Fig. 1) in the non-radiating periphery of CMA has been proposed 
which provides simultaneous enhancement of gain as well as the polarization purity. 
This proposed structure is very simple and provides co-polarization gain of 4.25 
dBi, 6.05 dBi and polarization purity of 29.49 dB, 25.2 dB for the substrate thick-
ness of 0.787 mm and 1.575 mm, respectively, for FR4 substrate while with glass 
as a substrate 7.03 dBi, 7.31 dBi of co-polarization gain and 29.95 dB, 33.62 dB 
of polarization purity has been achieved using substrate thickness of 0.787 mm and 
1.58 mm, respectively. 

2 Design Technique 

The conventional CMA has been designed on two types of substrates having different 
thickness. The radius of the patch has been determined by the equation as,
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fr = 
1.84c 

2πa 
√∈r 

(1) 

Then, shorting walls are placed along non-radiating sides of the patch with an 
angle θ = 100◦. As, we increase the shorting angle frequency increases. Along with 
the same, radiation performance has also been improved. 

3 Parametric Studies 

To find out the structure that provides best possible outcome in terms antenna perfor-
mance a robust parametric study has been done with the support of [18]. At first, a 
conventional CMA with FR4 and glass substrates with different thicknesses of 0.787 
and 1.58 mm has been designed for X-band frequencies. The parametric study has 
been started by placing shorting strips of copper at the non-radiating edge along the 
periphery of CMA for both antennas with FR4 and glass substrate. 

Figure 2 shows the gain of the proposed model for different shorting angles (θ ). 
It is detected that the co-polar gain increases as the shorting angle (θ ) is increased 
for all four structures and attains maximum peak at θ = 100◦. Further increase of 
the short angle reduces the CP gain. 

For further confirmation about the best possible structure the parametric studies 
on polarization purity have also been done and presented in Fig. 3. For the conven-
tional structure, i.e., θ = 0◦ the polarization purity is 18 dB and 22 dB for FR4 
substrate while it is around 26 dB and 29 dB in case of glass substrate with substrate 
thickness of 0.787 mm and 1.58 mm, respectively. As soon as the shorting strips 
have been introduced at the non-radiating sides of the patch the polarization purity
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starts increasing in all the structure as seen from Fig. 4. The CP-XP isolation keep 
on increasing as the short angle rises and attains a maximum value at θ = 100◦. 

Figure 4 shows the resonance frequency profile of the structures under study. In 
all the cases for different substrate with different substrate thickness the resonance 
frequency increases linearly as the shorting angle increases. 

4 Proposed Structure 

At the beginning four conventional circular patch antenna of radius 7 mm has been 
designed on the top of FR4 (εr = 4.4) and glass (εr = 5) substrate out of which two 
structures are with substrate thickness of 0.787 mm and other two are with 1.58 mm.
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The dimensions of the ground plane is 60 × 60 mm2. After that a pair of grooves 
with thickness (s) 0.1 mm have been made at both non-radiating periphery of the 
CMA and a metal strip of same width are inserted in the grooves. In this way the 
final proposed structure (Fig. 1), i.e., shorted circular microstrip antenna has been 
designed. The investigation has been done with two different substrate thickness (h) 
of 1.58 mm and 0.787 mm. The shorting angle (θ ) has been varied from 30° to 110° 

gradually. For conventional circular patch the shorting angle has been considered as 
0° as there is no short in case of conventional patch antenna. 

5 Simulated Results 

The results achieved with the optimum structure, i.e., with shorting angle (θ ) 1000 
with the help of [18] is documented in this section. The S11 profile of the conventional 
CMA and present optimum structure with two different substrate and thickness is 
shown in Fig.  5. For both the proposed structure the resonant frequency shifted toward 
right as compare to traditional CMA. Figure 5 also shows that all the structure is 
having good impedance matching. 

The simulated radiation pattern of the proposed antenna (θ = 1000) with FR4 and 
glass substrate is shown in the Fig. 6. All the figures show improved polarization 
purity as compared to the conventional circular microstrip antenna. For the proposed 
antenna with FR4 substrate with thickness 0.787 mm and 1.58 mm a polarization 
purity of 27 dB is achieved (Fig. 6a and b) whereas the proposed antenna with 
glass substrate provides a polarization purity over 30 dB for both t = 0.787 mm and 
1.58 mm (Fig. 6c and d). It may be noted that the antenna is purely linear polarized and 
cannot provide circular polarization. The surface current distribution of the proposed 
antenna is shown in Fig. 7. It confirms that the antenna is purely linear polarized with
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Fig. 6 Simulated radiation pattern of the proposed antenna (θ = 100◦)a FR4 substrate with thick-
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d Glass substrate with thickness 1.58 mm

high CP-XP isolation. For all the cases the polarization purity is quite higher than 
the conventional circular microstrip structure. 

The surface current distribution of the proposed antenna is shown in Fig. 7. It  
confirms that the antenna is purely linear polarized with high CP-XP isolation. For 
all the cases the polarization purity is quite higher than the conventional circular 
microstrip structure. 

6 Conclusion 

Four circular microstrip patch antennas (with shorted non-radiating sides) with 
different substrate (FR4 and glass) and different substrate thickness (0.787 mm and 
1.575 mm) have been investigated to improve the CP-XP isolation (polarization 
purity) without hampering basic radiation pattern. In the present design, the patch 
is slightly bigger than the conventional patch. In fact, because of incorporation of 
shorting strips, dielectric constant of the substrate becomes modified and it elimi-
nates surface wave. This improves overall performance of the present antenna. The
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Fig. 7 Surface current distribution over patch for θ = 1000

parametric studies over all the structures show that the proposed structures with 
shorting angle (θ)  1000 provides the best results in terms of gain and polarization 
purity. The proposed structure (θ = 1000) with FR4 substrate provides a CP-XP 
isolation of 27 dB while with glass substrate the polarization purity is more than 
30 dB. The polarization purity obtained from all the structures are quite higher than 
the conventional structures with FR4 and glass substrates. 
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Modified Patch Geometry with Reduced 
Resonant Frequency 

Satyabrata Maiti and Khan Masood Parvez 

1 Introduction 

The miniaturized antennas are extensively used worldwide for mobile devices, mili-
tary applications, long-term evaluation (LTE), radio frequency identification (RFID), 
global navigation satellite systems (GNSS), etc. Due to the significant growth of 
wireless applications, current advancements in the modern wireless communication 
market to developed efficient, low-cost, light-weight, reliable antennas. Therefore, 
efficient miniaturized antennas are major design attractions in the current scenario to 
prescribe the new heights of performances of those modern wireless devices. Patch 
antenna is the simplest and most widely used antenna. These antennas are conducting 
plate printed on top of the grounded dielectric substrate, and a 50Ωmicrostrip line or 
coaxial feed is used to excite the conducting plate or patch. The patch can be planar 
rectangular, circular, triangular, or any other geometrical shape. And implementa-
tion of miniaturization techniques on patch antennas is the most suitable option to 
fulfill the requirement due to its low profile, simple structure, and easy of fabrica-
tion and integrate facility with portable devices. A novel miniaturized techniques are 
implemented on microstrip patch antenna using reactive impedance surface (RIS) 
[1]. In addition, miniaturized antenna also improves the radiation characteristics as 
well as the bandwidth comparison with conventional patch antenna. Moreover, patch 
antenna for tunable miniaturization factor has been reported with poor efficiency in 
[2]. Analysis of patch antenna pasted on magneto-dielectric embedded circuit meta-
substrate has been described in [3]. Furthermore, hybrid optimization technique [4] 
and metasurface [5] has been described for a significant size reduction. Proximity 
effect on antenna miniaturization has been shown in [6]. In [7], high-contrast, low-
loss ceramic materials can be utilized for patch antenna miniaturization. Another
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miniaturization technique using a metamaterial-inspired is reported in [8]. Many 
different techniques for microstrip antenna miniaturization has been illustrated in 
[9]. Recent developments in patch antenna miniaturization using metamaterial unit 
cell [10] and inter-embedded metasurface structure [11] are reported, indicating the 
miniaturization toward the higher degree. Henceforth, several useful techniques for 
slot antenna miniaturization have been described in [12–16]. A compact rectangular 
patch antenna loaded with a half- U-slot and a rectangular slot on the edges of the 
patch for broadband applications has been shown in [17]. Due to the two resonant 
slots on air, substrate, the antenna gives more bandwidth compared with conventional 
patch. The comparative study on the effect of different slot shape on size reduction 
of triangular patch antenna has been investigated in [18]. Compact microstrip patch 
antenna with T shaped slits antenna has been shown in [19] for portable GPS hand-
sets. The bandwidth enhancement technique has been shown in [20] on a dielectric  
substrate. It is claimed in [21] that shorting pin in reading patch is also an effective 
approach for miniaturization. 

However, miniaturization techniques are well established concept for last two 
decades. Therefore, it is imperative to further explore the techniques for realizing 
higher degree of miniaturization with good antenna performances. This higher degree 
of miniaturized antenna will allow for integration with a package or platform of 
small wireless devices that are emerging. It is known that resonance of any antenna 
is directly linked with the antenna size. Any effort to reduce the size of the antenna 
may have a negative impact on its return loss, radiation pattern, and efficiency in 
such a way that it is unable to adequately radiate. Then it would be difficult work of 
antenna engineers to design, a higher degree of miniaturization with minimum effect 
on antenna performances. In this paper, a rectangular microstrip patch antenna has 
been designed and fabricated on FR glass epoxy substrate for resonate at 2.4 GHz. 
Then the rectangular patch is modified by removing an arc on the edges of that 
patch antenna. For this modification proposed antenna resonate at 37.22% reduced 
resonate frequency of 1.45 GHz. After that, spiral slot is integrated with modified 
patch and as a results resonant frequency reduced 48.48% compared with normal 
patch antenna keeping the overall dimension unchanged. The paper has been prepared 
in the following way.

• Design and analysis of a simple rectangular microstrip antenna.
• Modification of a rectangular microstrip patch by removing the arc on the edges 

of the patch.
• Further modification of rectangular microstip patch with a spiral slot.
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2 Design and Analysis of Simple Rectangular Patch 
with Arc 

It is well known that low profile rectangular fed microstrip patch antenna has attractive 
advantages of extremely high frequency, good impedance matching, ease of fabrica-
tion and capability for full integration with active components. The patch antenna is 
a very useful candidate for mobile, satellite communication systems. One of the most 
effective techniques for of size reduction is to introduce the shorting pins on the edge 
of the patch. In this way, the excited surface current paths of the patch are increased 
and it causes significant reduction in resonant frequency compared with a conven-
tional patch antenna. Generally, metalized via holes is used to realize the shorting 
pin very accurately. Another effective approach is to load with three dimensional 
geometry like cavities in the substrate or folded and double folded structures. The 
simple microstrip patch configuration is shown in Fig. 1. The rectangular microstrip 
patch is connected with 50Ω microstrip fed line on the top surface of the substrate 
and the ground is printed on the bottom surface. The thickness of dielectric material 
is 1.58 mm. This antenna is considered as a reference antenna to better understand the 
reduction of resonant frequency. The antenna dimensions, namely, LS , WS , L, W, ML 

MW , WML listed in Table 1. The FR _4 glass epoxy substrate is used to increase the 
robustness of the antenna in adverse environmental condition compared with the air 
substrate used in [17, 18]. The permittivity of FR_4 glass epoxy is 4.4. Ansys High 
frequency structure simulator [22] based on the FEM method (finite element method), 
is used to evaluate the simulative response of reference and proposed antennas. 

The rectangular patch antenna is modified by the arc which is illustrated in Fig. 2. 
The arc is removed from the non-radiating edges of the patch. So that the fringing 
fields are not disturbed and can effectively contribute to radiation. We are trying to

Fig. 1 Geometry of simple 
rectangular microstrip 
antenna
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Table 1 Dimensions of antenna geometry (mm) 

Ls Ws L W WML MW ML 

51 60 28 36 2.95 3.20 6.44

integrate the arc in radiating patch in such a way that does not require an additional 
patch or coupling strip to reduce the size of the antenna. The dimensions and dielectric 
properties are same as the simple rectangular patch antenna shown in Fig. 1.The 
main motivation behind the modification is to archive lower resonance frequency 
comparison with conventional patch. The radius (R) of arc is 10 mm. The minor arc 
angle is 125°. The center of patch is 2.80 mm far away from the arc in X axis. The 
simulated and measured return loss of rectangular microstrip antenna presented in 
Fig. 3. The simulated value is 2.31 GHz where as measured value is 2.40 GHz. This is 
the fundamental resonant frequency of rectangular microstrip antenna. Now, we try 
to analysis the effect of arc on radiating patch keeping the antenna design parameter 
and dielectric properties unchanged. 

It is clearly shown from Fig. 3 that due to the modification of microstrip patch, the 
return loss characteristics have shifted from 2.31 GHz to 1.45 GHz. The percentage 
of reduced resonant frequency is 37.22. The measured resonance frequency for 
proposed antenna is 1.49 GHz. From the curve, it is observed that measurement results 
have excellent agreement with simulation ones. The small discrepancy between the 
measurement results can be related to lossey FR_4 dielectric materials and addition 
ohmic loss normally generated while soldering the SMA connector on fabrication. 
Due to the introduction of an arc on the rectangular patch, the area of effective 
radiating surface is rearranged comparison with the conventional patch. Hence, the

Fig. 2 Patch antenna with 
removing the arc on the 
edges of the patch
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Fig. 3 Return loss of simple 
patch antenna and modified 
with arc

excited surface current path is made longer and therefore the significant reduction in 
resonant frequency. It is known to all that antenna is the largest component of any 
wireless system. 

Therefore, it is imperative to give emphasis on simple and easy to implement 
miniaturization techniques. It is also arguable that the proposed antenna is very simple 
and easy to implement. The radiation pattern is defined as a graphical illustration of 
radiation characteristics of proposed antenna in a space coordinate system. Simulated 
H- and E-plane radiation pattern at 1.45 GHz resonant frequency is shown in Fig. 4a 
and b. The measurement results are also included to validate the simulation outcome. 
The measured Co-pol for further modified patch has shown very good agreement with 
simulation results. The current distribution at 1.45 GHz is shown in Fig. 5.The path 
length of surface current is increased due to introduction of arc on patch surface. The 
longer path length on the patch surface causes a significant reduction in resonant 
frequency compared with fundamental resonance frequency of 2.31 GHz.

3 Design and Analysis of Simple Rectangular Patch 
with Arc and Rectangular Spiral Slot 

To achieve further reduction in resonant frequency, we have introduce rectangular 
spiral slot on the modified rectangular microstrip patch keeping the dimensions and
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Fig. 4 a H-plane radiation pattern b E-plane radiation pattern for modified rectangular patch 
antenna with arc 

Fig. 5 Current distribution of modified with arc at resonance frequency 1.45 GHz

dielectric properties are unchanged. The proposed antenna configuration has been 
shown in Fig.  6a. The spiral slot configuration shown in Fig. 6b. The rectangular 
spiral slot values are shown in Table 2. The rectangular split ring is 0.40 mm always 
in X axis and 1.40 mm away in Y axis from the edges of the patch. The simulated 
return loss (S11 parameter) of the further modified patch antenna comparison with 
simple microstrip antenna is shown in Fig. 7.



Modified Patch Geometry with Reduced Resonant Frequency 261

Fig. 6 Further modified 
rectangular microstrip patch 
antenna with spiral slot 

(a)  Antenna topology 

(b) Dimession of sprial slot 

Table 2 Dimensions of rectangular spiral slot (mm) 

L1 L2 L3 L4 L5 L6 L7 L8 L9 W1 

9.50 11.10 11.10 8.70 8.70 6.20 6.20 3.70 3.10 1.20

Antenna dimensions are key parameters for control over the resonant frequency. 
It is one of the challenging tasks to further reduce the resonant frequency in higher 
degree while keeping the antenna dimension unchanged. So we also need to be 
careful about the antenna performance parameters like return loss, radiation pattern, 
current distribution, etc.
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Fig. 7 Simulated and 
measured return loss for 
simple patch and further 
modified rectangular patch 
with spiral slot

As shown in the Fig. 7, good agreement can be seen between measurement and 
simulation prediction, not only in terms of resonance but also with respect to minia-
turization. The simple rectangular microstrip antenna and further modified simulated 
resonance frequencies are 2.31 GHz and 1.19 GHz, respectively. The reduction of 
resonant frequency is 48.48% compared with normal patch geometry. It is important 
to note that the higher degree of reduction can be achieved by simple modifying the 
radiating patch. The measured resonant frequency is 1.22 GHz. The resonant dip of 
simulated frequency is −24.03 dB whereas the measured dip is only −18.81 dB. 
The 10 dB bandwidth for modified patch antenna geometry is 1.68%. The proposed 
antenna produced better miniaturization comparison with [18, 19]. The simulated 
radiation pattern for Fig. 6 at resonant frequency 1.19 GHz is illustrated in Fig. 8. 
The corresponding measured value is also depicted in Fig. 8 and the measured results 
agree well with the simulated ones. The current distribution of proposed antenna at 
1.19 GHz is shown in Fig. 9.

After the analysis of the performance of the further modified patch, we are able to 
achieve 48.48% reduced resonant frequency comparison with 2.31 GHz fundamental 
resonant frequency. The return loss and radiation pattern have no negative impact on 
higher degree miniaturization techniques. 

It can be noted that the antennas are realized the highest degree of miniaturization 
in a very simple methodology that is easy to implement in any modern wireless 
device like cell phones and GPS systems. The fabricated prototypes are illustrated 
in Fig. 10.
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Fig. 8 a H-plane radiation pattern b E-plane radiation pattern for further modified rectangular 
patch antenna with split ring at resonance 

Fig. 9 Current distribution of modified with arc at resonance frequency 1.19 GHz

4 Conclusions 

The rectangular microstrip antennas are designed to resonate at the fundamental reso-
nance frequency. Then we modified the patch to achieve reduced resonant frequency, 
keeping over dimensions unchanged. In this case, the modified patch antenna with arc 
produced a 37.22% reduced resonant frequency comparison with fundament reso-
nance frequency. Then we further modified the patch using the rectangular spiral slot
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Fig. 10 Fabricated photography of the proposed antennas a Patch antenna modified with arc b 
Further modified patch antenna with rectangular spiral slot

to achieve higher degree of reduction of resonant frequency. In this case, the proposed 
antenna resonates at a reduced resonant frequency of 48.48%. The proposed antenna 
is suitable for wireless communication system. 
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Ultra-Wideband Inverted T-Shape Slot 
Antenna 

Sayanti Sinha, Khan Masood Parvez, and SK. Moinul Haque 

1 Introduction 

Recently, low profile microstrip antennas are highly attractive for advanced commu-
nication systems due to their planar geometry and easily integrate facility. Actually, 
the rapid growth of 5th generation mobile communication systems requires wide-
band, ultra-wideband, and multiband antennas to cover mobile and wireless services 
and to minimize the system complexity as well as the overall dimensions and costs. 
Therefore, a great interest among the researcher community on microstrip line fed / 
coplanar waveguide (CPW) slot antennas has been observed in [1–7]. Simple rect-
angular slot antenna is considered as reference, and miniaturization techniques are 
applied to produce lower frequency. These antennas produce narrow bandwidth. 
In [8], a compact slot antennas for dual band and wide band frequency operation 
is described. The 10 dB bandwidth for 900 MHz and 1800 MHz are 28% and 
31%, respectively. Literature on wideband antenna is noted for 4G application in 
[9]. Slot antenna topology based on fictitious short-circuit model for wide band 
frequency operation has been reported in [10]. Dual-polarized slot-coupled stacked 
patch antenna for wideband application is presented in [11]. A miniaturized antenna 
for wideband applications is illustrated in [12]. 

Based on the above analysis, an inverted T-shaped low profile and easily 
implementable slot antenna is proposed in this communication for ultra-wideband 
frequency operations. A 50 Ω microstrip line fed on bottom surface is used to excite 
an inverted T-shaped geometry etched in the middle of the top surface of the dielectric 
substrate. The detailed simulation on proposed antenna is conducted by finite element 
method (FEM) to understand its behavior and optimize for ultra-wideband operation. 
Return loss, radiation characteristics and efficiency are also analyzed and verified
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with measurement results. The calculated operating frequency of this topology is 
3.22 GHz, whereas the measured value is 3.10 GHz. The 10 dB bandwidth is 52.92% 
covering from 2.89 to 4.97 GHz (2.08 GHz). The inverted T-shaped microstrip fed 
slot antenna is highly efficient and suitable for ultra-wideband applications. 

2 Antenna Design 

The design procedure for the proposed inverted T-shaped microstrip fed slot antenna 
architecture is detailed here. In Fig. 1, the top and side views of the ultra-wideband 
antenna configuration are delineated. Slot antennas are broadly used in modern 
communication scheme because of their attractive characteristics like as low cost 
light weight, compactness, and simplicity of integration with other equipment. When 
compared to coaxial and Coplanar Waveguide (CPW) fed, microstrip fed gives higher 
stability and impedance matching capabilities. The proposed topology is fabricated 
on FR_4 glass epoxy dielectric material which is inexpensive and easily available 
and has εr (relative permittivity) = 4.4 and tanδ (loss tangent) = 0.002. The antenna 
ground plane size is 100 × 100 mm2 (LS × WS) with dielectric substrate height of 
1.60 mm. As shown in Fig. 1, an inverted T-shaped copper is etched in middle of the 
top surface of FR_4 glass epoxy dielectric material. The top surface is also known 
as ground plane. 

Fig. 1 Inverted T-shaped microstrip fed slot antenna geometry
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Fig. 2 Fabricated prototype 
of proposed inverted 
T-shaped microstrip antenna 

The slot width (WSL) and slot length (LSL) are 17.20 mm and 30 mm, respectively. 
The antennas others parameters: L1 = 6.4 mm and L2 = 10 mm. To excite the 
inverted T-shaped slot on the top surface of FR_4 glass epoxy dielectric substrate, 
50 Ω microstrip line fed on bottom surface with a length (LML) of 52.2 mm and 
width (WML) of 2.95 mm is applied. The fed line width of 2.95 mm is chosen such 
that the input impedance matches to 50 Ω of the SMA probe. The microstrip line is 
placed (LY ) 39.20 mm away as displayed in Fig. 1. The Fig. 2 depicts the fabricated 
prototype of proposed inverted T-shaped microstrip fed slot antenna. The topology 
is designed and scrutinized using the FEM-based Ansys HFSS 19.2 simulation code 
[13]. 

3 Results and Discussion 

In Fig. 3, the return loss (S11) versus frequency response of the inverted T-shaped 
microstrip fed slot antenna topology has been presented. The measured results are 
used to verify the simulation response. The simulated operating frequency of this 
antenna (Fig. 2) is 3.22 GHz, whereas the measured frequency is 3.10 GHz. The 
finite conductivity of copper (ground plane), loss of FR_4 glass epoxy dielectric 
and surface wave all contribute to the mismatches between HFSS calculated and 
measured results.

The measured dip is −26.55 dB only, whereas the calculated operating frequency 
dip is −34.65 dB. The bandwidth (10 dB) for antenna topology is 52.92% covering 
from 2.89 GHz to 4.97 GHz. The bandwidth is 2.08 GHz. 

In comparison to the loop loaded slot antenna [2], the inverted T-shaped slot 
microstrip fed antenna has a superior 10 dB bandwidth. The HFSS calculated
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Fig. 3 Measured and HFSS 
calculated S11 characteristics 
of inverted T-shape 
microstrip fed slot antenna

impedance characteristic of proposed antenna is presented in Fig. 4. At frequency 
3.22 GHz, the input resistance is 50 Ω, which is the real part of the impedance plot, 
and the imaginary part reactance is on the zero axis. It is noted that the real part 
resistance indicates power that is either emitted or absorbed within the antenna. And 
imaginary part reactance signifies non-radiated power that is kept in near field region. 

In spherical coordinate system, the E-plane is clarified as ϕ = 0 and H-plane is 
clarified as ϕ = 90. At the operating frequency of 3.22 GHz, the simulated E- and

Fig. 4 Input impedance plot 
of proposed inverted 
T-shaped slot antenna 
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(a) (b) 

Fig. 5 Measured and HFSS calculated radiation pattern of proposed inverted T-shaped microstrip 
fed slot antenna at 3.22 GHz operating frequency a E-Plane, b H-Plane 

H-plane are illustrated in Fig. 5a and b. The measured radiation patterns are also 
includes with the simulation to verify the results and the measured results closely 
followed the HFSS calculated ones. The patterns show that the margin between 
co-polarization and cross-polarization is less than what is considered acceptable. 

The distribution of surface current of inverted T-shaped slot antenna at 3.22 GHz 
has exhibited in Fig. 6. The slot has more current concentration on the positive 
Y axis as delineated in Fig. 1 due the presence of microstrip fed on the bottom 
surface of FR_4 glass epoxy dielectric material. The proposed inverted T-shaped slot 
antenna is highly efficient and its simulated efficiency is 97.66%. The corresponding 
measured [14] value is 95.38%. This antenna is working in between 3.1 and 10.6 GHz 
unlicensed spectrum assigned by U.S. FCC [15] for wide band applications.
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Fig. 6 Distribution of surface current of inverted T-shaped microstrip fed slot antenna at operating 
frequency 3.22 GHz 

4 Conclusions 

In this paper, we have present an inverted T-shaped low profile and easily imple-
mentable slot antenna. The simulated operating frequency of this antenna is 3.22 GHz 
whereas measured frequency is 3.10 GHz. The bandwidth is 52.92% covering 
from 2.89 GHz to 4.97 GHz. At operating frequency, the separation between co-
polarization and cross-polarization of radiation patterns is also less than the accepted 
value. Ultra-wideband applications system can benefit from the proposed inverted 
T-shaped microstrip fed slot antenna. 
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Fusion Rule Optimisation for Energy 
Efficient Cluster-Based Cooperative 
Spectrum Sensing 

Girraj Sharma, Vivek Upadhyaya, Ashish Kumar, Sandeep Vyas, 
and Ritu Sharma 

1 Introduction 

Spectrum sensing is used to identify licenced users, also known as primary users 
(PUs). In CR, the efficacy of non-cooperative spectrum sensing is severely hampered 
by shadowing and concealed terminal issues. CSS can solve these issues, but it adds 
to the system’s detection time and energy, reducing the total EE, particularly when 
the SUs are powered by batteries. Energy efficiency is calculated by dividing average 
throughput by total energy consumption (EE). It is a complete measure for evalu-
ating system performance since it considers detection accuracy, energy consump-
tion, and system efficiency all at once. Authors optimise the EE in certain works 
by employing the concept of total energy consumption minimisation. The authors 
proposed a censorship strategy in which SUs with reliable PU presence informa-
tion should communicate it to the base station [1-8]. This will reduce the amount of 
energy used to transmit data from SUs to base stations. To enhance throughput [9] 
computes the best sensing time and fusion rule. It’s a more realistic situation that 
considers PU traffic.
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2 Related Work 

EE has already been utilised as an output metric in some studies [11] discusses the  
trade-offs between EE and spectrum efficiency, and EE and SE are optimised by 
combining detector threshold modification and sensing duration. The work in [11] 
does not say whether the best settings meet the false alarm and detection accuracy 
requirements. Gao et al. [12] recommends that the sensing duration be optimised via 
AND fusion. Fusion, on the other hand, has a low possibility of detection. To enhance 
the length and transmission capacity of sensing, the authors introduced the dinkel-
bach technique in [13]. The double detector threshold approach is used to develop 
a soft fusion technique in this article. Wu and Tsang [14] describes the relation-
ship between transmission power and sensing time. The sensing time under various 
situations is used to improve EE for a single CR. To increase EE, Shi et al. [15] 
recommends combining sensing and transmission time optimisation, whilst Zhang 
et al. [16] recommends combining sensing time and transmission power optimisa-
tion. Qiu et al. [17] describes the mixed spectrum syndrome. The best transmission 
capacity is estimated using the golden search technique to maximise EE. Wang et al. 
[18] proposes an OFDM-based CR system with transmission power limits and a 
maximum amount of interruption. The optimal power allocation is obtained using 
the golden search technique in this research. The optimum power allocation that opti-
mises the EE is computed using an iterative approach in [19]. None of the research 
in [17–23] found a means to determine the appropriate fusion rule threshold for the 
Energy Efficient CSS. 

The impact of changing the intra and inter fusion rule thresholds on EE is investi-
gated in this paper. To obtain the best settings, a bisection method was applied. For a 
cluster-based CSS, an approach has been described for discovering the intra and inter 
fusion rule, as well as optimising the fusion rule to maximise the EE whilst satisfying 
the false alarm requirement. Detection probability limited technique is used to assess 
the goal function. According to the data, the best configuration options adhere to the 
false alarm limitations and improve EE. 

The remainder of the paper is organised as follows: Sect. 3 explains the funda-
mental energy detector-based CSS device paradigm. The goal purpose and constraints 
are examined in Sect. 4. In Sect. 5, the numerical outputs are provided, followed by 
a conclusion. 

3 System Model 

In the CR network, it is assumed that there are ‘N’ SUs and one PU. SUs needs 
sensing duration τs to detect the presence of PU. With a reporting time τr the sensing 
details must be delivered to the base station. The fusion centre (FC) is located at the 
base station. The FC makes a final determination on the existence or absence of PU 
based on the facts supplied. If the PU is recognised as absent with data transmission
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time τd , one of the SU is enabled to transfer data. The whole frame duration is 
T = τs + N τr + τd . 

In compared to the distance between SUs and PUs, the distance between SUs is 
known to be small. As a result, the average SNR for each SU is the same. The SUs 
employ energy detection (ED) to look for PUs. Equation 1 may be used to calculate 
the false alarm and detection probability. 

P j f = Q
((

ε j 
σ 2 n 

− 1
)√  

τs fs

)
(1) 

where f s is the sampling frequency. Q(x) = 1 √
2π

∫ ∞ 
x e− t2 

2 dt. The likelihood of 
detection at the jth CR user is determined as [15] 

P j d = Q

((
ε j 
σ 2 n 

− γ − 1
)/

τs fs 
2γ + 1

)
(2) 

For all SUs, a common threshold is utilised. Hence P j f = Pf and P 
j 
d = Pd . Each 

SU will make a choice based on its local sensing and convey one bit of that decision 
to the base station via the reporting channel. This fusion’s total detection and false 
alarm probability are provided by 

Q f (τs) = 
N∑
i=k

(
N 
i

)
Pi 
f

(
1 − Pf

)N−i 
(3) 

Qd (τs) = 
N∑
i=k

(
N 
i

)
Pi 
d (1 − Pd )N−i (4) 

3.1 Inter and Intra Fusion Rule 

A complete ‘L’ clusters are believed to be formed and there are ‘M’ SUs in each 
cluster. Every SU detects PU presence in a cluster by local sensing. This local sensing 
outcome is shared by the SUs with CH using k out of M fusion. Detection and false 
alarm probability of this intra fusion is given by 

Q f (k) = 
M∑
i=k

(
M 
i

)
Pi 
f

(
1 − Pf

)M−i 
(5) 

Qd (k) = 
M∑
i=k

(
M 
i

)
Pi 
d (1 − Pd )M−i (6)
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here k is threshold for the intra fusion rule. 
The q out of L fusion rule is then used by all CHs to fuse their local clusters 

sensing data at a common base station. Here q is the threshold for the inter-fusion 
rule. Detection and false alarm and probability are calculated as 

Q f (k, q) = 
L∑

i=q

(
L 
i

)
Qi 

f

(
1 − Q f

)L−i 
(7) 

Qd (k, q) = 
L∑

i=q

(
L 
i

)
Qi 

d (1 − Qd )
L−i (8) 

3.2 Energy Efficiency in CSS 

If P1 and P0 are the chances of PU being active and idle, respectively, there are four 
alternative circumstances based on the current status of PU and result of sensing. 

Scenario 1: SU recognises PUs idle condition with probability P0
(
1 − Pf

)
. 

Scenario 2: SU is properly recognising PUs busy status with the probability of 
P1 Pd . SU will not communicate its data because channel is occupied by PU. 

Scenario 3: SU wrongly detects PUs status as idle with probability P1(1 − Pd ). 
As a result, the PU’s data would clash with the data of CR user, rendering the CR 
user data meaningless in this case. 

Scenario 4: SU incorrectly interprets PUs status as active with probability P0 Pf . 
In the same way as in example 2, there will be no data transfer. 

There are two aspects to the total power consumption: spectrum sensing θs and 
data transfer θt . The energy usage for each of the four instances inside a frame is 
calculated as follows: 

Case 1: E1 = N τsθs + τd θt (9) 

Case2 : E2 = N (τsθs + τr θt ) (10) 

Case 3: E3 = N τsθs + τd θt (11) 

Case4 : E4 = N (τsθs + τr θt ) (12) 

where N = MXL. The total energy consumption E can be determined as 

E = N τsθs + N τr θt +
(
P0

(
1 − Q f (k)

) + P1
(
1 − Qd (k)

))
τd θt (13)
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Only if a whole frame is successfully sent is data believed to be accurate in the 
suggested model. Otherwise, data is considered worthless. As a result, only those 
data bits broadcast for which the PU is idle are found true, and the SU correctly 
detects the PU’s condition. The average throughput R of the system, also known as 
the number of relevant data bits transferred every frame, may thus be written as 

R = P0τdC
(
1 − Q f (k)

)
(14) 

where channel capacity is C, it may be calculated as C = B log2
(
1 + θt 

⌈

)
, where ⌈ 

is the overall noise power. 
To fulfil the PU interference limit, the thresholds (ε) can be set as constant. The 

parameters θt and k effects EE at the fixed sensing duration. EE(ξ ) can be defined 
as the amount of effective transmission of information per energy consumption unit 
that can be given by 

ξ (k, θt ) = 
R(k, θt ) 
E(k, θt ) 

(15) 

By adjusting fusion rule and transmission power, the purpose of the design chal-
lenge is to optimise EE. The optimisation issue may be expressed mathematically 
as. 

To find: (k0, θt0) 
Max. : ξ (k, θt ) 
S.t. : N ≥ k ≥ 1, θmax ≥ θt ≥ θmin, Pd ≥ Pd (16) 

where k0θt0 are the maximum fusion rule threshold value and transmission power 
level, respectively. θmin and θmax are the lowest and highest transmission power levels. 

4 Problem Formulation and Constraints 

We can define normalised sensing time as (τ ) = τs 
T and transmission time (τd ) = 

(1 − τ )T if we assume reporting time τr << T . The complexity of the optimisation 
problem can be minimised by applying this assumption. Equation (18) of the opti-
misation problem’s detection probability restriction may be satisfied by defining the 
false alarm probability as 

Pf (τ) = Q
(√  

2γ + 1Q−1
(
Pd

) + γ
√  

τ fsT
)

(17) 

We can always assume Pd (τ ) = Pd according to IEEE802.22 standard. The 
energy consumption Ê can be defined in terms of τ and θt as follows.
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Ê(τ, θt ) = N τ T θs +
(
P0

(
1 − Q f (k)

) + P1
(
1 − Qd (k)

))
(1 − τ )T θt (18) 

We can determine the throughput as follows: 

R̂(τ, θt ) = P0(1 − τ )T × (
1 − Q f (k)

) × exp
(−((1 − τ )T ) 

a0

)
× βlog2

(
1 + 

θt 

⌈

)

(19) 

The modified EE (ξ̂ ) is given by ξ̂ (k, θt ) = R̂(k,θt ) 
Ê(k,θt ) 

and optimisation problem can 
be rewritten as. 

Find:(k0, θt0) 
Max. : ξ̂ (k, θt ) 
S.t. : N > k0 ≥ 1, θmax ≥ θt ≥ θmin 

(20) 

5 Numerical Results and Discussion 

To perform the simulation analysis, the parameters are taken as fs = 6MHz, θs = 
0.2W, σ  2 n = 1, τr = 10μs,, P0 = 0.5, T = 45 ms, L = 4, M = 6,θt = 3W, 
Pd = 0.9 

At SNR = −18 dB, Fig. 1 shows an EE vs normalised sensing time curve. The 
OR fusion (k = 1) is employed in intra fusion. The inter fusion threshold (q) can 
be adjusted. EE is at its greatest when q = 6, and at its weakest when q = 1. 3.068 
Mbits/Hz/joule is the maximum EE in this situation.

Figure 2 shows the effect of intra AND fusion (k = 6). The results reveal that 
when q = 1, EE is lowest, and when q = 6, EE is highest. At a sensing time of 
0.8 ms, the maximum EE is determined to be 3.292 Mbits/Hz/joule. Overall, the EE 
is higher in this situation than in the previous one. The maximal EE changes as the 
inter and intra fusion changes, as seen in Figs. 1 and 2.

The EE is compared to the intra fusion rule’s threshold at 1.25 ms sensing period. 
Because the likelihood of detection is low at higher k values and the possibility of 
false alarm is larger at lower k values, the concavity of EE with respect to k is depicted 
in Fig. 3. when k = 3 and q = 4, the highest EE of 3.391 Mbits/Hz/joule is achieved.

The effect of adjusting the intra and inter fusion rule thresholds is shown in Fig. 4. 
The result also reveals that the maximum EE for a 4X6 sized cluster is achieved when 
the intra fusion rule’s threshold is 3 and the inter fusion rule’s threshold is 4. With a 
sensing time of 0.65 ms, the highest EE = 3.17 Mbits/Hz/joule is detected.

Figure 5 shows the graph of EE vs. normalised sensing time. The graph was created 
using the bisection approach’s optimum threshold for intra and inter fusion rules. 
Because energy consumption is larger in the worst radio scenario, the maximum EE 
drops as SNR lowers. Furthermore, the SUs require additional sensing time in order
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Fig. 1 EE versus 
Normalised sensing time (τ ) 
graph with OR intra fusion 
rule

Fig. 2 Variation of EE with 
respect to normalised sensing 
time for AND intra fusion

to meet the target detection probability. The EE is maximal = 3.38 Mbits/Hz/joule 
at a sensing time of 0.45 ms and an SNR of −18 dB.
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Fig. 3 Variation of EE with 
respect to intra fusion rule 
for different inter fusion rule

Fig. 4 Variation of EE with 
respect to normalised 
sensing duration for variable 
inter and intra fusion rule
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Fig. 5 Variation of EE with 
respect to normalised 
sensing duration at optimum 
inter and intra fusion rule 

6 Conclusion 

Based on intra fusion and inter fusion criteria, this study proposes a CB-CSS. 
There is an optimal intra and inter fusion rule threshold value that optimises the 
EE, according to the system model and simulation research. The maximum EE is 
3.391Mbits/Hz/Joule when the intra fusion rule threshold is 3 and the inter fusion 
rule threshold is 4. The bisection method was used to find the best settings. Both the 
likelihood of detection and the false alarm limitations are satisfied by the optimum 
design parameters. 
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Design of Dispersion Compensated 
with NRZ Modulation-Based 8-
and 16-Channels WDM System 
for Long-Haul Communication 

Mijanur Rahim, Anjumanara Begam, and Md. Asraful Sekh 

1 Introduction 

In fiber optic communication system, the organized and structured data are trans-
mitted by the transmission of light through the optical fibers. Here, the carrier wave 
is EM wave in the form of light, which is modulated to carry the information. In a 
higher data rates communication system, there are some essential things, i.e., huge 
bandwidth and the low cost. When light propagates through a single-mode fiber 
(SMF) of a fiber optic communication system, the chromatic dispersion or group 
velocity dispersion (GVD) unfavorably affects the high data rate of the system [1, 
2]. Due to the dispersed signals, the broadening pulses overlap each other and create 
ambiguity of data retrieval; it is called inter-symbol interference (ISI) [2–4]. 

Earlier in our previous work, we discussed different types of dispersion compen-
sation methods, i.e., post-, pre-, and symmetry for different data rates where we 
found the performance of symmetry dispersion compensation method is best [5– 
7]. There are three schemes of symmetry dispersion compensation method using 
dispersion compensation fiber (DCF), using fiber Bragg grating (FBG) and using a 
combination of DCF + FBG together. It is also found that this combination of DCF 
+ FBG performance is superior to the other two schemes in the symmetry dispersion 
compensation method, especially when there is a requirement of high data rates in 
long-distance communication [7, 8]. In this paper, we have discussed the compar-
ison of these three schemes of symmetry dispersion compensation in the 8- and 
16-channel DWDM system with high data rates designed for long-distance optical 
communication. We have made this comparison in terms of eye diagrams, Q factors, 
O/P gains, and O/P powers which we have obtained from the received signals. We 
have also compared the obtained results with the dispersion compensation scheme
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using DCF individually in the symmetry dispersion compensation method. The main 
challenging task in such a long-haul optical communication system is to maintain 
the good quality factor and gain at moderate or high data rates. Generally, we use 
erbium-doped fiber amplifier (EDFA) to reduce the attenuation of the signal in such 
DCF-based symmetrical dispersion-compensating system, but the output signal is 
distorted enough to retrieve it [7]. Therefore, using DCF + FBG combination in the 
symmetry dispersion compensation method, the performance of this DWDM system 
is being enhanced; we have FBG in this DWDM system for achieving high gain 
[8, 9]. A combinational dispersion compensation scheme is designed for long-haul 
communication in 8-channels and 16-channels DWDM systems at the data rates of 
10 Gbps and 20 Gbps, respectively. 

2 Mathematical Modeling 

The Fresnel reflection is followed in FBG, where light travels between media of 
different refractive indices may both reflect and refract at the interface. The Bragg 
wavelength is the reflected wavelength which is denoted by λb [1, 2]. 

λb = 2me� (1) 

where meis effective refractive index of the grating in the fiber core and 
V 

is grating 
period [1, 2].

∆λ =
[
2δn0n 

π

]
λb (2) 

where∆λ is bandwidth, δn0 is difference between the two refractive index (n2 − n1), 
n is the fractional power in the fiber core [1, 2]. 

PB (λb) ≈ tanh2
[
Nn(V δn0) 

n

]
(3) 

where PB (λB) is the peak reflection power and N is the number of periodic variations. 
Usually, we use DCF to compensate for the chromatic dispersion. It is used after 

the single-mode fiber (SMF), and therefore, the equivalent wavelength-dependent 
dispersion is denoted as Deq (λ) [10, 11]. 

Deq (λ) = [RDSMF(λ) + DDCF(λ)]/(1 + R) (4) 

where R is the length ratio between SMF and DCF, DSMF and DDCF are the dispersion 
of the SMF and the DCF, respectively. From Eq. (5), given Deq as zero fulfills the 
ideal compensation condition, and R = LSMF/LDCF, the formula would be [8–11],
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DSMFLSMF + DDCFLDCF = 0 (5)  

For externally modulated sources, transmission distance limited by chromatic 
dispersion is [8–11] 

L < 
2πc 

16|D|λ2 B2 
t 

(6) 

where L is length of fiber in km, c is speed of light (m/s), λ is wavelength in meter, 
BT is B it rate in Gbps. 

3 Simulation Layout and Parameters Setting 

In our previous works, we have found that the DCF–FBG combinational scheme is 
the best dispersion compensation scheme [7, 8]. Therefore, Fig. 1 is the simulation 
layout of the proposed model of 8-channel DWDM system for 500 km. dispersion 
compensated long-haul communication at data rates of 10 and 20 Gbps. We have 
taken the CW laser power of 1mW with channel spacing of 0.8 nm; the extinction ratio 
of Mach–Zehnder modulator (MZM) is 100 dB. This optical transmission is done 
over 100–500 km length SMF; attenuation of SMF is 0.25 dB/km, SMF dispersion 
16 ps/nm/km, and dispersion slope 0.08 ps/nm/km. The length of DCF is 5 km, DCF 
dispersion—80 ps/nm/km, and the effective index of 1–5 mm length FBG is 1.45. 
The length of EDFA is 5 m with a numerical aperture of 0.24. The same things are 
set for 16-channel WDM system with a channel spacing of 0.4 nm. 

Fig. 1 Simulation layout of the proposed model
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4 Results and Discussions 

Figure 3 is the comparison of Q factor (QF) vs transmission distance (km) for 8-
channel WDM system using different dispersion compensation techniques. We have 
achieved the QF of 42.57 at 10 Gbps and QF of 35.29 at 20 Gbps using the combi-
national scheme of dispersion compensation (DCF + FBG) for the transmission 
distance of 500 km. Figure 3 is the comparison of Q factor (QF) vs transmission 
distance (km) for 16-channel WDM system using different dispersion compensation 
techniques. We have achieved the QF of 35.86 at 10 Gbps and QF of 29.77 at 20 Gbps 
using the combinational scheme of dispersion compensation (DCF + FBG) for the 
transmission distance of 500 km. 

Both Figs. 2 and 3 are showing that using this combinational dispersion compen-
sation scheme (DCF + FBG) is giving the best Q factors for the application of above 
500 km long-haul communication both based on 8- and 16-channels DWDM systems 
at higher data rates. 

Figure 4a, b is the eye diagrams at 500 km transmission distance for 8-channels 
DWDM system. It is clearly showing that there is no inter-symbol interference in

Fig. 2 Comparison of Q factor versus transmission distance (km) for 8-channel WDM system 
using different dispersion compensation techniques
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Fig. 3 Comparison of Q factor versus transmission distance (km) for 16-channel WDM system 
using different dispersion compensation techniques

the retrieved data as the chromatic dispersion is well managed by this combinational 
dispersion compensation scheme.

Figure 5 is the comparison graph of O/P gain (dB) versus transmission distance 
(km) for 8-channels WDM. We have achieved the O/P gain of 38.1 dB and 25.2 dB 
at 10 Gbps and 20 Gbps, respectively, in 8-channels dispersion compensated (DCF 
+ FBG) DWDM system for 500 km transmission. We have also achieved the O/P 
gain of 24.11 dB and 22.14 dB at 10 Gbps and 20 Gbps, respectively, in the 16-
channels dispersion compensated (DCF + FBG) DWDM system for 500 km length 
optical transmission because of this combinational scheme in symmetry dispersion 
compensation method where the chromatic dispersion very well managed.

In Fig. 6, it is clearly showing that we are getting a better Q factor in the higher 
wavelength region. In 1552.52 nm wavelength at 10 Gbps data rate, we have achieved 
the highest Q factor 42.57 and 35.86 for 8-channels and 16-channels DWDM system, 
respectively. When the data rate is 20 Gbps in 1552.52 nm wavelength, the Q factors 
become 35.29 and 29.77 for 8-channels and 16-channels DWDM system, respec-
tively. Here, we have applied the combinational dispersion compensation scheme in 
those DWDM systems.

Tables 1 and 2 show the performance of the 8-and 16-channels DWDM systems, 
respectively, for different data rates.
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Fig. 4 a Eye diagram at 500 km transmission distance for normal 8-channels DWDM system b 
Eye diagram at 500 km transmission distance for dispersion compensated WDM system using 
combinational dispersion compensation scheme (DCF + FBG)

Fig. 5 Comparison of O/P gain (dB) versus transmission distance (km) for 8-channels WDM
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Fig. 6 Q factor versus wavelength (nm) for 8- & 16-channels DWDM system at the data rate of 
10 and 20 Gbps

Table 1 Performance of the 8-channels DWDM system for different data rates 

Distance (km) 8-channels DWDM system using combinational schemes (DCF + FBG) 
Q factor O/P gain (dB) O/P power (dBm) 

10 Gbps 20 Gbps 10 Gbps 20 Gbps 10 Gbps 20 Gbps 

100 112 88.1 38.6 25.9 17.1 14.2 

300 75.4 65.2 38.2 25.6 17.1 13 

500 42.6 35.3 38.1 25.2 17.1 12.8 

Table 2 Performance of the 16-channels DWDM system for different data rates 

Distance (km) 16-channels DWDM system using combinational schemes (DCF + FBG) 
Q factor O/P gain (dB) O/P power (dBm) 

10 Gbps 20 Gbps 10 Gbps 20 Gbps 10 Gbps 20 Gbps 

100 77.56 68.86 24.45 22.37 16.2 13.6 

300 54.67 47.95 24.34 22.25 16.2 12.9 

500 35.86 29.77 24.11 22.14 16.1 12.6
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5 Conclusions 

The simulated transmission system has been analyzed on the basis of better eye 
diagram, higher quality factor, gain, output power. It is found that the DCF–FBG 
combinational scheme shows better Q factor and O/P gain compared to dispersion 
compensation scheme using DCF of 8- & 16-channel WDM system at 10 & 20 Gbps 
data rate. It is also found that using DCF dispersion compensation scheme shows 
better O/P power in 16-channel WDM system at 20 Gbps data rate. This work can 
be extended for more high data rates in such long-haul optical communication. 
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D2D Communication for Next 
Generation Cellular Systems: A Review 

Radhika Gour 

1 Introduction 

The massive demand for high data rate applications and enormous use of smart 
devices is contributing to heavy data traffic in the wireless communication domain. 
Handling the considerable number of users, high data rate requirements, and het-
erogeneous applications require modifications in the existing cellular communica-
tion. Integration of D2D communication into the existing cellular system can fulfill 
these expectations and improve the system performances. Unlike traditional two-hop 
uplink/downlink transmission via a base station (BS), D2D communication allows a 
direct transmission between users in close proximity. 

Over the last decade, the volume of mobile data traffic and demand for high data 
rate applications have been growing up remarkably. Traffic growth is being driven 
by both the rising number of smartphone subscriptions and an increasing average 
data volume per subscription, fueled primarily by more viewing of video content. 
Mobile data traffic grew 82% between 2018 and 2019. As reported in [1], there 
will be 7.2 billion smartphone subscriptions by the end of 2024. Data traffic per 
smartphone in 2024 will be 18 GB per month that is more than two fold as compared 
to the data traffic in 2018. According to the CISCO report [2], mobile data traffic 
will increase seven times as shown in Fig. 1a, and the number of smart devices is 
expected to grow two times between 2017 and 2022. The bar graph in Fig. 1b shows  
the proliferation rate of smart devices subscriptions from 2017 to 2022 [1]. According 
to CISCO’s annual visual network index (VNI) reports [3], the amount of data that 
must be transported will continue to grow dramatically. By 2020 [4], a huge number 
of applications other than phone, texts, and videos are predicted to emerge, putting 
existing cellular networks under strain. Video streaming, online gaming, online social 
networks, file sharing, and other heterogeneous applications are examples of high 
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Fig. 1 a Mobile data traffic growth. b Global growth of smart devices and connections. These 
figures are taken from [2] 

data rate applications. Existing 4G technologies aren’t up to the task of meeting 
these future demands. As a result, the Third Generation Partnership Project (3GPP) 
has proposed LTE-Advanced, an upgraded radio interface for Long Term Evolution 
(LTE) known as LTE-Advanced (LTE-A). (LTE-A). Although, 3GPP proposed LTE-
A, to cater the high data rate applications like video in cellular networks, 5G is 
expected to avail 1000 times per unit area data rate and 100 times peak user data 
rate than 4G proposed in LTE-A. In terms of latency, 5G is needed to support the 
delay of 1 ms that is 15 ms for the current 4G technology [4]. While satisfying 
these requirements with the consideration of cost, performance, and complexity, the 
resource allocation is a challenging task and seeking the attention of both academia 
as well as industry. 

The motivation behind D2D communication came from the existing technologies 
such as a mobile ad hoc network (MANET), Wi-Fi, and bluetooth. Bluetooth and 
Wi-Fi allow peer to peer communication, but they operate on the unlicensed band. 
The use of an unlicensed band restricts the performance because of uncontrolled 
interference and lack of security. In addition to this, manual pairing is required for 
connecting two terminals. On the other hand, MANET is also a distributed network, 
where devices communicate directly with each other by creating an autonomous 
network. 

Despite this, there is no central controller in place to oversee terminal operations. 
D2D communication, on the other hand, allows devices to communicate directly on 
the licensed band while being controlled by BS [5]. In this way, D2D communication 
is capable of resolving the challenges associated with MANET, Bluetooth, and Wi-Fi 
while taking advantage of peer to peer communication from them [6]. As the number 
of devices increases, the possibility that two devices will come at a shorter distance 
increases. It will be advantageous to enable D2D communication for nearby devices 
to be benefited from the advantage of D2D technology.
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2 Variants and Applications of D2D Communication 

D2D communication can be classified as inband or outband D2D based on what 
the D2D users are using a licensed or unlicensed band [7]. Outband D2D has been 
inferred in the form of Bluetooth (based on IEEE 802.15) and Wi-Fi Direct (based on 
IEEE 802.11), but manual pairing is required, and these technologies are security-
sensitive because they operate on an unlicensed band with no central entity to super-
vise their operations [7]. However, inband D2D is operated on the licensed cellular 
band under the control of BS. Furthermore, inband D2D is categorized into under-
lay (non-orthogonal) and overlay (orthogonal) D2D. In underlay D2D, a portion of 
the underlying CU’s spectrum band is reused by D2D pairs, but in overlay D2D, a 
portion of the licensed band is assigned explicitly to D2D users. Increased spectrum 
and energy efficiency, lower latency, and offloading the BS all seem to be benefits of 
the underlying D2D connection. 

Some foreseen applications that support D2D for proximity-based services are 
shown in Fig. 2. 

Resource allocation can be grouped into two categories based on the channel 
sharing criterion: (1) number of channels per D2D user and (2) number of D2D 
users per channel. Four alternative scenarios have been identified based on the above 
classification: (1) One-on-one interaction: Each D2D has a maximum of one channel 
and a maximum of one D2D per channel. (2) One-to-many: Each D2D has several 
channels, with a maximum of one D2D per channel. (3) One-to-many relationship: 
Each D2D gets one channel at most, with several D2Ds on each channel. (4) Many-
to-many communication: Each D2D has numerous channels, and each channel has 
multiple D2Ds. 

Multiplayer 
gaming 

Social 
networking 

Public safety 

Traffic safety 

Out of coverage 

server 

Remote health 
monitoring 

Relaying 

Fig. 2 D2D applications
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3 Design Challenges 

In spite of numerous features of D2D technology, this field is immature in its real-
world implementation. There are many design challenges associated with D2D 
deployment in 5G. Some of the major challenges in D2D implementation are as 
follows:. 

Interference Management: In reuse mode of D2D, the D2D user equipment uses 
the same spectrum as the existing CU(s), which leads to interference from D2D to 
the cellular network (vice-versa) and among D2Ds. It is a major issue to be resolved 
for the practical implementation of D2D. 

Power allocation: An optimal power allocation is required to maximize the perfor-
mance of each user without causing severe interference to the others. Thus, optimal 
power allocation is another design challenge to maximize each user’s throughput and 
minimize interference on other users. 

Mode Selection: An adequate selection of D2D mode in which a device should be 
operated can improve the throughput. Mode selection is a problem of finding whether 
a device is performing better in D2D mode or cellular mode [7]. Sometimes it may be 
more beneficial for user equipments (UEs) to communicate through BS rather than 
direct communication or vice-versa. Hence, the decision regarding the selection of 
the mode is crucial. 

Channel Measurement: D2D communication requires not only channel gain infor-
mation between D2D transmitter and receiver but also channel gain between D2D 
transmitter and CU, and between cellular transmitter and D2D receiver. That intro-
duces additional signaling overhead on the network, so channel measurement with 
less complexity is an issue to be resolved in D2D. 

Admission control: It is necessary to judge whether a D2D pair should be allowed 
to communicate or not. This strategy is called admission control. 

4 Performance Gain of D2D Communication 

A great deal of work has been done in the field of resource allocation for underlay 
and overlay D2D with various objectives. These schemes include power and channel 
allocation, mode selection, admission control, etc. A detailed overview on D2D 
technology is presented in [7]. Various D2D performance parameters and objectives 
are considered by the researchers in their work. We provide a survey of literature for 
each category in the following sections.
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4.1 Sum Rate Maximization 

In the literature, a substantial amount of work has been proposed to maximize the 
data rate in D2D networks using diverse characteristics. This section presents a brief 
overview of the existing sum rate maximization schemes. 

In [8], interference is identified for uplink and downlink reuse cases separately for 
a multi-cell scenario. The authors have formulated the resource allocation problem 
to maximize the overall sum rate with the minimum signal to interference plus noise 
ratio (SINR) constraint for each user considering one-to-one pairing. The authors 
have designed a semi-distributed resource allocation scheme by exploiting the cen-
tralized and distributed schemes in [9]. 

Existing work in [10] optimizes the overall sum rate by allocating resources while 
taking into account the QoS of CUs in terms of lowest feasible data rate. Authors 
in [11] dealt with several D2D pairs running on the same channel while assuming 
a fixed power allocation. In [10], multiple D2D pairs are allowed to share the same 
channel. To resolve the MINLP problem, a ‘alternating optimization’ strategy is used 
to adapt power and channel allocation. Wang et al. [12] proposes a channel allocation 
technique that maximizes the weighted sum rate while adhering to QoS restrictions 
for all users. Same as [10], one D2D can use at most one channel, but reuse of 
channel among D2Dis permitted. D2D can initiate its communication, either sharing 
uplink or downlink channel from existing CU. An optimal dynamic programming 
and suboptimal cluster-based channel assignment greedy algorithm is proposed. 

Overall sum rate maximization for D2D uplink reuse mode was presented by the 
authors of [13]. Two D2D users can only use one CU’s channel at a time. The goal 
of an optimal power allocation is to maximize the cumulative rate. Following that, 
a greedy channel allocation algorithm, which is a suboptimal solution, is presented. 
The authors of [14] take into account numerous CUs and D2D pairs, as well as QoS 
for both users. Then, to enhance overall system throughput and D2D access rate while 
achieving the goal SINR for both D2Ds and CUs, a channel and power allocation 
approach for underlay D2D is presented. This research is limited to D2D and CU 
pairings that are one-to-one. In contrast to [14], channel uncertainty is considered 
in [15].  The work in [16] differs from existing work in terms of channel sharing 
criterion. Authors in [14] used bipartite matching to find the best reuse partner, but 
multiple channels are not allowed to use by D2D users. Here a D2D pair can use 
multiple CU’s channels, and a CU can be reused by multiple D2D pairs. This work 
is proposed for the single cell where all CUs transmit their data with the fixed power. 

Authors in [17] focused on resource allocation and criterion for the mode selection 
jointly. Power control is applied to mitigate the interference while satisfying the 
minimum SINR constraint. This proposal is limited to the scenario where only one 
D2D link is restricted to use only one CU’s channel. The overall sum rate is optimized 
in [18] by proper pairing of a D2D pair and CU as its reuse partner. In [18], the 
authors introduced an inverse popularity pairing (IPPO) algorithm, which is a one-
to-one pairing scheme. The technique is not perfect, but it ensures that D2D couples 
are treated equally when assigning the channel. Authors in [19] proposed a D2D
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link to communicate in multiple modes by using resource multiplexing. A resource 
utilization scheme with a one-to-many reuse scenario is given in [20] where multiple 
D2D pairs can reuse channels among them, but one D2D pair can use at most one 
channel. When allocating powers on the same uplink channel, mutual interference 
between D2D couples is ignored. The authors of [21] focused on maximizing network 
throughput by performing channel and power allocation. In this study, the authors 
propose a resource allocation approach for relay-assisted D2D. Idle D2D users (who 
don’t have anything to send) operate as a relay for the active D2D pair. Authors in 
[22] proposed a power allocation technique to maximize the D2D sum rate in a many-
to-many channel reuse scenario. The authors in [23, 24] proposed D2D technology 
for relaying the traffic with the aid of overlay mode of D2D transmission. 

4.2 Interference Mitigation Techniques 

Due to the sharing of the channel among multiple users, there is a variety of additional 
interference in underlay D2D. There are many schemes proposed in the literature 
to deal with this design challenge, such as power control and fractional frequency 
reuse (FFR). Power control is used to determine the best power level for minimizing 
interference to other users while staying within the tolerance limit. On the other hand, 
FFR assigns the frequency band optimally to avoid the interference. 

Power Control Techniques: In [25], cellular link is allowed to transmit at its max-
imum power level, while power control is applied on D2D users to attain the QoS 
of prioritized cellular system. In a single cell environment, underlay D2D is con-
sidered with one CU and one D2D pair. A direct link between D2D terminals can 
share or reuse either uplink or downlink channel of CU. It is believed that per-
fect/instantaneous CSI is available for all the links at the BS. However, to reduce the 
signaling overhead, statistics of SINR for both kinds of users are formulated with 
the assumption of average CSI available instead of perfect CSI. 

Authors in [26] have optimized the overall cell throughput and outage probability 
of CU with average CSI in contrast to work done in [25], where only D2D power is 
optimized for interference coordination under the same scenario. Interference from 
cellular network on the performance of D2D is addressed in [27]. Multiple antenna 
BS is chosen so that it may serve M CUs and one D2D pair simultaneously on the same 
channel. To manage the interference from M CUs to the D2D receiver, interference 
limited area (ILA) is defined. ILA is the area where interference to signal ratio (ISR) 
at D2D receiver is less than a threshold value. CUs and D2D pair are prohibited 
to use same channel if the CU is within ILA. Coverage area for ILA is derived by 
assuming average CSI at the BS. Semi-orthogonal user selection algorithm is used 
to select M out of K users that can share the same channel. 

SINR and data rate distributions are derived in closed or semi-closed form analyt-
ically [28]. Fully loaded network where D2D may operate in dedicated or reuse mode 
is assumed. D2D link operates during downlink period of cellular communication.
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Work in [29] selects the mode between overlay and underlay in addition to cellular 
or D2D mode. Moreover, mode selection criterion is based on the distance between 
D2D transmitter and receiver. Rate expression in overlay and underlay case is derived 
analytically by using stochastic geometry. This work includes mode selection, power 
control, and scheduling of CU within a single cell for uplink reuse case. Authors of 
[30] specified that spectrum efficiency is improved by mode selection scheme with 
power control. Network topology and user distribution are modeled as PPPs with the 
help of stochastic geometry. Underlay access of D2D with uplink sharing is taken in 
a single cell. Mode selection and power control are modeled analytically. Another 
analytical modeling of interference is done in [31] where one time frequency resource 
block is shared by one CU and multiple D2D pairs. Exclusion regions are formed to 
protect the CU and hence spectrum efficiency is improved. This framework considers 
underlay and overlay D2D where uplink is shared in a multi-cell environment. 

Fractional Frequency Reuse: In general, BS is deployed at the center of the cell. 
Users close to the BS have strong signals, while edge users have more probability of 
outage due to less received power and interference from adjacent cell and co-channel 
interference. It is desirable to set a high frequency reuse factor (FRF) to reduce the 
effect of interference. But this will reduce spectral efficiency. High spectral efficiency 
demands the FRF equal to unity. Both requirements are contradictory, and proposed 
FFR is a recommended solution in the conventional cellular system [32]. 

Authors in [33] have used FFR-based resource allocation in D2D-enabled cellular 
networks. FFR decides which frequency band should be used by any D2D user 
and CU, based on the location of D2D pairs so that throughput is maximized, and 
interference from D2D to CU is relaxed. FFR is explained for the case when D2D 
transmission held during the downlink period of cellular communication. 

An example of FFR in a 7-cell network is shown in Fig. 3. FRF for inner region is 
one and greater than one for outer areas, that is 3 in this particular case. Authors in 
[33] do not consider interference on the D2D receiver from CU. However, the aim 
of [34] is to explain the frequency reuse method and performance evaluation of D2D 
in FFR-based OFDMA cellular system. Same as [33], the cell is divided into inner 
and central areas, and spectral efficiency is determined analytically for the central 
zone and edge area. The multi-cell scenario is taken, which is less explored in the 
literature. Analytical expression for interference between CU and D2D is derived by 
considering downlink D2D. 

The resource allocation scheme proposed in [35] is different from [33, 34] in the  
sense that it applies FFR in D2D-enabled communication system where D2D occur 
during the uplink period. Each cell is divided into the inner and outer regions, and 
the outer region is then further divided into sectors. Also, the frequency allocation is 
performed based on the location of the D2D pair. The proposed scheme is compared 
with [33], and significant gain is obtained. Similar to the [35], the authors in [36] 
proposed interference mitigation technique for uplink D2D. The objective of this 
technique is to minimize interference by employing FFR in the D2D system. Authors 
in [33] assumed fixed transmit power for all the users. However, the boundaries of 
accessible and reusable regions are calculated in [36]. The D2D pair within the
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Fig. 3 Fractional frequency reuse in D2D [33] 

accessible region only can reuse the CU’s channel. Outage probability is the QoS 
criterion for each user. 

Energy Efficiency: Since handheld devices are battery-driven, thus in addition to 
the sum rate, EE is a key performance parameter for assessing the potential of D2D 
technology. There are two ways to achieve EE, (1) Maximizing EE, which is defined 
as the ratio of total sum rate to total power consumption and (2) decreasing total 
power consumption. Two channel and power allocation techniques were developed 
in [37] to maximize system and total individual EE of D2D users while preserving 
the minimum necessary rate for shared uplink CUs. Only a one-to-one channel reuse 
scenario is considered in this study. In [38], a power control strategy is presented 
to enhance the D2D system’s EE while maintaining the QoS of the CU and D2D 
pairings. By considering full and average CSI for the interfering channel gains, the 
problem is formulated as a multi-objective optimization problem and addressed using 
a d.c. programming approach. To maximize the EE of D2D lines, the authors of [39] 
investigated the joint channel allocation and power control problem. The problem of 
EE maximization is nonconvex. Because of the nonconvexity, the original problem is 
broken into two subproblems. To address it, the authors presented a low-complexity 
iterative technique. 

Article [40] proposes a dual-based resource allocation technique that maximizes 
the least weighted EE of D2D users while maintaining cellular link QoS. Bhardwaj et 
al. investigated the spectrum-EE trade-off in multicast D2D groups. A power alloca-
tion algorithm solves the problem of EE maximization with constraint on spectrum 
efficiency in [41]. The authors of [42] formulated the resource and EE challenges
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in order to maximize the system EE for a multiuser downlink D2D network based 
on OFDMA. The proposed approach allows D2D communications to operate in an 
overlaying mode that prevents cellular and D2D users from interfering. The EE was 
improved by the authors in [43], who proposed D2D communication as a network 
supplement to replace the coverage hole left by turning off the BS. 

In [44], Feng et al. proposed a mode selection strategy for a D2D integrated cel-
lular system. The goal is to optimize EE for all users while maintaining QoS and 
power restrictions. To reduce total power consumption by users, Kai et al. developed 
a joint channel and power allocation for the uplink D2D system in [45]. The QoS 
in terms of minimum required data rate is considered for cellular as well as D2D 
users. The channel assignment is based on many-to-many pairing scheme. Authors 
in [46] proposed an energy efficient scheme by employing channel and power algo-
rithm for downlink D2D. Each CU can share its channel with at most one D2D pair 
while a D2D can have multiple channels (many-to-one matching). The optimization 
problem is to maximize the EE of D2D users subject to QoS constraints for CU. By 
using Dinkelbach and convex optimization, an iterative algorithm is given. In [47], 
a combinatorial auction algorithm is proposed to solve the joint channel and power 
allocation problem. The objective is to maximize the EE of all users in uplink D2D 
with one-to-many channel reuse strategy. In [48], channel assignment and power 
control scheme are proposed for uplink D2D in cellular networks to maximize the 
EE of D2D users. The formulated problem is nonconvex and solved using fractional 
programming. 

5 Conclusion 

This paper provides an overview of the resource allocation schemes for D2D commu-
nication. In the literature, researchers have focused on D2D with different objectives 
and optimization parameters such as sum rate, energy efficiency, channel and power 
allocation, etc. Underlay D2D allows to reuse a channel and thus various channel 
reuse strategies adopted by the researchers are also summarized in this paper. By 
employing intelligent resource utilization, D2D technology can be chosen as a next 
generation cellular technology to provide seamless connectivity. D2D communica-
tion using Non-orthogonal multiple access (NOMA) schemes can be studied in the 
future for further improvement in frequency reuse factor. 
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Intelligent Reflecting Surface 
at Mm-Wave Band for D2D 
Communication: An Insight 

Subhra Sankha Sarma and Ranjay Hazra 

1 Introduction 

Recent advancements in Internet technology prognosticates the arrival of Internet of 
everything (IoE). It is expected that the number of IoE devices to be connected would 
touch the 50 billion mark within a few years. The fifth generation (5G) network has 
to deal with a massive increase in number of devices thereby introducing a number 
of issues to tackle [1, 2]. The ever increasing urge for resources makes the current 
multiple access scheme such as, time division multiple access (TDMA), frequency 
division multiple access (FDMA), code division multiple access (CDMA), obsolete. 
Low spectral efficiency of these techniques is assumed to be the main reason for 
this insufficiency. Basically, IoE is an amalgamation of people, processes, data and 
things. For enabling IoE in next generation networks, 5G and B5G (beyond 5G), 
device-to-device (D2D) communication may prove to be a viable candidate as its 
architecture comes under the IoE networks [3]. The basic components of an IoE 
network are summarized as follows, 

• People: Artificial intelligence (AI) analyzes the personal insights provided by 
humans through various platforms such as the websites, applications etc. 

• Things: A variety of physical objects acquire the data generated from sensors and 
actuators and transmits them to the designated user. 

• Data: The acquired data from the devices is analyzed and then the information is 
used to propel various systems and thus empower smart technologies. 
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Fig. 1 Internet of everything [4] 

• Process: Machine learning paradigm based processes are used for conveying the 
information to the intended user and also enhance the quality of service (QoS) 
(Fig. 1). 

2 D2D Communication 

D2D communication may be defined as the communication between two devices 
which are in propinquity to each other without the information traversing the base 
station (BS) [5, 6]. The exchange of information can be done either directly or through 
hopping. Among all of the applications of IoE, the fastest evolving is the vehicle-
to-vehicle (V2V) communication. It is garnering widespread application as well 
as prominence among the researchers recently. As D2D communication provides 
higher data rate for small cell, thus the symbiosis between local D2D and V2V 
communication is gaining importance [7]. Teaming up with mm-Wave 5G cellular 
network, D2D communication has the potential which could be used for IoE. D2D 
communication also can offload cellular communication resulting in communication
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Table 1 List of acronyms 

S. No. Acronyms Meanings 

1 IRS Intelligent reflecting surface 

2 IoE Internet of everything 

3 TDMA Time division multiple access 

4 FDMA Frequency division multiple access 

5 CDMA Code division multiple access 

6 B5G Beyond fifth generation 

7 D2D Device-to-device communication 

8 AI Artificial intelligence 

9 QoS Quality of service 

10 BS Base station 

11 V2V Vehicle-to-vehicle communication 

12 LOS Line-of-sight 

13 UAV Unmanned aerial vehicle 

14 CSI Channel state information 

15 3-D Three dimensional 

16 SINR Signal to interference plus noise ratio 

among higher number of users. The list of acronyms along with their meanings are 
shown in Table 1. 

3 Mm-Wave Propagation 

Mm-Wave band frequency ranges from (30–300) GHz with wavelength ranging 
from (10–1) mm [8]. The propagation features of mm-Wave band are as follows: 
(a) The transmitted signal at mm-Wave band undergoes higher propagation loss as 
compared to the GSM frequency band which is why directional antennas are used for 
compensating the losses. (b) Signal at mm-Wave band has trouble diffracting around 
edges or obstacles. This compels the system to use Line-of-Sight transmission (LOS) 
of signals. But this makes the system vulnerable to different types of obstacles. The 
signals may get blocked by these obstacles and as a result, the efficiency gets reduced. 
(c) Signals have difficulty in penetrating through concrete walls, solid structures, 
trees, humans, etc. Due to this problem, several losses arise such as, blockage effect, 
shadowing effect, rain attenuation, atmospheric absorption, foliage loss. [9, 10] These 
challenging issues appear to be a hindrance for the successful implementation of mm-
Wave band for reliable and efficient D2D communication. Dynamic obstacles also 
hamper the system by attenuating the signal strength in major urban cities due to 
the movement of various transportation vehicles. Apparently, the issue of dynamic 
obstacles could be solved through the use of unmanned aerial vehicle (UAV). UAVs
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Fig. 2 Application of intelligent reflective surface in mm-Wave network based on AI controller 

can be flown to the defined position for providing LOS signal path to the desired user 
effectively. But there is an issue with the UAV. Since, it is an aerial device, it requires 
a large amount of power backup for staying in air for a longer time period. But the 
battery could only provide back up for a few hours of flight time. This flaw proves to 
be fatal for continuous usage of signal transmission to the desired user. Thus, there 
is another technique known as intelligent reflecting surface (IRS) through which the 
problem of dynamic obstacle can be tackled. 

The issue of dynamic obstacles [11] can be partially solved by the use of intelli-
gent reflecting surface. IRS is basically a planar surface which consists of numerous 
passive reflecting elements as shown in Fig. 2. Each of these reflecting elements has 
the capability of inducing a change independently in phase and amplitude of the inci-
dent transmitted signal. In a 5G mm-Wave cellular network, IRS could be densely 
installed and through smart controlling of the reflected transmitted signal, the propa-
gation channel can be reconfigured to yield intended optimal configurations between 
the transmitter and receiver. As a result, it has the potential to yield highly optimal 
channel and thereby provide a better way to manage interference. Thus, we can get 
a reliable system which enhances the overall system capacity.
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4 IRS: The Key to Dynamic Obstacle 

We have assumed D2D communication in a 5G mm-Wave underlaying cellular net-
work with a carrier frequency of 28 GHz. The base station (BS) is situated at the 
center of the dense cell. The cellular and D2D users are randomly situated in the cell 
following the poisson point distribution. It has been assumed that the BS has com-
plete knowledge of the channel state information (CSI). It also has knowledge about 
the positions of the cellular and D2D users in the cell along with their respective 
pathloss exponents. An urban scenario is considered for the purpose. In this arti-
cle, three urban scenarios are considered as shown in Fig. 3 which are then compared 
amidst dynamic obstacles for better efficiency and reliability. Signal propagation and 
resource allocation are the two factors which demands attention. Some key features 
and insights are laid down in the following subsections as follows, 

4.1 Signal Propagation 

Figure 3a gives us the scenario of signal transmission in an urban environment using 
directional antenna. Rician channel is considered for signal propagation which signi-
fies that only the LOS component of the transmitted beam is taken into account as it is 
the strongest of all the beams. The transmitted mm-Wave signal propagation under-
goes several attenuation factors which degrades the signal strength as described in 
the earlier section. Thus, the received signal is of poor signal strength. The intended 
user is assumed to be shadowed by large vehicles on the road. In the figure, it can be 
seen that the user is behind a concrete structure which attenuates the signal strength. 
And if the user is behind a moving large vehicle then the strength of the received 
signal is further attenuated for a time period of few milliseconds. Thus, dynamic 
obstacles also cater to the problem and poses to be an alarming factor in the signal 
reception for the intended user (in this case, a vehicle). And the penetration loss 
for the transmitted signal at 28 GHz is very high as compared to 2.4 GHz carrier 
frequency. Again, in Fig. 3b scenario, we can observe that the signal transmission 
takes place through the help of an UAV (also popularly known as drone). The UAV 
acts as a relay in this scenario. The UAV helps in maintaining LOS propagation of 
transmitted signal. The intended user which is shadowed by a large vehicle in an 
urban environment tends to have a better signal strength as compared to the previous 
scenario depicted in Fig. 3a. The UAV can be reconfigured to a new position at a 
certain height with new coordinates to provide a better signal strength and enhanced 
data rate of the D2D user. But there is a trade off attached to it. For relocating an UAV 
to its new three-dimensional (3-D) coordinate, it would require a substantial amount 
of energy consumption. Moreover, the UAV has a flight time of only a few hours. So, 
the implementation of an UAV may not be cost effective. Thus, we look into the third 
scenario depicted in Fig. 3c. The figure shows a scenario wherein the transmitted sig-
nal from the BS is incident on an IRS [12]. The amplitude and/ or phase of the signal
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Fig. 3 Three different scenarios for signal propagation in mm-Wave network. a The signal propa-
gation in the presence of various blockages, b the signal propagation through UAV (drone), and c 
the signal propagation through IRS when obstructed by moving vehicles (dynamic obstacles) 

is then altered and reconfigured as per the needs of the desired configuration. The 
IRS supports passive beamforming [13]. A controller based on AI is attached to the 
passive reflecting elements which dynamically changes the amplitude and phase of 
the incident signal beam. This is basically a speculative architecture which requires 
extensive work and formidable research. This dynamic reconfiguration of incident 
signal would help in minimizing the interference due to the dynamic obstacle that 
blocks the signal from reaching the intended D2D user. In [14], the authors have 
continuously changed the phases of the incident signal. The IRS acts as a frequency 
mixer which introduces new frequencies and makes the propagation environment 
non-linear. The phases of each of these signal paths are aligned by choosing the 
phases of the IRS. This would help in increasing the SINR. 

4.2 Resource Allocation 

For an underlaying mm-Wave 5G cellular network, mitigation of interference is of 
foremost priority. Thus, resource allocation plays a pivotal part in the modeling of 
the communication system. We have considered a system where the D2D pairs use 
the same resources as that of the cellular users. Partial resource multiplexing [15] is  
a viable solution for the interference minimization problem. This scheme tells us the 
number of cellular resources to be multiplexed with the D2D users. Additionally, it 
also lets us know about the particular cellular user which is about to share its resources 
with the D2D user. Firstly, the BS will sort the D2D according to its priority status.
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The resources would be allocated to the intended D2D user accordingly through the 
application of a Hungarian algorithm. This stands true if the number of D2D users 
are lesser in number to that of the cellular users. But if the number of the D2D users 
are greater than that of the cellular users, partial resource multiplexing scheme will 
be applied. According to this scheme, partial resource multiplexing would be applied 
to only the rest of the D2D users who were not allocated any resources due to the 
insufficiency of cellular resources. At any time instant, cellular resource is shared 
with only one of the D2D user but a particular D2D user can utilize the resource 
of more than one cellular user. A multiplexing ratio is also considered in this case 
so that the D2D user can be sorted out. The D2D user which has lower signal-to-
interference-plus-noise ratio (SINR) would showcase lower priority level status. 

5 Conclusion 

Signal propagation in the mm-Wave band suffers extensive degradation due to the 
presence of a variety of interference. Dynamic obstacles also cater to the signal atten-
uation. Thus, we have focused our work on this parameter so that interference can 
be minimized for urban environment. Dynamic obstacle refers to the obstructions 
in urban environments when signal strength gets degraded abruptly for a few mil-
liseconds due to movement of large vehicles as the signal having carrier frequency 
of 28 GHz cannot penetrate the vehicle. The signals at 28 GHz frequency has the 
problem of diffraction which restricts them from bending around the obstacles. UAV 
can solve this pressing issue but suffers from the issue of energy saving and limited 
time of flight. Thus, this signal degradation can be controlled through the application 
of intelligent reflecting elements. These IRS are connected to AI-based controllers 
which dynamically alters the amplitude and/or phase of the incident beam on the pas-
sive reflecting elements. Furthermore, resource allocation is done based on partial 
resource multiplexing which enables the cellular users to share the resources with 
the D2D users. Hungarian algorithm can be used for sorting of the D2D users based 
on priority status. The proposed scheme has the potential to uphold the minimum 
SINR required for the D2D communication against dynamic obstacles. 
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Pre-trained EfficientNet-B0 
with Adjusted Optimizer, Learning Rate 
and Image Size to Improve Diabetic Foot 
Ulcers Diagnosis 

Sujit Kumar Das, Pinki Roy, and Arnab Kumar Mishra 

1 Introduction 

The DFU can result in costly treatment, lower feet, or limb amputation if proper 
care is not taken. Facts indicate that among all diabetes patients, 15% suffer from 
DFU complications later stage [1]. It is the most common cause of non-traumatic 
lower extremity amputations in the world. About 85% of the lower limb amputations 
are caused by DFU [2]. Almost a million diabetic patients go through necessary 
surgery of their legs due to late detection and lack of proper treatment of DFU every 
year [3]. So, to avoid such severe situations, a patient having diabetes is required 
to go for a check-up of their foot by medical experts (specifically DFU experts). It 
is equally important to maintain proper medication and self-foot care suggested by 
DFU experts. Most of the time, all these processes bring a huge financial burden and 
physical and mental stress to the patients and their families. 
In current medical practices evaluating DFU undergoes several subtasks like early 
diagnosis and management. These are achieved by several expensive clinical tests 
such as CT scans, X-Ray and MRIs. Based on these test results, DFU experts have 
their visual expertise identify DFU cases’ presence and make a treatment plan. How-
ever, in general, DFU has irregular structures and uncertain outer boundaries, making 
it difficult for the DFU experts to appear into a conclusive decision and hence cor-
rect treatment plan. The evolution of ML in the medical imaging fields [4–9], are 
very promising. Using these techniques in solving various problems suggests using 
these techniques in designing automatic, cost-effective, and reliable DFU identifica-
tion systems to help medical experts provide better patient care. However, designing 
such systems is a challenging task, and it becomes more challenging in the case of 
DFU for the following reasons: 
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– Unavailability of publicly available training dataset. 
– Data collection requires a massive amount of time. 
– Heterogeneous image qualities due to multiple capturing devices. 
– The visual appearances of DFU wounds can have different characteristics and low 
contrast between object and background makes it more difficult to analyze them. 

In this work, DL-based automatic DFU identification system is proposed. The 
Imagenet-based Pre-Trained EfficentNet-B0 [10] model has been used as a bot-
tleneck network combined with VGG-based Fully connected layers for automatic 
DFU identification. The primary objectives of the proposed work are as follows: 

• To evaluate the performances of Pre-Trained EfficientNet-B0 on various input 
image sizes. 

• To find the best Optimizer and Learning rate settings to enhance the model per-
formance. 

The rest of the article is organized as follows: Sect. 2 includes a discussion of related 
work, Sect. 3 includes material and method. The experimental results and discussion 
are in Sect. 4 and 5, respectively. At last, Sect. 6 includes conclusions and future 
works. 

2 Related Works 

Automatic classification of DFU to make the diagnosis process faster and cost-
effective is an important aspect to deal with it. The application of ML and DL 
approaches to do automatic DFU classification made tremendous contributions in 
recent years. Goyal et al. [11] have proposed a parallel convolution layer-based 
CNN (DFUNet). In the same work, the authors explored traditional ML-based fea-
tures to identify DFU cases. The standard CNNs namely, LeNet [12], AlexNet, and 
GoogleNet [9] architectures are also used to extract features from image patches. 
They have observed that DFUNet outperformed all unique feature set-based classi-
fication results. Though the DFUNet has achieved promising results, the absence of 
automatic annotators to delineate and classify images is one of the major limitations. 
In a similar work, Alzubaidi et al. [14] have proposed DFU_QUTNet to extract 
multi-level features, and fed into support vector machine (SVM) and K-Nearest 
Neighbors (KNN) classifiers. The novel DFU_QUTNet architecture is a width net-
work with less computational cost. The results of DFU_QUTNet are compared to 
standard CNN models (GoogleNet, AlexNet, and VGG16 ). It has been found that the 
proposed model with the combination of support vector machine (SVM) classifier 
outperformed state-of-the-art CNN architectures. Zhao et al. [15], have proposed a 
Bilinear CNN (Bi-CNN) model to diabetic wound grading tasks based on the idea of 
fine-grained classification. They have performed various preprocessing like deblur-
ring, image super-resolution, and illumination correction before training VGG16
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based Bi-CNN model. The evaluation of the proposed models has outperformed 
state-of-the-art works results. 
In The Medical Image Computing and Computer-Assisted Intervention Society 
(MICCAI), DFUC 2020 challenge, Cassidy et al. [16] have used Faster-RCNN [17] 
and Inception-v2-Resnet101, FRCNN Inception-v2-ResNet101, EfficientDet [18], 
and YOLOv5 [19] to identify DFU cases. They have observed that these networks 
are significant in providing promising results. 
Goyal et al. [20] in one of their works used Faster R-CNN [17] with InceptionV2 [13] 
architecture and a two-stages transfer learning approach to perform real-time DFU 
localization. Faster R-CNN produced the highest accuracy results, and this approach 
has been implemented in a mobile application to provide better health service. The 
model proposed by Claudia et al. [21] consisted of three stages, namely, data normal-
ization, competitive neural layer (CNL)-based clustering, and the at last design of 
the proposed method consisted of defining which of the obtained groups presented 
the higher risk of developing diabetic foot. In a work, Yap et al. [22] used Faster  
R-CNN [17], EfficientDet [18] and YOLOv5 [19] for DFU identification. The result 
shows that Faster R-CNN is useful in reducing false positives and hence improving 
the identification results. 

3 Material and Methods 

3.1 Dataset Description 

The DFU image dataset consists of 292 DFU abnormal (positive) and 105 normal 
(negative) full foot images collected from Lancashire Teaching Hospital, United 
Kingdom, by a research group at Manchester Metropolitan University. Also, images 
are captured in room light condition and parallel orientation from a distance of 30–40 
cm from the ulcer area. The dataset creator also extracted Region-of-Interests (ROIs) 
and annotated them with the help of DFU experts. Once the annotation is carried 
out, the complete dataset consists of 641 normal and 1038 abnormal skin patches 
(Total 1679). The dataset1 is not publicly accessible but can acquire it, following the 
proper guidelines given in the dataset release agreement. A few examples of both the 
classes are shown in Fig. 1. 

3.2 Method 

The proposed model used EfficientNet-B0 [25], which is the first version of the 
EfficientNet family. The family of EfficientNet from B0-B7 is proved to be com-
putationally efficient compared to other CNN models proposed on the Imagenet 

1 http://www2.docm.mmu.ac.uk/STAFF/M.Yap/dataset.php

http://www2.docm.mmu.ac.uk/STAFF/M.Yap/dataset.php
 -1461 58345 a -1461 58345 a
 
http://www2.docm.mmu.ac.uk/STAFF/M.Yap/dataset.php
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Fig. 1 DFU dataset examples 

Fig. 2 A higher level view of proposed model diagram 

challenge. A higher-level view of the proposed model is shown in Fig. 2. The idea of 
EfficientNet-B0 is a combination of inverted residual blocks with different settings. 
The Squeeze Excitation block and Swish activation are two important operations 
in these inverted residual blocks. The details of each of these are discussed in the 
following subsection. 

Inverted Residual Block The idea of the inverted residual block was first introduced 
in MobileNet [23]. In inverted residual blocks (MBconv), the skip connections are 
made between narrower layers instead of wider layers. This skip connection reduces 
the number of parameters. Thereby reduces computations without compromising 
with accuracy. A typical inverted residual block is shown in Fig. 3. 

Squeeze and Excitation Block (SE) The basic idea of using the SE block is to 
give weightage to each channel instead of equal weightage to the channels of the 
convolution operation. The network itself learns these individual weights. For input
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Fig. 3 Inverted residual block 

Fig. 4 Squeeze and excitation block 

X, a mapping transformation (F tr) with feature map U, a Squeeze Excitation block 
(SE), is constructed to make feature improvement. At first, a channel descriptor is 
created by passing features U through a squeeze operator (Fsq). This step helps in 
producing an embedded global distribution of channel-wise feature responses [24]. 
Then, it goes through an excitation operation (Fex) to generate a collection of pre-
channel improved weights. These improved weights are applied to U and produce 
the output of SE block and feed into the subsequent layers. A pictorial representation 
of squeeze and excitation block is shown in Fig. 4. 

Swish Activation To tackle the problem of ReLU, where it nullifies all negative 
values, a new activation function has been proposed. The swish activation function 
proved to be more useful in deeper networks. It ensures one sided boundedness at 0, 
smoothness, and non-monotonicity. The swish activation function is a multiplication 
of a linear value and sigmoid activation function. The readers can have more insight 
on the Swish activation function at [25] published work.
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4 Experimental Results 

4.1 Experimental Setup 

In the proposed model Imagenet-based Pre-Trained EfficientNet-B0 has been used 
as transfer learning from Keras API. The reason behind choosing EfficientNet-B0 
is that it is one of the latest CNNs frameworks capable of achieving high accuracy 
and efficiency over the existing CNNs. Additionally, including the top argument as 
False, a sequence of 3 fully connected (FC) layers with a ‘ReLU’ activation function 
following standard VGG network architecture has been added after the flatten vector. 
Also, a dropout layer with 30% random dropout has been used for intermediate FC 
layers. Finally, to get the prediction, the output layer contains a ‘sigmoid’ activation 
function. For experimental evaluation, the dataset was split into 80:20 ratio for train-
ing and testing purposes, respectively. Further, from the training 10% of the data are 
kept for model validation. The random state has been kept the same for every opti-
mizer_learning rate (Opt_Lr) setting and input image size for a fair comparison. All 
the experiments have been performed using a freely available google colaboratory 
GPU environment. The experiments are carried out in a step by step manner as: 

• ImageNet Pre-Trained EfficientNet-B0 with modified fully connected are eval-
uated in the same random split with optimizers Adaptive Moment Estimation 
(Adam), Stochastic Gradient Descent (SGD) and Adaptive Gradient Algorithm 
(Adagrad), learning rate (0.001, 0.0001, 0.00001) and input image sizes (32 × 32, 
64 × 64, and 128 × 128). 

• The performance of the proposed model is evaluated using multiple evaluation 
metrics like Accuracy, Sensitivity (or Recall), Specificity, Precision, F1-Score, 
AUC(area under the curve value). 

• After finding the best setting among considered, Imagenet Pre-Trained VGG16, 
ResNet50, and DenseNet121 models are evaluated in a found dominant setting to 
compare the results with the Pre-Trained EfficientNet-B0. 

4.2 Results 

The identification of DFU normal versus abnormal classes has been evaluated using 
different important evaluation metrics. In Table 1 Accuracy of the proposed model has 
been reported with different optimizer_learning rates (Opt_lr) and input size among 
considered cases. The accuracy table has indicated that the Adagrad optimizer with 
0.01 learning rate and 128(H ) × 128(W ) input image size proved to the best setting 
with the highest accuracy of 94.05%. 

Another important evaluation metric to evaluate the proposed model is F-measures 
(F1-Score). Table 2 includes the F1-Score with different Opt_lr and input image 
sizes. It is clear from the table that in F1-Score also the proposed model shows 
similar characteristics as accuracy.
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Table 1 Accuracy on different learning rate and optimizer setting for multiple dimension input 

Opt_lr 32(H ) × 32(W ) 64(H ) × 64(W ) 128(H ) × 128(W ) 

Adam_0.01 86.90 91.37 90.77 

Adam_0.001 92.26 89.58 92.86 

Adam_0.0001 91.96 91.67 92.86 

SGD_0.01 90.77 92.86 91.96 

SGD_0.001 92.86 91.96 89.58 

SGD_0.0001 89.58 90.77 91.07 

Adagrad_0.01 90.18 90.48 94.05 
Adagrad_0.001 90.18 91.67 92.56 

Adagrad_0.0001 83.93 87.20 89.27 

The boldface values represents the metric-wise best performances, as compared to the others present 
in the table 

Table 2 F1-score(%) on different learning rate and optimizer setting for multiple dimension input 

Opt_lr 32(H) × 32(W ) 64(H ) × 64(W ) 128(H ) × 128(W ) 

Adam_0.01 82.94 88.71 87.84 

Adam_0.001 90.07 85.83 90.77 

Adam_0.0001 89.81 88.52 90.77 

SGD_0.01 88.12 91.04 90.11 

SGD_0.001 90.84 88.98 87.08 

SGD_0.0001 86.17 88.47 88.46 

Adagrad_0.01 87.45 87.09 92.42 
Adagrad_0.001 86.95 88.88 90.63 

Adagrad_0.0001 77.87 83.52 86.15 

The boldface values represents the metric-wise best performances, as compared to the others present 
in the table 

The AUC values in similar settings as Accuracy and F1-Score are reported in 
Table 3. The observation from the AUC values has given more confidence to conclude 
that Adagrad_0.01 with 128(H ) × 128(W ) input image size is one of the best settings 
among all considered with achieving the highest AUC value 94.15%. 

The precision results are shown in Table 4. The table shows that the proposed 
model could not achieve the highest precision values among all settings, which is 
quite obvious. The high value of recall (or sensitivity) comes with compromising 
of precision value. Moreover, in automatic medical systems, sensitivity is a more 
important metric than precision. Next, in Figs. 5 and 6, sensitivity and specificity are 
shown using bar graphs. The results from these graphs have shown an impressive 
performance in the dominant setting of the proposed model.
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Table 3 AUC on different learning rate and optimizer setting for multiple dimension input 

Opt_lr 32(H ) × 32(W ) 64(H) × 64(W ) 128(H ) × 128(W ) 

Adam_0.01 86.16 90.80 90.03 

Adam_0.001 92.11 88.19 92.60 

Adam_0.0001 92.02 90.17 92.57 

SGD_0.01 90.47 93.18 92.60 

SGD_0.001 92.74 90.56 89.94 

SGD_0.0001 88.62 91.05 90.71 

Adagrad_0.01 89.98 89.20 94.15 
Adagrad_0.001 89.25 90.75 92.79 

Adagrad_0.0001 81.99 86.69 88.82 

The boldface values represents the metric-wise best performances, as compared to the others present 
in the table 

Table 4 Precision on different learning rate and optimizer setting for multiple dimension input 

Opt_lr 32(H ) × 32(W ) 64(H) × 64(W ) 128(H ) × 128(W ) 

Adam_0.01 82.94 89.06 88.88 

Adam_0.001 88.72 89.83 90.07 

Adam_0.0001 87.50 93.91 90.08 

SGD_0.01 87.12 87.77 85.42 

SGD_0.001 89.47 93.96 83.10 

SGD_0.0001 87.90 85.00 87.79 

Adagrad_0.01 85.82 90.76 90.37 

Adagrad_0.001 88.71 91.05 87.68 

Adagrad_0.0001 82.61 82.57 85.50 

The boldface values represents the metric-wise best performances, as compared to the others present 
in the table 
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Fig. 5 Sensitivity based on different optimizer_learning rate and input image size 

5 Discussion 

In DFU identification using Pre-Trained EfficientNet-B0 with multiple optimizers, 
learning rate and input image sizes are explored. Various important evaluation met-
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Fig. 6 Specificity based on different optimizer_learning rate and input image sizes 

rics results are reported to find the best Optimizer_Learning rate (Opt_lr) setting and 
input image size among considered ones. Based on the most important evaluation 
metrics Accuracy, F1-Score, and AUC value, the dominant setting is Adagrad_0.01 
and 128(H ) × 128(W ). Although the models’ performance in other metrics is not 
the highest with dominant settings, they are promising with more than 90% except 
precision. Further, to compare the results with other Pre-Trained models on similar 
settings, VGG16, DenseNet121, and ResNet50 have been considered. The compar-
ison is included in Table 5. 

Table 5 Comparison with different pretrained model with Adagrad_0.01 and 128(H) × 128(W ) 

Metrics VGG16 ResNet50 DenseNet121 EfficientNetB0 

Accuracy 91.07 89.58 92.262 94.05 
Sensitivity 87.57 89.92 83.72 94.57 
Specificity 93.24 89.37 97.58 93.72 

Precision 88.98 84.06 95.57 90.37 

Recall 87.60 89.92 83.72 94.57 
F1-score 88.28 86.89 89.25 92.42 
AUC 90.42 89.64 90.65 94.15 

Table 6 Comparison with SOTA 

Metrics DFUNet [11] DFUQUT_Net[14] Pre-Trained EfficientB0 

Accuracy 92.50 − 94.05 
Sensitivity 93.40 − 94.57 
Specificity 91.10 − 93.72 
Precision 94.50 95.40 90.37 

Recall − 93.60 94.57 
F1-score 93.90 94.50 92.42 

AUC 96.10 − 94.15
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Fig. 7 A few examples of correctly and wrongly classified samples by the proposed approach



Pre-trained Efficient Net-B0 with Adjusted Optimizer, Learning Rate … 327

The proposed model’s result is compared with state-of-art work in Table 6. It is  
shown in the comparison table that the performance of the proposed model has not 
outperformed SOTA in all the evaluation metrics except accuracy, specificity, and 
recall. However, it is important to note that the input image size was 224(H ) × 
224(W ) in SOTA models. Also, data augmentation had been performed to increase 
the number of training samples. Further, investigations have been made by looking at 
some of the correctly and wrongly classified examples in Fig. 7. The first and second 
rows represent correctly classified samples of normal (0) and abnormal (1) classes. 
From the correctly classified samples, it has been observed that the proposed model 
was quite confident in classifying samples correctly where clear skin tone was present 
for both normal and abnormal classes. In the last two rows of Fig. 7 wrongly classified 
samples of normal and abnormal classes are shown. The wrongly classified normal 
classes, where sharp skin tones were present, the model got confused and labeled 
them as an abnormal class. However, in the case of wrongly classified abnormal 
cases, the image patches were blurred in nature. 

6 Conclusion 

DFU identification is one of the trending research areas where deep learning algo-
rithms proved to be an effective way to provide faster, cost-effective solutions to 
support clinician and patient care. This work aimed, having fewer training examples, 
how optimization algorithms, learning rate, and input shape enhance the performance 
of the Pre-Trained DL model. The use of ImageNet-based Pre-Trained model when 
we have fewer training samples in hand is one of the best approaches. Therefore, 
ImageNet-based Pre-Trained EfficientNet-B0, one of the latest DL architectures with 
modified FC parts, has been picked to solve the DFU identification problem. Also, the 
most frequently used optimization algorithms Adam, SGD, and Adagrad with learn-
ing rate 0.001, 0.0001, 0.00001 have been explored in different input image sizes as 
32(H ) × 32(W ), 64(H ) × 64(W ), and 128(H ) × 128(W ). We have observed that 
the Adagrad optimizer with an adjusted learning rate of 0.01 in 128(H ) × 128(W ) 
input image size successfully achieved promising results in most evaluation metrics. 
From the observation and assumption, we are hoping that a further increase of the 
input image size of the DFU examples could improve the performance of the pro-
posed model. However, due to the unavailability of computing power, we could not 
explore that part. We consider this as one of the future tasks in DFU identification. 
Further, data augmentation to increase the number of training examples and design-
ing new CNN architecture in DFU identification are other research scopes which we 
plan to explore in our later work.
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Performance Analysis of Image 
Enhancement Techniques for MRI Brain 
Images 

Jyoti Krayla, Upendra Kumar Acharya, and Sandeep Kumar 

1 Introduction 

An image is a data or visual information, and it is defined in terms of gray levels 
or intensity values. During image acquisition & transmission, noise present in the 
channel alters the pixel of image and thus makes the image noisy. So, the pixels 
of image show different intensity value instead of actual ones. Thus, it is important 
to process & enhance image to make it suitable for desired application [1]. Images 
like medical images play very significant role to examine patient’s health condition 
and to provide effective diagnosis. These images are very complicated because of 
overlapped objects, tiny cells, and tissues [2]. 

For enhancing the image quality, image enhancement techniques are used. The 
main purpose of image enhancement is to enhance minute details of image having 
low luminance for human or machine interpretation. For enhancing image quality, 
we will change brightness, contrast of image [3]. Image enhancement is useful in 
many areas like medical industry, satellite communication, forensic departments, and 
underwater operations. 

Image enhancement technique is broadly classified as, spatial domain methods & 
frequency domain methods [4]. In spatial domain, most widely used technique 
is HE because of its effectiveness and simplicity [5]. The overall contrast of the 
image is improved by HE by increasing dynamic range resulting in flat profile of 
histogram. Main disadvantage of HE is over brightness and reduced information 
content. This drawback is removed by another technique called as DSIHE [6]. This 
method improves contrast and preserves information content. To maximize entropy 
and preserve the brightness of image, another technique named as ESIHE has been 
developed [7].
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Many other techniques have been developed for image enhancement; one is to 
employ the concept of fuzzy logic in which fuzzification, membership function modi-
fication, and defuzzification are done to enhance image quality [8]. Contrast enhance-
ment on the basis of layered difference representation of 2D histogram is also devel-
oped in which contrast of image is improved by amplifying the gray-level differences 
between adjacent pixels [9]. Brightness of MRI brain images is preserved along with 
contrast enhancement by a method in which concept of fuzzy logic is combined with 
adaptive histogram equalization [10]. 

Another technique is introduced, in which image enhancement is carried out 
based on fuzzy theory, & after that image segmentation is done using new level-set 
method for visualizing & measuring the brain’s anatomical structures [11]. Another 
approach of image enhancement, named as automatic contrast enhancement of brain 
MR images, has been developed which was applied to flair images on the basis of 
contrast mapping technique & intensity adjustment [12]. 

This research paper is structured as; Sect. 2 explains the HE technique. The detail 
about DSIHE technique is explained in Sect. 3. Section 4 explains the ESIHE tech-
nique. Section 5 explains about the image parameters on the basis of which these 
techniques are compared. Section 6 shows experimental results, & Sect. 7 concludes 
the research paper. 

2 HE Technique 

HE is a technique of image processing in which image contrast is improved. Through 
this technique, intensities are distributed over entire range of image. Image containing 
lower contrast areas gains higher contrast region. Its main advantage is that it is 
simple & straightforward technique. The method to perform histogram equalization 
is described in following steps: 

1. Read the original image. 
2. Calculate number of pixels corresponding to gray level of image. 
3. Cumulative histogram is formed. 
4. Values are divided by the total number of pixels for normalization. 
5. Multiply these values by maximum gray level & then round off values. 
6. At last, one to one mapping of original value to the outcome of step 5. 

On comparing input with output graph in Fig. 1, it has been observed that, the 
histogram values are at the center, and in the output graph, the histogram values are 
distributed. So, we are moving toward flat profile of histogram which indicates high-
contrast image. It is a simple technique, but it is having disadvantage as it create loss 
of contrast and information in some regions of image. After simulation, it has also 
been observed that, the resultant image becomes more bright compared to the original 
brain images. The gap among the bins of the histogram is large which indicates the 
noise amplification in the enhanced image. So, to preserve the brightness, contrast,
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Fig. 1 a Original image; b HE image; c Histogram of original image; d Histogram of HE image 

and minimize information loss, the HE technique is modified which is discussed in 
Sect. 3. 

3 DSIHE Technique 

HE is very simple & the most effective method of image enhancement. But, this 
method after equalization alters the luminance of an image so significantly as 
compared to original one that it becomes difficult to use in video system. An alter-
native to HE is DSIHE [6]. The DSIHE technique not only improves or enhance 
image effectively but also preserves brightness which is shown in Fig. 3 & makes it 
possible to be used in video system. This method is comprised of three steps. Firstly, 
on the basis of original probability density function, original image is segmented into 
two sub-images of equal area. The image division is carried out the basis of median 
value. Then, HE is performed on both sub-mages, and at last, the processed equal 
area sub-images are integrated to form the resultant enhanced image. This method 
can be described in three main steps, and its block diagram is shown in Fig. 2.

1. Input image is segmented into two equal area sub-images on the basis of median 
value. 

2. HE is performed individually on both the sub-images. 
3. Individually processed equal area sub-images are finally integrated to get the 

enhanced output image.
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Fig. 2 Block diagram of DSIHE technique 

Fig. 3 a Original image; b HE image; c DSIHE image; d Histogram of original image; e Histogram 
of HE image; f Histogram of DSIHE image

4 ESIHE Technique 

Based on intensity exposure, an image is categorized as under exposed image & over 
exposed image. Images whose histogram bins are present toward the lower part then 
image possesses low intensity exposure. In similar way, images whose histogram bins 
are present toward the higher part or brighter part then image possesses high inten-
sity value. Exposure-based sub-image histogram equalization technique focuses on 
contrast improvement of low-exposure grayscale image [7]. In this method, exposure
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Fig. 4 Block diagram of ESIHE technique 

threshold is calculated to segment the input image into sub-images of different inten-
sity levels. Then, histogram clipping is carried out based on the clipping threshold. 
Histogram equalization is implemented individually on both the sub-images, and 
finally, we will integrate the processed sub-images to get final image for analysis. 

ESIHE technique involves following steps, & its block diagram is shown in Fig. 4. 

1. Original image histogram (H(k)) is computed first. 
2. Calculation of exposure parameter and threshold parameter. 
3. Clipping threshold (Tc) is calculated, and histogram H(k) is clipped. 
4. Clipped histogram is divided into two sub-histograms using the threshold 

parameter (Xa). 
5. HE is performed on both the sub-histograms. 
6. At last, the sub-images are combined to get output image. 

5 Image Parameters 

There are different parameters on the basis of which we can evaluate the quality of 
processed image. 

5.1 Visual Quality 

Visual quality indicates that just by looking at the image how much information can 
be perceived, as done by medical professionals for early detecting of diseases.
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5.2 Entropy 

Entropy also known as average information content (AIC) indicates the information 
value present in the image [10]. It can be calculated by histogram of the image which 
indicates different gray-level probabilities. Image with high entropy value indicates 
that it has high information content. Entropy of an image is given by formula, 

Entropy = −
∑

k 

Pk log2 Pk (1) 

whereas, Pk = normalized histogram value of the image. 

5.3 PSNR 

The ratio of maximum possible signal power to the noise power is defined as PSNR. 
It is performance parameter used for evaluating the quality of enhanced image [13, 
14]. Image with high PSNR value is considered as good quality image because it 
contains more signal power and less noise power which indicates the image is less 
noisy. It is given as, 

PSNR = 20log10 
255 

Root Mean Square Error 
(2) 

Images with high PSNR value indicate the low mean square error and thus high 
image quality. However, human perspective about image can be different. 

5.4 AMBE 

The difference between the mean intensity values of input and output image is called 
as AMBE [15, 16]. It is given by formula, 

AMBE = |m1 − m2| (3) 

where m1andm2 are the average intensity of the input and enhanced image. Image 
with smaller AMBE value shows that the average intensity of original image is well 
preserved in the enhanced output image.



Performance Analysis of Image Enhancement Techniques … 337

6 Results 

In this section, performance of HE, DSIHE, & ESIHE is analyzed based on visual 
quality, entropy, PSNR, and AMBE. Figures 5, 6, 7, 8, and 9 show different brain 
images which are taken from publicly available database [17]. From visual quality 
analysis, it is evident that, ESIHE technique results better images as compared to 
DSIHE and HE techniques. In HE, the contrast improvement is significant, but there 
is more information loss. DSIHE shows improvement in terms of contrast improve-
ment and information contents than HE technique. Originality of brain image is 
maintained in DSIHE and better than HE technique. But, ESIHE shows significant 
improvement in visual quality along with contrast enhancement and less information 
loss as compared to both the techniques. Noise amplification in the enhanced image 
is also reduced by ESIHE technique. 

Figure 10 represents the histograms of the brain image 1. In HE, histogram is 
shifted to higher intensity value which indicates the image is getting brighter, but 
here, histogram bins are distributed and separated which indicates the information 
loss in image. In DSIHE, histogram is shifted toward higher intensity value. It also 
follows the shape of histogram of original image which indicates that information is 
preserved in this technique along with contrast enhancement. Also, the histogram is

Fig. 5 a Image-1; b HE; c DSIHE; d ESIHE
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Fig. 6 a Image-2; b HE; c DSIHE; d ESIHE

distributed over entire range giving the flat profile which means significant contrast 
enhancement. In ESIHE, the performance is highly improved in comparison to both 
the techniques. The shape of histogram in ESIHE is similar to the histogram of 
original image which indicates that the originality of image is preserved here along 
with contrast improvement. So, we can conclude that ESIHE technique is superior 
to both HE & DSIHE in terms of contrast enhancement and information loss.

Average information content (AIC) of image is given by entropy. Table 1 shows 
entropy values of different brain images after applying all three techniques. The 
average entropy of original image is 5.389 which reduce to 4.365 after HE. It 
means that the image obtained by HE technique results very less information content 
compared to original image. DSIHE technique shows improved result over HE as its 
average entropy is 5.030. ESIHE technique shows significant improvement with its 
average entropy value 5.289. So, it can be said that, less information loss is occurring 
in ESIHE technique as compared to the discussed techniques.

Table 2 shows AMBE values of different brain images after applying all three 
techniques. Image with smaller AMBE value shows that intensity of original image 
is well preserved in the resulting output image. It is evident by looking at average 
AMBE of three techniques that ESIHE gives minimum AMBE value; thus, in this 
technique, intensity of image is preserved better than HE and DSIHE. Table 3 shows
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Fig. 7 a Image-3; b HE; c DSIHE; d ESIHE 

Fig. 8 a Image-4; b HE; c DSIHE; d ESIHE
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Fig. 9 a Image-5; b HE; c DSIHE; d ESIHE

Fig. 10 Histogram of image 1 a Original image; b HE; c DSIHE; d ESIHE

Table 1 Comparison of entropy values 

Image/Techniques Original HE DSIHE ESIHE 

Image-1 5.652 4.450 5.374 5.530 

Image-2 4.449 3.564 4.222 4.353 

Image-3 5.466 4.300 4.899 5.359 

Image-4 5.888 5.096 5.599 5.811 

Image-5 5.491 4.417 5.054 5.390 

Average entropy 5.389 4.365 5.030 5.289
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Table 2 Comparison of 
AMBE values 

Image/Techniques HE DSIHE ESIHE 

Image-1 88.646 36.668 8.873 

Image-2 96.661 68.513 21.109 

Image-3 94.560 45.158 17.063 

Image-4 104.068 45.462 32.979 

Image-5 85.811 23.951 16.068 

Average AMBE 93.949 43.950 19.219 

Table 3 Comparison of 
PSNR values 

Image/Techniques HE DSIHE ESIHE 

Image-1 24.06 26.14 29.13 

Image-2 24.06 24.06 28.10 

Image-3 24.12 26.14 27.68 

Image-4 24.10 26.84 26.91 

Image-5 24.11 26.95 28.42 

Average PSNR 24.09 26.03 27.87 

the comparison of PSNR values of all three techniques. High PSNR means that 
image is having good signal strength and minimum noise. The average PSNR value 
resulted by ESIHE technique is 27.87 which is higher than HE and DSIHE. So, 
ESIHE technique is much superior to HE and DSIHE on the basis of PSNR. 

7 Conclusion 

In this paper, HE, DSIHE, and ESIHE techniques are implemented to improve 
the overall quality of the brain images. Then, performance of each technique is 
analyzed & compared on the basis of visual quality, entropy, PSNR, & AMBE. From 
the simulation results and measured parameter values, it has been concluded that the 
ESIHE technique gives improved performance as compared to other two techniques. 
As the information loss and noise amplification is less in ESIHE technique, so it can 
be used as a preprocessing technique for scientific evaluation and early detection 
of diseases. Every technique has its advantages & disadvantages. Some technique 
suitable for one application might not be suitable for other application areas. We can 
modify the existing image enhancement techniques to get improvised results.
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Effect of End Point Detection on Fixed 
Phrase Speaker Verification 

Nirupam Shome, Rabul Hussain Laskar, and Richik Kashyap 

1 Introduction 

Speaker verification refers to the process of verifying a claim of a person based 
on his/her voice sample. In a fixed phrase speaker verification system, the verifica-
tion text is fixed (3–4 s phrase) for the training and testing phase and the system 
has a-priori knowledge about the speaker characteristic. Here the system takes the 
claim speaker’s voice sample and matches it with the stored speaker model of the 
same speaker to take the decision. Many speaker verification systems reported in 
the literature perform well under clean data conditions [1]. The performance of a 
fixed phrase speaker verification system largely depends on the various distortions 
like background noise, chirping noise, background speech, channel mismatch, sensor 
mismatch, and other environmental conditions, etc. [2, 3]. These degradations can 
be handled with compensation in signal level, model level, score level, feature level, 
individually, or all of them together. Due to these degradations, detection of speech 
boundaries becomes difficult and results in poor performance of the speaker verifi-
cation system. When the speech boundaries are not identified properly then it leads 
to treating noise and other redundant information as speech, which results in degra-
dation in system performance. In literature, several methods are available for dealing 
with train and test speech degradation [4, 5]. In this paper, we aimed to find an effi-
cient method to identify the start and endpoint of the speech signal as it is very crucial 
for the fixed phrase speaker verification process [6–9]. In fixed phrase speaker verifi-
cation, the features are evaluated for a speech sample within that speech boundary for 
both the enrollment and verification phase. Then the testing template is matched with
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the training template using the pattern matching technique like dynamic program-
ming. The dynamic time warping (DTW) algorithm [10] is the most popular template 
matching technique and it is extensively used by researchers for pattern matching. 

The rest of the paper is organized as follows: Sect. 2 illustrates different endpoint 
detection methods and describes three state of art techniques of endpoint detection. 
Section 3 describes the baseline system for fixed phrase speaker verification and 
detailed speaker-specific threshold and cohort speaker-based modules for speaker 
verification. Database used for our investigation is given in Sects. 4 and 5 describes 
experimental results and discuss the findings for our analysis. Lastly, Sect. 6 provides 
the overall conclusion of our study. 

2 Endpoint Detection Methods 

The identification of starting point and terminus point of a speech sample is referred to 
as endpoint detection. Speech endpoint detection can be categorized by the threshold-
based approach and pattern matching approach. In a threshold-based system, acoustic 
features are compared with predefined thresholds to get speech frames. On basis of 
speech and noise models, speech frames are identified in pattern matching methods. 
In literature, several methods have been reported for endpoint detection that uses 
features like Mel Frequency Cepstral Coefficient (MFCC), Short-time Energy (STE), 
Zero Crossing Rate (ZCR), Entropy, Teager energy operator algorithm, and wavelet 
transform. Other than these methods, long-term signal features like the Long-term 
Spectral Flatness Measure (LSFM) [11] feature and the Long-term Signal Vari-
ability (LTSV) [12] feature has been extensively used for endpoint detection. The 
energy-based VAD [13, 14] is one of the most popular endpoint detection techniques. 
This method performs well in a clean environment but utterly fails when tested 
on real-life data [5]. An improvement over energy-based VAD has been achieved 
with periodicity-based VAD [15] for endpoint detection. Entropy-based detection 
proposed in [16] uses speech and noise entropy to detect endpoints of a signal. 
The performance of this method can be improved by changing the spectral proba-
bility density function [17]. Using one-dimensional Mahalanobis distance function 
[18] endpoint of speech has been detected in [13]. Endpoint detection for low SNR 
signal has been proposed in [19], which extracts features by Savitzky-Golay filtering, 
constant Q-transform, and improved sub-band energy entropy. The single parameter 
double threshold method has been adopted to find endpoints of the speech signal. 
These days machine learning approaches have become popular in endpoint detec-
tion. A neural network system has been proposed in [20] to detect endpoints of the 
speech signal and it uses raw waveform as its input. A deep residual network model, 
MarbleNet [21] has also been proposed for endpoint detection and validated in the 
real-world dataset. 

For our analysis, three methods are chosen based on signal energy, glottal infor-
mation, and a combination of suprasegmental feature and energy of the signal as 
these methods are very popular signal processing techniques for endpoint detection.
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We have implemented the energy-based voice activity detection (VAD) [14], glottal 
activity detection (GAD) [22], and pitch and energy-based detection (PED) [23] for  
endpoint identification and are discussed in the following subsections. 

2.1 Voice Activity Detection (VAD) 

The endpoint detection based on energy VAD [14] makes use of the instantaneous 
energy of the speech signal to identify the start and terminus point. The signals are 
processed in short frames of length 20 with 10 ms overlap. First framewise energy is 
calculated and is compared with the energy threshold. The threshold is calculated by 
6% of the average energy of the whole speech sample. Speech and non-speech frames 
are identified by comparing framewise energy with a predefined threshold. If energy 
exceeds the threshold, then it is considered as speech frame otherwise non-speech 
frame. The first speech frame is taken as the start point and the last speech frame is 
the endpoint of the whole speech signal. 

2.2 Glottal Activity Detection (GAD) 

The glottal activity detection technique proposed in [22] is divided into two parts. In 
the first part, a zero-frequency filter (ZFF) signal is obtained from a zero-frequency 
filter, and then using adaptive threshold glottal regions are detected. The threshold 
has been increased from low to high in finite steps until the number of speech regions 
selected by GAD is less than VAD. Finally, the obtained threshold has been applied 
on energy frames of the ZFF signal and the decision is taken between glottal and 
non-glottal regions. 

2.3 Pitch and Energy-Based Detection (PED) 

The method proposed in [23] uses energy and pitch information to detect endpoints 
of the speech signal. Utilizing the prosodic information like pitch with energy gives 
a significant amount of improvement in endpoint detection. Here the energy and 
pitch information of the whole speech has been calculated to get energy and pitch 
thresholds. To identify the speech and non-speech frame, framewise energy and pitch 
have been calculated. These energy and pitch values are compared with the predefined 
thresholds. If a frame exceeds the threshold of energy and pitch, it is considered a 
speech frame otherwise non-speech frame. The first frame of the first quad of speech 
frames is taken as the start point and the last frame of the last quad of speech frames 
is considered as the terminus point of the speech sample.
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3 Baseline System for Speaker Verification 

The fixed phrase speaker verification systems are generally based on either template 
matching or model sequence matching techniques. These methods are based on the 
alignment of time axes of input speech utterance and registered speakers reference 
models. The alignments are done from the beginning to the end of utterance [6, 24]. 
A speaker verification model performs better if the linguistic information is known 
because it improves the system’s ability to characterize the speaker-specific phonetic 
content of a speech signal. A speaker verification system can be implemented for 
practical application if it is session, language, and sensor independent and most 
importantly it should be robust to surrounding noise. The performance of a fixed 
phrase speaker verification largely depends on environmental factors like variability 
in the channel [25]. Accurate matching or alignment between training speaker model 
and test features is important for speaker verification [1]. 

We have developed our system using 39-dimensional MFCC features and DTW 
as template matching techniques. The speech samples are processed in a 20 ms frame 
size with a 10 ms frameshift. The MFCC templates are generated using 22 logarithmi-
cally spaced filter banks from 20 ms frames. From one to thirteen MFCC coefficients 
are used as the feature vector in our analysis. The velocity and acceleration features 
are calculated by taking first-order derivative delta (∆) and second-order derivative 
delta-delta (∆∆) from the current feature vector. Thus, the resulting complete feature 
vector contains 13-MFCC, 13-∆MFCC, and 13-∆∆MFCC coefficients. The feature 
normalization is carried out with the help of the cepstral mean and variance normal-
ization (CMVN) technique [6]. The DTW algorithm is used for feature matching, 
which provides many to many mapping between two templates under observation by 
minimizing the overall accumulated distance [10]. Due to the dynamic programming 
of DTW, an efficient minimization can be achieved. 

To carry out our study, we have designed and implemented two fixed phrase 
speaker verification modules. The first one is the speaker-specific threshold-based 
system and the second cohort speaker-based system. The complete description of 
these methods is given in the following subsection. 

3.1 System Based on Speaker-Specific Threshold 

The speaker-specific threshold-based module is shown in Fig. 1. The total number 
of speech samples is divided into three parts for each speaker. The first part contains 
three thresholding samples, the second part have three training samples and the third 
part contains the rest of the speech samples for testing the system performance. Three 
speech samples of the first part are used as the reference concerning three training 
samples to estimate speaker-specific threshold. All of the speech samples are first 
passed through the endpoint detection module, here VAD, GAD, and PED are used 
one by one. Then the signal features are extracted and feature normalization is done
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Fig. 1 System description of speaker-specific threshold-based speaker verification 

in the next module. Now, the distance between three thresholding templates and three 
training templates are estimated by the Euclidean distance-based DTW algorithm, 
which gives a total of nine distance scores. These nine scores are averaged to get 
the average distance, i.e., mean (μ) and subsequently standard deviation (σ ) of these  
scores are estimated. The speaker-specific threshold is calculated as threshold (Th) = 
μ + 2σ . In the case of testing, the distance between the test template and three training 
templates are calculated and three distance scores are averaged. This averaged DTW 
score (x) is compared with the predefined threshold (Th). If the distance score (x) 
is less than the threshold (Th) then the claim is accepted, otherwise rejected. The 
thresholding used here is called hard thresholding. 

3.2 System Based on Cohort Speaker 

Here we have described the methodology for a cohort speaker-based system. The 
complete structure for this investigation is shown in Fig. 2. We have divided the 
system into two phases, the first is for training the system and the second is for testing 
the system. A completely different dataset is being used to train and test the system. In 
both the phases endpoint detection, feature extraction and normalization are common. 
Endpoint detection is performed by VAD, GAD, and PED one by one. In the training 
phase, extracted features of all speakers are stored in the feature database and are 
used as reference templates for verification purposes. The difference in methodology 
with the earlier system lies in the decision-making process. In this methodology, the 
decision is made on basis of a set of cohort speaker scores. For a test trial, the test 
template is compared with 3 templates of claimed speakers and 12 templates of 
cohort speakers to get the respective DTW score. These 12 cohort speaker templates 
are obtained from four randomly selected speakers. Thus, for a particular testing 
trial total of 15 DTW scores are obtained which are then sorted in ascending order 
according to their distance scores. Now the decision of a certain test trial is made on
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Fig. 2 System description of cohort speaker-based speaker verification 

three principles, namely, confidence-I, confidence-II, and confidence-III. The claim 
of a speaker is accepted by the following conditions. 

• Confidence-I: If one out of three scores obtained from claimed speaker occupies 
a position in the top three places in the array of 15 sorted scores. 

• Confidence-II: If two out of three scores obtained from claimed speaker occupies 
any two positions in the top three places in the array of 15 sorted scores. 

• Confidence-III: If all three scores obtained from the claimed speaker occupy all 
three top positions in the array of 15 sorted scores. 

If any one of these conditions is not satisfied then the claim is rejected. In this 
way, the decision is made for a test claim of a particular speaker. 

4 Database Used for Experimentation 

We have carried out our analysis on two different datasets. The first one is RSR 
2015 database [25], which is a standard corpus collected under a fully controlled 
environment. The second dataset is the NITS speech corpus [26], which was collected 
in a fully uncontrolled environment. The RSR2015 database contains 300 speakers 
and is divided into three parts. The first part of the dataset contains 30 fixed phrases 
spoken by 300 speakers. And the second and third part contains 30 short commands 
and 13-digit sequences. The fixed phrase dataset has been chosen for our analysis, 
as it is appropriate for our analysis. This database has 157 male and 143 female 
speakers and the samples are recorded in nine different sessions. The NITS database 
contains 298 speakers and has divided into three parts, namely, voice password, 
text-dependent, and text-independent. Each part consists of 247 male and 51 female 
speakers. We have taken only the text-dependent part as we are interested in fixed 
phrase speaker verification. There are 4819 test trails for text-dependent modules in 
this dataset and it had recorded in 16 different sessions.



Effect of End Point Detection on Fixed Phrase … 349

5 Experimental Results and Discussion 

This section discusses the performance of two fixed phrase speaker verification 
methodology by using three endpoint detection methods. Here we analyze the effect 
of endpoint detection on fixed phrase speaker verification. 

Here we have discussed the findings of our investigation on fixed phrase speaker 
verification. For this analysis, we have adopted two methods, namely, speaker-
specific threshold-based module and cohort speaker-based module. The results of 
the two methodologies are given in Table 1. The results are expressed in terms of 
equal error rate (EER) and are calculated from the false rejection rate (FRR) and 
false acceptance rate (FAR). The imposter testing is done ten times more than the 
genuine testing for both methodologies. From the results, it is clear that the results 
for RSR 2015 database are better than the NITS database for all endpoint detection 
cases irrespective of analyzing methods. The reason behind it is the quality of speech 
samples in the respective corpus. As the RSR2015 database has been collected under 
a controlled environment, the signal contains minimum noise in it, but the NITS 
database has been collected in an uncontrolled environment, so it contains several 
types of noises and it affects the performance of the speaker verification system. 

The comparative analysis of the effect of endpoint detection on fixed phrase 
speaker verification is discussed in subsequent sections. We have chosen three 
endpoint detection modules from the literature and compared their performance for 
both the speaker verification methodologies. 

5.1 Results Analysis for Speaker-Specific Threshold-Based 
System 

Here we have presented the results for the speaker-specific threshold-based system 
in Fig. 3. From the given figure it is clear that for both the datasets, PED gives 
better results than VAD and GAD-based endpoint detection. The energy-based VAD 
performs poorly than the other two methods. In the case of the RSR 2015 corpus, an

Table 1 Results of fixed phrase speaker verification analysis 

Speaker verification method Equal error rate (EER) in % 

RSR 2015 database NITS database 

End point detection method 

VAD GAD PED VAD GAD PED 

Speaker-specific threshold 5.15 4.53 3.08 11.81 10.41 8.77 

Cohort 
speaker-based 
approach 

Confidence-I 4.66 3.96 2.27 10.78 9.58 7.11 

Confidence-II 9.11 8.24 2.78 15.19 14.42 8.62 

Confidence-III 15.92 13.99 7.60 21.78 19.27 12.96 
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Fig. 3 Performance of three 
endpoint detection methods 
under RSRS2015 and NITS 
datasets for speaker-specific 
threshold-based speaker 
verification 

improvement of 2.07% and 1.45% are achieved in comparison to VAD and GAD, 
respectively. For the NITS database, though the error increased for each method, an 
improvement of 3.04 and 1.64% are achieved by PED over the other two methods. 

5.2 Results Analysis for Cohort Speaker-Based System 

The experimental result comparison for the cohort speaker-based system is shown 
in Fig. 4. The results are presented for two datasets and performance measures are 
divided into confidence I, II, III. From the Fig. 4, it can be observed that with the 
increase in the confidence measure from I to III, the performance of the cohort 
speaker-based system gets deteriorates for both the corpora. For the RSR database, 
PED gives an improvement of 2.39%, 6.33%, and 8.32% over VAD-based endpoint 
detection for the confidence I, II, and III, respectively. Similarly, an improvement of 
3.67, 6.57, and 8.82% is achieved for the NITS database. When PED and GAD are 
compared for both datasets, improvement of 1.69%, 5.46%, 6.39% for the RSR 2015 
database and 2.47%, 5.8%, 6.31% for the NITS database can be observed in case of 
confidence I, II, III, respectively, for PED-based endpoint detection. For confidence-
I, improvement with PED is less in comparison to the performance of confidence II 
and III for both datasets. 

Fig. 4 Performance of three 
endpoint detection methods 
under RSRS2015 and NITS 
datasets for cohort 
speaker-based speaker 
verification
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Fig. 5 Comparison of 
performance of PED as an 
endpoint detection method 
for RSRS2015 and NITS 
datasets under different 
speaker verification 
approaches 

In Fig. 5, we have shown the performance comparison of PED as an endpoint 
detection method for different speaker verification approaches under RSR 2015 and 
NITS datasets. From the figure, it is clear that the PED-based endpoint detection 
gives the best performance in the case of confidence-I measure of cohort speaker-
based approach. The results of the confidence-II and speaker-specific threshold-based 
endpoint detection are quite similar. In the case of confidence-III, in both the datasets, 
the PED method of endpoint detection gives a large error but it is less than VAD and 
GAD-based methods. 

6 Conclusion 

This paper discusses the significance of speech endpoint detection on fixed phrase 
speaker verification. Here, the speaker verification is accomplished by speaker-
specific threshold and cohort speaker-based approach. The endpoints of a speech 
sample are detected with VAD, GAD, and PED, to find the best performing method. 
For our analysis, a clean corpus RSR 2015 and a noisy corpus NITS have been 
used. With help of these databases, we have evaluated the performance of each 
endpoint detection algorithm under controlled and uncontrolled surroundings. From 
our analysis, it is clear that the PED as endpoint detection method outperforms the 
other two methods. And most importantly, it is substantiated that choice of proper 
endpoint detection is very much crucial for fixed phrase speaker verification. When 
the endpoints of the speech signals are not detected properly then the performance 
of the template matching-based fixed phrase verification gets affected severely.
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Detection of DME in OCT Images Based 
on Histogram Descriptor 

Puspita Dash and A. N. Sigappi 

1 Introduction 

The human eye has an important coat called retina having ten different layers. It forms 
a window to the body as it is the only place directly accessible to visualization. Many 
of the changes that happen in different diseases can be visualized and thus scanned 
and studied directly. The most common diseases like diabetes and hypertension affect 
the blood vessels throughout the body but can be visualized in the retina. The macula 
is central part of the retina and is responsible for the visual acuity and color vision. 
Swelling or fluid accumulation in this portion of macula due to leaking abnormal 
blood vessels known as micro aneurysms is called diabetic macular edema (DME). 
The disease DME can cause permanent visual loss in patients with diabetes with 
diabetic retinopathy [1]. DME patterns are classified into Diffuse, Cystoid and Focal 
abnormalities with or without vitreomacular traction. A large majority of DME is 
due to diabetes. The OCT is a diagnostic imaging tool for the visualization of the 
retinal anatomy and its different layered structure. It is a fast procedure similar to 
the CT scan, using a coherent beam of light to acquire cross section images of the 
retina to show anatomy and structure of the eye [2]. This helps in the early diagnosis; 
treatment and follow up in various retinal disorders. Generally the DME on OCT 
images are classified into different types such as Focal, Diffuse retinal thickening, 
Cystoid macular edema and presence or absence of different types of vitreomacular 
traction and sub-retinal detachment and other abnormalities. OCT was quickly and 
easily adopted by clinicians for the assessment of patients with detection of DME.
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In this study an automated method which concentrates on the detection and clas-
sification of normal and abnormal, such as the presence of DME in macular area 
in diabetes patients. The training and test images are filtered with three methods as 
Gaussian, Median and Weiner filters. The detection of the presence of DME disease 
from OCT images was done by using HOG descriptor method. HOG and SURF 
features of OCT images are extracted. The extracted features are then classified 
using two different SVM kernel classifiers namely SVM-Polykernel, SVM-RBF and 
to classify whether the image is normal or abnormal diseases DME. 

2 Material and Methods 

The block diagram of the proposed method is as shown in Fig. 1. 

2.1 Input OCT Images 

The Retinal OCT images containing both the normal and abnormal of diabetic 
patients were obtained from the Jyoti Eye Care, Puducherry using CIRRUS 5000 
Spectralis B-Scan SD-OCT imaging device. Initially collected DICOM format OCT 
images are converted into JPEG format for further processing. An OCT scan set of 
normal OCT image in the right eye of 66-year-old female is shown in the Fig. 2 
and abnormal with DME in the right eye of 75-year-old man is shown in Fig. 3. All  
the collected OCT images shows the following data in each figure such as a normal 
or abnormal with DME, first is the horizontal B-scan color image, second is the 
grayscale fundus image and third is the color coded thickness between the ILM-RPE 
map of the retina [3].

Fig. 1 Diagram of proposed methods 
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(a)         (b) (c) 

Fig. 2 OCT scan of right eye showing a original Normal OCT image b its OCT fundus image and 
c Thickness map 

(a) (b) (c) 

Fig. 3 OCT of right eye showing a original cystoid macular edema affected image b its OCT 
fundus image and c Thickness map 

2.2 Preprocessing 

In this study, the first step of the study is the preprocessing of OCT images, this is 
carried out by cropping, resizing, RGB to grayscale conversion and denoising, as 
discussed below. 

Before further processing for detection of DME and classification of OCT images, 
it is required to crop each OCT image. The OCT image of the retina is cropped 
based on smooth pixel intensity and is to focus on the region of the retinal image that 
contains morphological structures with sufficient variation between different patterns 
of OCT images. Cropping of the each OCT images is done 102 pixels from the center 
of fovea, i.e., on both the nasal and temporal side, thus bringing into focus the area 
of interest and highlighting most important changes. Here we have the OCT image 
with cropped up area showing only the region of interest (ROI) by eliminating the 
unnecessary areas to continue our focus on the areas where DME affected disease 
is most likely to be present. In this study, before extracting the features and to avoid 
excessive features as well as to increase the speed of further processing, for better 
result each B-scan OCT images are resized to 430 × 351 pixel dimension using 
imresize(img,[row, column]) method. The original input OCT images are is in RGB
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(a) (b) (c) (d) (e) (f) 

Fig. 4 OCT images of a Cropped Normal image b Cropped DME affected image c Resized Normal 
image d Resized DME affected image e Grayscale Normal image f Grayscale DME affected image 

format. For image processing is to get a bright feature, the RGB OCT image of 
normal and DME disease is converted into grayscale image. 

The cropped, resized, converted RGB into grayscale OCT image of normal and 
DME disease performance is shown in Fig. 4a–f. 

Denoising: All the OCT images has a lot of speckle noise due to high frequency 
sound waves, so it is better to denoise them. This will be help to reduce the effect of 
noise on the detection and classification results. In this work, Speckle noise has been 
reduced with various types of filters such as Gaussian, median filter and adaptive 
wiener filters. 

Gaussian and Median filter: The OCT images get corrupted by speckle noise during 
imaging processing which can reduce the efficiency of the classification results. 
Firstly, this grayscale image is then filtered with a 2-D Gaussian filter method with 
sigma = 0.5 is used to remove the speckle noise and to blur the images shown in 
Fig. 5a, b. Then images are filtered using an order-statistics digital image filtering 
approach median filter [4] method. In this the average Peak Signal to Noise Ratio of 
the filtered of window size 5 × 5 in order to remove the speckle noise and smoothen 
the image.

Adaptive wiener filtering: In this work, the OCT images is then filtered using Wiener 
filter method to remove the blurred and additional noise present in the images by

 (a) (b) (c) (d) 

Fig. 5 OCT image of a Gaussian filtered Normal image b Gaussian filtered DME affected image 
c Wiener filtered Normal image d Wiener filtered DME affected image 
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Gaussian and Median filter and with a compression operation it is minimized the 
mean square error during removal of noise filtering operation. Wiener filter is an 
inverse filtering and noise smoothing image restoration technique. In this type of 
linear adaptive filtering the edges are well preserved of an OCT images. The Wiener 
filtered image is shown in Fig. 5c, d. 

The effect of Gaussian filtering is to remove the speckle noise and also to smoothen 
the image but the problem of Gaussian filter is that when it removes the noise, some 
of the details are also lost resulting in a blurred the image. Wiener is an inverse 
filtering noise smoothing method used for reducing the blurring while removing the 
noise when one is by using the Gaussian filter and recover the original image details 
using inverse filtering technique for better noise reduction as well as without the loss 
of vital information. Wiener filter’s denoising performance is better compared than 
of Gaussian median filter. Wiener filter in Fourier transform [5, 6] can be expressed 
in the following Eq. 1, 

(1) 

where SSxx(f 1, f 2), are the power spectra of OCT images and additive 
noise and H(f 1, f 2) is the blurring filter. 

In OCT medical retinal images noises are random as well as deterministic and it 
is not very easy to identify. In this work, Gaussian, median and Weiner various filter 
is used to identified the noise and thus suppress it to have a better quality of image to 
work on further. The noise free images are used for line, point and edge detection and 
classify them. So, different filtering techniques are used for smoothing and removal 
of the noise. High frequency parts are retained in the image, median filter can be used 
to remove the random noise but less cloudy than of linear smoothing filter. Different 
types of filters have different properties like the Gaussian filter is used to smoothen as 
well as removal of the noise while suppressing the high frequencies. Wiener filter is to 
remove the blurred and additional noise present in the images processed by Gaussian 
method. The Median filter is used to minimize the mean square error during removal 
of noise filtering operation. 

The combination of three filtering methods is to successfully reduce the effect of 
unnecessary noise on the OCT images for better results of detection and classification 
images. Then the filtered result images are used for feature extraction process to detect 
the retinal diseases of OCT images. 

2.3 Feature Detection and Extraction of Images 

Histogram of Oriented Gradients (HOG) 

In this study, HOG feature vector descriptor algorithm [7] is used to extract feature 
vectors from the ROI portion in OCT images, as per the features extracted the images
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Fig. 6 Process of HOG algorithm 

can now be classified as normal or abnormal, here DME. So, the HOG feature 
descriptor generalizes the disease object in OCT image and produce the feature 
vector descriptors from the disease objects in the OCT image. The HOG is based 
on the evaluating well-normalized local histograms of image gradient orientations 
in a dense grid. HOG techniques counts occurrence gradient orientation in disease 
region of interest (ROI) portions of an OCT image. HOG feature descriptor converts 
an OCT image of any size into a feature vector and from the original image to cropped 
resize image is used for calculating HOG feature descriptor. Then the extracted HOG 
feature vector descriptors are given to the SVM kernel classifiers for training and 
testing to detect and classify normal and DME affected OCT images. The HOG 
algorithm process flow chart is as shown in Fig. 6. 

The algorithm for HOG descriptor is as follows: 

• Initially, The HOG is to divide the ROI of grayscale OCT image into 8 × 8 cells. 
A [8  × 8] cell size, [2 × 2] cells per block. 

• Gradient of an image for each pixel is calculated with x and y axis individually 
and then the gradient mask of the image is computed by following formula, 

hm=[−1 0  1] vn= 

⎡ 

⎣ 
−1 
0 
1 

⎤ 

⎦ 

• A mask is used with the original image to obtain the x and y gradient by using the 
following formula, 

Gx=(I .hm) Gy=(I .vn) 

Result of Gx and Gy axis gradient of an original image is shown in Fig. 7a–c 
as follows,

• Calculate magnitude and angle orientation of the gradient vector in 8 × 8 cells 
using following formula The gradient vector’s angle is as follows, 

. = tan−1 

( 
Gx 

Gy 

) 

• The length of the gradient vector’s magnitude is as follow,
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(a) (b) (c) 

Fig. 7 Gradient of OCT images a DME affected image b Gx axis gradient and c Gy axis gradient 
image

(a) (b) (c) 

Fig. 8 OCT images gradient vector orientation a DME affected image b magnitude and c angles 
of DME image 

G = 
/
G2 

x + G2 
y 

To calculate the angle atan () function and compute magnitude using sqrt (x, y) 
function for each edge gradient of image and result shown in Fig. 8a–c. 

• Calculate the histogram of gradient in 8 × 8 cells and extracted feature vector is 
calculated by comparing the magnitude and angle direction of the gradient. 

• Gradient vectors with magnitude value are place them into the 9 histogram bin 
and in this gradient vector have an angle of 90°. The histogram’s bin different 
angles from 0° to 90°. 

• The set of normalized block of histograms represents the descriptor and normal-
ization. Descriptor block are determined by histogram bin and after 8 × 8 cells 
histogram of gradient is calculated the blocks are normalized. 

• The combined histogram entries are used as the HOG feature descriptor vector of 
the image. 

• HOG algorithm elapsed time is 10.028380 s and is faster than of compared to 
SURF feature extraction method. 

The input OCT image and its visualization of Hog feature descriptor extracted 
grayscale Image shown in Fig. 9a, b.
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(a)  (b) 

Fig. 9 OCT images of a DME affected image and b Its visualization of Hog descriptors of the 
image 

Speeded-Up Robust Features (SURF): In this study, SURF [8] used for detection 
of interest key points and extract local interest key points feature descriptor elements 
from the retinal OCT images. The SURF method is similar to SIFT descriptor in terms 
of speed of extraction and feature vector comparison obtained from different images 
but it is invariant to scaling, rotation and translation than SIFT. SURF algorithm [9] 
used for the detection of DME diseases and feature extraction. SURF uses Gaussian 
square shaped filters of alternative integral representation of the image to speed up 
the calculation of features. SURF algorithm involves using the following steps: 

(a) In SURF method the blob detector is used based on Hessian matrix to find and 
detection of interest points for selecting and filtering the scale of image of size 
9 × 9. 

Given a point p = (x, y) in an image I, then the Hessian matrix H (x, σ  ) at point 
p and scale σ , is as follow on Eq. 2 and 

H (x, σ  ) = 
[ 
Lxx(x, σ  ) Lxy(x, σ  ) 
Lxy(x, σ  ) Lyy(x, σ  ) 

] 
(2) 

where Lxx(x, σ  ), Lxx(p, σ  ) is the convolution of the second-order derivative of the 
Gaussian with the image I. 

I (x, y) SURF uses the determinant of (Happrox) to find selecting the location and 
scale of interest points both using following Eq. 3 of Determinant of hessian matrix. 

det(Happrox) = DxxDyy − (0.9 Dxy)
2 (3)

(b) After calculating the Hessian matrix SURF searches the maxima interest points 
of the image on different scales. 

(c) The last step is the suppression of non-maxima points and calculation of feature 
descriptors using haar wavelet kernel filter, i.e., integral image taken from the
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(a) (b) 

Fig. 10 OCT images of a DME affected image and b Its SURF keypoints 

input OCT image. From that image, the existing intensity values and their abso-
lutes at both horizontal and vertical position are summed. Finally, by comparing 
the descriptors obtained from different images, matching pairs can be found.

(d) SURF uses haar wavelet for feature description and in this keypoint’s around 
the circular neighborhood is selected which is divided into sub-regions and then 
each sub-region is detected and represented then extract SURF feature descriptor 
from the OCT images. 

(e) Elapsed time is 23.159179 s of SURF algorithm. 

Consider, for each sub-region 4 * 4 the 16 sub-regions vectors are then aggregated 
into a single vector of 16 * 4 = 64 which is the size of feature vector descriptor of the 
region of interest of the OCT image. Finally the summed value of 4 × 4 sub-region 
gives the 64 feature vector of DME affected disease of OCT image in our work. 

In this SURF descriptor is used to detect and extract local interest key points feature 
descriptor elements from the images and SURF compute gradients by applying 
haar wavelet feature but HOG descriptor is also similar to SURF edge orientation 
histogram but difference is computed either horizontally or vertically grid of cells 
and compute the histogram of gradient in the region of cells to improve the accuracy. 
The input OCT image and its SURF key points of interest of grayscale image shown 
in the following Fig. 10a, b. 

2.4 Classification 

Based on the feature extraction of images using SURF or HOG methods, our proposed 
supervising SVM-Polykernel and SVM-RBF kernel classifier methods are trained 
and tested with normal and DME affected OCT images and the steps of classifier 
algorithm are discussed in Fig. 11.



366 P. Dash and A. N. Sigappi

Training 
images  

Classification using 
SVM-Polykernel / 
SVM-RBF 

Normal image 

Abnormal image 

Feature Vector 
Extraction SURF 
or HOG  

Test images  

DME affected 
image 

Fig. 11 Steps of classifier algorithm 

Support Vector Machines (SVM): SVM are the supervised machine learning 
training algorithms trained on separable data [10]. SVM was introduced by Vapnik 
[11] are the supervised machine learning training algorithms trained on separable 
data is used for classification [12]. The classifiers have been used for classifying the 
pixels of OCT images into two groups, normal or abnormal such as DME affected 
image. In this work, based on the extracted HOG or SURF features type of SVM 
kernels techniques such as SVM-polykernel and SVM-RBF or Gaussian kernel clas-
sification is applied to classify the OCT images into two different categories such 
as normal and abnormal, where DME affected diseases is identified. In this SVM 
classification is used to separating the datasets into training and testing data. In the 
SVM classification the training extracted features are transformed into n-dimensional 
space used for feature vectors by using kernel function K

(
xi, xj 

)
. SVM locates sepa-

rating hyperplane in the feature space as well as classify training points in that space 
[13]. So, the training points are the support vectors to define the optimal hyperplane 
which is closest distance between support vectors shown in linear SVM architecture. 
SVM classifier model is to classify to find the hyperplane between linearly separate 
two different classes such as normal [+1] and abnormal DME [−1] in the OCT image 
by the margin represents distance between hyperplane and support vectors as shown 
in Fig. 12 with support vector + symbol denotes + 1 (normal) class and support 
vector – symbol denotes −1 (abnormal DME diseases) classes.

There are different kernel functions can be used in SVM method such as Linear, 
Polynomial, Radial-Basis Function (RBF) or Gaussian, PUK and Sigmoid. In this 
work, we used Polynomial and RBF two types of SVM kernels to classify the OCT 
images into different categories such as normal and abnormal, where DME affected 
abnormal diseases is affected. 

SVM-Polynomial Kernel: Polynomial of power p kernel in SVM classification as 
given in the Eq. (4). Polynomial kernel is defined as follows, 

K
(
xi, xj 

) = 
/ 
1 + xT i x

p 
j 

\ 
for any p > 0 (4)
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Fig. 12 Architecture of 
SVM

where x is the input OCT image pattern, xi, xj are the training input support vectors 
for the ith and jth elements; xi is the input vector for ith elements and xj is the 
corresponding result. Power p is the kernel parameter, K is the kernel function that 
corresponds to the inner product xT i xj in feature space and used this function to find 
the SVM performance. 

SVM-Radial-basis function (RBF): Gaussian Kernels 

SVM-RBF classifiers can be used to learn vectors are nonlinearly mapped into a very 
high infinite dimensional feature space. Gaussian (Radial-Basis Function network) 
Kernels given in Eq. (5). RBF kernel is defined as follows, 

K
(
xi,xj, 

) = exp 
/||xi−xj||2 

2σ 2 

\ 
for σ >  0 (5)  

σ is the variance xi, xj are the training input support vectors for the ith and jth 
elements; xi is the input vector for the ith elements and xj is the corresponding 
output, K is the RBF kernel function that corresponds to the inner product xixj in 
feature space and used this function evaluated the SVM performance accuracy. RBF 
function also expressed as following Eq. (6), 

K
(
xi,xj, 

) = exp 
/ 
−γ 

||xi−xj||2 
2σ 2 

\ 
for γ >  0 (6)  

There are C and gamma (γ ) two parameters functions of SVM with RBF kernel 
increases the SVM classification performance accuracy. The gamma (γ ) parameter 
defines distance such as ‘far’ or ‘close’ values can reach single training example. 
The C parameters give the trade-off of training examples misclassification against 
decision surface simplicity. Through variation of gamma (γ ) and C parameters SVM 
classification performance accuracy is evaluated.



368 P. Dash and A. N. Sigappi

2.5 Experiment and Results 

To carry this experiment initial OCT images datasets were collected from Jyoti Eye 
Care, Puducherry. A careful selection of the datasets were carried out to include only 
two categories of images, the normal images and the images with DME, all these 
patients were known diabetic. Care was taken to exclude the patients with DME from 
other causes and pictures with diabetic maculopathy without DME. This ensures that 
the experiment is focused on detecting the presence or absence of DME in diabetic 
patients. Initial experiment includes the training of the program with datasets for 
proper validation. This was followed by running the program again on the random 
datasets obtained. The results thus obtained were tabulated and experiments indices 
were carried out to evaluate and compared the performance of classifiers for the 
detection of retinal DME diseases to know which was giving better results. In this 
all the normal and abnormal DME OCT images were trained and tested by the 
SVM-polykernel and SVM-RBF two classifiers. In this work, the experiments were 
conducted for tenfold cross validation. Using two classifiers 65 OCT image data sets 
were used for training in which 31 were normal and 34 abnormal with DME images. 
After training was successfully completed the program was tested out of 45 new 
datasets of which 15 were normal and 30 abnormal with DME affected OCT images. 
Among all the classifiers out of 45 tested images 44 images were correctly classified 
by the HOG features with SVM-polykernel shown in Table 1. 

The classification performance results obtained are tabulated and presented. After 
completion of the classification a performance validation is carried out by finding 
the values of True positive (TP), True negative (TN), False positive (FP) and False 
negative (FN). This is done by creating a confusion matrix of HOG and SURF 
with SVM kernel functions classifiers as shown from (a) to (d) in Table 2. After  
this a comparison shows that the HOG with SVM-polykernel kernel classifier is 
better to correctly classified the normal and abnormal images than the other kernel 
classifiers as shown in Table 2 (a) and using this classifier out of 45 testing datasets 1 
normal image was classified as abnormal (False positive). Comparison of the overall 
performance measurement calculated results of both the classifiers of normal and 
DME affected OCT images using SVM classifier with HOG and SURF are presented 
in Table 3 and performance measurement Chart is shown in Fig. 13. In this the

Table 1 Classifiers results 

Classifiers SVM-polykernel SVM-RBF 

No. of training images = 65 Normal 31 31 

DME 34 34 

No. of test images = 45 Normal 15 15 

DME 30 30 

No. of images correctly classified with HOG 44 42 42 

No. of images correctly classified with SURF 36 34 34 
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Table 2 Confusion matrix of 
HOG and SURF with 
classifiers and Confusion 
matrix of SURF with 
SVM-Polynomial and SURF 
with SVM-RBF 

Actual class Predicted class 

DME NOR 
MAL 

(a) HOG with SVM-polynomial 

DME 30(TP) 0(FN) 

NORMAL 1(FP) 14(TN) 

(b) HOG with SVM-RBF 

DME 30(TP) 0(FN) 

NORMAL 3(FP) 12(TN) 

(c) SURF with SVM-polynomial 

DME 27(TP) 3(FN) 

NORMAL 6(FP) 9(TN) 

(d) SURF with SVM-RBF 

DME 26(TP) 4(FN) 

NORMAL 7(FP) 8(TN) 

classifier SVM-Polykernel detected DME disease using HOG feature descriptor with 
sensitivity of 100%, specificity of 93%,accuracy of 98%, Precision of 97% and 98% 
of F-Score better than of SVM classifiers with SURF and SVM-RBF with HOG 
feature extraction method. 

Table 3 Overall performance measurements of the SVM classifiers with HOG and SURF 

Classifiers Features Sensitivity 
(%) 

Specificity 
(%) 

Accuracy 
(%) 

Precision 
(%) 

F-Score 
(%) 

SVM-polynomial SURF 90 60 80 82 85 

SVM-RBF 87 53 76 79 82 

SVM-polynomial HOG 100 93 98 97 98 

SVM-RBF 100 80 93 91 95 

0% 

20% 

40% 

60% 

80% 

100% 

120% 

SVM-Polynomial SVM-RBF SVM-Polynomial SVM-RBF 

Overall performance 

Sensitivity(%) 

Specificity(%) 

Accuracy(%) 

Precision(%) 

F_Score(%) 

Fig. 13 Overall performance measurement of the SURF and HOG with SVM kernel classifiers
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The confusion matrix of the classification result of normal and DME affected 
images is as follows, 

The overall performance measurement parameters are calculated by using the 
following equations, 

Sensitivity = TP 

(TP + FN) 
(7) 

Specificity = TN 

(TN + FP) 
(8) 

Accuracy = (TP + TN) 
(TP + FP + TN + FN) 

(9) 

Precision = (TP) 
(TP + FP) 

(10) 

F − Score = (2 ∗ TP) 
(2 ∗ TP + FP + FN) 

(11) 

The overall performance measurement parameters of the SVM classifiers with 
HOG and SURF features is shown in Table 3. 

The chart of overall performance measurement for DME affected diseases classifi-
cation using SURF with SVM kernel functions and HOG with SVM kernel functions 
classifiers is shown in Fig. 13 as follow. 

2.6 Conclusion and Future Works 

This paper deals with the development of one of the methods for the early and fast 
detection of DME in diabetic patients from their retinal OCT images. To under-
take this task detection of DME abnormal diseases from OCT images using HOG 
descriptor method and successfully detects the diseases from the OCT images. Then 
HOG and SURF features were extracted which were then classified using SVM-
polykernel and SVM-RBF two classifiers. The performance measure for classifica-
tion was done using SVM classifiers with HOG and SURF feature extraction tech-
niques. The results show best performance of HOG with SVM-polykernel kernel 
classifier. This particular method showed a sensitivity of 100%, specificity of 93%, 
and accuracy of 98%, Precision of 97% and F-Score of 98% which was better than 
that of SVM classifiers with SURF feature. The experimental results show an excel-
lent outcome with better accuracy for detection of DME in diabetic patients. It also 
showed a fast processing elapsed time of only 10.028380 s with the HOG detection 
technique, which is faster than that of other feature extraction SURF method. Many 
more work need to be done in future using other advance features and also different
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classifiers such as deep learning to get faster better accuracy and get more details of 
disease changes in all retina layers. 
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Pain Assessment Using Randomness 
and Busyness of EMG Signal 

Kausik Sen and Saurabh Pal 

1 Introduction 

Pain is one of the most complex [1, 2] phenomenon which is not fully perceived 
by doctors and researchers. Chronic pain is a major problem for elderly people [3]. 
Existing pain assessment methods are mostly subjects’ verbal response dependent. 
In Verbal Pain Intensity Scale (VPIS), apart from no pain, pain sensation is classified 
in three stages such as mild pain, moderate pain and severe pain. In Numeric Pain 
Rating Scale [4] (NPRS), patients are requested to scale their pain between the scale 
of 0–10, where 0 indicates no pain and 10 denotes maximum pain. Visual Analog 
Scale (VAS) [1], is a straight line with two extreme points’ no pain’ and ‘worst 
possible pain’. Subjects are asked to compare their pain with these scales. Subjects 
unable to communicate will not be able to participate in these techniques. Infants, 
a senseless person or a person with cognitive disorder will not able to express their 
pain and compare it with the scales. 

Hence, an alternative method is required to asses pain for the patients who are not 
able to communicate. As, pain is an emotional experience it changes facial expression 
[5]. Alteration of facial expression is considered as a key tool to detect pain [6–8]. 
Different stages of pain were classified on the basis of facial responses like Prkachin 
and Solomon Pain Intensity (PSPI), Subjective Rating and Optical Flow. Rare facial 
expression was observed during lower stimulus. In [9] Residual Generative Adver-
sarial Network (R-GAN) approach was considered to classify between actual pain 
and posed pain. Most of the facial expression-based methods are individual images or 
video-frames-based analysis. That might eliminate the spatio-temporal information 
for pain recognition. Spatio-temporal information in pain assessment was introduced
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in [10]. Cross database pain analysis was investigated in [11] between The BioVid 
heat pain database and X-ITE database, where ‘no pain’ stage was classified with 
all the other pain stages together. In [5], mutual effect of pain and various emotion 
were investigated. However, facial expression-based pain analysis requires complex 
algorithm and costly setup also the results are not highly satisfactory. 

Specificity theory [12] suggested the relation of pain with Autonomic Nervous 
System (ANS), it also specified the pathway of pain. This suggest that pain is associ-
ated with ANS. So, biosignals associated with ANS alters due to pain elicitation. In 
[13], 135 features were extracted from Electromyogram (EMG), Skin conductance 
level (SCL), Electroencephalogram (EEG) and Electrocardiogram (ECG). Gamma 
band of EEG was found to be affective to classify different stages of pain, in [14]. 
However, the results are not quite satisfactory considering complexity of the methods. 
Correlation of pain with EMG is established by researchers [15, 16]. 

In this study, an alternate subject-response independent method is proposed 
for pain assessment based on autonomic parameter. Here, Entropy (EN) and Zero 
Crossing (ZC) are extracted from EMG of Zygomaticus muscle during various stages 
of pain. Further various pain stages are classified using Support Vector Machine k-
NN classifiers with ‘No Pain’ stage. Methodology of the proposed work is described 
in Sect. 3. Results of pain stage classification are elaborated in Sect. 4. Further perfor-
mance of classifiers is investigated by alternating classifier parameters which shows 
the robustness of SVM. The study is concluded in Sect. 5. 

2 BioVid Heat Pain Database 

This study was performed on BioVid heat pain database [17, 18]. The database 
contains the data of 90 subjects who were introduced with a four pain stages such as 
P1, P2, P3, P4. First, threshold temperature (P1) was induced followed by tolerance 
temperature (P4) of the subject which never exceeded 50.5 °C to avoid any kind 
of injury. Further, two evenly distributed intermediate temperatures stimuli (P2, P3) 
were also used. 

P2 = 
( 
P4 − P1 

3 

) 
+ P1 (1) 

P3 = 
((

P4 − P1 
3 

) 
× 2 

) 
+ P1 (2) 

Biosignals (EMG, ECG, EEG and GSR) and facial video expression were recorded 
for four seconds during each pain stages including baseline temperature or ‘No Pain’ 
(NP), considered as 32 °C.
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3 Methodology 

Facial expression depends on the muscle movements, which can be recoded using 
EMG signal. Here, EMG of zygomaticus muscle is taken from random twenty-two 
subjects of BioVid heat pain database. Figure 1 shows the change in typical EMG 
signal from NP stage to P4 stage. From the Fig. 1 it can be observed that the busyness 
and randomness are increased during P4 condition compared to NP condition. 

To replicate these to attributes statistically Zero Crossing (ZC) and Entropy (EN) 
are extracted from the signal. Further pain stages are classified using these extracted 
features. Diagram of overall methodology is given in Fig. 2.

3.1 Normalization 

Inter and intra subject variability reduce the reliability of the actual signal amplitude 
for different intrinsic and extrinsic factors like subject’s measurement condition, 
body composition and variability of measuring instrument, etc. These effects are 
reduced by amplitude normalization in the range of (0, 1) on EMG signal using the 
formula given below. 

y' = y − ymin 

ymax − ymin 
(3) 

where y is the data under test and y
' 
is normalized data. 

3.2 Feature Extraction 

Zero Crossing (ZC). Busyness of a signal can be estimated by zero crossing. It is 
defined as the number of times a signal crosses zero or a reference line. These feature

Fig. 1 EMG signal during ‘No Pain’ and P4 pain stages 
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Fig. 2 Overall methodology

can approximate the frequency of a signal [19]. Further ZC was also normalized using 
Eq. 3. 

Entropy (EN) [20, 21]. EMG signals are complex in nature. It also shows a hint of 
randomness. This randomness increases with introduction of different stimuli such 
as pain. Hence, Entropy can be used to measure the randomness of the signal in 
different stages of pain. 

Let, X be an EMG signal taken from zygomaticus muscle during any pain stage. 
Signal X consists of x1, x2, x3, …,  xn-1, xn discrete samples. Entropy, H (X ) of signal 
X can be defined as, 

H (X ) = −  
n∑ 

i=1 

P(xi ) log P(xi ) (4) 

where P(xi) is the probability distribution of xi sample of signal X. 
From Fig. 1 it can be observed that the irregularity of EMG signal is increased 

with introduction of pain. Boxplots of the two features are given in Fig. 3.
Mean of ZC and EN during different stages of pain are given in Table 1.
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Fig. 3 Boxplot of a Zero 
crossing b Entropy of ENG 
of Zygomaticus muscle 
during different stages of 
pain

Table 1 Mean ZC and entropy during different stages of pain 

Features NP P1 P2 P3 P4 

ZC 0.20 0.20 0.60 0.31 0.82 

EN 0.14 0.14 0.34 0.25 0.79 

From Table 1 it can be observed that there is hardly any change during P1 pain 
stage compared to NP. However, noticeable changes can be found in the higher 
stage of pain compared to baseline. Alteration in the features is noticeable for higher 
stimuli. Higher pain stages (P2, P3 and P4) are compared with no pain condition. 

3.3 Classification 

Binary classification between pain stages is done using Support Vector Machine 
(SVM) and k-Nearest Neighbor algorithm. 

SVM. SVM is one of the most used classifiers in biomedical engineering field. It 
was initially developed for classification and have been extended for regression and 
preference (or rank) learning. Here, maximum separation between two classes is 
obtained by choosing the hyperplane which offers maximum width. Support vectors 
are the nearest data points between two classes. The hyperplane acts as a decision
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function which can be linear as well as non-linear. The linear hyper plane can be 
defined as, 

w.x + b = 0 (5)  

k-NN. One of the most popular instance-based method is the k-nearest neighbor 
algorithm. In this algorithm all instances are assumed to be correspond to points 
in the n-dimensional space Rn . The nearest neighbors of an instance are defined in 
terms of the standard Euclidean distance. More precisely, let an arbitrary instance 
x be described by the feature vector (b1(x), b2(x), …, bn(x)) where br(x) denotes 
the value of the rth attribute of instance x. Then the distanced (xi, xj), between two 
instances xi and xj is defined as given below. 

d
(
xi , x j 

) = 

[||| n∑ 
r=1 

(br (xi ) − br (xr ))2 (6) 

4 Result and Discussion 

As mentioned in Sect. 3.2 mean of ZC and EN are during NP and P1 pain stages 
are found to be too close to discriminate. To substantiate this inference t-test was 
performed for same data. From the result it can be concluded that hardly any alteration 
is found during NP and P1 stage. Hence, comparison between NP and P1 is excluded 
in this study. Result of paired t-test on the extracted features between ‘No Pain’ 
and ‘Tolerance temperature’ is given in Table 2, which suggests that the two pain 
conditions can be discriminated. 

Results of classification for NP with different stages of pain using ZC and EN 
extracted from EMG of zygomaticus muscle is given in Table 3. 

Table 2 Result of t-test Feature NP versus P4 

ZC 0.02 

EN 0.04 

Table 3 Classification 
results 

SVM K-NN 

Np versus P4 71.4 73.8 

Np versus P3 55.8 46.5 

NP versus P2 54.8 45.2
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(b)(a) 
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Fig. 4 Classification accuracy for a different kernel scale in SVM, b different k value in k-NN 

This study was further extended to exploit the change in accuracy by altering the 
parameters of SVM and k-NN. In Table 3, kernel scale and k value were chosen as 
1.4 and 10, respectively. As, the pain stages considered in this study are not widely 
apart, kernel scale in SVM was increased by ½ in two stages. However, classification 
accuracy remained unchanged which indicates the robustnessof the proposed method. 
In k-NN, initially k value was chosen as 10. Then, ½ of the initial k value was taken, 
finally median of these two values which is preferably an odd number was chosen. 
From the results it can be seen that decreased in k value offers increase in classification 
accuracy. Graph chart of the classification accuracy for different parameters of SVM 
and k-NN is given in Fig. 4. 

The proposed work is compared with some the recent relevant work in Table 4, 
where efficacy of this method can be observed over the existing techniques.

5 Conclusion 

In this study, biosignal-based pain assessment technique proposed. It is seen that 
randomness and busyness of EMG signal is increased with introduction of pain stim-
ulus. Zero Crossing and Entropy of EMG signal of zygomaticus muscle are obtained 
to classify different stages of pain from ‘No Pain’ condition. Study was further 
extended by changing the kernel scale and k value of SVM and k-NN algorithm, 
respectively. From the results robustness of SVM classifier and the enhancement of 
classification accuracy by reducing the k value which reduced overfitting problem, 
can be observed. Finally, to substantiate the performance of the proposed work it is 
compared with some recently reported study. Where the superiority of the proposed 
work is noticeable. From this study it can be also be seen that the proposed method 
offers superior accuracy compared to a complex and costly video signal-based pain 
analysis. However, other autonomic parameters and features can be incorporated 
to achieve enhanced pain recognition. Also, performance of the classifiers can be 
enhanced by using optimizing the classifier parameters.
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Literature Review on Brain Tumor 
Detection 

Rafik Ahmad and Kalyan Acharjya 

1 Introduction 

Automated defect detection in diagnostic imaging has become a hot subject in a 
number of medical clinical diagnostics. Automated tumor diagnosis in MRI is crit-
ical because it offers facts related to aberrant tissues, those are vital in treatment 
planning. Human inspection is regular approach for detecting defects in resonance 
brain imaging. Due to a lack of information, this technique is impracticable. Most 
analysis in developed countries has exposed that the death rate of individuals suffering 
from tumor has exaggerated over the past three decades. Today one in every of the 
foremost cause of rise of fatality among kids and adults is tumor. 

In our reviewed literature survey we found that Brain tumor is a disease developing 
in the intracranial architecture owing to inappropriate and disorganized multiplica-
tion of cells. It is an extremely aggressive and life-threatening illness that must be 
recognized and treated as soon as possible in order to prevent morality. There are 
varying sizes, regions, and placements of brain tumors. They even have sensitivities 
that overlap with normal tissues. Neoplasm, which can be malignant or benign, can 
be seen in many portions of the brain and may or may not be primary tumors. As 
a result, detecting cancers before they become uncontrolled is critical. MRI is the 
method used to locate the tumor.
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1.1 Classification of Brain Tumors by Machine Learning 
Algorithms (2019) 

Çınarer and Emiroğlu [1] suggested an approach that helps in detecting brain tumor 
integrating Machine learning (ML) and Magnetic resonance technique. The core 
objective of his main goal is to learn mechanical and classification algorithms to 
learn automatically from training and make the right decision. In the paper, the 
performances of tumor classification techniques for n/a, multifocal, multicentric, 
and gliomatosis classification of brain MRI symptoms such as n/a, multifocal, multi-
centric, and gliomatosis was investigated in this work. The statistical properties of 
the incoming pictures were examined during the classification process, and the data 
was meticulously split into several groups. These statistics were put to the test, and a 
90% accurateness rates was discovered to found better compared to other algorithms. 

The accuracy attained is good due to the various appearances and intricacy of 
malignancies. Taking into consideration of a big dataset and removing density based 
features in adding up to texture based property will almost certainly enhance this 
accuracy. 

1.2 Brain Tumor Detection by Image Processing Using 
MATLAB (2016) 

Sudharson et al. [2] had tried a new method to detect brain tumor by using MATLAB 
software. Traditional imaging techniques such as pneumoencephalography and cere-
bral radiology were intrusive, therefore computed tomography and magnetic reso-
nance imaging (MRI) were used to enable neurosurgeon see clearly enough to spot 
brain tumors. 

In this, through MATLAB three major steps are involved such as preliminary 
processing, segmentation, and morphological operation. When the original image 
of brain tumor is seen after the is pre-processed by switching from black and white 
to grayscale using an amplifier and a medium filter for distortion reduction and 
quality enhancement. This is followed by an improvement phase, which produces a 
histogramic comparable image. 

The watershed algorithm is used to segment data during the processing stage. 
The major goal of this article is to minimize manpower requirements for obtaining 
precise and efficient results in the treatment of brain tissue.
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1.3 Design and Implementing Brain Tumor Detection Using 
Machine Learning Approach (2019) 

Hemanth et al.—Nowadays [3], brain tumor detection and identification has become 
a great deal for the doctors. The image segmentation process is adopted for finding the 
crucial tumor region within the brain. In this research paper, brain tumor detection is 
done by applying machine learning technique. MRI report contains lots of important 
data about the disease but proper data mining and utilization will bring great output. 

The research proposes a technique called automatic segmentation method based 
on Convolutional Neural Network (CNN) determining 3 * 3 Kernels. For segmenta-
tion and classification process various steps are used such as data gathering, prepro-
cessing, baseline filtering, segmentation, extraction of features, and CNN. The output 
is satisfactory in determining the presence of brain tumor in early stage as well as in 
normal condition. 

1.4 Classification of Brain Tumor Types by Deep Learning 
with Convolutional Neural Network on Magnetic 
Resonance Images Using a Developed Web-Based 
Interface (2019) 

Ucuzal et al.—In this paper [4], the development of automated web-based software 
using deep learning is being discussed with abundant data, apex accuracy and defined 
method of classification of brain tumor. They have mentioned a particular Python 
library named as Keras library for the detection of unwanted cell collection formed 
in brain. All these detection and classification is done with the help of MRI reports. 

The result shown points toward the high quality classification of types of brain 
tumor nearly with 98% accuracy on the training dataset. This classification of brain 
tumor will help the surgeons to understand and remove tumor easily. 

1.5 Current Trends on Deep Learning Models for Brain 
Tumor Segmentation and Detection—A Review (2019) 

Somasundaram and Gobinath [5]—In this paper [6], the development of an automated 
web-based software using deep learning is being discussed with abundant data, apex 
accuracy and defined method of classification of brain tumor. They have mentioned 
a particular Python library named as Keras library for the detection of unwanted cell 
collection formed in brain. All these detection and classification is done with the 
help of MRI reports.
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The result shown points toward the high quality classification of types of brain 
tumor nearly with 98% accuracy on the training dataset. This classification of brain 
tumor will help the surgeons to understand and remove tumor easily. 

1.6 A Deep Convolutional Neural Network Learning 
Transfer to SVM-Based Segmentation Method for Brain 
Tumor (2019) 

Cui et al.—Segmentation of brain tumor [7] is useful for aiding with diagnosis, 
care plans, and surgical route planning. They propose a learning handover from 
convolutional neural networks to help the process of separating the vector machine 
of the brain tumor detection in this study. The algorithm is made up of two phases that 
are linked together. They taught CNN to learn how to map from image space to label 
space in the first step. They have passed the anticipated brand output from convolution 
of neural network, together with the trial picture, in the SVM separator for the 
correct partition especially during the show phase. The deep CNN-SVM separator is 
reversed. Experiments and tests show that the proposed design transcends SVM or 
CNN-based segments separately. They introduced a simple but effective MRI brain 
fragmentation procedure that involves transferring learning data based on a flexible 
network to an SVM separator. Compared to existing methods, the suggested process 
works better. It also beat the use of CNN or SVM alone for abdominal split. 

1.7 Surgical Process Identification System Using Machine 
Learning in Awake Surgery for Brain Tumor (2019) 

Tomohiro Nagai, Ikuma Sato, Yuichi Fujino, Manabu Tamura, Yoshihiro Mura-
gakiand Ken Masamune: Qualified practitioners evaluate maximal brain tumor exci-
sion and minimal postoperative glial problems during malignancy surgery [8]. The 
neurosurgeon resects the brain tumor depending on their expertise and experience, 
and the surgical method, work contents, and operation length differ on case. Younger 
doctors and surgical personnel have a tough time understanding the surgery. Visual 
representation of the surgical procedure is an excellent technique for assisting surgical 
team knowledge. A postoperative diagnosis system based on intra-operative data and 
machine learning is presented in this study. Using the navigational system’s log, MR 
pictures, and microscopic footage, they derive operating characteristics. The surgical 
procedures are then analyzed with the help of a Hierarchical Hidden Markov Model. 
Previous log data (navigation system, MR images, and microscope images) was used 
to assess the technique [9]. In 12 of the recognized surgical procedures, the accuracy 
was 84%. These result showed that the error of diagnosing the surgical procedure 
is only a few minutes long and has a high revel accuracy. Furthermore, this result



Literature Review on Brain Tumor Detection 387

provides a chance to aid new surgeons and surgical personnel in their comprehension 
of surgical procedures. 

In awake surgery for brain tumors, we built a surgical operating model and surgical 
procedure diagnostic procedure. The specification of the diagnostic procedure using 
previous clinical data was 84%, according to their technique. This finding shown that 
utilizing current medical technology in the operating room, it is feasible to detect the 
skilled surgeon’s surgical procedures [10]. As a result of implementing this method 
in the operating room, a young surgeon and a surgical team will no longer be required 
to continually watch the procedure. The navigation system’s record was lost in the 
experiment, yet utilizing microscope footage, the precision did not deteriorate. 

2 Conclusion 

Automated tumors detection approaches are being developed in order to reduce radi-
ologist time while also achieving a high level of accuracy. Because of the intricacy 
and variety of malignancies, MRI brain tumors identification is very difficult under-
taking. During this research, we point out on utilizing machine learning techniques to 
conquer the limitations regarding conventional classifiers in the detection of tumors 
in brain MRI. Machine learning and image classifiers are frequently used in MRI to 
detect cancer cells in the brain. In addition to this project, an android app is collab-
orated with nearby radiologist lab that provide the medical imaginary in accurate 
manner also the final result would be finally verified by doctors about the status and 
level of severity of that tumor and treatment urgency. 
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Design and Comparative Analysis 
of Dynamic Comparators for SAR ADC 

Noman Ahmed Ansari, Priyansh Jaiswal, Mohit Tyagi, and Poornima Mittal 

1 Introduction 

Signal processing is universally used in almost every field ranging from communica-
tion to medical systems. It deals with both analog and digital signals, thereby giving 
utmost importance to data converters [1], thereby serving as a link b/w the analog 
and digital world. Comparison is one of the principal actions used in data converters. 
Comparators play crucial part in high-speed ADCs. A comparator compares 2 analog 
signals and based on that comparison produces the digital output. It is also referred 
to as a 1-bit digital converter. 

Comparators produce a logical value, indicating which one of the inputs is higher 
or lower. Nowadays, the demand for high-speed ADC is increasing day by day. 
Since it is a fundamental building block used in ADCs, high-speed, less hysteresis, 
and low-power specifications are praised. Generally, due to less delay and power 
consumption, clocked comparators are preferred in ADCs. Clocked comparators are 
basically referred to as dynamic comparators. The positive feedback mechanism 
provided by the back-to-back inverter converts the smallest voltage differences into 
full scale digital level output. Circuit design of high-speed comparators becomes 
complicated, whenever input power becomes small. Earlier, ADC architectures such 
as flash and pipeline employ pre-amps-based comparators which have the main 
drawback of offset voltage. In order to nullify this issue, dynamic ones are usually 
employed because of the comparison frequency of 1/CLOCK and need very low-
offset voltage. In addition to technological tweaks, the establishment of new circuit 
structures that prevent excessive stacking of transistors between the given rails is 
most effective for low-voltage usage, particularly if they do not raise the complexity 
of the circuit. Further, some more elements are combined to the conventional circuit
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for the improvement of speed at lower supply. In this work, designing of dynamic 
comparator is considered. 

As compared to static comparators, dynamic comparators offer very high-noise 
immunity as differential input stage offers noise cancelation and also improves the 
sensitivity of the digital dynamic comparator circuit. For ultra-low-power SAR ADC, 
power consumption of designed dynamic comparator for sampling rate of few MS/s 
power consumption of the order of few pW is desirable. 

Goll et al. [2] have worked on techniques to reduce delay of comparator in—65 nm 
complementary MOS for supply reduced to 0.65 V. Furthermore, Petrie et al. [3] have  
worked on ultra-low-supply and dynamic-bulk-biasing comparator. Then, Chan et al. 
[4] designed a 400 nW 19.5 fJ/conversion step with 8 effective no. of bits, 80-kiloS/S 
successive approximation register ADC in 0.18-µm CMOS. Hu et al. [5] designed 
an 8-bit single ended ultra-low-power successive approximation register ADC with a 
novel DAC switching-method and a counter-based digital control circuit. Thereafter, 
Kumar et al. [6] developed a low-power 10-bit SAR ADC using varying threshold 
method for the application in Biomedical field. 

This paper shows the designing and comparative analysis of dynamic comparator 
structures. Further, Sect. 2 includes the different architecture of dynamic compara-
tors. Results and simulation analysis are presented in Sect. 3. Lastly, conclusion is 
given in Sect. 4. 

2 Different Architecture of Comparators 

Clocked-regenerative comparator has observed large usage in many high-speed 
analog to digital converters due to their rapid decision-making capability owing 
to good positive feedback. With the use of dynamic CMOS latch, the comparator 
is designed. The working of dynamic comparators is divided in to two stages: reset 
phase and comparison phase. In recent times, many comprehensive analyzes have 
been done studying the performance of these comparators with respect to noise, 
delay, random decision error, and kickback noise. The presented paper does a full 
scale analyzes of delay as well as power with varying supply. 

2.1 Conventional Comparator 

Conventional comparator is a simple one used in ADC because of its enormous 
input impedance, oscillating rail to rail output and almost zero static power. The 
implemented circuit diagram of the above-mentioned design commonly used in ADC 
is depicted in Fig. 1 with its transient behavior in Fig. 2, working mechanism of which 
is explained as follows. There are primarily 2 clock phases, reset and comparison, 
which supports the functioning of the comparator. During reset phase, CLOCK is at 
0 V, and during comparison phase, CLOCK is at Vdd . INN and INP are given to the
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transistors M7 and M8, respectively. In reset phase, transistor M9 is off. Transistors 
M3 and M4 start conducting in reset phase and which pull up both the outputs outp 
and outn to Vdd to have a justifiable logic state during reset phase. Then, as the time 
passes, the precharged outputs start to discharge to ground depending on the inputs 
applied. Assume INN > INP, then outn will discharge faster than outp. Whenever, 
outn falls below Vdd – Vthn before outp, the corresponding PMOS transistor M2 starts 
conducting and initiates regeneration. 

Finally, outp will be pull back to supply and output n degrades to gnd .

Fig. 1 Schematic of conventional comparator 

Fig. 2 Transient behavior for INN > INP 
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2.2 Double-Tailed-Dynamic Comparator (DTD) 

Figure 3 depicts the implemented circuitry of the DTD comparator and Fig. 4 its 
transient response. This layout has much less stacking for the transistors and conse-
quently may be used at low voltages, that is, the benefit of this topology in order to 
offer separate cutting-edge route for regeneration route, one extra tail transistor is 
delivered to the circuit. Two intermediate transistors are indicated via way of means 
of M1 and M4, and intermediate factors are denoted via way of means of Fn and 
Fp. During reset phase, each tail transistors M10 and M9 are off. The intermediate 
factors are pulled to Vdd via way of means of each M7 and M8 transistors. Then, 
intermediate transistors turn on and which will cause both the outputs to discharge to 
ground. In the comparison phase, each tail transistors activate, and intermediate point 
voltage begins discharging relying upon the inputs applied. If INP > INN, Fn voltage 
discharges quicker than Fp voltage. So, outp will be pull up to Vdd via M2. Finally, 
output will be at logic high. At the end of evaluation level, each the intermediate 
point voltages discharges to ground that is the principle downside of this circuit. So, 
those nodes should be charged from ground to Vdd within side the subsequent reset 
phase, which can also additionally cause extended energy consumption. This double 
tail comparator is much better than conventional one in terms of delay. 

Fig. 3 Schematic of double tail dynamic comparator
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Fig. 4 Transient behavior for INN > INP 

2.3 Controlled Comparator 

Controlled comparator is meant with latch regeneration abilities with the assist of 
cross coupled control transistors M7 and M8 positioned in parallel to M13 and M14, 
as depicted in Fig. 5 with transient response in Fig. 6. It additionally employs a pass 
coupled CMOS latch fashioned with the aid of using M2, M3, M5, and M6 with outn 
and outp as output nodes. Further as compared to conventional comparator, this layout 
makes use of tail transistors; M9 and M10 to facilitate the static power reduction 
abilities. Inclusion of M15 and M16 transistors offers a widespread development 
within side the speed than that of conventional one.

On the clock at low logic, nodes Fp and Fn are charged to Vdd that in flip switches, 
the M1 and M4 to ON country and resultantly nodes; outn and outp stay in logic low 
below this situation. Additionally, change clk to logic high, ends within the transistors 
M9, M10, M2, and M3 in ON state as a result of the pre-charging of outn and outp 
nodes to Vdd . 

3 Results and Analysis 

Upon simulating the above discussed dynamic comparators and observing power 
and delay with varying supply voltage, the following data have been obtained.
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Fig. 5 Schematic of controlled comparator 

Fig. 6 Transient behavior for INN > INP
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3.1 Conventional Comparator 

Conventional dynamic comparator is a simple comparator used in ADCs because of 
its some advantages like high rail to rail output swing and input impedance. Table 
1 depicts delay and power variation of conventional comparator at different supply 
voltages (Vdd). Figures 7, 8, and 9 are a plot for variation in power dissipation with 
varying supply voltage (Vdd), whereas Fig. 8 is for variation of delay at varying Vdd . 

Table 1 Delay and power variations of conventional comparator at different supply voltage 

S. No. Supply voltage (V) Delay (ns) Power 

1 0.4 172.227 13.3 pW 

2 1.0 167.133 2.07 µW 

3 1.5 165.282 58.1 µW 

4 2.0 162.018 281.3 µW 

Fig. 7 Power profile at varying Vdd
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Fig. 8 Delay profile at varying Vdd 

Fig. 9 Power variation with supply voltage
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Table 2 Delay and power variations of double tail dynamic comparator at different supply voltage 
(Vdd ) 

S. No. Supply voltage (V) Delay (ps) Power (pW) 

1 0.4 249.3 4.71 

2 1.0 166.1 6.22 

3 1.5 138.9 8.73 

4 2.0 130.4 12.2 

3.2 Double Tail Dynamic Comparator 

Table 2 presents the same trend as above for power and delay variation of double tail 
dynamic comparator at varying supply voltage (Vdd). Figure 10 is a plot for power 
variation of double tail dynamic comparator against supply voltage (Vdd). 

Delay and power variations of double tail dynamic comparator at different supply 
voltage are shown in Table 2.

Fig. 10 Power profile at varying Vdd 



400 N. A. Ansari et al.

4 Conclusion 

MOSFET-based dynamic comparators have enormous applications in the manufac-
ture of analog to digital converters. This paper presents the design and compara-
tive analysis of different dynamic comparators; conventional, double tail dynamic, 
and controlled comparator for SAR ADC. Simulation results have validated that 
at the minimum supply voltage of 0.4 V, the delay has shown a decreasing profile 
from 172 ns in conventional comparator to the reduced value of 249 ps in double 
tail dynamic comparator. Furthermore, rigorous power analysis of power profile 
for designed comparators has observed that power consumption of conventional 
comparator is 13.3 pW at 0.4 V, while this has been reduced to the value of 4.7 pW 
in double tail dynamic comparator at same operating voltage. Also, the comparative 
power analysis of comparators is carried out with increase in supply voltage up to 
maximum of 2 V. The simulation results and plots for the aforementioned traits have 
been shown. 
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FinFET: A Revolution in Nanometer 
Regime 

Umayia Mushtaq, Md. Waseem Akram, and Dinesh Prasad 

1 Introduction 

In the modern electronic industry, the demand for small feature size, high perfor-
mance and low power consumption is of primary concern while designing efficient 
field-effect transistors (FETs) for very large-scale integration (VLSI) applications. 
Due to the continuous down scaling of metal oxide semiconductor field-effect tran-
sistor (MOSFET) devices, the performance of digital logic circuits gets improved 
but at the same time, it paves a way for increased dissipation of heat and power dissi-
pation in lower technology logic circuits. The studies in the past few decades come 
up with ideas to overcome the challenges posed by continuous down scaling. These 
include increasing the channel height, changing doping polarities of source and drain, 
increasing number of channels, changing channel material and shape of the chan-
nels. Many devices like gallium nitride-based single gate tunnel field-effect transistor 
(GaN TFET), FinFET and graphene nanoribbon field-effect transistor (GNRFET) 
come with different features [1, 2]. In this paper, our aim is to explore FinFET 
device and compare with the previous existing technologies. FinFET device has some 
unique features like greater space for the flow of electrons on applying gate voltage, 
increased channel height and different design style in comparison with the already 
existing complementary metal oxide semiconductor (CMOS) devices [1]. In order 
to increase gate control over the channel charge, which overcomes the deterioration 
caused due to short channel effects to a large extent, multi-gate MOSFETs are used. 
Among multi-gate devices, dual gate devices and tri-gate devices are more preferred 
due to the reason that it results in lesser value of parasitic capacitances and potent 
nature against dopant behavior [2–5]. The rest of the paper is organized as follows. In 
Sect. 2, history and evolution of FinFET devices are explained. Section 3 defines the
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structure, operation and classification of FinFET devices in detail. Section 4 defines 
the different manufacturing parameters of FinFET device. In Sect. 5, FinFET device 
structures of different materials are explained and comparative analysis between them 
is also taken into consideration. Section 6 represents the reliability of FinFET device 
and explains the various process parameters which are important while performing 
reliability analysis for FinFET logic devices. In Sect. 7, different applications of 
FinFET logic devices are mentioned with special focus on FinFET SRAM cells. 
Section 8 shows the various performance parameters and important tradeoffs which 
should be taken into consideration while designing FinFET SRAM cells, and finally, 
the conclusion is presented in Sect. 9. 

2 History and Evolution of FinFET Devices 

The first FinFET device type called as DELTA transistor or fully depleted lean channel 
transistor was invented in 1989 [6]. This type of device has a vertical channel, which 
depends on height of island. Hence, results in new gate structure with silicon on 
insulator (SOI) effects induced. Although the channel is vertical in this case but the 
current direction is same as in conventional device. This DELTA transistor forms a 
fully isolated body of transistor by making use of selective oxidation and bulk silicon 
wafer. This SOI provides the full isolation of body from the remaining wafer as shown 
in Fig. 1 [7]. Another derivative of FinFET structure called triangular wire has been 
proposed as shown in Fig. 2. This device has multi-wire or multi-fin structure. It has 
lower source drain parasitic resistance and good short channel effects (SCE) control 
in comparison with the parallel double gate structure [8]. 

Another device called vertical gate replacement transistor (VRG) [9] has improved 
performance compared to its predecessors. In this device, sacrificial layer is removed 
to form gate dielectric and electrode. The removal of sacrificial layer results in 
exposing of channel area which results in formation of electrode and gate dielectric

Fig. 1 FinFET on SOI 
wafer [7]
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Fig. 2 Triangular wire fin 
transistor [8]

of choice. Besides, it does not make use of costly SOI wafer which is used in FinFET 
device. But the challenging part of this device is the integration of various gate 
lengths. In addition to the above-mentioned devices, there exists one more device 
called planner double gate device or tunnel epitaxy device which has planner double 
gate formed by tunnel epitaxy. It has the better control on channel thickness and 
sacrificial gates and is formed with low budget materials [7]. This whole discussion 
clearly depicts multi-gate devices brought a diversity of design styles of various 
levels of complexity. New solutions are put-forth by different researchers all over 
the globe from time to time. Though, every structure has some good characteristics 
as well as incompetence at some level, which is then vanquished by the new design 
styles in the past few decades. Researchers from the past few decades are looking 
for devices with better electrostatic control for the flow of carriers. For this devices 
like planner double gate, SOI-FinFET, tri-gate, Pi-gate, omega gate and gate all 
around (GAA) FET come into existence. Among them, FinFET can be one of the 
best choices for designing of digital logic circuits up to 7 nm technology node. 
Electrostatic control of gate increases from planner double gate devices to GAA 
FET but at the same time, fabrication cost also increases [10]. While comparing 
the characteristics of double gate and tri-gate FinFET, it is evident that on reducing 
tox (oxide thickness) in bulk devices, threshold voltage increases, while in SOI-
FinFET, the threshold voltage is reduced by reducing tox. Tri-gate FinFET is more 
reliable and efficient in subthreshold swing and threshold voltage in comparison 
with the SOI-FinFET. Also DIBL is lower in tri-gate FinFET devices as compared 
to the SOI-FinFET. Other devices include Pi-gate and omega gate devices. These 
devices have reduced SCE’s and high drive current. These are also tri-gate devices 
with extended gate electrode. Due to the extended gate control, DIBL is reduced 
compared to conventional devices at lower technology nodes [11]. The prominent 
semiconductor companies have successfully developed integrated circuits at lower 
technology nodes like 7 nm, 5 nm, etc. FinFET has proved the best performing 
devices up to 7 nm. But, with technology nodes lesser than 7 nm, there exists some 
challenges like self-heating and severe short channel effects. These problems are 
reduced by introducing GAA FETs in modern semiconductor industry [12].
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3 Structure, Operation and Classification of FinFET Device 

Continuous downscaling of MOSFET transistors makes power dissipation a crucial 
issue at lower technology nodes. Many innovations with the aim to implement devices 
with ultra-low leakage power have been proposed in the past few decades. The promi-
nent ones include fully depleted silicon on insulator transistor (FDSOI) [13], ultra-
thin body transistors [14] and fin-type field-effect transistor (FinFET) devices [15]. 
Among them, FinFET can prove as the promising candidate to replace conventional 
metal oxide semiconductor (MOS) devices. Figures 3 and 4 show the three terminal 
(3T) and four terminal (4T) three-dimensional (3D) structure of FinFET. 

In the 3T FinFET device, the thin silicon body is wrapped by gate electrode. This 
device bears resemblance to the conventional MOSFET device but has better perfor-
mance parameters like low power dissipation and higher drive strength compared 
to planner MOSFET device. This FinFET device is called quasi-planner due to the 
reason that current flow is parallel to the wafer plane but formation of channel occurs 
perpendicular to the wafer plane. However, in 4T FinFET devices, the gate electrode 
is etched at the top of channel giving rise to independently controlled front and back 
gates. These gates can be controlled separately and results in better control of flow of 
carriers across the channel [16, 17]. In order to obtain higher ON currents, multiple 
number of fins are used which gives rise to wider FinFET devices. FinFETs can be 
categorized into 3 modes—short gate (SG) mode, independent gate mode (IG) mode 
and low power mode as shown in Fig. 5. In SG mode, both front gate and back gate 
are tied together, while as in IG mode, the gates are not connected. SG mode has 
few advantages like it offers high ON and OFF currents and has better electrostatic

Fig. 3 3T or SG FinFET 
[16] 

Fig. 4 4T or IG FinFET [16] 
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Fig. 5 Schematic diagram of n-type FinFET a short gate mode, b independent gate mode and c 
low power mode 

control over the channel. Besides, short gate mode of FinFET offers the best drive 
strength as compared to other two modes. In contrast to this, IG mode FinFETs 
provide better flexibility from application point of view due to the separate control 
of front and back gates. But, IG mode FinFET is more expensive and occupies more 
area in comparison to SG mode FinFET device. In addition to this, it has reduced ON 
current as compared to short gate mode. Another mode called low power mode has 
reverse bias voltage connected to back gate of the FinFET device. This reduces the 
subthreshold leakage in this type of device. It also decreases ON current as compared 
to short gate mode [10, 18]. 

4 Manufacturing Parameters in FinFET Device 

Many challenges occur while making a transition from conventional planner devices 
to FinFET technology, i.e., many parameters are taken into consideration while 
designing FinFET devices. These parameters include shape of fin, fin orientation, 
variable fin dimensions, doping concentration, reliability of FinFET devices, para-
sitic capacitances and FinFET integration. It is obvious that FinFET device structure 
with smaller width-height ratio called aspect ratio shows more robustness compared 
to the one with higher aspect ratio. This is due to the reason that as fin inclination 
increases, short channel effects also increase. Hence, increase in slope of fin can 
result in serious problems on scaling of gate length [19]. Fin orientation in ≺100⋟ 
direction is responsible for current flow in ≺110⋟ sidewall surface. The ≺100⋟ has 
fast electron flow as compared to ≺110⋟ direction. The opposite case occurs for 
FinFET devices. The electron mobility is more desirable in ≺110⋟ direction due to 
quantum confinement effect [20]. Besides, fin height should also be taken care of 
due to the reason that width of FinFET devices depends on height of Fin, i.e., 

Wminimum = 2Hfin + Tfin (1)
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where Hfin is the height of fin and Tfin is the thickness of silicon body of FinFET 
device. It is clear from Eq. 1, Hfin directly affects width of FinFET as compared to 
Tfin. Hence, in order to increase the fin width, multiple fin structures are formed as 
Hfin is fixed for any particular FinFET device. Total width for FinFET device is given 
in Eq. 2 [21]. 

Wtotal = n(Wminimum) 

= n(2Hfin + Tfin) (2) 

where n is the number of fins. As the numbers of fins is increased, it increases the 
current through FinFET device but at the same time, hot carrier effect degrades the 
performance of the device [22]. Therefore, fin height is one of the crucial parameters 
of FinFET device and has to be taken care of while designing FinFET device. Scaling 
capabilities in double gate and tri-gate FinFET device are limited by ratio (Leff/Tfin), 
where Leff is the effective width of channel. Tri-gate FinFET is more scalable than 
double gate FinFET because this ratio is less in tri-gate FinFET device in comparison 
with double gate device. In order to get better ON current per unit width, this ratio 
of Hfin and Tfin should be maximum at a given Tfin and Leff. For a given gate length, 
careful optimization of Tfin and Hfin is required to get the better performance because 
increase in Hfin degrades SCEs and fin stability [23]. Another parameter called doping 
concentration of FinFET device is also of prime concern. Usually, undoped channel 
is used to design FinFET device moreover to have better control on leakage current, 
light doping is preferred. The source and drain regions are highly doped, hence 
increases series resistance which can damage fin geometry of FinFET device. This 
can be minimized by in situ epitaxial growth at the source and drain area [20]. In 
addition to this, parasitic capacitances are also increased while making a transition 
from planner device structures to FinFET devices. This increase in capacitances is 
due to increased overlap of the front and back gates of FinFET device. This can be 
reduced by varying fin height and fin pitch, i.e., decrease in fin pitch and increase 
in fin height can minimize the problem of parasitic capacitance in FinFET device 
[24, 25]. Reliability is better in FinFET devices compared to planner ones due to the 
reduced transverse field. The threshold voltage becomes unstable for conventional 
as well as FinFET devices at lower technology nodes. However, this occurs for 
NMOS devices only, while reliability of PMOS devices remains same for FinFET 
devices [26]. Another important parameter is integration of FinFET device. Due to 
the fabrication compatibility of FinFET device with the conventional CMOS device, 
it is preferred to design digital logic circuits as compared to other modern devices 
available [27]. Therefore, every parameter mentioned above is crucial for designing 
of FinFET devices and needs to be addressed properly.
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5 FinFET Structures of Different Materials 

FinFET devices have many advantages which overcome the issues of scalability that 
exists in MOSFET devices. Single lithographic process flow is used to design FinFET 
device [28] and hence provides ease in fabrication. Different structures are designed 
with different materials. These include FinFET-based dual-kk structure, InGaAs-on-
Insulator FinFET, double gate-based n-type FinFET using hafnium oxide, MOSFET 
(Multi-gate), bulk FinFET, SOI-FinFET, selective epitaxial Si growth in FinFET and 
atomic layer deposition (ALD) in FinFET. In asymmetrical drain extension dual-kk 
structure, some parameters like trans-conductance, output conductance and cut off 
frequency are improved by 9.09%, 13.04% and 12.91%, respectively, in comparison 
with dual-k structure [29, 30]. This device shows better tradeoff between on and 
off currents due to the proper designing of source and drain spaces. Besides this, 
OFF current is also reduced due to doped extensions of source and drain [24]. Other 
device structure called double gate-based n-FinFET using hafnium oxide has higher 
ION/IOFF ratio and lower leakage current. In this devices, combination of gold and 
hafnium oxide is used as dielectric which has high dielectric constant than aluminum. 
This device is simulated at 20 nm technology node [31]. In SOI-FinFET, buried 
oxide separates the fin from substrate, hence provides electrical isolation between 
adjacent devices. Besides, eliminates the sub-fin leakage current. SOI-FinFET has 
better subthreshold swing and threshold voltage roll-off as compared to bulk FinFET. 
In SOI structure, lithography process is used in order to optimize dry etch and trim-
ming conditions of hard mask. Improvement in efficiency occurs as well due to the 
reduction in resistance in selective epitaxial Si growth. Moreover, other devices like 
multi-gate MOSFET, scaled CMOS and FinFET have reduced short channel effects, 
leakage current and chip area. Besides provides high performance as well compared 
to conventional devices. Other device structure which includes selective epitaxial Si 
growth in FinFET and atomic layer deposition (ALD) in FinFET provides improve-
ment in outer surface of fin and threshold voltage, respectively [18]. This whole 
discussion makes us to conclude that these FinFET devices have better electrostatic 
characteristics and provide wide range of applications. They provide good control 
on subthreshold leakage current and a device with material InGaAs and GaAs have 
better crystal quality in comparison with the traditional materials and hence pave the 
way for research in future. 

6 Reliability Analysis of FinFET Devices 

New device structures, materials and architectures are suggested in integrated circuit 
designs in the past few decades in order to continue with the scaling challenges in 
sub-100 nm regime (< 22 nm). Multi-gate devices, e.g., FinFET come into exis-
tence [32, 33]. Due to some prominent features like reduced short channel effects, 
leakage current reduction, compatible fabrication with the conventional devices,
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high driving capability and good yield [34], it catches the eye of many researchers. 
But at the same time, many issues of reliability and robustness arise. Reliability 
issues include process, voltage and temperature (PVT) variations. Variations can be 
environmental variations (due to temperature and supply voltage) or process varia-
tions (systematic and non-systematic). Systematic variations being the variations in 
circuit characteristics of transistor with same dimensional parameters like length and 
width of transistors can be managed in manufacturing process during layout anal-
ysis. Non-systematic variations (inter-die and intra-die) are the unpredictable ones 
occur due to technical constraints and lack of manufacturing control [35]. Voltage 
and temperature variations being the systematic ones are improved from time to time, 
while the non-systematic ones are hard to identify and control. The process varia-
tions being the most crucial in nanometer regime affect the FinFET device as well. 
The threshold voltage gets affected due to the manufacturing difficulties of small 
geometric patterns [36] because process variations arise during fabrication process. 
In addition to this, reliability factors caused by higher electric fields and transistor 
aging also contribute to process variations. Besides physical factors like geometric 
and electrical variation in device structures also become the part of process varia-
tion. Another important variability parameter of PVT variations is supply voltage 
variation. This occurs due to noisy power sources and voltage drop in circuits. The 
direct impact of supply voltage on system performance, dynamic power, logic gate 
timing and leakage power makes it crucial parameter for FinFET logic circuits [37]. 
Supply voltage variations also impact propagation delay because gate delay involves 
the role of saturation current which depends on supply voltage. Therefore, variation 
in supply voltage can cause circuit degradation and can be responsible for errors in 
functionality of logic circuits. Besides, results in increase in fabrication cost due to 
yield loss [38]. In order to improve the control of gate on FinFET device, high-K 
metal gate stack is used [39]. Metal gate granularity (MGG) being the source of 
statistical variability affects the FinFET device as well. The diverse work function 
of metal gates results in higher work function fluctuations [40]. Besides, electrical 
properties of FinFET devices and variation in power matrices also lead to degrada-
tion in performance of logic circuit design [41]. Therefore, supply voltage variation 
should also be taken into consideration while designing FinFET logic circuits. 

Nanoelectronic devices are more prone to variability effect due to the sub-
wavelength lithography and unpredictable dopant fluctuation. Temperature variations 
mainly occur due to switching activity of the device. Temperature in IC’s increases 
due to the latent heat transfer occurred because of increase in power dissipation. This 
increase in power dissipation occurs due to increase in leakage current. Therefore, 
there is a need to analyze the variations during early design step. These variations 
also cause the change in threshold voltage which can result in performance degra-
dation in FinFET logic circuits [42]. In FinFET logic devices, fin engineering is the 
most crucial part of fabrication. It reduces leakage current and results in ON current 
improvement in logic circuits [43]. In the literature [44–46], effect of geometrical 
parameter variation on ION and IOFF of FinFET transistors at sub-22 nm was studied. 
Besides, PVT variations impact on power and other performance parameters of stan-
dard cells are analyzed. Transistor sizing can be performed to reduce the effect of
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PVT variations on FinFET devices. Moreover, only few methods are available in 
literature to reduce PVT variations in FinFET logic circuits, and lot of work needs 
to be done in the reliability analysis of FinFET logic circuits. 

7 Applications of FinFET with Focus on FinFET SRAM 
Cells 

FinFET devices find variety of applications in VLSI domain. Different logic gates are 
designed at different technology nodes using FinFET devices. FinFET devices have 
low power dissipation and PDP in comparison with the conventional CMOS devices 
for same technology nodes [47]. Due to the continuous scaling, it becomes important 
to design efficient interconnects. The interconnect synthesis using FinFET has effi-
cient performance parameters as compared to conventional ones. Besides, FinFET 
interconnect synthesis schemes, e.g., threshold voltage scheme through multiple 
supply voltage (TCMS) in FinFET buffer provides power and area saving by 50.4% 
and 9.2%, respectively, as compared to dual VDD scheme in interconnect synthesis. 
Different high performance logic circuits like Schmitt trigger is also designed using 
FinFET which provides efficient parameters like low power dissipation and large 
hysteresis window [10]. FinFETs are also used to design short gate latches and inde-
pendent gate latches. Independent gate latches reduce both switching and leakage 
power dissipation in comparison with short gate latches [48]. D-latches are also 
designed using FinFET device at 18 nm channel length. These FinFET D-latches 
consume low power and have less delay compared to CMOS D-latches. Hence, these 
latches can be used in shift registers, power gating circuits and other systems as well 
[49]. Domino logic circuits suffer from reliability issues due to the technology scaling 
and dynamic storage of charge. However, domino circuits designed using indepen-
dent gate (IG) and short gate (SG) FinFETs provide better power delay tradeoffs. IG 
FinFET domino logic circuits operate at low threshold voltage, and both IG and SG 
FinFET domino logic circuit provide better noise immunity compared to conven-
tional circuits [50]. FinFET devices are also used to design low power memory cells. 
The process variations are minimized for lower technology nodes due to less effect 
of random dopant fluctuations in FinFET device. In addition to this, various SCEs 
like drain-induced barrier lowering (DIBL), surface scattering, velocity saturation, 
impact ionization, etc., are minimized in FinFET devices due to the increased gate 
control as compared to conventional metal oxide semiconductor (MOS) devices. This 
makes FinFET devices less prone to process variations. Due to these features, FinFET 
is the promising candidate for SRAM applications [51, 52]. Static random access 
memory (SRAM) occupies major portion of die area in integrated circuits. They are 
also used in cache memory in microprocessors. There are various requirements for 
different applications which are listed below. For battery-operated portable devices, 
low power dissipation is required in order to provide better battery life. Performance 
of SRAM cells is measured in terms of static noise margin (SNM). It is used to
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Fig. 6 6T short gate FinFET SRAM cell 

determine stability of SRAM cell. It can be measured from the butterfly curve by 
considering the length of the side of largest square formed inside the lobes of butterfly 
curves. SRAM cells are densely packed to form SRAM arrays and have highest in 
ICs which make it sensitive to process variations. 

Conventional 6T FinFET SRAM cell consists of 2 cross-coupled FinFET inverters 
and 2 FinFET access transistors as shown in Fig. 6. FinFET SRAM cell operates in 
3 modes, i.e., hold, read and write. For hold operation, the word line is set to zero 
(low voltage). In this case, the SRAM cell retains its data at the output of short gate 
FinFET inverters. The FinFET access transistors are in off state which results in hold 
state in FinFET SRAM cell. For read operation, word lines are set to 1 (high voltage) 
followed by pre-charging of (bit lines) BL and BLbar. The sensing circuits are used 
to read the state. This state is considered most vulnerable in SRAM cell because it 
has to maintain cell state when both bit lines are in pre-charge condition. For write 
operation also word line is kept at high voltage and to write ‘0’ at Qbar, BL is set to 
high voltage (V dd) and BLbar to low voltage (ground) [53]. 

Many design tradeoffs are taken into consideration while designing SRAM cells. 
There include area versus yield, read vs. write stability and speed vs. leakage current. 
As it is obvious, more yield is guaranteed for large area memory arrays. This can 
be achieved by allowing large design margins, i.e., channel length, channel width, 
threshold voltage and supply voltage. No doubt increase in size increases noise 
margins but at the same time increases the SRAM cell area as well. Read voltage in 
SRAM cell can be determined by voltage division between access transistor and pull 
down transistor, i.e., more read stability is achieved when access transistor in SRAM 
cell have less driving strength. In contrast to this, write voltage can be determined 
by voltage division between access transistor and pull up transistor. In this case, the 
higher the driving strength of access transistor more is the write stability. Hence, 
tradeoff exists between read and write stability in SRAM cells. Another tradeoff 
exists between leakage current and speed. As it is clear, lower the threshold voltage, 
more is the leakage and higher is the speed. Therefore, high speed SRAM cells have 
more leakage. SRAM cells are more preferred in comparison to dynamic random
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access memory (DRAM) and resistive random access memory (ReRAM) due to 
the reason that SRAM is fast and has the capability to operate at processor speed 
of 250 MHz and more and ReRAM is not matured yet. In order to maintain the 
performance at lower technology nodes, non-conventional CMOS structures like 
ultra-thin body fully depleted SOI and other multi-gate ultra-thin body MOSFETs 
come into existence. These devices have many drawbacks like improper alignment 
of front and back gates hence not preferred. FinFET can prove as a best candidate for 
SRAM design due to the characteristics like improved carrier mobility, reliability of 
device and gate leakage currents. In addition to this, it shows less propagation delay 
as compared to conventional planner devices. Besides, it has a better short channel 
effect. Statistical dopant fluctuations can be minimized due to lower channel doping 
concentration. Hence, provides low variability of threshold voltage and increase in 
ION/IOFF for fixed VDD [54–56]. 

8 Performance Parameters of FinFET SRAM Cell Design 

Memory design of majority of systems in VLSI domain chip is performed by SRAM 
cells. Though CMOS-based SRAM cells have better noise margin, low power dissi-
pation, short access time and better switching speed as well. But as technology 
node scales below 45 nm, CMOS SRAM cells suffer from short channel effects and 
process variations. To overcome this, SRAM cells are designed using FinFET devices 
at lower technology nodes. The stability of SRAM cells is determined by SNM and it 
can be obtained by the largest side of square formed inside the butterfly curve of read 
operation. When the threshold voltage is increased, drive current capability decreases 
which effects the write operation of SRAM cell. However, high drive current even 
at higher threshold voltage is obtained when FinFET devices are used. Therefore, 
high SNM and high write capability are obtained when SRAM cell is designed using 
FinFET. In addition to this, static noise margins show more sensitivity to threshold 
voltage in n-type MOSFETs but at the same time they show least sensitivity in case 
of p-type FinFET device. This clearly makes us conclude that FinFET can be a 
good choice to design SRAM cell. Besides, in order to design robust and stable, 
FinFET-based SRAM cell, i.e., to improve RNM, upsizing of pull down FinFETs 
or increase in gate length of access transistors is performed. This results in increase 
in area and delay, respectively. Hence, affects the write noise margin. This WNM 
can be improved by using weaker pull up FinFETs and stronger access transistors. 
Therefore, tradeoff occurs between RNM and WNM in FinFET-based SRAM cell as 
well. The FinFET-based SRAM cells are advantageous in the way that they have low 
access time and power dissipation in comparison with the CMOS-based SRAM cell. 
This is due to lower leakage current and minimum short channel effects in FinFET-
based SRAM cell. In these cells, upsizing of FinFET device results in decrease in 
propagation delay but this occurs at the cost of power dissipation. In order to keep 
the power delay product constant, tradeoff occurs between the performance indices 
[54–56]. Designing of FinFET-based SRAM cell is a challenge due to the increase
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in PVT variations. These variations can result in degradation of performance and 
parametric failures and due to this cell yield also gets decreased. In case of FinFET 
device, variation in length and width is not correlated. This is due to the reason that 
channel length in FinFET is determined by poly and source/drain diffusion steps 
while as channel width is obtained from field oxide step. In FinFET SRAM cells, fin 
width, fin thickness and channel doping are the major source of parameter variation 
hence reliability analysis of FinFET-based SRAM cell is more vulnerable to process 
variations [53]. 

9 Conclusion 

Due to the short channel effects and PVT variations, it becomes challenging to scale 
down MOS devices continually. Therefore, there should be some novel device which 
will bridge the gap between planner and non-planner devices. FinFET can prove as 
the best substitute due to the ease in fabrication, better short channel effects, high 
driving capability and low power dissipation. This paper clearly presented the scaling 
challenges of MOS devices and how FinFET overcomes those challenges to a large 
extent. In addition to this, detailed analysis of PVT variations and various tradeoffs 
which are important to design FinFET devices is clearly explained. Various methods 
and techniques are also discussed to reduce the effect of PVT variations. Moreover, 
special focus is given to FinFET SRAM cell and various design aspects which need 
to take into consideration are clearly explained. It is a proven fact that FinFET can 
provide as the best substitute to the conventional devices. But need is to explore it 
well and lot of work needs to be done for stability and reliability analysis of FinFET 
logic devices. 
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Resistive Switching Mechanism 
in Polymer Embedded Chemically 
Synthesized Reduced Graphene Oxide 

Nipom Sekhar Das, Avijit Chowdhury, and Asim Roy 

1 Introduction 

Organic–inorganic materials have drawn growing attention because of their remark-
able physical and structural properties. GO and rGO show great interest because 
of their outstanding charge carrier mobility, unique chemical inertness, and large 
specific area [1]. Furthermore, these materials are exploited in solar cell [2], super-
capacitors [3], memory devices [4], and so forth. Memory properties of GO and 
its reduced form have extensively studied from many years. The promising candi-
date for memory devices is one of the families of GO which is the reduced form 
of GO where some of the oxygen functional groups are removed and restore the 
C=C bond conjugation which gives better electrical property. Recently, polymeric 
materials embedded with graphene-based materials have grabbed increasing atten-
tion in electronic devices [5]. Al/GO/ITO device has been fabricated by Hong et al. 
which showed good switching performance with ION/IOFF 103 [6]. He et al. fabri-
cated the Cu/GO/Pt device that exhibited bipolar resistive switching characteris-
tics with ION/IOFF 20 and retention 104 s [7]. Gogoi et al. fabricated the device 
ITO/PMMA/rGO/CuS/PMMA/Al that exhibited bipolar resistive switching perfor-
mance with ION/IOFF 103–104 and VSET = −  0.44 ± 0.10 V and VRESET = 0.50 ± 
0.10 V and retention 104 s [8]. Khurana et al. fabricated the device Pt/GO/ITO which 
showed stable bipolar resistive switching nature with ION/IOFF 104 and VSET = −  
1.2 to 1.8 V and VRESET = 3–3.4 V and retention 104 s [9]. ITO/PEDOT + GO/Al 
device was fabricated by Li et al., and the device showed reversible bistable resistance 
switching with ION/IOFF 104 and retention 104 s [10]. In this article, we have reported
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the resistive switching characteristics of polyvinyl alcohol (PVA) embedded chemi-
cally reduced graphene oxide nanocomposite. Table 1 shows the several non-volatile 
memory devices that have been already reported.

2 Experimental Procedure 

2.1 Materials and Reagents Used 

NaNO3 (Merck), KMnO4 (Merck), Graphite flakes (Alfa Aesar), H2SO4 (Merck), 
H2O2 (Merck), hydrazine hydrate (Merck), DI water, N, N dimethyl formamide 
(DMF), polyvinyl alcohol (PVA, Loba Chemie Pvt. Ltd.). 

2.2 Synthesis of GO 

GO was successfully synthesized by conventional Hummer’s method where graphite 
is a starting material which was added with NaNO3 and mixed with H2SO4 followed 
by the addition of KMnO4 and kept for overnight stirring [15]. In the next step, 
temperature of the solution was raised to 96 °C followed by the addition of DI water 
and hydrogen peroxide and then cleansed with HCl solution and DI water. Finally, 
graphene oxide powder was obtained after drying in hot air oven. 

2.3 Synthesis of rGO 

GO was reduced by chemical method [16]. 1 mg/mL of GO powder was added to 
DI water under stirring followed by the addition of 5 ml hydrazine hydrate dropwise 
and kept under stirring for 24 h at 80 °C. The solution was then rinsed with DI 
water followed by absolute ethanol. After drying in oven, a black-colored rGO was 
obtained. 

2.4 Instrumentation 

X-ray diffractometer (XRD) (Xpert3 MRD XL PANALYTICAL), photolumines-
cence spectroscopy (Fluoromax-4C Spectrofluorometer, Horiba), UV–visible spec-
troscopy (Agilent Technologies, Model: Cary 60) were used for characterizing the 
obtained product (Figs. 1 and 2).
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Fig. 1 Schematic diagram of synthesis of rGO 

Fig. 2 Synthesized rGO 
powder 

2.5 Fabrication of Device 

The device was fabricated by spin-coating method by the use of programmable spin 
coater (Apex Instruments Model: Spin NXG-P2). 0.2 mg of rGO was mixed with 
99.8 mg of PVA in 3 ml of DMF and ultrasonicated for 30 min. The prepared solution 
was then spin coated onto the ITO-coated PET substrate at 3000 rotations per minute 
(rpm) for 30 s and then dried it. Top electrode copper (Cu) was deposited on the rGO-
PVA film using thermal evaporation technique (HIND-HIVAC, model: 12A4DM). 
Fabricated device is schematically displayed in Fig. 3.
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Fig. 3 Schematic diagram of Cu/rGO-PVA/ITO device 

3 Results and Discussions 

3.1 Optical Studies of rGO 

3.1.1 UV-visible Absorption Spectroscopy 

UV–visible absorption spectrum of rGO was done in the wavelength band of 200– 
800 nm. An absorption peak occurs at 270 nm due to the transition of π–π* which 
is shifted from the peak of GO because of the removal of some of functional groups 
on the GO, and the conjugated structure has been restored [17, 18]. It is due to the 
red shift of the absorption band of GO and partial restoration of the aromatic rings 
[19, 20]. Optical band gap energy is calculated to be 3.45 eV by Tauc’s plot (Fig. 4).

3.1.2 Photoluminescence (PL) Spectroscopy 

Figure 5 shows the PL spectrum of rGO with λex ~ 270 nm. rGO exhibits a strong 
emission peak at 425 nm. The emission peak occurs due to the presence of defect 
states which may be emanated from the synthesis of GO or from the reduction of 
GO [21]. The defects arise due to the disordered arrangements of sp2 bonded carbon 
atoms in rGO.

3.2 Structural Studies 

3.2.1 X-ray Diffraction (XRD) 

XRD of rGO was done in 2θ range of 5–80° by using Cu Kα radiation with λ = 
1.54 Å. A peak observes at 2θ = 24.33° which is from the (002) plane of rGO [22, 
23], and another peak appears at 2θ = 43.29° from the reflection plane (100) [24] 
as shown in Fig. 6. The interlayer spacing is calculated using Bragg’s law, and the
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Fig. 4 a Freshly prepared rGO solution in DMF, b UV–visible absorption spectra, and c Tauc’s 
plot of rGO

value has been estimated to be 3.65Å which is less than the interlayer spacing of GO 
because of the removal of many oxygen functional groups [25]. Crystallite size is 
estimated to be 13.91 nm using Scherrer’s equation.

3.3 Electrical Studies 

Room temperature I-V characteristics of Cu/rGO-PVA/ITO were done using Keithley 
4200 Semiconductor Characterization System. The I-V graph is shown in Fig. 7. The  
fabricated device shows the bipolar resistive switching behavior with VSET = 1.92 V,
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Fig. 5 Photoluminescence 
spectra of rGO

Fig. 6 XRD pattern of rGO

VRESET = −  1.12 V, and ION/IOFF = 10. During the analysis, bottom electrode ITO 
is grounded, and top electrode Cu is biased. After the variation of voltage from 0 
to 2 V, the current increases from high resistance state (HRS), i.e., OFF state to 
low resistance state (LRS), i.e., ON state. The transition from OFF to ON state is 
basically called the set process. The device is in the LRS state while decreasing 
from 2 to 0 V. After altering the voltage from 0 to − 2 V, the device initially on the 
LRS state decreases to HRS state that corresponds to the reset voltage. Set and reset 
process occurs for the device at different voltage polarities that represents the bipolar 
resistive switching nature in the device.
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Fig. 7 Room temperature 
I-V characteristics of 
Cu/rGO-PVA/ITO device 

4 Conclusion 

In the present work, we have reported the cost-effective and environmentally friendly 
chemical synthesis of rGO and are subjected to extensive optical and structural 
characterizations. The chemically synthesized rGO shows an optical band gap of 
~ 3.45 eV along with an interplanar spacing of ~ 3.65Å which is smaller than the 
graphene oxide and average crystallite size is estimated to be 13.91 nm. The fabri-
cated Cu/rGO-PVA/ITO device exhibits the bipolar resistive switching behavior. The 
device shows set voltage 1.92 V and reset voltage − 1.12 V and ION/IOFF = 10. These 
composite materials can be exploited in cost effective electronic devices in near future 
effectively. 

Acknowledgements The authors would like to express their sincere gratitude to Central Instru-
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Design and Investigation of PGP 
SELBOX FinFET with Uniform 
and Non-uniform Doping Profile 
at Sub-7 nm Technology Node 

Satya Prakash Singh and Md. Waseem Akram 

1 Introduction 

In the ultra-small conventional transistors, it gets very challenging to fabricate ultra-
high concentration slope at junctions. Junctionless transistors were introduced and 
continuously explored after 2009 [1–7]. Junctionless transistors keep high doping in 
all the regions. Charge carriers move away from channel, when device is off, and 
bulk conduction starts when device is on. Production of junctionless devices appears 
easier due to low thermal budget and absence of large concentration gradient. Surface 
scattering does not play major role due to bulk conduction [8–11]. Although there 
are various limitations of these devices, it is very tough to get uniform doping in the 
vertical direction due to technological limitations. Charge carriers are removed more 
from top of channel than bottom of channel when uniform doping is done. It increases 
the leakage current. SOI FinFET shows high on-current and minimal parasitic capaci-
tances and enhanced control on short-channel effects. Sub-threshold leakage current 
flows in the lower part of the channel because lower portion of the channel gets 
depleted less effectively in SOI-JLT. Gate material must have higher value of gate 
work function for highly scaled n-channel device for the sake of nice turn-off and 
subthreshold characteristics [12]. Thus, the channel thickness must be reduced to 
lower value (10 nm<) to achieve the appropriate control on the channel through gate 
[13]. The value of on-current will be affected directly due to device channel thickness 
variation. Command of gate on channel diminishes with movement toward lower part
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of the channel. Despite having many advantages of SOI-FinFET, self-heating and low 
breakdown voltage are its severe limitations. MOSFET with PGP was proposed on 
SELBOX technology. It shows low short-channel effects suppression as compared 
to SOI-based devices [14]. The channel is doped uniformly in horizontal direc-
tion, and in perpendicular direction, dopants are introduced non-uniformly. To get 
non-uniformly doped channel, doping profile is implemented according to Gaus-
sian distribution. The short-channel effects give rise to many practical problems, 
like subthreshold slope degradation, enhancement in leakage effect, surge in drain 
induced barrier lowering, HCE, dearth of pinch-off, and change in value of threshold 
voltage as we lower channel length [15]. A novel SELBOX device is presented 
and simulated through Silvaco Atlas 3-D. The designed structure has all the advanta-
geous factor of the SELBOX structure. It shows reduction in SCEs comprehensively. 
This design makes more advancement in device scaling plausible. Proposed device 
is partial ground plane FinFET implemented on SELBOX technology. A narrow 
opening is provided beneath the channel. It reduces the leakage current [16–18]. 
The partial ground planes are used beneath the SELBOX. Field lines from drain to 
source are weakened due to use of massively doped ground planes. This results in the 
minimization of short channel effects. Various disadvantages of continuous ground 
planes are eradicated using partial ground planes. 

Presented work is organized in three sections. Device structure and its parameters 
are presented in Sect. 2. Simulation results have been extensively elaborated in Sect. 3. 
Section 4 includes the conclusion and future scope. 

2 Device Structure and Its Parameters 

Figure 1 presents diagram of simulated devices. SILVACO ATLAS 3D has been 
used for accurate and reliable result. Effective oxide thickness is taken as 1 nm. 
Rigorous simulation has been carried out for sub-10 nm channel length. Gate oxide 
material of high dielectric constant like Si3N4 is considered. It reduces self-heating 
due to its high thermal conductivity and hence improves the thermal stability of the 
device. Small p + region, having high doping (1.5 × 1019/cm3), has been fabricated 
to provide partial ground plane. Edge of p + region is aligned with the edge of 
BOX and opening under the channel. This decreases the binding between source 
and drain and therefore suppresses the short-channel effects very effectively because 
field strength between source and drain decreases. The sufferings due to floating 
body effect in PD-SOI are effectively combated in selective buried oxide and partial 
ground plane selective buried oxide devices.
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Fig. 1 a Junctionless FinFET based on SELBOX, b junctionless FinFET with PGP based on 
SELBOX 

3 Simulation Results and Discussions 

Performance of different devices, on the basis of various performance parameters, 
is compared on various channel lengths. 10 nm channel thickness is considered 
for simulation and comparison. One-dimensional Gaussian doping is incorporated 
in order to achieve non-uniformly doped channel creation. Gate work function for 
the n-type FinFET is 5 eV. Concentration of carriers in channel is uniform in the 
horizontal dimension and is equal to 1.5 × 1019 cm−3 for abovementioned devices. 
In the SELBOX FinFET, doping concentration of substrate is equal to 5 × 1018 cm−3 

(p-type). ni.fermi, bqp.n, cvt, fldmob, consrh, auger, and bgn models are considered in 
our simulation studies. Ni.fermi includes consequences of statistics of fermi into the 
calculation. Mobility model, bandgap narrowing model, and band-to-band tunneling
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model are included due to very low value of channel length (sub-7 nm). PGP SELBOX 
FinFET with uniform doping has negligible decrement in on current in comparison 
to SELBOX FinFET without PGP, but it has reasonable drop in off-current. Hence, 
SELBOX FinFET with PGP gives improved ION/IOFF ratio by 6% over SELBOX 
FinFET without PGP for both uniform and non-uniform doping profile. It can be 
observed from Figs. 2, 3, 4, and 5. Figure 6 shows that SELBOX FinFET with PGP 
shows higher value of threshold voltage than SELBOX device without PGP. SELBOX 
FinFET with PGP has SS value of 57.6 mV/decade. On the other hand, SELBOX 
FinFET without PGP has 90 mV/decade SS value for uniform doping profile, at 
7 nm channel length. SELBOX FinFET with PGP has SS value of 72.6 mV/decade. 
On the other hand, SELBOX FinFET without PGP has 90 mV/decade SS value 
for non-uniform doping profile, at 7 nm channel length. It can be analyzed from 
Fig. 7. SELBOX FinFET with PGP attains drain-induced barrier lowering voltage 
of 118.1 mV/V. On the other hand, SELBOX FinFET without PGP attains drain-
induced barrier lowering voltage of 126 mV/V for uniform doping profile, at 7 nm 
channel length. SELBOX FinFET with PGP attains drain-induced barrier lowering 
voltage of 43.2 mV/V. On the other hand, SELBOX FinFET without PGP has DIBL 
value of 52.6 mV/V for non-uniform doping profile, at 7 nm channel length. It can 
be observed from Fig. 6. In the proposed devices, improvements in DIBL and SS 
of 5.47 and 36.66% are achieved compared to without the use of PGP technique 
for uniformly doped channel only. For non-uniformly doped channel, improvement 
of 17.87 and 19.33% is observed in DIBL and SS values in the proposed structure 
compared to without the use of PGP technique. It may be observed that non-uniformly 
doped FinFETs deplete the channel very effectively. Because of non-uniform doping 
carrier, concentration is lesser in the lower portion of the channel in comparison to the 
top portion of the channel. It provides lower off-current, by reasonable order which 
gives improvement in ION/IOFF ratio in comparison to SELBOX FinFET without PGP. 
This happens because of the enhanced control of the gate, with non-uniform doping. 
Above observations can be seen in Fig. 7. The channel below gate is impressively 
free from carriers when transistor is off because of non-uniformly doped channel. 
Hence, this makes further scaling down of the device possible.

Because of non-uniform doping, on-current is unaffected. But, it exhibits meticu-
lously very less value of off-current and shows improved ION/IOFF ratio. Scaling down 
of the device becomes possible due to open window given beneath gate in SELBOX 
FinFET. So, leakage current passes through it and so reduces the self-heating of 
the device. SELBOX technology-based devices show minimal temperature of lattice 
[16]. Therefore, self-heating effect is extensively minimized in SELBOX Technology 
FinFET. 

Given gap beneath the gate diminishes field binding between source and drain, so 
punch-through is avoided on smaller value; hence, smaller breakdown voltage issue 
in SOI FinFET is rectified in SELBOX FinFET. DIBL, SS, and ION/IOFF degrade as 
we decrease channel length as gate command on the channel diminishes on lower 
channel lengths.
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4 Conclusion 

Uniformly and non-uniformly doped PGP SELBOX FinFET are proposed in 
presented article, and the results are evaluated with uniformly and non-uniformly 
doped channel SELBOX FinFET without PGP. Various performance parameters, 
obtained through rigorous simulation, show that FinFET on SELBOX technology 
with PGP attains better ION/IOFF ratio, low leakage current, lower drain-induced 
barrier lowering, smaller subthreshold slope, and improved SCE behavior than 
SELBOX FinFET without PGP for uniform as well as non-uniform doping profile. 
Results of the SELBOX FinFET with PGP improve further as non-uniformity of the 
channel is increased further; this is due to the fact that control of the gate over the 
channel improves with this. Improved performance of junctionless SELBOX FinFET 
with PGP shows that proposed device may play a vital role in future technology node. 
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Comparison of Memristor-Based SRAM
Cells at Subthreshold Voltage

Zeba Mustaqueem, Abdul Quaiyum Ansari, and Md. Waseem Akram

1 Introduction

The gradual increase in demand for the usage of battery operated and portable devices
like mobile phones, wireless sensor-based devices, and medical devices have made
power consumption as one of the major factor which is to be kept in mind before
considering any design element [1]. As calibrated by the International technology
roadmap for semiconductors (ITRS) in its edition [2] that SRAMoccupiesmaximum
of its area when interfaces with CPU andµprocessors and used in low power applica-
tions; hence, it is very challenging and desirable to optimize the power consumption
and decrease its dissipation to decrease heat on devices and thereby preventing from
damaging the circuitry [3].Working SRAMcell in subthreshold regionwhere applied
supply voltage is less than threshold voltage (below 0.7 V) which is the one of the
technique adopted to decrease power as power (P) is directly proportional to the
square of the VDD [4]. In this scaled technology, when basic 6T SRAM cell is simu-
lated, it suffers from read/write degradation as well as leakage currents available
thereby occurring failure in the functioning [4]. To overcome this difficulty, many
SRAM configurations has been designed at subthreshold so far [4–7].

The SRAM cells are volatile in nature and therefore losses its data when power is
removed. It also suffers from leakage problem as well as power dissipation, and so
there is intense demand of non-volatile memories which are power efficient as well
as having an ability to back up previous information [8]. Introduction of memristors
with CMOS technology is fabricated and compatible with less area occupancy which
has come in market where researchers are working vastly [9].
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Rest of the paper has memristor-related section, comparison of non-volatile
memories, N-curve analysis of each of them, and finally concludes it.

2 Memristor Behaviour and Properties

Memristor is considered as fourth fundamental passive element after resistor, capac-
itor, and inductor discovered by Leon [10]. The practical HP Lab memristor model
was first discovered by HP labs in 2008 [11] which claimed and proposed a device
which resembles ideal memristor shown in Fig. 1 where doped and undoped TiO2

is sandwiched between platinum electrodes. Figure 1 also describes the symbol and
polarity of the memristor [12, 13] in which Ron (low resistance) and Roff (high
resistance) condition can be obtained by direction of the current flow. The func-
tional memristor model provides a relation between the memristance and the electric
current and the memristor current moves through as explained in Eq. (1).

Relating the charge and flux is called memristive relationship given as in Eqs. (1)
and (2):

q(t) = t∫
−∞

i(τ )dτ (1)

∅(t) = t∫
−∞

v(τ)dτ (2)

A generalized expression to understand memristive behaviour is given by:

V = R(w1,w2, . . .wk . . .wn)I (3)

Pl 
electrode

Pl 
electrode

TiO2

TiO2-x +

_

M V

W

D

(a) (b)
(c)

Fig. 1 a Memristive device structure, b symbol and polarity of memristor, and c hysteresis loop
as I-V curve at VSUB = 0.3 V
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wherew1,w2…are state variables.Memristor is having unit of resistance itself which
is called as memristance.

Equation (3) essentially relates the voltage, current, and the variation in the resis-
tance according to the state of a device at any point of time. It also identifies the
charge that passed through the device previously.

The constitutive relation for a memristor is f (∅, q) = 0 [13].
The memristor is said to be charge controlled if ∅ = ∅(q). Then the voltage across

the device is given by:

V = M(q)I (4)

where M(q) is termed as memristance given by:

M(q) = d∅(q)

dq
(5)

Memristor is said to be flux controlled if q = q(∅) of the flux where current across
it is given by [19]:

I = W (∅)V (6)

W (q) = dq(∅)

d∅ (7)

where W (q) is termed as memconductance.
As described earlier, undoped resistance is considered as Roff while the doped is

Ron and the total resistance obtained is:

Rtotal = Ron.
W

D
+ Roff

(
1 − W

D

)
(8)

whereW = doped region andD = length of device. Here, low resistance state (LRS)
and high resistance state (HRS) is dependent on doping and direction of the current
flow.

Hysteresis loop obtained by analysing the TiO2-based memristor at V-I charac-
teristics is described in Fig. 1c reports the memristive behaviour of device even at
lower voltage, i.e., 300 mV and can be used in low voltage SRAM cells.
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3 Design Methodology

This paper hasworkedonmemristor-basedSRAMcell inwhich subthreshold concept
is incorporated with memristor-based SRAM cell. It has taken the memristor model
from [12, 13] and used LTSPICE software. It has compared four SRAM configura-
tions 6T2M case1 [14], 6T2M case2 [15], 7T1M [16], and 8T2R [17] at VSUB =
0.4 V with 32 nm technology PTM model [18].

4 Non-volatile SRAM Cell

4.1 6T2M Case1

This section has discussed about two architecture of basic 6T2MSRAMcell inwhich
memristors are connected in different fashion shown in Fig. 2a and b. Simulation
analysis has been done here for both 6T2M structure at subthreshold voltages (VSUB

= 0.3 V and VSUB = 0.4 V) to understand its behaviour at lower supply voltage.
As per the reference [14] mentioned about the 6T2M, Fig shown in 2a is analysed

at lower voltage VSUB = 0.3 V, and its performance parameters are calculated. As
it is seen by the researchers, working at subthreshold voltage with VDD less than
0.6 V fails the circuit read and write ability [7], and therefore, various other SRAM
cell at lower voltage is designed with transistors more than 6T [4–7]. But, due to
non-volatile characteristics of memristors and its introduction with SRAM cell, it
has become possible to operate for 6T also at low voltage applications. Memristor
is compatible with CMOS technology with greater scope of fabrication [9] and with
less area usage [19].

A non-volatile SRAM (NVSRAM) cell made up of two two-terminal memory
(NVM) devices connected with basic 6T SRAM cell. The non-volatile memory
devices (NVM) serve as a storage medium and retain the logic state information. The
cell can be completely shut down during standby to minimize all leakage currents
because the state information is stored in the non-volatile medium. Memristors
are directly built on top of the 6T SRAM cell shown in Fig. 2a. As a result, no
area overhead and data transmission requires only a modest amount of power and
time.

Simulation results as shown in Fig. 3a is described to estimate the parameters like
delay, power, energy, and memristance where it is seen that Vq and Vqb is opposite to
each other till 12 ns and after that it started following each other which is not as good
but the circuit is in working condition even at low voltage. The main disadvantage
seen in first 6T2M is power consumption. Since the memristors are connected to
power supply directly, flow of current directly dissipated in memristor making one
NVM in high resistance state (HRS) and other in low resistance state (LRS). Every
parameter is summarized in Table 2 and compared with other existing results in Table
3. Stability is calculated in next section using N-curve method.
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Fig. 2 a Structure of 6T2M case1 SRAM cell and b structure of 6T2M case2 SRAM cell

In another architecture of 6T2M shown in Fig. 2b, memristors are connected
to the storage nodes instead of connecting to the main logic of SRAM cell. As
depicted in Ref. [15], this circuit is been used where RRAM device is connected
which HfO2-based resistive memory where as in our work, Fig. 2b has used TiO2-
based memristor. Apart from this, this paper is working on subthreshold voltages,
and so circuit is analysed and simulated at VSUB = 0.4 V and Ref. [15] is simulated
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Fig. 3 a Simulation result of 6T2M case1 and b simulation result of 6T2M case2

at VDD = 0.6 V and has focused only on SET and RESET process but this work has
calculated its power, energy, memristance, and stability. Simulation result shown in
Fig. 3b has obtained far better results when compared to previous simulated 6T2M
SRAM cell. Vq and Vqb is also opposite to each other with full range of 400 mV
voltage. Power consumption is quite less, and values are discussed in Table 2 later.

4.2 7T1M SRAM Cell at Subthreshold

Figure 4 depicts the 7T 1R NVSRAM design. Only one 1T1R (with a resistive
element labelled as NVM) is added to the 6T SRAM core in this circuit (MAR,
MAL MPR, MPL, MNR, and MNL). The transistor MWL drives NVM, which is
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Fig. 4 Structure of 7T1M SRAM cell

directly attached to the data storage node of the memory core and is used to store the
logic information of the SRAM when it is in the “Power down” state. The transistor
sizing strategy for creating the 7T1R is based on the cell’s core (in this case, a 6T
SRAM) and must take into account the correctness of its read/write operation.

The access transistors MAL and MAR are turned on during this store process,
and Bitline (BL) “writes” into the storage node D. Meanwhile, MWL is turned on
and CTRL2 is set to 0 V, allowing NVM to be programmed based on the voltage at
node D. As a result, if D is “1”, the positive potential drop on NVM causes the state
to switch from HRS to LRS. As a result, both writing data to the 6T SRAM core and
programming NVM are finished in one process.

The transistor MWL is switched ON for the restore operation, CTRL2 is set to
high, and the power supply is turned ON. In the meantime, Vss is low.When RRAM1
is in LRS, the storage node D remains at “1,” and DN is discharged via MNR.
There is an voltage increase at storage node D when NVM is in HRS; however,
the quick voltage increase at node DN turns ON transistor MPL. Since CTRL2 is
connected through the substantially higher resistance of NVM, storage D eventually
discharges back to “0”. As a result of the asymmetric architecture of this cell, the
execution of “Restore” “0” ismore difficult than “Restore” “1”. The correct execution
of the preceding processes is demonstrated further through simulation.

The simulation result is shown in Fig. 5 at subthreshold VSUB = 0.3 V is very
challenging because operating at such a low voltage has become very promising
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Fig. 5 Simulation result of 7T1M SRAM cell

these days. As depicted in [16] where this circuit is simulated at greater voltage and
has obtained various results with improved WM. 7T1M SRAM cell in this work has
obtained the results when simulated at VSUB = 0.3 and 0.4 V, and its RSNM/WSNM
is also calculated further to understand its performance parameter which is better
than existing and more advantageous. As is it seen in Fig. 5, VQ and VQB obtained is
nearly moving within a same pattern with slight difference in voltage. CTRL1 and
CTRL2 is denoted by V (n005) and V (n006), respectively. Then, power waveform is
shown whose average is calculated and compared in Table 2, memristance change
at this low voltage operation is quite good. Hence energy, power, memristance, and
SNM is calculated at subthreshold and compared with existing to understand the
benefits of low voltage circuits.

4.3 8T2M SRAM Cell at Subthreshold

There are already various emerging non-volatile memories proposed for achieving
functioning in low voltage operation with greater speeds. RRAM. FERAM,MRAM,
MTJ, PCM, etc. As depicted in [17], 8T2M circuit is discussed where resistive
memory device has been used which is still under development (RRAM) with struc-
ture TiN/Ti/HfOx/TiN [17] wherein this paper has evaluated the same circuit 8T2R
at subthreshold voltage VSUB = 0.4 V using a TiO2-based memristor as discussed
in this paper instead of HfO2-based resistive memory device (discussed in paper
[17]). In the coming generation memory, RRAM or memristor is a highly promising
candidate because of its simpler metal-oxide structure, low voltage application, fast
switching activity, less energy and power consumption, and better stability [14–17].

Figures 6 and 7 show the circuit diagram of 8T2M and its simulation waveform.
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Fig. 6 Structure of 8T2M SRAM cell

Fig. 7 Simulation result of 8T2M SRAM cell

All of the benefits of 6T SRAM, including as faster read/write and low voltage
operation, are inherited by the 8T2M cell. To enable the storing of complementary
backup data while keeping non-volatile features, the resistive devices (memristors)
are attached directly to SRAM storage nodes (Q and QB). The 8T2M cell shares
bitlines (BL)with theNVMcontrol-line (CL) namedasSWL to reduce area overhead,
unlike other NVSRAM cells that require an additional control-line (CL) to execute
store operations. NVMs can now perform SRAM-mode write-assist functionalities
beyond their original storage capacity because of the BL-CL sharing arrangement.

The switch-line (SWL) is kept low during read operations to turn OFF the MWs
(MWL and MWR) and prevent the SRAM cell from becoming unstable in the same
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way as a traditional 6T SRAM, the 8T2M cell also conducts a differential read with
storing ability. Both the wordline (WL) and the SWL are switched high during write
operations. Through the pass-gates andMWs, the data on the BL/BLB is written into
the SRAM cell.

Simulation result shown in figure tells about the performance parameter which is
better than the previous 7T1M (asymmetric structure). It shows storage node Vq and
Vqb apposite to each other but VQ reaches max 140 mV–min 40 mVwhich is around
100 mV difference at VSUB = 400 mV. VQB reaches max 460 mV–min 310 mV
which is 150 mV difference. At this low voltage, storage node behaviour is good.
One of the very important parameter to be improved in this work motive is power
dissipation, and so low supply voltage concept is used. Memristance obtained is 60
k� which is lower than all the cases with energy calculations. Comparison is done
later in Table 2.

5 N-Curve Analysis

The robustness and stability of the SRAM cell is measured using an alternate noise
margins technique called as N-curve metrics (NCM). This paper has adopted the
N-curve method in which SRAM cells made with few changes in the circuit. An
external DC voltage is applied at the input storage node as V in and is made to swept
from 0 to VDD and at the same time, current flowing through it is measured as I in.
For the NCM analysis, a bitlines and WL are applied with DC voltages (0–VDD) and
I in versus V in characteristics [20–22] are illustrated as shown in Fig. 8.

In the N-curve analysis, basically, four metrics are found and calculated which
is SVNM, SINM, WTI, and WTV. This curve is analysed at three points as A, B,
and C as described in Fig. 8. Static voltage noise margin (SVNM)—voltage differ-
ence obtained between point A and B tells about the SVNM which describes the
maximum noise voltage is tolerable at the internal storage nodes. static current noise
margin (SINM)—positive peak current obtained between point A and B tells about
the maximum injected current that is required by the SRAM cell to flip the content. It
characterizes the read stability.Write trip current (WTI)—thirdmetrics tells about the
amount of current required for writing into the cell. Negative peak obtained between
point B and C is the WTI. Write trip voltage (WTV)—this is voltage difference
between B and C required to flip the internal node content with both bitlines raised
to VDD (or dc voltage).

For getting better read and write ability, these metrics are measured in which it is
beneficial to achieve maximum values of SVNM and SINM for better read stability
and minimum values of WTI and WTV for better write ability. N-curve analysis
gives information about read and write ability in single simulation process.

After analysis of all four circuits simulated in this paper, with the help of N-curve
analysis, stability of each circuit is measured by knowing the metrics SVNM, SINM,
WTV, and WTI. Figure shows the result of each circuit 6T2M case1, 6T2M case2,
7T1M and 8T2M at subthreshold voltage VSUB = 0.4 V. Its calibrated values are
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Fig. 8 N-curve analysis of 6T2M case1, 6T2M case2, 7T1M, and 8T2M SRAM cells

together mentioned in Table 1. It is concluded that 7T1M has better read stability
with SINM = 7 nA and SVNM = 185 mV, and then 8T2M has good read stability
followed by both 6T2M. When talking about write stability. 6T2Mcase2 and 8T2M
shows better stability as compared to other two.

It is finally summarized from Tables 1, 2 and 3 that 7T1M has got good read
stability and least power dissipation when compared with all four cases simulated at
subthreshold voltage VSUB = 0.4 V. As in existing 7T1M in [16], only write stability
is discussed and improved as read stability doesn’t improve at higher supply voltage.
Similarly, 6T2M case2 [15] and 8T2M [17] has used ReRAM HfO2 based where
this work has used TiO2-based memristor and has achieved good write ability with
less energy. Table 3 has described the existing values of the work for the comparison
purpose. This paper has not focused on delay as delay decreases with scaling VDD,
and there is a sacrifice in speed when the power and energy is more significant.

Table 1 N-curve metrics of all four SRAM cell simulated at subthreshold voltages V sub = 0.4 V

SRAM metrics 6T2Mcase1 6T2M case2 7T11M 8T2M

SINM (nA) 2.2 5 7 4

SVNM (mV) 180 146 186 170

WTV (mV) 105 58 110 80

WTI (nA) 0.5 1 1.5 1
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Table 2 Parameters obtained at subthreshold voltage

Parameters 6T2M case1 6T2M case2 7T1M 8T2M

Avg. power (nW) 137.6 34.696 1.6702 48.76

Total energy 4.878 pJ 13.769 pJ 417.54 fJ 308.25 fJ

Memristance 11 k� 30 M� 4.4 M� 60 k�

Table 3 Parameters of
existing circuit for
comparison

Parameters 6T2M [15] 7T1M [16] 8T2M [17]

Tread (ps) 35 31.40 50.6

Twrite (ps) 27.6 38.54 26.4

Power (µW) 5.99 3 20.54

RSNM (mV) 3.8 172 224

WSNM (mV) 258 440 337

6 Conclusion

Low supply voltage (VDDmin) is the main aim in this paper as it is used exten-
sively reducing dynamic power consumption. There are lot of advantages seen when
NVSRAMare operable at lowVDD below0.5Vbut unfortunately, circuit suffers from
read andwrite failure in basic 6T, and therefore, all previousmemristor-based SRAM
are proposed at higher VDDmin with SRAMs more than 6T. This paper has taken an
approach to analyse circuit 6T2M, 7T1M, and 8T2M at low voltage (subthreshold
voltage) with results in terms of power, energy, memristance, and stability and made
comparative analysis. 7T1M has obtained better read stability as well as least power
consumption, 8T2Mwith less energy consumption and6T2Mcase2 has comeupwith
better write ability at this low voltage and can be used in low voltage applications.
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Electrochemical Impedance 
Spectroscopy Analysis of BiMetallic 
Au–Cu/g-C3N4 Nanocomposite 
as a Supercapacitor Electrode Material 

Sebina Yesmin, Rajdeep Dasgupta, and Siddhartha S. Dhar 

1 Introduction 

The necessity for effective energy storage devices has been increased due to the rush 
to substitute conventional energy resources due to their fast reduction and carbon 
emissions. One such technology is the electrochemical energy storage system [1, 
2]. Supercapacitors ensure a better specific power and lower specific energy than 
batteries. However, in a case where high specific energy and specific power are 
required, both devices fall short [3]. The electrode materials evaluate the efficiency 
of supercapacitors, and choosing a proper electrode material is one of the most chal-
lenging tasks. Many materials, such as carbonaceous material [4–7], metal oxides [8, 
9], and polymers [10], are being used as supercapacitors electrode material. Superca-
pacitors are divided primarily based on their energy storage techniques and electrode 
materials [3]. Graphitic carbon nitride (g-C3N4), which has a distinctive arrangement 
similar as graphite, is one of the most favorable materials for supercapacitors [11]. 
Different heterostructure composites [12–16] of g-C3N4 with enhanced electrochem-
ical property have been reported to address the limitations of g-C3N4 for supercapac-
itors application. Due to the brilliant tuning properties of g-C3N4, it can be applied 
in different fields of applications to improve the overall performances [17–19]. Here, 
bimetals gold and copper nanoparticles are impregnated over the g-C3N4 surface to 
study its performance for energy storage application via different electrochemical 
analyses.
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In the perspective of energy presentations, cyclic voltammetry (CV), galvanos-
tatic charge–discharge (GCD), and electrochemical impedance spectroscopy (EIS) 
analysis are commonly employed to investigate the efficiency of various electrode 
materials of supercapacitors. Among all these analyses, EIS is regarded as a solid and 
low-rate implement for the investigation of charge kinetics due to its non-destructive 
methodology and ability to take measurements in operational conditions [20–22]. 
EIS spectra, when used in conjunction with an analogous circuit layout, support in 
determining the physical basis of the device’s various electrical apparatuses. EIS is 
valuable because it can identify a variety of interfaces (e.g., electrode/electrolyte, 
electrode/electrode) inside the devices based on their frequency spectrum and the 
resulting decoupling of various resistive and capacitive circuits parameters [21]. 
The purpose of this study was to develop an RC circuit and examine the charge 
kinetics of electrode materials using the EIS analysis to determine the performance 
of bimetallic nanocomposites grafted over g-C3N4 electrodes for energy storage 
applications. This research reveals the various physical processes occurring in Au– 
Cu/g-C3N4 composite electrodes with changing weight percent of Au and Cu over 
g-C3N4 sheets by calculating different electrical parameters determined from the 
equivalent circuit. 

2 Experimental Details 

2.1 Synthesis and Electrode Fabrication 

Using melamine as a precursor, a simple approach [23] was used to make pure g-
C3N4. In a muffle furnace at 10 °C/min heating rate, thermal polymerization of 5 
gm melamine was carried out at 500 °C for 4 h in a crucible and obtained g-C3N4 

as a light yellow powder. Bimetals gold and copper were decorated over the g-C3N4 

surface with a simple typical reaction [24]. The materials were made into working 
electrodes by combining the composites, carbon black, and polyvinylidene difluoride 
in N-Methyl-2-pyridine solvent as 80:10:10 mass ratio by finely grinding it in an agate 
mortar for 30 min. This slurry was coated on the surface area of 1 cm2 graphite sheet 
and dried overnight before use as an electrode. 

2.2 Electrochemical Measurements 

All electrochemical analyses were performed on a Zahner pro electrochemical instru-
ment. The active material was used as working electrode; Pt wire and Ag/AgCl were 
acted as counter and reference electrodes, respectively, in the 3-electrode method.
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3 Results and Discussions 

3.1 Structural, Morphological, and Thermal Analysis 

Different structural and morphological analyses were performed to investigate the 
material internal structure and chemical behaviors. The preliminary structural nanos-
tructures were measured with X-ray diffractograms (XRD) using a Bruker, Cu–K 
source machine. XRD pattern for Au–Cu/g-C3N4 is shown in Fig. 1a, and the exis-
tence of two distinct peaks for pristine g-C3N4 at 13.2 and 27.5 verified the amor-
phous nature of g-C3N4. The gold nanoparticles produced over the g-C3N4 surface 
are responsible for the peaks at 38.1, 44.4, 64.5, and 77.9, along with the two classic 
peaks for g-C3N4. Owing to the amorphous nature of Cu nanoparticles, they do not 
show any identifiable peaks on the g-C3N4 sheets. FT-IR analysis was used to explain 
the composition and bonding of the produced nanostructures. Bruker 3000 Hyperion 
microscope was used to take FT-IR spectra. The FT-IR spectra of Au–Cu/g-C3N4 in 
Fig. 1b display the same pattern as that of g-C3N4, with a minor redshift owing to 
the existence of Au and Cu nanoparticles on the surface of g-C3N4. A JEOL scan-
ning electron microscope (SEM) and a JEOL high-resolution transmission electron 
microscope (HRTEM) were used to examine the surface morphology of nanostruc-
tures, and Fig. 1c, d shows the FESEM and HRTEM images of Au–Cu/g-C3N4. The  
overall structural and morphological characterization showed that Au–Cu/g-C3N4 

nanocomposites had superior performance in supercapacitors electrode application 
[24].

3.2 Electrochemical Impedance Spectroscopy Analysis 

Cyclic voltammetry (CV), galvanostatic charge–discharge (GCD), and electrochem-
ical impedance spectra (EIS) measurements are employed to analyze the electro-
chemical performances. All the electrochemical experiments were accomplished 
in 0.5 M H2SO4 electrolyte. There are various parameters to evaluate the perfor-
mances of supercapacitor electrode materials, such as specific capacitance, rate capa-
bility, cycle stability, energy density, and power density, and all these parameters can 
be obtained from CV and GCD measurements. CV and GCD measurements were 
performed in acidic medium electrolytes by considering various scan rates and current 
densities. Energy density and power density were obtained by fabricating a solid-
state asymmetric supercapacitor. Further, the cyclic performance was analyzed to 
evaluate all synthesized composites cyclic constancy and rate capability. EIS inves-
tigations are performed to validate the results obtained from CV and GCD analysis 
to learn more about the synergistic effect between materials and electrode charge 
kinetics by realizing the complete influence of different resistances on the electrode 
materials [20]. In this article, EIS analysis of bimetallic Au–Cu/g-C3N4 nanocom-
posite is broadly investigated with Nyquist, Bode, and complex capacitance plots



458 S. Yesmin et al.

Fig. 1 a XRD, b FT-IR, c FESEM, and d HRTEM images of Au–Cu/g-C3N4

from 0.1 Hz to 1 MHz frequency ranges. Apart from EIS analysis, some parame-
ters are essential to evaluate the overall performances of supercapacitor electrode 
material, and those parameters related to Au–Cu/g-C3N4 nanocomposites were well 
explained and reported in our previous work [24]. A comparative study of the earlier 
works in the supercapacitor electrode application is shown in Table 1.

Figure 2a, b shows the Nyquist plots of all synthesized materials and depicts the 
impedance responses. The diffusion between electrodes and eelctrolytes is gener-
ally explained by the Nyquist plot obtained from EIS spectrum [20]. This diffusion 
results formation of a Warburg impedance which shows a diagonal line with a 45° 
gradient on a Nyquist plot. The frequency of the potential perturbation determines the 
impedance. The Warburg impedance is lower because diffusing reactants do not travel 
as far at high frequencies. The reactants must diffuse even further at low frequencies, 
resulting in a higher Warburg impedance. The high-frequency region is observed as a 
semicircle. It reflects the combinational resistance known as ESR of interfacial resis-
tance between electrolyte/electrode interface (Rct) and resistance of electrolyte (Rs) 
[21]. The active electrode’s capacitance will be enhanced if the semicircle region has 
a smaller diameter. A lower diameter of the arc region in the Nyquist plot gives less 
combinational resistance due to the effective electrons transfer and synergistic effect 
between materials present in the composite. The Rs value of Au–Cu/g-C3N4 is less
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Table 1 Performance comparison of our results with some other related previous works 

Electrode material Specific capacitance Cyclic performance Refs. 

Au–Cu/g-C3N4 506.25 Fg−1 at current density 
1.25 A/g 

76.1% at 5000 cycles [24] 

NFC/g-C3N4 51 Fg−1 at current density 
1 mA/cm2 

2000 cycle at 1 mA/cm2 [25] 

rGO/AuNPs@ PANI 212.8 Fg−1 at 1 A/g current 
density 

86.9% at 5000 cycles [26] 

Porou carbon @AuNPs 421.4 Fg−1 at current density 
of 0.5 A/g 

96.4% at 10,000 cycles [27] 

NPG/g-C3N4 440 Fg−1 at current density 2 
A/g 

98% at 10,000 cycles [28] 

MnO2–AuNPs 225 Fg−1 at current density of 
1 A/g  

90% at 5000 cycles [29] 

NP-Au/PPY 37 mFcm−2 at scan rate 
10 mV/s 

87% at 1000 cycles [30] 

Au@NCNC 80 Fg−1 at current density 1 
A/g 

93% at 5000 cycles [31] 

Au–V2O5 419 Fg−1 at current density 1 
A/g 

89% at 5000 cycles [32]

than g-C3N4, as shown in Fig. 2b. The lower Rs value of Au–Cu/g-C3N4 compared to 
g-C3N4 may be credited to Au–Cu/g-C3N4 having less electrical resistance in acidic 
electrolytes than g-C3N4 because Au–Cu/g-C3N4 is chemically more stable in acidic 
electrolytes. Continuing to this range is the semicircle (A-B), which spans the spec-
trum from high to low frequencies and is known as charge transfer resistance (Rct). 
The lower value of Rct for Au–Cu/g-C3N4 than g-C3N4 is attributable to resistance 
emerging from ion movement in the electrode pores, as seen in Fig. 2b. The high 
Rct value could potentially be attributed to increased electrical resistance caused by 
electrode resistance and electrode-to-electrolyte contact resistance. The morphology 
of Au–Cu/g-C3N4 is more suitable for high ionic relocation than g-C3N4 owing to 
the higher charge accommodation on the surface of Au–Cu/g-C3N4.

Equivalent circuits fitted to Nyquist plots can yield a variety of parameters [20– 
22]. The equivalent circuit in this work is for the mixed kinetic and diffusion control 
phenomenon. The equivalent circuit for these Nyquist plots and all parameters asso-
ciated with that equivalent circuit is shown in Fig. 2(b inset). It is clear that Au–Cu/g-
C3N4 reflects a smaller diameter and gives ESR of 1.52 and 2.19 Ω for g-C3N4. This  
lowering in ESR value is owing to the effective mass composition of Au and Cu over 
g-C3N4 toward synergy phenomenon. 

The Bode plot, which represents the magnitude and phase angle versus frequency, 
can provide valuable information [20]. Figure 2c shows the frequency characteris-
tics of the impedance of different synthesized materials, and it was observed that 
Au–Cu/g-C3N4 possesses the most negligible impedance among all samples, which 
results in more capacitance. In the capacitive characteristic region, the higher the
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Fig. 2 Nyquist plots (a, b), bode plots (c, d) of all synthesized material, and the equivalent circuit 
(b inset)

capacitance, the lower impedance. The resistive behavior of all samples is the same in 
the high-frequency range, but the curves begin to diverge slightly in the low-frequency 
section, as seen in Fig. 2d. Phase angle values found as 54.7, 41.8, 42.4, and 41.3 for 
g-C3N4, Cu/g-C3N4, Au/g-C3N4, and Au–Cu/g-C3N4, respectively, demonstrating 
that all samples had capacitive behavior. Complex capacitance response, which is 
C(ω), of all synthesized materials is analyzed based on EIS measurement. Real and 
imaginary parts of complex capacitance are C'(ω) and C''(ω), respectively, and these 
capacitances are evaluated using these equations [33] 

C(ω) = C '(ω) − jC ''(ω), ω = 2π f (1) 

C'(ω) = 
−Z ''(ω) 
ω|Z (ω)|2 (2) 

C''(ω) = 
Z '(ω) 

ω|Z (ω)|2 (3) 

where Z(ω) is the complex impedance, |Z (ω)| is the impedance modulus, Z '(ω), 
Z''(ω) are real and imaginary parts of Z(ω), respectively. Figure 3a, b shows the
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Fig. 3 a, b Complex capacitance analysis of all synthesized material 

complex capacitance analysis of all synthesized materials, and it can be seen that 
the capacitance remains reasonably stable at high frequencies. Real-part capacitance 
C'(ω) represents the electrode capacitance and drops dramatically with frequency, 
while imaginary part capacitance C

'' 
(ω) reflects irreversible energy dissipation and 

depicts a relaxation process during ion transport. 

4 Conclusion 

A new nanocomposite based on bimetals over graphitic carbon nitride for super-
capacitor electrode material has been reported, and various methods were carried 
out for electrochemical impedance spectroscopy evaluation. The key feature of this 
electrochemical method was to investigate the dependency of fundamental electrical 
parameters on the applied frequency spectrum to understand the flow of electrons 
between the various interfaces by modeling an equivalent circuit. Hence, accurate 
modeling of equivalent circuits from the EIS data is regarded as one of the most crit-
ical tasks to reveal information about the capacitances and resistances of the designed 
system. In this hybrid electrode material, the mass ratio of components is critical for 
achieving the optimal synergistic effect, and a lower ESR was obtained Au–Cu/g-
C3N4 (1.52 Ω) than the base material g-C3N4 (2.19 Ω). As a result, Au–Cu/g-C3N4 

provided overall improved electrochemical properties compared to g-C3N4 sheets, 
Au/g-C3N4, and Cu/g-C3N4, and our research on bimetallic nanocomposites offers 
a fresh look at energy storage applications. 
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