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Preface

The Transportation Research Group of India (TRG) has put together the edited book
titled Proceedings of the Sixth International Conference of Transportation Research
Group of India—CTRG 2021 in three volumes. This is the third volume with 26
selected papers on themes TCT-E01: Environment (including energy) and sustain-
ability in transportation, TCT-F01: Transportation safety and security, and TCT-H01:
Emerging travel technology. Six of these papers are on theme TCT-E01, 11 on TCT-
F01, and 9 on TCT-H01. All the selected papers went through a double-blind review
process prior to the selection. We acknowledge the support of Prof. Manoranjan
Parida and Prof. P. Vedagiri, in managing the review process. We also thank all the
anonymous reviewers for the valuable and timely review comments.

The CTRG 2021 was held at Trichy, India, from 14 to 17 December 2021 in the
decennial year of the TRG. It provided a platform for academicians, professionals,
and researchers from India and abroad working on transportation-related problems
and their solutions. The compiled papers in this book represent cutting-edge research
work from various parts of the world. This volume, like the other two volumes, will
provide insights that the readers will find helpful in solving a variety of transportation
problems.

Chennai, India
New Delhi, India
Mumbai, India
Chennai, India

Lelitha Devi
Madhu Errampalli

Avijit Maji
Gitakrishnan Ramadurai
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About TRG and CTRG

Transportation Research Group of India (TRG) is a not-for-profit registered society
with themission to aid India’s overall growth through focused transportation research,
education, and policies in the country. It was formally registered on 28 May 2011
and has completed 10 years of its journey this year. The following are the vision and
objectives of TRG:

Vision

• To provide a unique forum within India for the interchange of ideas among trans-
portation researchers, educators, managers, and policymakers from India and all
over the world, with the intention of covering all modes and sectors of transport
(road, rail, air, and water; public and private; motorized and non-motorized) as
well as all levels (urban, regional, inter-city, and rural transport) and for both
passenger as well as freight movement, in India. At the same time, to also address
the transportation-related issues of safety, efficiency, economic and social devel-
opment, local and global environmental impact, energy, land use, equity and,
access for the widest range of travelers with special needs, etc.
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viii About TRG and CTRG

• To serve as a platform to guide and focus transportation research, education, and
policies in India towards satisfying the country’s needs and assist in its overall
growth.

Objectives

• To conduct a regular peer-reviewed conference in India so as to provide a dedi-
cated platform for the exchange of ideas and knowledge among transportation
researchers, educators, managers, and policymakers from India and all over the
world, from a perspective which is multimodal, multidisciplinary, multilevel, and
multi-sectoral, but with an India-centric focus. Initially, this conference will be
held every 2 years; however, the frequency may change as per the decision of the
society from time to time.

• To publish a peer-reviewed journal of good international standard that considers
and recognizes quality research work done for Indian conditions, but which also
encourages quality research focused on other developing and developed countries
that can potentially provide useful learning lessons to address Indian issues.

• To conduct other activities such as seminars, training and research programs,
meetings, discussions, etc., as decided by the society from time to time, towards
fulfilling the mission and vision of the society.

• To identify pertinent issues of national importance, related to transportation
research, education, and policy through various activities of the society, and
promote transportation researchers, educators, managers, and policymakers in
an appropriate manner to address the same.

• To collaborate with other international societies and organizations, like WCTRS,
ASCE, TRB, etc., in a manner that works towards fulfilling the mission and vision
of the society.

TheConference of TransportationResearchGroup of India (CTRG) is the premier
event of TRG. It is held every 2 years and traditionally moves around India. In the
past, CTRGhas been organized in Bangalore (Dec. 2011), Agra (Dec. 2013), Kolkata
(Dec. 2015),Mumbai (Dec. 2017),Bhopal (Dec. 2019), Trichy (Dec. 2021), andSurat
(upcoming in Dec. 2023 jointly with SVNIT Surat). CTRG has been getting a wide-
scale recognition from reputed Indian and international institutions/organizations,
like IITKanpur, IITKharagpur, IITGuwahati, IITBombay (Mumbai), SVNIT Surat,
MANIT Bhopal, NIT Trichy, TRB, WCTRS, CSIR-CRRI, ATPIO, T&DI-ASCE,
and EASTS, to name a few. CTRG is a large conference typically attended by around
400–500 participants, usually from 12 to 15 countries, with about 200 double-blind
peer-reviewed technical papers being presented. The conference provides a wide
range of executive courses, tutorials, workshops, technical tours, keynote sessions,
and special sessions.



About TRG and CTRG ix

Transportation in Developing Economies (TiDE) is the official journal of TRG
and is published by Springer. TiDE was formally launched in 2014 and has so far
published eight volumes.

Prof. Akhilesh Kumar Maurya
Indian Institute of Technology Guwahati

Current President, TRG
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Estimating Impacts and Cost of Air
Pollution Due to Road Infrastructure
Projects
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Abstract Economic activities in theworld are growing at an enormous pace and thus
it is required to connect with the areas never touched before, leading to high-scale
infrastructure development. This is a good thing from a normal human perspective
as it is giving an opportunity to the lower income people to earn the bread on their
own but this development has its own consequences. With an objective to improve
the connectivity between two points, the infrastructure projects are awarded without
significant consideration towards environment. This study presents an estimate of
damage produced by vehicle operations in terms of monetary values. This gives an
opportunity to the Indian infrastructure planners to take environmental damage cost
into account for selecting a suitable alignment between two nodes, which is not a
common practice in India. The study included a two-fold objective to quantify the
emissions from vehicles of typical national highway traffic in terms of capital cost
and to compare the changes in the cost associated with the emissions by shifting
vehicle operation from BS IV to BS VI. In order to achieve the objectives, secondary
data from an alignment ofMaharashtra and Karnataka was utilized. The study adopts
a methodology of finding out the difference in the cost between BS IV and BS VI
vehicular operation based on standard emission norms and unit costs of pollutants
suggested by researchers around the globe. This gives us an approximate estimate of
howmuch damage is posed to the environment and health effects on nearby residents
or users of the link by operating a vehicle for one km. Data collected from various
reports give an indication of the total overhead cost to upgrade the fuel technology
and vehicles as per BS VI norms.
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1 Introduction

1.1 Background

The enormous growth in industry is leading to urbanization of rural areas and forma-
tion of new cities. More road networks are being developed for faster and more
comfortable travel routes. This is all good from the perspective of economic growth
of the country but this is just one side of the entire story. On the other hand, we are
emitting huge amount of greenhouse gases (GHGs) from the industries like vehicle
manufacturing, fuel extraction, travel, road construction, and traffic congestion. This
pollution in short term does not mean much, but in the long run, it is creating imbal-
ance in the environment. The imbalances can be seen everywhere around the globe,
e.g., loss of coastal lands due to rise in sea level,melting of permanent glaciers, devas-
tating cyclones in the Bay of Bengal each year, extinction of species, and origin of
deadly viruses, etc. These are just preliminary warnings; the threat in the coming
future can be far more dangerous than it is today.

As per International Energy Agency, the transportation sector itself contributed
approximately 8 Giga tonnes of GHG emissions, which is approximately 1/4th of the
entire GHG emission in that year. Out of this, approximately 74% is contributed by
road transportation which consists of construction, maintenance, and rehabilitation
of roads/highways, operation of vehicles, etc. Several methodologies/tools such as
RoadCO2 [1], COPERT4,MOVES, CHANGER, and CO2NSTRUCT are developed
around the world to estimate the amount of GHG emitted during each phase of
the road infrastructure’s life cycle. If the unit cost of each type of pollutant can
be determined based on the severity of each pollutant on human health, animal
species, and environment, then the output from the various tools can be directly used
to estimate the mitigation cost. This cost can be imposed on public or concerned
industrial bodies to reverse the damage done by the transportation sector. The present
study focuses on understanding the effects of air pollution on environment and human
health by relating it to monetary values.

1.2 Literature Review

Small and Kazimi [17] determined the air pollution costs for the city of Los Angeles.
The cost of the average car towards air pollution was found to be $0.03 considering
1990s class of vehicles. It was observed that diesel cars and trucks resulted in higher
cost towards air pollution. The study indicated that substantial cost savings can be
achieved by changes in vehicle and fuel technology. Chatterjee et al. [4] divided the
cost into two parts, one for the cost incurred for technological advancement of the
vehicles and compatible fuel production and the other required to operate and upgrade
the vehicle by the user. Kuik et al. [11] conducted a meta-analysis on 62 papers and
estimated the marginal abatement cost as e 74–227 for 2025 and e 132–381 per



Estimating Impacts and Cost of Air Pollution Due to Road … 5

tonne for a target reduction of CO2 to 350 ppmv.Maibach et al. (2008) considered the
current impact on the environment such as sea level rise, common health issues due to
pollution, damage to the ecosystemandbiodiversity, and extremeweather events such
as floods, droughts, cyclones, and collapse of Amazon forests. The estimated damage
cost came out to be e 50–100 t/CO2 to maintain a safe gap between the threshold
limit of catastrophic events. Litman [12, 13] evaluated the carbon tax as an energy
conservation strategy, which would also result in consumption of the fossil fuels.
Various fossil fuels were provided a certain amount of carbon tax, which the user has
to pay for the consumption. The collected tax money was utilized in the economic
upliftment of low-income groups, where it was first introduced in British Columbia.
Litman et al. (2018) divided this environmental cost into two parts for a simplified
view: Damage Cost and Control Cost. Damage cost reflects the monetary valuation
of damage done to environment and risks, while control cost reflects the amount that
can be incurred to reduce emissions. These costs are estimated considering various
factors such as discount rate, current global factors, uncertainty of the extent of
the damage, vehicle type and road condition, etc. Čokorilo et al. [5] developed a
methodology to calculate the exhaust emission cost with the help of traffic data,
vehicle and fuel type, length of road network, and unit cost of each pollutant. For
the base year, the total exhaust emission cost was estimated to be e 354,238,894 per
year for the chosen road segment.

1.3 Significance of Research

The way we are expanding ourselves to the edge of advancements, the environment
should not be neglected in the process. Developed nations are putting an effort to
find a way to reduce the damage. India can also follow the same path and start by
developing a methodology to estimate the unit cost of each pollutant to estimate
the damage cost. This data can also be helpful in selecting the best alignment while
designing a road network from both perspective environment as well as development
cost. Further, this cost can be included in the total transportation cost in order to
assess the damage to the environment, which will help the policymakers to make a
decision on various aspects.

2 Methodology

2.1 Vehicle Emission Standards

The government of India formed Bharat Stage Emission Standards (BSES) to regu-
late the air pollution created by motor vehicles. The Central Pollution Control
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Table 1 Indian emission standard roll-out timeline for 4-wheelers (DieselNet.com) [6]

Standard Reference Year Region

India 2000 Euro 1 2000 Nationwide

Bharat Stage II Euro 2 2001 NCR*, Mumbai, Kolkata, Chennai

2003 NCR and 14 Cities#

2005 Nationwide

Bharat Stage III Euro 3 2005-04 NCR*, 14 Cities#

2010 Nationwide

Bharat Stage IV Euro 4 2010 NCR, 14 Cities#

2017 Nationwide

Bharat Stage V Euro 5 Skipped

Bharat Stage VI Euro 6 2018 Delhi

2019 NCR*

2020 Nationwide

*National Capital Region (Delhi)
#Mumbai, Kolkata, Chennai, Bengaluru, Hyderabad, Ahmedabad, Pune, Surat, Kanpur,
Lucknow, Jamshedpur, Agra and Guwahati

Board (CPCB) under the Ministry of Environment sets the standard policy and its
implementation plan throughout the nation.

The emission standard was first introduced in 2000 on the basis of European
emission standards. Bharat Standard (BS) IV emission standard has been enforced
to the entire states on 1 April 2017, with a deadline to vehicle manufacturers to
jump to BS VI standard 1 April 2020 [3]. New emission standards come with a
motivation to have a stricter control over the air pollutants ejected from the tail-pipe
in comparison to its previous version. The Indian emission standard roll-out is shown
in Table 1.

The currentwork uses secondary data from the traffic survey of a national highway
in plain terrain in the region of Maharashtra and Karnataka to arrive at an abatement
cost. The abatement cost is divided into two parts: vehicle operation cost or exhaust
emission cost and technology advancement cost as shown in Fig. 1.

The vehicle operation cost is calculated with the help of the cost estimation
model developed by Čokorilo et al. [5] because of some similarities between India
and Serbia and suitability of the model. This model makes use of network length and
traffic data, fuel emission technology, and type of vehicle which is very helpful in
estimating the amount of pollution that can be generated due to traffic operation.

Technology advancement cost can be directly obtained from the financial reports
of various oil refining companies.
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Fig. 1 Methodology to estimate EEC

2.2 Exhaust Emission Cost (EEC) Estimation Method

The EEC is estimated with the help of Eq. (1) as per Čokorilo et al. [5]:

EEC =
∑

i, j,k

const ∗ DTi, j ∗ FCi, j ∗ f(FC)i, j ∗ ρ f ∗ L j ∗ EFi,k ∗ fEFi, j,k ∗UCk

(1)

where

EEC Exhaust emission cost for the road network (|/year)
DT Average Annual Daily Traffic (AADT) per vehicle category (vehicle/day)
FC Fuel consumption of vehicle (L/km)
f FC Correction factor of fuel consumption (1–1.25 for passenger vehicles and

1–1.8 for freight vehicles)
ρ f Density of fuel (petrol = 0.71 kg/L, diesel = 0.835 kg/L, LPG = 0.56 kg/L)
const 3.65 × 10–4

L Length of road section (km)
EF Emission factors (gpollutant/kgfuel)
f EF Factor of change in the emission of pollutants, depending on the different

engine mode
UC Unit cost of pollutant (e/tonne)
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i Index of vehicle category
j Index of road section
k Index of pollutants

The EEC is calculated for BS IV and BS VI vehicles as these two engine tech-
nologies are currently in use in India. The difference in the amount would suggest
that shifting from one technology to the other the amount of environmental cost that
can be saved in terms of emission cost. Further, this data is projected for the next
5 years to determine the increment of the cost over the time span. A period of 5 years
is considered as beyond 5 years, the growth rate of vehicles may change depending
on various factors associated with politics, natural disasters, economic changes, etc.

Traffic forecast is done with the help of econometric modeling taking histor-
ical national state domestic product (NSDP) data and vehicle counts in the states
considered for this study.

2.3 Traffic Growth Rate Estimation

Traffic growth rate for two alignments is estimated with the help of econometric
modeling as per IRC:108-2015.

lnP = c + m ∗ ln(Economic Indicator) (2)

where P is the traffic count, m is the coefficient of traffic demand elasticity.

Traffic Growth Rate = Elasticity ∗ Growth Rate of Economic Indicator (3)

Growth Rate of Economic Indicator

= (Current Year Value − Previous Year Value)

Previous Year Value
× 100% (4)

Pn = P0(1 + r)n (5)

where Pn and P0 are the traffic population in the nth year and the base year,
respectively, and r is the traffic growth rate in the state.
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3 Result and Discussion

3.1 Vehicle Operation Cost

National State Domestic Product (NSDP) is chosen as the economic indicator for
this study for a period of 9 years from 2006 to 2014 for Maharashtra state and 2009
to 2015 for Karnataka state as shown in Tables 2 and 3, respectively.

Average growth rate of the economic indicator is the statistical mean of year-on-
year growth of NSDP, yearly growth is calculated with the help of Eq. (4). Equa-
tion (2) can be used to estimate the traffic demand elasticity which is further used
in Eq. (3) to determine the average traffic growth rate [10]. The regression statis-
tics and growth rates of different vehicle categories are shown in Tables 4 and 5
for Maharashtra and Karnataka state, respectively. Average growth rate of NSDP in
Maharashtra was estimated to be 7.44% and 13.15% for Karnataka.

Table 6 shows the traffic volume at the stretch of selected highway in the region
of Maharashtra (NH 361) and Karnataka (NH 648) and Table 7 shows the forecasted

Table 2 Historical vehicle count and NSDP (in INR Crore) data of Maharashtra (Ministry of
statistics and programme implementation) [15]

Year 2 Wheelers Cars Buses Trucks NSDP

2006 8,573,679 1,648,379 71,187 316,502 481,983

2007 9,394,869 1,822,458 77,042 344,267 538,081

2008 10,212,360 1,979,191 79,073 366,642 546,533

2009 11,181,762 2,182,969 83,816 374,705 599,338

2010 12,429,011 2,440,404 89,861 389,941 667,625

2011 13,921,763 2,750,167 100,097 411,418 695,904

2012 15,457,123 2,592,565 110,121 402,366 749,137

2013 16,910,395 2,834,847 120,886 47,128 805,593

2014 18,603,835 3,113,773 120,750 491,582 852,451

Table 3 Historical vehicle count andNSDP (in INRCrore) data of Karnataka (Ministry of statistics
and programme implementation) [15]

Year 2 Wheelers Cars Buses Trucks NSDP

2009 4,796,587 892,160 44,308 366,597 278,534

2010 6,404,905 1,005,291 53,874 377,495 300,747

2011 7,033,045 1,131,201 58,012 415,491 368,338

2012 7,737,366 1,269,430 62,501 454,582 406,821

2013 8,575,104 1,420,767 69,718 506,340 462,395

2014 9,533,892 1,572,521 75,529 555,255 516,516

2015 10,644,368 1,741,831 80,911 606,352 581,741
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Table 4 Econometric model output for Maharashtra

Regression statistics 2-Wheelers Cars Buses Trucks

Multiple R 0.995 0.979 0.987 0.963

R square 0.990 0.958 0.973 0.928

Adjusted R square 0.989 0.952 0.970 0.918

Standard error 0.028 0.047 0.035 0.040

Observations 9 9 9 9

Elasticity 1.372 1.082 1.001 0.688

Intercept −2.012 0.185 −1.959 3.676

Traffic growth rate (%) 10.21 8.05 7.45 5.12

Table 5 Econometric model output for Karnataka

Regression statistics 2-Wheelers Cars Buses Trucks

Multiple R 0.924 0.955 0.928 0.964

R Square 0.854 0.912 0.860 0.928

Adjusted R square 0.824 0.894 0.832 0.914

Standard error 0.112 0.079 0.085 0.056

Observations 7 7 7 7

Intercept 7.123 5.883 4.205 6.485

Elasticity 0.673 0.630 0.528 0.506

Traffic growth rate (%) 8.85 8.28 6.94 6.65

Table 6 AADT of
Maharashtra (NH 361) and
Karnataka (NH 648)

Vehicle AADT (veh/day)

Karnataka Maharashtra

PC petrol 2929 2493

PC diesel 517 440

Buses 285 550

Trucks 2858 3531

TWs 6047 1763

Total 12,636 8777

Table 7 Base year and
forecasted year traffic data

P0 (veh/day) P5 (veh/day)

Maharashtra Karnataka Maharashtra Karnataka

8777 12,506 12,724 18,711
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Table 8 Unit cost of
pollutants [5]

Pollutant Unit cost (|/kg)

CO 8.09

NOx 763.97

NMVOC 42.79

CH4 75.54

PM 1954.86

CO2 2.70

SOx 699.13

traffic population if the traffic grows by the growth rate predicted by the econometric
model output (as shown in Tables 4 and 5) in the year 2025.

Unit cost (Table 8) was estimated by Čokorilo et al. [5] to estimate the EEC using
Eq. (1).

Based on the unit cost shown in Table 8, the exhaust emission cost due to BS
IV and BS VI emission categories is shown in Table 9. The year-wise total EEC for
Maharashtra and Karnataka is shown in Figs. 2 and 3, respectively.

Traffic growth is forecasted for five consecutive years from 2020 and the exhaust
emission cost is calculated per unit km length per year of the selected highway link.
Results indicate that the EEC varies linearly for the next 5 years for bothMaharashtra
andKarnataka regions (Figs. 2 and 3) assuming the calculated growth rate of vehicles
in this study. The vehicle category-wise EEC for the states of Maharashtra and
Karnataka is shown in Figs. 4, 5, 6, 7, 8 and 9. A saving of |33.19 thousand/km, 2.53
lakh/km, and 2.19 lakh/km can be made by switching from BS IV to BS VI vehicles
for Maharashtra region, while a saving of |1.39 lakh/km, |2.43 lakh/km, and |10.53

Table 9 Exhaust emission cost (in INR) due to various fuel emission technologies

Emission
technology

State Maharashtra Karnataka

Year Base year
2020

Forecasted
year 2025

Base year
2020

Forecasted
year 2025Vehicle type

BS IV Cars 1028533.44 1514754.57 1208438.90 1798729.82

Buses and
trucks

926283.10 1207532.34 713380.98 985516.34

2-Wheelers 881456.82 877517.14 3023351.90 4619881.83

Total 2836273.36 3599804.05 4945171.78 7404127.99

BS VI Cars 995340.86 1465870.78 1169444.24 1740687.27

Buses and
trucks

673132.53 877517.14 518415.96 716177.49

2-Wheelers 652561.70 1061027.38 2238253.32 3420199.22

Total 2321035.09 3404415.30 3926113.52 5877063.98
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Fig. 2 Total exhaust emission cost for base and forecasted year in Maharashtra region
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Fig. 3 Total exhaust emission cost for base and forecasted year in Karnataka region

lakh/km can be saved in the base year 2020 for Karnataka region for cars, buses and
trucks and two-wheelers, respectively.

For the projected period, the difference in the EEC by shifting from BS IV to
BS VI technology grew by 7.45%, 5.15%, and 9.26% for cars, buses and trucks,
and two-wheelers, respectively, for Maharashtra, while for Karnataka, the difference
grew by 7.65%, 6.26%, and 8.13% for cars, buses and trucks, and two-wheelers,
respectively.

Results indicate that the EEC difference between BS IV and BS VI is negligible
for cars for the entire projected years (Figs. 4 and 5) but the same is not true for buses
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Fig. 4 Year-wise EEC for cars in Karnataka
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Fig. 5 Year-wise EEC for cars in Maharashtra

and trucks (Figs. 6 and 7) and two-wheelers (Figs. 8 and 9). This ismainly because car
engine emission standards are already heavily regulated and buses and trucks emit a
high amount of poisonous NOx gases which pose a huge threat to human life, hence
their unit cost is kept high, which ultimately leads to very high environmental cost
for the operation of buses and trucks. Further, the two-wheelers amount to a high
cost associated with air pollution. Therefore, adopting electric two-wheelers may
considerably bring down this cost in the near future. Note that we cannot compare
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Fig. 6 Year-wise EEC for 2-wheelers in Karnataka
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Fig. 7 Year-wise EEC for 2-wheelers in Maharashtra

here, which state is resulting in higher EEC or lower EEC considering various factors
such as AADT obtained, local factors, etc.

3.2 Technology Advancement Cost

Technology advancement cost consists of vehicle up-gradation cost and fuel tech-
nology advancement cost. These costs are one-time cost that needs to be borne by
either owner of the vehicle with the help of lending institutions or their own money
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Fig. 8 Year-wise EEC for buses and trucks in Karnataka
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Fig. 9 Year-wise EEC for buses and trucks in Maharashtra

or by the government by subsidizing the shifting cost. These costs can vary on the
basis of company, vehicle class, and financing schemes of the lending institutions.

As per Live Mint [14], Sanjeev Singh, chairman of IOCL reported that the oil re-
fineries around the country spent a sum of |35,000 crore to upgrade their machinery
across the nation to produce fuels as per the norms of BS VI from 1 April 2020.

As per the methodology worked out by Chatterjee et al. [4], the states of Maha-
rashtra and Karnataka would need a sum of |97.71 crore and |82.60 crore per year,
respectively, for the next 5 years at a 10% discount rate to finance all the vehicle
owners to switch to new technology vehicles in the base year.
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4 Conclusions

This study included a two-fold objective:

• To quantify the emissions from vehicles of typical national highway traffic in
terms of capital cost.

• To compare the changes in the cost associated with the emissions by shifting
vehicle operation from BS IV to BS VI.

It was observed that upgrading the vehicles from BS IV to BS VI would cost
around |97.71 and |82.60 crores per year for a period of 5 years for Maharashtra and
Karnataka, respectively. Upgrading fuel technology for BS VI standard vehicles has
cost around |35,000 crore for oil refineries as per the statements of Sanjeev Singh,
chairman of IOCL. These technological advancement costs would be borne by the
road users either with the help of a bank or independently.

India formally switched toBSVIvehicles on1April 2020, skippingBSVcategory
of vehicles. Therefore, currently, most of the vehicles on the road are either BS IV
standard vehicle or BS VI standard vehicle. There is a significant improvement in
tail-pipe emission technology in the new standard vehicles. The operation of all BS
IV vehicles on the highway traffic considered in this study would create damage
worth |28.36 lakh, while BS VI vehicles would create a damage of |23.21 lakh for
each km of distance traveled per year. This study suggests that upgrading to new
norms can save a sum of |33.19 thousand/km from passenger car operation, |2.53
lakh/km from buses and trucks operation, and |2.29 lakh/km from two-wheelers
operation, i.e., approximately |5 lakh/km can be saved annually if all vehicles using
this alignment located in Maharashtra switch to the latest emission standard for
the vehicles and the same for an alignment located in Karnataka was found to be
approximately |10.19 lakh/km fromall vehicles (passenger car: |38.99 thousand/km,
buses and trucks: |1.95 lakh/km, and two-wheelers: |7.85 lakh/km). Based on the
study, it is interesting to note that the two-wheelers resulted in a significant reduction
in air pollution cost, or in other words, their contribution towards air pollution will be
significant. The savings while using cars and two-wheelers would be significant if we
consider the traffic data from an urban road as the traffic data considered in this study
was obtained from a national highway. Therefore, this result can help policymakers
in promoting electrical vehicles, which are already gaining the attention of many
automobile owners.

The exhaust emission cost increases linearly primarily because of the nature of
the model presented by Čokorilo et al. [5]. This model can help the regulatory bodies
to evaluate the trend and determine the right time to switch from the current emission
standard to a new one which can aggressively cut down the air pollution.
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4.1 Scope of Future Work

From literature survey, it was found that this kind of cost estimation methodology
is still far away from being realized especially in India. The researchers should
definitely look into this direction to propose a suitable methodology to estimate unit
costs of various gases from vehicles for Indian conditions as the air pollution problem
has already started creating a havoc on the eco-system. Moreover, air pollution is
considered the first significant threat towards the environment and human health.
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Benefits from Active
Transportation—A Case Study
of Bangalore Metropolitan Region

Hemanthini Allirani, Ashish Verma, and Sajitha Sasidharan

Abstract Rapid urbanization in developing economies like India has led to an
increase in motorized modes of transport, even for shorter trips replacing Non-
Motorized Transport (NMT). The urban lifestyle has made most of the adult popu-
lation physically less active leading to adverse health impacts. Studies suggest that
active transportation, usually through bicycling andwalking, can potentially increase
Physical Activity (PA) and improve health. In this study, an attempt has been made
to quantify PA in terms of Metabolic Equivalent of Task (MET) for NMT. Two
scenarios, such as base case and mode shift to NMT, are evaluated in which the
latter scenario shows a 5% increase in the active population and 3% increase in the
physically benefitted individuals due to the shift to active transportation. Thus, the
population commuting through NMT are sufficiently physically active than other
road users and, hence, are less subjected to obesity and other non-communicable
diseases.

Keywords Active transportation · Non-motorized transport · Physical activity ·
Metabolic equivalent of task

1 Introduction

Transportation plays a vital role in the economic and social development of a country.
Enhanced mobility has a positive impact through efficient movement of goods and
passengers, but the mobility achieved through increased motor vehicle usage leads
to worse physical and environmental impacts [18]. The related negative impacts
include physical inactivity, air pollution, chronic illness, traffic collision, and traffic
congestion.Globally, physical inactivity is estimated to cause some3.2million deaths
annually [1]. Insufficient Physical Activity (PA) increases the risk of cardiovascular
diseases, cancers, diabeteQuerys, andmental health problems [1]. According to 2012
obesity reviews by the International Association, increment in car ownership in the
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developing economies has increased vehicle kilometers traveled and declined the
distancewalked per year. In developing economies such as India, a sedentary lifestyle
is observed because of rapid unplanned urbanization and increment in the number
of private vehicles owned [9]. However, the impact of intensified car ownership is
less severe due to the promotion of active mode of travel and the urban design being
more conducive towalking and cycling. The activemode of transport, which includes
walking and cycling, plays a crucial role in improving an individual’s wellbeing.

In India, sedentary time is projected to increase from 18.6 h per week in 2000 to
20 h per week by 2030 [15]. According to the study conducted by ‘Down to Earth’ in
2015 [21] regarding the attitude of road user’s mode choice in Indian cities, among
respondents from the rural area, 68.3 percent bicycled, and 11.9 percent walked to
work; on the contrary, 15.9 percent bicycled, and 12.5 percent walked to work in
urban areas, respectively. Physical activity is often measured in terms of Metabolic
Equivalent of Task (MET), i.e., energy spent in various activities [11, 17]. The study
pointed out a need for encouraging commuters to utilize a physically active mode
of transport which might lessen the risk of chronic diseases. The poor condition
of footpaths and cycle lanes act as a disincentive to active transport; in addition,
pedestrians and two-wheeler users are more prone to traffic collision.

Bangalore being the fifth major metropolis in India, is one of the fastest-growing
cities in Asia. As per the report Bangalore mobility indicators (2010–2011) [4], rapid
growth in registered vehicles is observed from 0.4 million in 1987 to 3.7 million in
2010. It is expected that Bangalore will have 10.6 million motorized vehicles by
the year 2022 which might create a marked shift of travel from public transport and
active modes to privately owned motor vehicles exceeding the capacity of existing
road network. The rise in the travel demand and inadequacy of the public transit
system encourages more and more commuters to shift to cars and two-wheelers. The
extension in time spent on motorized transportation modes would mean an absence
of PA, leading to a sedentary lifestyle [19]. There is a lack of importance given to
NMT, such as walking and cycling infrastructure in Bangalore [13]. Consequently,
there is a need for an intervention to encourage mode shift toward the active mode
of travel. Active transportation is mostly preferred for shorter trip distances by road
users. Apart from the trip distance, an individual’s attitude toward physical exercise
also plays a predominant role in preference for their active mode of travel.

The main objective of the present investigation is to quantify the PA due to active
transportation in terms ofMetabolic Equivalent of Task (MET) to assess health bene-
fits. Secondly, to assess the effect of mode shift based on the acceptable trip distance
for walking and bicycling on the commuters’ intensity of PA. Two scenarios, such as
base case and mode shift to NMT, are evaluated. Thirdly, to assess the gender-wise
and age-wise variation in the number of active transport trips followed by calculation
and comparison of MET values for two defined scenarios. Finally, to evaluate the
share of physically benefitted individuals due to the shift to active transportation.
The subsequent sections illustrate a summary of the literature review followed by
data description, methodology, technical analysis, results, and conclusions.
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2 Literature Review

Physical Activity (PA) can be broadly defined as an action delivered due to skeletal
movements that require energy consumption [12]. Physical activities are executed
throughout the day for various purposes. The occupation domain of PA is the
prime focus for initial epidemiologic studies. Later, leisure time or recreational
physical activities gained importance as occupational activities requiring higher
energy declined. However, recently PA, which includes transportation-related such
as walking and bicycling activities, has gained importance.

2.1 Physical Activity and Transportation

Numerous studies have focused on the relation between inactivity and related disease
costs [7, 14, 22]. The diseases caused by inactivity are very expensive; thus, trans-
portation policies can reduce these costs by providing opportunities for people to
be physically active [7]. The physical activities associated with different transport
scenarioswere compared using the exposuremodel inmany studies. In one such study
conducted by Tainio et al. [20], the health benefits of transport related to walking and
cycling are computed considering different scenarios. Higher potential toward the
increase in the fraction of people cycling compared to walking is identified because
of the low base and the greater distance covered by cycling. Web TAG tool has been
implemented to estimate the active mode health benefits assessment [20].

Population distributions of exposure to non-transport and transport-related phys-
ical activities are estimated for each age and sex group [14]. Estimated the impact
of mode shift from car to walking and cycling and associated health benefits using
relative-risk response model. Physical activity in the form of active mode of trans-
portation tends to decrease as one moves farther from city center [19]. According to
Saelens et al. [16], a compactmixed-use urban development and a high-quality pedes-
trian and bicycle networks with good connectivity can promote travel by walking and
bicycling. Moreover, a good integrated public transit networks with proper infras-
tructure for active transportation can indirectly stimulatewalking and cycling.Higher
density land use is more energy efficient [22], as it shortens the trip length. Mixed
land use development with better housing location can reduce the travel distance to
employment, health services and other amenities thus encouraging a mode shift from
motorized to non-motorized transport.
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2.2 Measurement of Energy Expenditure

MET concept is used for measuring PA, as the concept being simple, practical and
an easy method of expressing the energy expenditure of physical activities as multi-
ples of Resting Metabolic Rate (RMR) [6]. One of the early studies conducted by
Sidney and Blumchent [17] aims at definingMET and its comparisonwith the energy
expenditure in terms of watts for selected household and recreational activities. One
MET is defined as one kilocalorie/kilogram/hour and is “equivalent to the amount of
energy you spendwhen you are just sitting quietly”.MET has been defined byMorris
et al. [11] as “on an average, the quantity of oxygen consumed by the body from
inspired air under basal conditions is equal to 3.5 ml oxygen/kg/minute”. In case
of an average adult, this works out to be about one calorie for every one kilogram
of body weight per hour. MET values are represented by corresponding physical
activities using a five-digit code in the Compendium of Physical Activities study
conducted in 2011 [3]. Standard MET in this compendium directly translates the
weight-specific energy costs computed by taking the energy costs and dividing them
by 3.5 ml/kg/min, thus giving a weight-specific approach to the energy cost of the
activity [2, 3].

The measurements of total PA mostly rely on questionnaires which are routinely
used as surveillance tools [5]. Recently, Physical Activity Questionnaire (RPAQ)
is developed aiming to assess the usual PA in the previous month of the survey.
The PA questionnaire makes it easy to measure the energy expenditure for large
population at low cost and in assessing the variety of physical activities. The health
and ecological effects due to increase in active modes of transport were evaluated
using Integrated Transport and Health Impact Modeling tool (ITHIM) [23]. Misra
et al. [10] has recommended that for Indian context, the general PA must include a
minimum of one hour and up to several hours of at least moderate-intensity aerobic
PA daily. This activity may comprise of sports activities, active transport, and usual
PA.Watching television andworking on computer which are considered as sedentary
behavior should be restricted to less than two hours per day during leisure time.

3 Data Description

The data used in the study is from the household travel survey conducted on working
days for BangaloreMetropolitan Region (BMR) in 2009. The datawas obtained from
Bangalore Metropolitan Land Transport Authority. 50,000 household samples from
384 Traffic Analysis Zones (TAZs) were collected and the data is validated using
cordon and screen line surveys. Data on household information, travel patterns, and
trip details are collected. The survey was focused on different trip purposes and
corresponding daily commute trip details. Work and school trips were constituting
majority of the trips. A total of 79,335 trips are selected after cleaning the data set
for the present study. Table 1 gives the age-wise and gender-wise distribution of the
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Table 1 Age-wise and gender-wise share of the observed cycling and walking trips

Age group Cycling Walking

Male (%) Female (%) Total (%) Male (%) Female (%) Total (%)

0–14 14 9 23 13 11 24

15–19 6 5 11 7 5 12

20–29 16 3 19 15 7 22

30–60 44 3 46 31 9 40

60 + 1 0 1 1 1 2

Total 81 19 100 68 32 100

observed cycling and walking trips out of 79,335 trips. It is inferred from Table 1
that the percentage of female using active transportation is comparatively lower than
that of male. The reason may be due to lesser number of work trips carried out by
women comparing to men. The fact that city lacks infrastructural facilities, related
traffic collision risks and poor enforcement of policies make active transport mode
less desirable.

4 Methodology

A complete travel information for 79,335 trips obtained from the household travel
survey is used for analysis. Computation of MET values is done by considering
walking and cycling as distinctive intensity actions. The PA of individuals using
active mode of transportation is estimated using the calculated MET value. It is
assumed that all cycling had an intensity of 6.8 METs [8, 23]. For walking, an
algorithm was created to convert mean walking speed (‘S’) to MET values, as given
in Eq. 1 [23].

MET (Walking) = 1.4594 x exp (0.19 x S) (1)

The present study is aimed at estimating the PA of people with reference to MET
hours per week. Since the health benefits are computed based on weekly activity,
the average weekly activity is estimated assuming that the individuals had 250 active
days per year. Thus, the individuals are active 4.79 days per week. Themean distance
covered by a person per week is obtained as the product of 4.79 days per week and
the mean distance covered by a person in a day. This measured distance is converted
into time with the use of average speed of active transportation obtained from the
trip survey data. The obtained time in terms of hours per week is multiplied with the
MET value giving the average measure of PA of the mode of transportation chosen
by the individual.

Trip Distance is a determining factor in most of the previous studies for mode
choice. This distance can vary with the infrastructural facilities available in the city.
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So, the authors considered a transport scenario in which the road users shift to active
modes for trip distance less than the acceptable distance [13] for Bangalore. As per
the study, an agreeable distance was “0.5 km for walking as the access mode, 1 km
for walking as the main mode, and 2 km for cycling as the main mode”. Keeping
this acceptable trip distance as a base, it is found that about 7.3% of the trips having
stage distance of less than 2 km are commuted using modes other than active mode
of travel.

Physical activities of different energy expenditures can be grouped under different
MET categories namely Light (less than 3 METs), Moderate (3–6 METs), and
Vigorous (more than 6 METs). The light physical activities with less than 3 METs
include slow walking, sitting, and standing. Moderate intensity activities include
brisk walking, slow bicycling, and sports. Vigorous activity includes walking or
jogging, carrying heavy loads, fast bicycling. The average shift in the intensity of PA
due to shift to activemode of transport is also determined. The guidelines provided by
Office of Disease Prevention and Health Promotion (ODPHP) are utilized to under-
stand the health benefits due to PA (MET hours per week). A range of 8.33 MET
hours (500 MET minutes) to 16.66 MET hours (1000 MET minutes) of total weekly
activity is essential for a good health condition especially for adults. Based on these
guidelines, the energy expenditure for the population of the BMR is evaluated to
estimate the health gain while shifting to active transportation from other modes of
transportation based on the acceptable trip distance for walking and cycling.

5 Analysis of Data and Results

The impact of mode of travel on the physical condition of people is the prime focus
of the study. Stage distance, age, and gender are the three important criteria when it
comes to choice of bicycling or walking. The active mode of travel is usually adopted
for the lesser trip distance. Based on the acceptable distance for active transportation
in Bangalore city, it is seen that 7.3% of the potential users of active mode are
still relying on motorized travel modes. The scenario considered assumes that the
proportion of trips less than acceptable trip distance shifts to active transportation.
The summary of data used for analysis is given in Table 2.

The variations in MET calculated for both base case and considered transport
scenario is presented in Fig. 1. Activities with MET value less than 3 MET are
considered physically inactive and people in this category have higher probability of
health risks. The scenario considered shows a decline in population with less than 3
METs and a 5% increase in more active population.

Gender-wise and age-wise variation in a number of trips and its MET is also
evaluated and studied. The comparison of thesewith respect to base case and scenario
considered is shown in Fig. 2. Age is categorized into 5 groups where; more active
trips are made by age group 30–60 when compared to other age groups. Both females
and males make more trips with MET value of 3–6. Considering both genders, more
trips are made in the category of 3–6 MET and >6 MET after 7.3% shift to active
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Table 2 Summary of dataset

Base case Scenario considered

Observed mean stage distance Walking 1.04 km 0.98 km

Cycling 2.96 km 2.45 km

Active days per week 250.00 days 250.00 days

Active days per year 4.79 days 4.79 days

Total distance covered by the user in a week Walking 4.98 km 4.69 km

Cycling 14.18 km 11.74 km

Average speed Walking 5.79 km/h 5.79 km/h

Cycling 8.19 km/h 8.19 km/h

%Share of walking 92 86

%Share of cycling 8 14

33%

48%

19%

28%

48%

24%

Light (<3 MET) Moderate (3-6 MET) Vigorous (>6 MET)
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Fig. 1 Comparison of energy expenditure from active transportation

mode transport when compared to base scenario. Although, very little change is
observed in trips with MET value less than 3 METs.

Another important feature seen after shift is that, in case of adults above 60 years
of age, there is a comparative increase in the vigorous activity trips (>6 MET value),
which might reduce the risk to many diseases associated with inactive lifestyle.
Women of age between 20 and 60 years are more benefitted due to shift to active
transportation as there seems to be an increase in high intensity PA, whereas for
male, the shift to vigorous activity is profound for people younger than 20 years old.
Result show that 67% of the population commuting through non-motorized transport
is sufficiently physically active than other road users who use motorized modes and
hence less subjected to obesity and other non-communicable diseases. Compared to
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Fig. 2 Age-wise and gender-wise comparison of MET

the base case, the scenario considered has 72% of the commuting population being
benefited because of PA.

In the light of the estimatedMET hours per week, percentage of active mode users
who achieve a minimum of 8.33 MET hours per week activity level is expected to
achieve health benefits. The improvement in the health achieved due to mode shift to
active transportation is also quantified. Figure 3 shows the percentage of road users
using activemodes (walking and cycling) achievingminimum standards of active life
according to the standard guideline of 8.33 MET hours per week. From the analysis
of the data, it is observed that for the base case 28% of the pedestrians are physically
benefited whereas 99% of cyclists achieved the minimum standards for active life.

Proportion of activemode users who are potentially benefitted due tomode shift is
presented in Table 3. It can be observed from Table 3 that for the base case, out of the
total activemode users, 25% of cyclists and 75% of pedestrians are benefited because
of active mode of travel, respectively. After the mode shift based on the scenario
considered, percentage of cyclists is found to increase to 40%. This increase in the
percentage of cyclists is reflected in the increase in the percentage of total percentage
of physically benefited active mode users from 34 to 37%.
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Fig. 3 Percentage of physically benefitted active mode users a Walking b Cycling

Table. 3 Proportion of physically active road users as per estimated MET hr. per week

% of physically benefited active mode users Mode-wise composition of
active road users

Cyclist (%) Pedestrians (%)

Base case 34 25 75

Scenario considered 37 40 60

6 Summary and Conclusions

Active transportation has a critical effect in improving the quality of life, physical
health, and environmental quality. The study emphasizes the importance of non-
motorized modes of transport in achieving health benefits for BMR. Energy expen-
diture of each trip by active mode is estimated as METs. Major observations from
the study are as follows:

• Themean speed ofwalking is observed as 5.34 km/h, thismay be due to abundance
of motorized vehicles and resulting friction with the pedestrians [13]. This also
shows insufficient attention given to pedestrians and cyclists as the speeds are
high and trips are less in number especially cycling. The reason may be because
of the related risk of high friction with the motorized traffic leading to road traffic
injuries. Thus, proper infrastructure facilities can help in reducing the physical
inactivity related health risks as well as the environmental problems to a greater
extent.

• Based on the acceptable distance for active transportation, the change in intensity
of PA is studied. 7.3% of the total trips are under the acceptable trip distance and
is assumed possible for a shift to active transport mode.

• The age-wise and gender-wise split in the commuters give an idea about the
current condition that there is less percentage of women using active mode of
transportation.
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• For base case physically active commuter populationwas 67%and for the scenario
it increased to 72%. Hence the proportion of population engaged in vigorous
intensity physical activity showed an upward trend. The increase in participation
in active transportation is more for cycling compared to walking.

• Based on the PA computation in terms of MET hours per week it is concluded
that about 28% of the pedestrians and 99% of the cyclists are physically benefited
and thus fulfill the minimum standard of physically active life.

• Based on the scenario considered, a shift to active transportation from othermodes
with a stage distance within the acceptable distance for Bangalore resulted in a
3% increase in the individuals who are physically benefited due to active mode
of travel.

Health benefits from active transportation are crucial, as this can decrease private
vehicle plying on road helping to decrease pollution and traffic congestion. Providing
separate infrastructure will be helpful in less exposure of non-motorized modes to
other motorized modes thus increasing safety. Hence a future study integrating all
these effects together will provide a better inference in promoting active transports.
Study shows non-linear relation between physical activity and health outcome [20],
which makes it necessary to measure the total volume of physical activity rather than
focusing on one domain. Therefore, not only physical activity from transport but
PA from different domains must be estimated and studied to understand the overall
health benefit of PA.
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Abstract Indian cities are witnessing rampant growth in terms of population and
economic growth. The urban population percentage increased from 28.6% in 2001
to 37.7% in 2011. Being a leading IT exporter, Bengaluru sees an increasing number
of commercial buildings burdening the existing road infrastructure, leading to heavy
congestion in particular areas of Bengaluru. This calls for an understanding of
any upcoming commercial development before it is thoroughly established to take
adequate measures to reduce the negative impacts. However, the Traffic Impact
Assessment (TIA) using the traditional four-stage modeling cannot be used in the
current context due to the impact of COVID-19 on the existing traffic. This paper
adopts an improved methodological framework that can be used to evaluate the
impact of traffic in any situation. An average of 6.6% percentage increase (maximum
25% on some roads) in V/Cs is observed before and after the new development on
the adjoining roads. To improve the level of service, several scenarios are considered
and analyzed to provide the best mitigation strategies. This improvedmethodological
framework can help to evaluate a new development’s impact for any given situation,
and what mitigation strategies and types of transportation improvements may be
essential to maintain a smooth moving traffic with a satisfactory level of service.
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1 Introduction

Indian cities are witnessing rampant growth in terms of population and economic
growth. The urban population percentage increased from 28.6% in 2001 to 37.7% in
2011. There is a substantial increase in India’s GDP for most of the last two decades,
leading to rising per capita incomes and a reduction in absolute poverty. This growth
is physicallymanifested in increasing employment offices and the associated housing
and retail development in the Indian cities. Land use is a fundamental determining
factor for movement and activity. The nature of land use influences the source and
nature of travel, and consequently, the traffic generation and distribution processes.
Among the various land uses, commercial land use contributes more to the traffic
flow in cities due to its trip-making nature (built-up area and occupancy are more
for commercial [4]). Bengaluru, also known as Silicon Valley of India, is a leading
IT exporter, where the number of commercial buildings is more. This rapid growth
of employment offices in the city acts as a hub for trip generation and attraction,
potentially impacting the existing road infrastructure. This is seen to reflect on the
urbanization trends and the mobility choices of people which in turn have resulted in
an exponential rise inmotorization. This leads to heavy congestion in particular areas
of Bengaluru. According to the ninth edition of the Tom Tom Traffic Index report,
Bengaluru has the world’s worst traffic congestion [13]. Therefore, it is imperative
to understand the effect of any upcoming commercial development before it is thor-
oughly established, to take adequate measures to reduce the negative impacts, if
any.

Traffic Impact Assessment (TIA) is a technical analysis of traffic problems and
safety issues relating to a specific development. This is done to estimate the impact
of a new development’s site-generated traffic on the adjoining roads. Upcoming or
new projects require a comprehensive TIA to help determine the forecasted traffic on
the adjoining roads, identify the potential problems associated with the new devel-
opment, provide suitable mitigation strategies to tone down the negative impacts,
and provide suggestions/ recommendations for hassle-free movement of vehicles on
roads. TIA, though recently being studied in India due to the need for developing
sustainable solutions to ease out congestion, a few researchers across the world
have studied this widely. Most of the studies have used the conventional four-stage
modeling [3, 8, 9]. Wagner [17] has studied the impact of logistics-related land use
and suggested a methodological improvement of integrating the trip generation and
trip distribution estimation into the regional land use and transport models. In a
similar study by Sharmeen et al. [11], a generic methodology for TIA is developed
by forecasting the background and the developing traffic for a mixed land use in
Dhaka city. Mihans et al. [6] did a TIA in the neighborhood of Skudai Town in the
Johor Bahru region in which the entry mean trip rate was estimated using trip rate
analysis, cross-classification analysis and regression analysis and did a comparison
of values obtained from Highway Planning Unit (HPU) Malaysian manual.

Regidor and Teodoro [10] mentioned that detailed description of the traffic condi-
tions around the study site’s vicinity is required. At least a few kilometers around
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the site should be studied for its impact. Also, the future projected year should be at
least 10 years down the line [1] with base year ideally varying by location, extent and
purpose of development. To ensure that predictions of traffic impacts are accurate, the
TIA should include technical guidance about baseline conditions and key assump-
tions, with a full assessment of existing transport infrastructure [14]. Environment
impacts should also be taken into consideration, as more sustainable solutions are
required [1, 15]. The methodology used for predicting trips would have a signifi-
cant effect on a TIA [7]. Therefore, a more comprehensive methodology which is
inclusive of all situations is required.

However, the existingmethodologies in the literature cannot beused for the present
COVID-19 situation as the traffic is not the same as in the pre-COVID situation,
which can overestimate the model values. This necessitates an improved method-
ological framework that can evaluate the impact of traffic in any situation. A new
large commercial land use in Bengaluru is considered the case study to apply the
proposed methodology and framework. Therefore, the objectives of this paper are
(a) to develop an improved methodological framework to evaluate the traffic impact
(b) to perform a traffic impact assessment of a new large commercial land use which
is under development in Bengaluru (c) to assess the level of service (LOS) on roads
adjoining the new commercial development based on the estimated traffic loads and
suggest road improvement measures to maintain a given LOS, wherever possible,
and (d) to propose possible ways to reduce traffic loads in the present and near
future and ways to integrate with upcoming Bengaluru metro rail station near the
new commercial development.

The remainder of the paper is organized as follows: In the next section, details
of the case study and data collection are presented. Section 4 describes the method-
ological framework adopted, and Sect. 5 discusses the results. Finally, we conclude
with the discussions of the study and possible future work.

2 Description of the Case Study

2.1 Study Site

ITC Green Centre is an ongoing commercial complex with predominantly office
space (buildings 1–6) and a hotel (building 7) in which building 1 and 2 are already
existing. It is located on a 13.7-hectare (33.98 acres) site and is approximately 5.5 km
northeast of Bengaluru’s central business district. Themajor land use near the campus
is residential. The proposed development is planned to be built in 4 phases and will
be replacing the existing old buildings on the site, phase-wise. Phase 1 of the campus
includes building 1 and 2, which is existing with the ground and 11 floors, and four
basement floors for parking in common. Phase 2 includes building 3 with the ground
and 12 floors and three basement floors for parking. Phase 3 includes building 4
and 5 with ground and 12 floors each, 2 basements in each building for parking,
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and a Multi-Level Car Parking (MLCP) in building 4 to accommodate the overall
campus’s deficit car parks. Phase 4 includes building 6 with the ground and 11 floors,
four basements for parking, and the ITC hotel. Two scenarios are considered for hotel
building: (a) Scenario 1–150 rooms with 600 occupancies (includes staff and guest)
and (b) Scenario 2–350 rooms with 1400 occupancies (includes staff and guest) The
project site in Bengaluru and the layout is shown in Figs. 1 and 2 respectively, and
the details of all phases are given in Table 1.

Fig. 1 Project site and the adjoining roads

Fig. 2 ITC green centre layout
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Table 1 Details of ITC green centre buildings

Phase no Building no Landuse type Built-up area (Sqft) Occupancy

Phase 1 Building-1 and 2 Office 23,33,994 10,500

Phase 2 Building-3 Office 9,51,237 5870

Phase 3 Building-4 Office 14,69,510 5865

Building-5 Office 5,01,384 3750

Phase 4 Building-6 Office 5,23,093 3950

Building-7 (Scenario 1) Hotel 5,46,619 600

Building-7 (Scenario 2) Hotel 5,46,619 1400

2.2 Data Collection and Assumptions Made

Data collection included both primary and secondary data. The secondary data
collected from ITC Green Centre were the entry/exit time of vehicles to ITC, pin
codes of cars entering ITC for January 2020 (before lockdown) and the vehicle circu-
lation plan inside the ITC campus. Pin codes represent the area of residence of the
car users. The pin code details of the car users were collected to identify the shortest
route from their location to ITC Green Centre. For validation, a peak hour volume
count survey was done on the three roads adjoining the ITC campus.

Due to the non-availability of data, the following assumptions were made.

i. Mode split for hotel employees was assumed to be the same as office buildings.
ii. From the data gathered for hotel guests and visitors, the maximum entries and

exits in one-hour interval were assumed as the entries and exits in peak hour
as a worst-case scenario.

iii. Directional split percentages of other modes (except two-wheelers) were
assumed to be the same as car distribution.

iv. Directional split percentage of two-wheelers from Gate 4 was assumed based
on its connectivity to the main road.

v. The occupancy value of a 13-seater tempo traveler was assumed to be 9.75
(75% occupancy).

3 Methodology

The conventional four-stage modeling involves collecting the volume count data
from the adjoining roads and adding the additional volume induced due to the new
development. However, in the current pandemic situation, collecting the existing
volume count data would give wrong figures due to increasing percentage of people
opting for work from home, change in travel patterns, etc. Therefore, a generic
methodology using the forecasted values from the Regional Travel Demand Model
(TDM) developed for Bengaluru using TransCAD [16] was adopted to assess the
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traffic impact of the new development. The flow chart depicting the steps involved in
developing Travel Demand Model is shown in Fig. 3. The volume on the adjoining
roads of the development center was linearly forecasted for the year 2020 for all
384 Traffic Analysis Zones considered in the TDM. The forecasting was done
using the growth rates from the Comprehensive Traffic and Transportation Study
for Bengaluru Metropolitan Region, which was determined from the primary data
(sixteen different types of surveys pertaining to the network, users and operator)
and secondary data (Revised Structure Plan-2031, Draft Master Plan-2015, Plan
Bengaluru-2020, Census Data, Public transport, fare structure, etc.) (CTTS Report
2010). Using the volume obtained from the TDM model, the impact of the new
development on the adjoining roads was assessed. The methodology adopted for the
case study is depicted in Fig. 4.

Fig. 3 Process flow chart of the travel demand model [16]
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Fig. 4 Methodology adopted for the case study

4 Results

4.1 Trip Rate Analysis

From the built-up area and occupancy details of ITC Green Centre and old campus
buildings, average trip generation rates for the peak period of a typical weekday and
the number of trips produced and attracted to the development were calculated using
the formula

Triprate = Occupancy

Builtuparea

This is presented in Table 2.
The following representations are to be noted:

a. Scenario 1 a—Employees in scenario 1 of hotel
b. Scenario 1 b—Guests in scenario 1 of hotel
c. Scenario 2 a—Employees in scenario 2 of hotel
d. Scenario 2 b—Guests in scenario 2 of hotel
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Table 2 Average trip rates Buildings Trip rate (No/1000Sft)

ITC Green Centre

Building-1 and 2 4.5

Building-3 6.17

Building-4 3.99

Building-5 7.48

Building-6 7.55

Building-7 (Scenario 1 a) 0.55

Building-7 (Scenario 1 b) 0.55

Building-7 (Scenario 2 a) 1.28

Building-7 (Scenario 2 b) 1.28

Old campus

Corresponding Phase 2 buildings 14.68

Corresponding Phase 3 buildings 11.62

Corresponding Phase 4 buildings 0

4.2 Peak Hour Calculation

The morning peak was identified to be between 9 and 10 AM, and the evening peak
was identified to be between 6 and 7 PM for both ITC Green Centre and the old
campus. It is seen from Figs. 5 and 6 that 20 and 30% of the total trips in a day
were attracted to ITC Green Centre and old campus, respectively, in the morning
peak hour and 20% and 24% of the total trips in a day were produced from ITC

Fig. 5 Peak hour calculation for ITC green centre
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Fig. 6 Peak hour calculation for old campus

Green Centre and old campus, respectively, in the evening peak hour. Similarly, 8%
of the total trips in a day were produced from ITC Green Centre in the morning
peak hour, and 11% of the total trips in a day were attracted to ITC Green Centre
in the evening peak hour. Productions from old campus during morning peak and
attraction during evening peak were almost 0%. From this and the total trips in a
day, the trips produced and attracted to ITC Green Centre and old campus during
the morning and evening peak period were calculated, which is summarized in Table
3. The morning trip production and evening trip attraction of ITC Green Centre are
more when compared to the old campus trips. This could be due to a greater number
of shift-based trips from ITC Green Centre than from the old campus buildings,
which needs a further understanding.

4.3 Mode Split

The mode-wise trips were then calculated using the average occupancy values [5].
The mode split percentages considered are reported in Tables 4 and 5. Mode split for
hotel employees was assumed to be the same as office buildings. Only two-wheeler
and car were considered, and all other modes were distributed to two-wheeler and
car according to their percentages.

Using the mode split percentages, the peak hour trips and the average occupancy
values, the vehicle trips by mode were calculated for AM and PM peaks. Using the
Passenger Car Units (PCU) from the Indo-HCMmanual, 2017, the vehicle trips were
converted to their equivalent passenger car values.
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Table 3 Trips produced and attracted to ITC Green Centre and old campus during peak hour

Buildings AM Peak Hour(trips) PM Peak Hour(trips)

Produced Attracted Produced Attracted

ITC Green Centre

Building-1 and 2 803 2149 2086 1128

Building-3 449 1202 1166 631

Building-4 448 1201 1165 630

Building-5 287 768 745 403

Building-6 302 809 785 424

Building-7 (Scenario 1 a) 23 61 60 32

Building-7 (Scenario 1 b) 43 44 43 44

Building-7 (Scenario 2 a) 54 143 139 75

Building-7 (Scenario 2 b) 100 102 100 102

Old campus

Corresponding Phase 2 buildings 3 546 434 8

Corresponding Phase 3 buildings 5 974 774 14

Corresponding Phase 4 buildings 0 0 0 0

Table 4 Mode split
percentages for office
buildings

Mode Percentage

ITC Green Centre

Two-wheeler 22%

Car 17%

Cab 31%

Bus 22%

Tempo traveler 8%

Old campus

Two-wheeler 73%

Car 22%

Cab 5%

Table 5 Mode split
percentages for employees
and guests of hotel

Mode Percentage

For hotel employees

Two-wheeler 57%

Car 43%

For hotel guests

Car 100%



Framework for Evaluating Traffic Impact … 41

4.4 Trip Assignment

The trips were assigned using User Equilibrium (UE) trip assignment method. The
UE method is based on Wardrop’s first principle which assumes that “no user can
unilaterally reduce their travel costs by shifting to another route”. For a given OD
pair, the UE conditions can be represented as

fk(ck − u) = 0 : ∀k (i)

ck − u ≥ 0 : ∀k (ii)

where fk is the flow on path k, ck is the travel cost on path k, and u is the minimum
cost. Equation (ii) can have two states:

1. If ck − u = 0, from Eq. (i), fk ≥ 0. This means that all used paths will have the
same travel time.

2. If ck − u > 0, the from Eq. (i), fk = 0.

This means that all unused paths will have travel time greater than the minimum
cost path [12].

The initial ODmatrix used for assigning the trips included only the existing Phase
1 buildings of ITC and does not include the trips from the other phases. To add the
additional trips from the new phase, about 23 links around ITC were considered
which is shown in Fig. 7. The pin codes of cars were gathered, and their route to ITC
from the origin was identified from googlemaps. It was observed that 60% of the cars

Fig. 7 Adjoining roads considered for assessing the impact of traffic
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entered fromWheeler’s flyover side and the remaining 40% from Dodda Banaswadi
roadside (opposite to Wheeler’s flyover side), which was assumed to be the same for
all the vehicles entering through the main gate (Gate 1). Similarly, the directional
split percentage for two-wheelers entering the campus from Jeevanahalli main road
(Gate 4) was also assumed to be 80% from Banaswadi to Jeevanahalli main road
and 20% from Ramakrishnappa and Charles Campbell Road, due to unavailability
of data.

From the pin codes, it was observed that 60% of the trips came from Wheeler’s
flyover. Out of the 60%, 78% came straight from Wheeler’s flyover and 22% came
from pottery to Wheeler’s flyover side. Out of the 78%, 67% again came straight
fromWheeler’s flyover side, and 33% came from Assaye road. Out of the 22%, 95%
of the trips were from Lazar road, and 5% were from MM road. Similarly, out of
the 40% trips coming from Dodda Banaswdi main road, 95% of the trips came from
Indian oil flyover and 5% from Bayappanahalli main road.

For two-wheeler trips, it was assumed that 80% of the trips came from Banaswadi
main road to Jeevanahalli main road and 20% from the railway line side. Out of
the 80% trips from Banaswadi main road, 60% was from Wheeler’s flyover side
and 40% from Banaswadi roadside. The 20% from railway line side came from
Ramkrishnappa road (one-way road) which diverged fromWheeler’s road. The trips
were assigned according to these directional split percentages except for one-way
roads, where the respective trips were assigned to their alternate roads.

The Regional Travel DemandModel (TDM)was then used to forecast the existing
travel demand for 2020 for peak hour, and the existing flow values were derived
from the model for the existing condition. Then (Volume/ Capacity) V/C ratio for
the adjoining roads was calculated for the existing condition (phase 1 of ITC Green
Centre and existing buildings of old campus) to assess the current Level of Service
(LOS) on the roads adjoining the campus. The capacity valueswere obtained from the
Indian Highway CapacityManual (Central Road Research Institute 2017). Similarly,
the traffic volume on the adjoining roads was forecasted for the year 2030 using
Regional Travel Demand Model (TDM), and the flow values for peak hour were
derived from the model.

The peak period classified traffic volume estimates based on the TDM for
Bengaluru for the adjoining roads and their corresponding V/C ratios and LOS, for
an existing condition, were calculated. Then the incremental impact of traffic due to
the development of each phase was also assessed. For this, both the ITCGreen Centre
and old campus buildings were considered. When a new building was included, the
corresponding old buildings that will be replaced were excluded from the assess-
ment. For the existing 2020, in most of the links, volume exceeds the capacity with
V/C more than 1 representing LOS F. According to Indo-HCM, this symbolizes a
zone of forced or breakdown flow which may result in long queues and delays. For
the projected year 2030, the volume to capacity ratio was worse than the current
2020 year. This can lead to queues that are characterized by stop and go waves,
which are extremely unstable. Long queues and delays are highly likely. Therefore,
proper measures are to be taken to improve the level of service. An average of 6.6%



Framework for Evaluating Traffic Impact … 43

(maximum25%on some roads) increase inV/Cs of the adjoining roadswas observed
due to the development of ITC (before phase 1 and after phase 4).

4.5 Validation

A peak hour traffic volume count survey was done to validate the volumes derived
from the Travel Demand Model. The survey was done on a typical working day
(Wednesday, 30December 2020) and under normalweather conditions. Six adjoining
roads to ITC were chosen for the survey. The vehicles are counter mode-wise and
converted to one unit using PCU values. The total trips are then compared with the
volumes derived from TDM and it is seen from Table 6 that the predicted volumes
from TDM are higher than the actual volumes on the day of count. Therefore, the
calculations are done using TDM volumes which represents a worst-case scenario.
However, the survey was done during COVID-19 situation, which is a limitation.

Table 6 Volumes from traffic volume count survey and TDM

Sl no Road name Morning peak
hour volume
(PCU/hr)

Evening peak
hour volume
(PCU/hr)

Morning peak
hour volume
from TDM
(PCU/hr)

Evening peak
hour volume
from TDM
(PCU/hr)

1 Banaswadi road
from Indian oil
flyover

1627 1263 3602 3492

2 Banaswadi road
from Wheeler’s
flyover

1584 3294 4118 3954

3 From Banaswadi
to jeevanahalli

425 361 4002 3955

4 From
Jeevanahalli to
banaswadi

472 445 1863 1834

5 From Banaswadi
to jeevanahalli
gate 4

439 667 4072 3956

6 Railway line to
Jeevanahalli gate
4

591 492 1863 1834
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4.6 Scenario Analysis

The following scenarios were analyzed to check the effect of those on the estimated
traffic volumes, V/C ratios and LOS.

a. Work from Home (30 and 50% of the employees).
b. Staggered time

Morning peak hour trips (8-9 AM, 9-10 AM, 10-11 AM) and evening peak hour
trips (5-6 PM, 6-7 PM, 7-8 PM).

c. Mode shift

i. Change in mode shares of ITC

(10% car, 10% TW, 37% office cabs, 29% office bus, 14% office tempo travelers).

ii. Mode share used in bundle 3 of CLIMATRANS [16].

Based on the Intergovernmental Panel on Climate Change (IPCC) definition,
inputs from multiple stakeholder meetings and a Delphi survey with various govern-
ment officials of Bengaluru, 4 policy bundles were formulated in CLIMATRANS.
Those mitigation policy bundles’ main objective was to attain an optimum balance
of push and pull strategy by developing policies that encourage public transporta-
tion and other sustainable modes. This can help reduce the vehicle kilometers trav-
eled, which lead to a reduction in emissions and traffic congestion compared to
the Business-as-usual scenario, thereby improving the quality of life of people in
Bengaluru city.

Bundle 3 of CLIMATRANS is a mixture of Planning, Regulatory, and Economic
instrument and includes the following policies:

• Increasing network coverage of Public Transit.
• Defining car restricted roads.
• Congestion Pricing.
• Park and Ride.
• Cycling and Walking infrastructure.
• Encouraging car-pooling and High Occupancy Lanes.
• High-density mix building use along main transport corridors.

Bundle 3 was identified as the best bundle in CLIMATRANS and so, the mode
share percentages of bundle 3were adopted for this scenario. Themode share percent-
ages were 16% TW, 2% Car, 3% Auto, 40% Bus, 19% Metro, 6% Walk, and 16%
Cycle.

d. Combination of the above scenarios

The following combinations were analyzed.

i. 30% of the employees WFH and staggered time.
ii. 50% of the employees WFH and staggered time.
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iii. 30% of the employees WFH and change in the mode share of ITC.
iv. 50% of the employees WFH and change in the mode share of ITC.
v. Staggered time and change in the mode share of ITC.
vi. 30% of the employees WFH, staggered time and change in the mode share of

ITC with the existing volumes on adjoining roads.
vii. 50% of the employees WFH, staggered time and change in the mode share of

ITC with the existing volumes on adjoining roads.
viii. 30% of the employees WFH, staggered time and change in the mode share

of ITC with estimated volumes on adjoining roads, using the mode shares of
bundle 3 of CLIMATRANS.

ix. 50% of the employees WFH, staggered time and change in the mode share of
ITC with the estimated volumes on adjoining roads, using the mode shares of
bundle 3 of CLIMATRANS.

The combination of three scenarios provided better results out of which while
comparing the BAU with the existing volume on the adjoining roads, the scenarios
(30%WFH, staggering work time from 10 AM to 7 PM and mode shift in ITC trips)
and (50% WFH, staggering work time from 10 AM to 7 PM and mode shift in ITC
trips) were best for AM trips and the scenarios (30% WFH, staggering work time
from 8 AM to 5 PM and mode shift in ITC trips) and (50% WFH, staggering work
time from 8 AM to 5 PM and mode shift in ITC trips) were best for PM trips, for
both 2020 and 2030. This is because the morning peak hour is 9 AM–10 AM, and
so trips will be proportionately less from 10 AM than in 8–9 AM (as this also has a
good number of trips). Similarly, the evening peak hour is 6 PM–7 PM and so the
trips will be proportionately less around 5 PM than in 6–7 PM (as this also has a good
number of trips). It was also seen that there was not much reduction in V/Cs during
the peak hour time as 9 AM–6 PM is the general work time. Also, the percentage
decrease in V/Cs due to 30% WFH and 50% WFH were almost similar. Therefore,
a combination of staggering the work hours before and after the peak hours, with a
proportion of employees working from home, and a proportion of employees shifting
to shared modes provided by ITC can substantially reduce the V/Cs on the adjoining
roads. Decrease in PM was more than AM could be due to external factors (such as
school timings). Percentage decrease of V/C fromBAU scenario’s V/C and projected
2030s V/Cs due to the combination of three scenarios with the existing volumes on
adjoining roads are summarized in Table 7.

Similarly, while comparing the BAU with the volumes obtained from bundle 3
scenario of CLIMATRANS, the scenarios (30% WFH, staggering 10 AM–7 PM
and bundle 3 mode shift) and (50% WFH, staggering 10 AM–7 PM and bundle
3 mode shift) were best for AM trips, and the scenarios (30% WFH, staggering 8
AM–5 PM and ITC mode shift) and (50%WFH, staggering 8 AM–5 PM ITC mode
shift) were best for PM trips, for both 2020 and 2030. It was also seen that there
was not much reduction in V/Cs during the peak hour time. Also, the percentage
decrease in V/Cs due to 30%WFH and 50%WFH were almost similar. As bundle 3
mode share values fromCLIMATRANSwere used for adjoining roads’ volumes, the
percentage decrease in V/Cs were more (Table 8), as it was more toward using public
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Table 7 Percentage decrease of V/C from BAU scenario’s V/C and projected 2030s V/Cs due to
the combination of three scenarios with the existing volumes on adjoining roads

Phase Combination of scenarios

30% WFH,
Staggering
8AM–5PM
and ITC
mode shift

50% WFH,
Staggering
8AM–5PM
and ITC
mode shift

30% WFH,
Staggering
9AM–6PM
and ITC
mode shift

50% WFH,
Staggering
9AM–6PM
and ITC
mode shift

30% WFH,
Staggering
10AM–7PM
and ITC
mode shift

50% WFH,
Staggering
10AM–7PM
and ITC
mode shift

AM 2020

Phase 1 29 30 2 3 35 35

Phase 2 30 30 3 4 35 36

Phase 3 31 31 5 5 36 37

Phase 4
(Scenario
1)

31 32 5 6 36 37

Phase 4
(Scenario
2)

31 32 5 6 36 37

PM 2020

Phase 1 55 56 3 3 38 37

Phase 2 55 55 4 4 38 38

Phase 3 55 56 6 6 39 39

Phase 4
(Scenario
1)

55 56 7 7 39 40

Phase 4
(Scenario
2)

55 56 7 7 39 40

AM 2030

Phase 1 29 29 2 2 34 35

Phase 2 30 30 3 3 35 35

Phase 3 30 31 4 4 35 36

Phase 4
(Scenario
1)

31 31 5 5 36 36

Phase 4
(Scenario
2)

31 31 5 5 36 36

PM 2030

Phase 1 55 55 2 3 38 39

Phase 2 54 54 3 4 37 38

Phase 3 54 55 5 5 38 38

Phase 4
(Scenario
1)

55 55 6 6 38 39

(continued)
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Table 7 (continued)

Phase Combination of scenarios

30% WFH,
Staggering
8AM–5PM
and ITC
mode shift

50% WFH,
Staggering
8AM–5PM
and ITC
mode shift

30% WFH,
Staggering
9AM–6PM
and ITC
mode shift

50% WFH,
Staggering
9AM–6PM
and ITC
mode shift

30% WFH,
Staggering
10AM–7PM
and ITC
mode shift

50% WFH,
Staggering
10AM–7PM
and ITC
mode shift

Phase 4
(Scenario
2)

54 55 6 6 38 39

transportation and sustainable modes. Therefore, a combination of staggering the
work hours before and after the peak hours, with a proportion of employees working
from home, and shift of ITC employees and the public tomore sustainable modes can
substantially reduce the V/Cs on the adjoining roads. Decrease in PMwas more than
AM could be due to external factors (such as school timings). Percentage decrease
of V/C from BAU scenario’s V/C and projected 2030s V/Cs due to combination of
three scenarios with bundle 3 volumes on adjoining roads is summarized in Table 8.

As the bundle 3 mode shift cannot be attained immediately, the best scenario
would be the 50% work from home, staggering of work hours from 8–11 AM to 5–8
PM, and ITC mode shift.

4.7 Effect of Metro on the Best Scenario Results

Bengaluru metro has proposed Pottery town metro station, which is approximately
2.5Kms from ITC Green Centre. Therefore, 6% from two-wheelers trips and 4%
from cars trips were shifted to the metro. This analysis was done for the best scenario
(50% WFH, staggering 8–11 AM to 5–8 PM, and ITC mode shift), and the results
are summarized in Table 9. It was seen that there was a 1%–2% reduction on an
average in V/Cs from the best scenario V/Cs due to the shift of trips to the metro.
If an exclusive skywalk is provided between ITC and the metro station, then there
could be more shift of trips toward the metro.

5 Conclusion

This paper discusses the methodological framework adopted to assess the impact
of an upcoming commercial development (ITC Green Centre) in Bengaluru. The
Regional Travel Demand Model (TDM) that was developed for Bengaluru using
TransCAD [16] was adopted to assess the traffic impact of the new development. The
forecasted values from this model were considered for the assessment, which rules
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Table 8 Percentage decrease of V/C from BAU scenario’s V/C and projected 2030’s V/Cs due to
the combination of three scenarios with the existing volumes on adjoining roads

Phase Combination of scenarios

30% WFH,
Staggering
8AM–5PM
and ITC
mode shift

50% WFH,
Staggering
8AM–5PM
and ITC
mode shift

30% WFH,
Staggering
9AM–6PM
and ITC
mode shift

50% WFH,
Staggering
9AM–6PM
and ITC
mode shift

30% WFH,
Staggering
10AM–7PM
and ITC
mode shift

50% WFH,
Staggering
10AM–7PM
and ITC
mode shift

AM 2020

Phase 1 36 36 11 11 41 41

Phase 2 36 37 12 13 41 41

Phase 3 37 38 12 13 42 42

Phase 4
(Scenario
1)

38 38 13 13 42 42

Phase 4
(Scenario
2)

37 38 13 13 42 42

PM 2020

Phase 1 59 60 11 12 44 45

Phase 2 58 59 13 13 43 44

Phase 3 59 60 14 15 44 45

Phase 4
(Scenario
1)

59 60 15 16 45 45

Phase 4
(Scenario
2)

59 60 15 15 45 45

AM 2030

Phase 1 35 35 11 11 40 41

Phase 2 35 36 11 11 40 41

Phase 3 36 37 13 13 41 42

Phase 4
(Scenario
1)

37 37 13 14 41 42

Phase 4
(Scenario
2)

37 37 13 14 41 42

PM 2030

Phase 1 59 59 11 11 44 44

Phase 2 58 58 12 12 43 43

Phase 3 58 59 13 13 43 44

Phase 4
(Scenario
1)

58 59 14 14 44 44

(continued)



Framework for Evaluating Traffic Impact … 49

Table 8 (continued)

Phase Combination of scenarios

30% WFH,
Staggering
8AM–5PM
and ITC
mode shift

50% WFH,
Staggering
8AM–5PM
and ITC
mode shift

30% WFH,
Staggering
9AM–6PM
and ITC
mode shift

50% WFH,
Staggering
9AM–6PM
and ITC
mode shift

30% WFH,
Staggering
10AM–7PM
and ITC
mode shift

50% WFH,
Staggering
10AM–7PM
and ITC
mode shift

Phase 4
(Scenario
2)

58 59 14 14 44 44

Table 9 Percentage decrease of V/C from best scenario to V/Cs due to shift of trips to metro

50% WFH, staggering 8 AM–5 PM, ITC mode shift (including metro)

AM 2020 PM 2020 AM 2030 PM 2030

Phase 1 0 1 0 0

Phase 2 0 1 0 0

Phase 3 1 1 1 1

Phase 4(Scenario 1) 1 2 1 2

Phase 4 (Scenario 2) 1 2 1 2

50% WFH, staggering 9 AM–6 PM, ITC mode shift (including metro)

AM 2020 PM 2020 AM 2030 PM 2030

Phase 1 0 0 0 0

Phase 2 0 0 1 0

Phase 3 0 1 1 0

Phase 4 (Scenario 1) 1 1 1 1

Phase 4 (Scenario 2) 1 1 1 1

50% WFH, staggering 10 AM–7 PM, ITC mode shift (including metro)

AM 2020 PM 2020 AM 2030 PM 2030

Phase 1 0 1 0 0

Phase 2 0 0 1 1

Phase 3 2 2 1 0

Phase 4 (Scenario 1) 2 2 1 2

Phase 4 (Scenario 2) 2 2 1 2

out the necessity for data collection in the conventional techniques, which cannot be
done during the pandemic. The same can also be used in the post-pandemic situation
by forecasting the volume of the background traffic.

An average of 6.6% percentage increase (maximum 25% on some roads) in V/Cs
was observed before and after the new development on the adjoining roads. This
might lead to heavy congestion on those roads with a poor level of service. There-
fore, several scenarios were considered and analyzed to provide the best mitigation
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strategies to improve the level of service. The scenarios considered includework from
home (30 and 50% employees), staggered time (ITC trips divided equally between
8–11 AM and 5–8 PM), mode share (shifting toward public transportation and other
sustainable modes) and combinations of the three. The best scenario obtained from
this was a combination of 50%work from home, staggering of work hours from 8–11
AM to 5–8 PM, and ITC mode shift has brought down the V/Cs to an average of
30% during AM and 50% during PM from BAU scenario. This scenario is suggested
for implementation for more congestion and hassle-free movement of vehicles on
the adjoining roads. Using the methodological framework developed, this work can
help evaluate how appropriate a particular development is for a location, for any
given situation, and what mitigation strategies and types of transportation improve-
ments may be essential to maintain smooth moving traffic with a satisfactory level
of service. The recommended scenarios have to be further investigated to see how
feasible these are, post-COVID. Although work from home can continue to some
extent, further study on the possibility of 30 and 50% work from home is required.
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Influence of Connectivity of Streets
on the Urban Form and Sprawl

Almas Siddiqui and Ashish Verma

Abstract Research on urban expansion, sprawl, and compact city concepts to iden-
tify the scope of improvement in master and regional plans has been conducted
widely. The changes in the networks of transportation systems have huge impacts on
land use. Studies are available which explain the relationship between transportation
and land use. But there is a need to understand how these systems’ alterations affect
the urban form and identify the crucial factors of street connectivity and transport
networks contributing to urban and regional growth. Thus, further research is needed
to find the influence of the connectivity of transport networks on the urban forms.
This paper attempts to review the literature on sprawl indices focusing on trans-
portation factors, street-network sprawl, and linkages of urban form and land use.
This study showcases the possibilities of research in street-network sprawl and the
relationship between street connectivity and urban form. These research outcomes
can bring compelling policy implications in the transport planning of networks.

Keywords Street-network connectivity · Urban form · Urban sprawl · Land-use

1 Introduction

Urbanization and globalization have led people to migrate from villages to cities all
over the globe. Its repercussions have been visible in the increase in energy consump-
tion in the urban systems, which have burdened the existing infrastructures. The rise
in temperature due to heat island effects in urbanized areas has been discussed and
studied at various platforms. United Nations have set the Sustainable Development
Goals (SDGs) to reduce and maintain the harmful effects of global warming. Several
goals address the importance of identifying urban expansion factors to create more
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resilient and inclusive urban spaces. Different countries have devised different mech-
anisms and plan to deal with the problems identified in SDGs. One of themost crucial
research subjects has been effectively quantifying the measure of sprawl to incor-
porate sustainability in the development plans. There is no universal definition for
urban sprawl. Several scholars have defined it by combining different factors and
dimensions of urban sprawl.

Urban forms of cities have also been understood in several studies, and different
definitions have been framed for it. Due to the uncertainty of vital universal defini-
tions of urban sprawl and urban form, studies capture similar or various causes of
urban sprawl in projecting future urban growth of the cities. In the last few years,
attempts have been made to devise sprawl indices with more robustness and effi-
ciency. These indices may or may not have been used by the local bodies while
creating the development plans. It was observed that these studies didn’t incorporate
some of the critical socio-economic and transportation parameters. These parameters
require lots of accurate data to predict future urban growth. The factors of transporta-
tion have been incorporated in several studies to quantify urban sprawl, which will be
discussed extensively in this review paper. Street connectivity or transport networks
have been critical ingredients in planning the cities’ land use.

The inter-relationship of the street connectivity with urban forms or urban sprawl
has been one of themost complex ones. There is a need to understand this relationship
at all scales of development to make our master or development plans more effective.
Incorporating transportation factors in formulating the urban sprawl indices and
indicators would give a better understanding of the interaction effects in an urban
area. The objectives of this review paper are to highlight the lack of inclusion of
important transport parameters in the studies of urban sprawl indices, identify the
research gaps in the studies conducted in understanding the inter-relationship of the
street connectivity with urban forms, and identify the possibilities and constraints in
replicating the studies of street connectivity sprawl in Indian cities.

Literature has been reviewed to understand the influence of street connectivity on
urban form and sprawl, and the paper has been divided into three different sections.
The first section consists of the introduction to urban forms and urban sprawl and their
dimensions. The second section consists of urban sprawl measures with details of a
few sprawl indices and acknowledgment of the causes of urban sprawl, which have
been incorporated in the methodology of those sprawl indices. Section 3 explains
how urban form affects the sustainability of urban transportation. Section 4 has the
information about street-connectivity sprawl and how these have been calculated. The
paper ends with the research implications and limitations with a focus to improve
the relationship between transportation and urban form and concluding remarks with
the possibilities and constraints in conducting similar studies for Indian cities.
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2 Urban Form, Urban Sprawl, and Their Dimensions

Urban expansion, growth, and sprawl have beenwidely discussed, defined, and quan-
tified in several ways in the last few decades. The transport demand and the capacity
of transportation systems are directly affected by the structure of land use. Also, the
land use is planned according to the present transportation systems to curb popula-
tion growth in the urban fringes. Spatial form, spatial pattern, and spatial interaction
are the three dimensions that influence the environmental impacts of land use and
transportation (Fig. 1). The spatial arrangement of a city can be defined by spatial
form. This research has led to urban expansion and motorization in cities. The spatial
organization of land use is said to be the spatial pattern of the city. Incompatible land
uses nearby can be mitigated by planning buffers in between them. Urban land uses
generate a specific structure ofmovements, which are known as the spatial interaction
[1] (Figs. 2 and 3).

Half of the population on less than 1% of the world’s surface is covered by the
cities. Urban sprawl has a high demand for transportation demand, and the cities

Fig. 1 Spatial form, pattern and interactions. Source Rodrigue [2]

Fig. 2 Spatial structure, urban form, and transportation. Source Rodrigue [1]
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Fig. 3 Examples of eight empirical street-network types. Source Barrington-Leigh and Millard-
Ball [3]

overall contribute to about 75% of the global total carbon emissions from energy
use. By 2050, urban sprawl could consume about 5% of the present cultivated land
[4]. Therefore, it is essential to understand the causes and dimensions of the urban
growth and sprawl.

Several causes of urban growth have been mentioned in different studies. Dimen-
sions identified for this study are population growth, industrialization, economic
growth, development and property tax, physical geography, the demand for more
living space, lack of affordable housing, public regulation, transportation, Govern-
ment developmental policies, and lack of proper planning policies [5]. Dimensions
of urban sprawl have been identified as density, continuity, concentration, clustering,
centrality, nuclearity, mixed uses, and proximity. Density is defined as the average
number of residential units per square mile of developable land where new construc-
tion can be made. Continuity is defined as the degree to which developable land has
been built upon at urban densities in an unbroken fashion. Concentration is defined
as the degree to which development has been tightly bunched to minimize amount
of land occupied by residential or non-residential uses. Centrality is defined as the
degree to which residential and/or non-residential development is located close to
a central business district. Nuclearity is defined as the extent to which an area is
characterized by a mononuclear development pattern. The mixed uses dimension is
defined as the extent to which multiple land uses exist within the same small area
and its prevalence throughout a region. Proximity is defined as the degree to which
different land uses are close to each other.

Luciano identified dispersion, land use mix, and accessibility as the dimensions
of sprawl [6]. Dispersion or scatteredness of the built-up land use irrespective of the
actual land use can be quantified by identifying the unused spaces in between the
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Table 1 Review on dimensions of urban sprawl in different studies

Dimensions George
Galster
[7]

Fina
[8]

Luciano
Gervasoni
[6]

Christian
Gerten [9]

Dragic´evic
[10]

Lu
Liu
[11]

Density ✔ ✔ ✔ ✔

Continuity ✔

Concentration

Compactness ✔

Centrality ✔

Nuclearity ✔

Diversity ✔

Proximity ✔

Size ✔

Fragmentation/Dispersion ✔

Pattern/LU mix/LU pattern ✔ ✔ ✔

Surface ✔ ✔

Accessibility ✔

buildings. For accessibility, the street network and activity uses are extracted from
Open Street Maps at a given input location. This depicts whether there is a mixed
land use or higher dependency on cars. The land use mix indicator measures the
extent of the distribution of the spatial configuration and co-occurrence of different
land uses in local neighborhoods.

Table 1 summarizes how five relevant studies on urban sprawl have included
different dimensions in their analysis. There is no such rule to follow when sprawl is
being quantified. There are several reasons for considering different dimensions and
not having a standard set to identify sprawl pattern. Lack of data and its transparency
is a major reason to incorporate all the dimensions in the studies of urban sprawl.
There is a need to define a set of standards while measuring sprawl of any area on
earth in order to quantify, predict and plan future cities in more inclusive manner.

3 Measures of Sprawl: Indices

Various measures are available in the literature to quantify sprawl based on several
indicators and methods. The factor of transportation has been included in many
studies in different forms. The impacts of connectivity and disconnectivity of streets
have also been studied with different approaches and dimensions of the urban sprawl
phenomenon[12–15]. Table 9 depicts someof themost relevant studieswhich explain
how urban form, urban sprawl, and transportation are interconnected (Table 9 can
be found at the end of this paper). This shows the importance of measuring sprawl
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Table 2 Sprawl indices and the related causes of urban sprawl (1)

Causes of urban
growth

Sierra club
ranking
1998

USA
today’s
sprawl
index 2001

US sustainable
city ranking
2008 [12, 13]

New
sprawl
index
(IN10)
[14]

Population-weighted
density (CPB)

Population
growth

✔ ✔ ✔ ✔ ✔

Industrialization ✔ ✔ ✔ ✔ ✔

Economic
growth

✔ ✔ ✔ ✔ ✔

Development
and property tax

✔ ✔ ✔ ✔

Physical
geography

✔

Demand of more
living space

✔ ✔

Lack of
affordable
housing

✔

Public regulation ✔ ✔

Transportation

Government
developmental
policies

Lack of proper
planning policies

✔

at different scales with relevant findings of regulations, framework, and climate
resiliency of transportation infrastructure.

Many sprawl indices have been devised, framed, and calculated in different
studies. An attempt has beenmade to list them (most recent and relevant) down along
with the related causes of the urban growth. This listing has been done to understand
how several indices have incorporated several parameters based on different causes
of the urban growth.

Tables 2, 3, 4 and 5 highlight the causes of urban sprawl, which are usually taken
into account for measuring sprawl. In Table 2, it can be observed that the sprawl
index given by US Sustainable City Ranking 2008 has addressed most of the causes
of urban sprawl and measured them. Transportation has not been incorporated in
the index except Sierra Club ranking 1998. It is important to note that government
developmental policies and lack of proper planning policies have not been included
in any studies.

In Table 3, again, the factor of transportation has not been addressed in the studies
except in Ewing and Hamidi’s Composite Sprawl Index as a Street Network Density
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Table 3 Sprawl indices and the related causes of urban sprawl (2)

Causes of urban
growth

Location
affordability
index—housing
cost as
percentageof
income for home
owners (HDO)

Lopez and
Hynes’ sprawl
index (LH)

Ewing and
Hamidi’s
composite sprawl
index, and
sub-indices (ECS,
ED, EM, ECN,
and EST)

Tsai’s sprawl
index
(first-difference
model only)

Population
growth

✔ ✔ ✔ ✔

Industrialization ✔ ✔ ✔ ✔

Economic growth ✔ ✔ ✔ ✔

Development and
property tax

✔ ✔ ✔ ✔

Physical
geography

✔ ✔

Demand of more
living space

✔

Lack of
affordable
housing

✔

Public regulation ✔ ✔ ✔ ✔

Transportation ✔

Government
developmental
policies

✔ ✔

Lack of proper
planning policies

✔

Subindex. Government developmental policies and lack of proper planning policies
have been addressed in a few of them. It is pretty interesting to note that in Tables 4
and 5, all the indices address transportation in their studies for measuring sprawl.
All the indices have been calculated by using remote sensing applications [5, 6].

4 How Urban Form affect the Sustainability of Urban
Transportation?

The transportationmodes, infrastructures, and users are considered to be the elements
of an urban transport system. The spatial imprint (i.e., the size, shape, and config-
uration of an urban area) of the urban transportation system and adjacent physical
infrastructures is known as Urban Form [16]. It varies for different cities based on
diversity in their geographical and socio-economic characteristics. The urban form



60 A. Siddiqui and A. Verma

Table 4 Sprawl indices and the related causes of urban sprawl (3)

Causes of urban
growth

Area
index

Shape
index

Discontinuous
development
index

Strip
development
index

Leapfrog
development
index

Population growth ✔ ✔

Industrialization ✔ ✔ ✔ ✔ ✔

Economic growth ✔ ✔ ✔ ✔ ✔

Development and
property tax

✔ ✔ ✔ ✔ ✔

Physical geography ✔ ✔ ✔ ✔ ✔

Demand of more
living space

✔ ✔

Lack of affordable
housing

Public regulation ✔ ✔ ✔ ✔

Transportation ✔ ✔ ✔ ✔

Government
developmental
policies

✔ ✔ ✔ ✔

Lack of proper
planning policies

✔ ✔ ✔ ✔

is shaped by the space consumed by the transportation infrastructures, technical and
operational characteristics of the transport modes, and passenger and freight move-
ments generated by the users. The passenger and freight movements’ circulation
patterns represent the spatial interactions that form the urban spatial structure. All of
these spatial imprints and interactions affect the sustainability of urban transportation.

Any change in the development plans requires changes in the transportation
networks. In the conventional four-step modeling process, urban form has been
implied in it [17]. The density pattern is considered an important criterion for urban
form in the first three steps of modeling. It determines how the generated trips are
distributed in several city sections and how the modes are allotted in these sections.
In the trip generation process, concentricity and homogeneity are the criteria for
urban spatial form as they expose the areas where trips would either generate or
end based on the diversity of land uses and the degree to which these are organized
zonally around the centers of a city. Connectivity and density gradient affect the trip
distribution as they are defined by the transportation networks and the changes in the
density pattern around a central business district in a city or a multiple center in a
polycentric city.

Along with density pattern and density gradient, sectorality has been used as a
criterion for urban form in the modal split. However, traffic assignment used direc-
tionality and connectivity as criteria for urban form. The following Table 6 explains
how these criteria were defined in the Des Moines metropolitan area case study.
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Table 5 Sprawl indices and the related causes of urban sprawl (4)

Causes of urban
growth

Planning
consistency
index

Population
or vertical
density
index

Horizontal
density
index

GDP
density
index

Open or
agriculture
space index

Traffic
impact
index

Population
growth

✔ ✔ ✔ ✔ ✔

Industrialization ✔ ✔ ✔

Economic growth ✔ ✔ ✔ ✔

Development and
property tax

✔ ✔ ✔

Physical
geography

✔

Demand of more
living space

✔ ✔ ✔ ✔

Lack of
affordable
housing

✔ ✔ ✔ ✔

Public regulation ✔ ✔ ✔ ✔

Transportation ✔ ✔ ✔

Government
developmental
policies

✔ ✔ ✔ ✔ ✔

Lack of proper
planning policies

✔ ✔ ✔ ✔ ✔

Table 6 Generalized form of seven spatial measurements in the urban form of Des Moines
metropolitan area

Spatial measurements Urban form

Homogeneity Distribution of Land uses in a city along the transport routes and in core
or peri-urban areas

Density pattern High, medium, and low-density patterns in different parts of city

Connectivity Connection of transport routes in different directions and location of city

Density gradient Measures population density from CBD

Concentricity Concentration of trips, housing, population, etc., in the city

Directionality Direction of movement of work trips across a city w.r.t. location

Sectorality Analysis of population and trips through CBD and corridor studies

Source Chunlin Cao [17]
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5 Linkages Between Street Connectivity or Networks
with Urban Land Use, Forms, and/or Sprawl

The need for research on the relationship between transport networks and urban
sprawl has already been emphasized and explained in detail in this paper. In the last
few years, researchers have made attempts to quantify and measure this relationship
through different methodologies, detailed in Table 8. Barrington-Leigh has demon-
strated this relationship by measuring the street-network sprawl by Street-Network
Disconnectedness index (SNDi), classifying eight types of street networks by k-
means cluster analysis, and conducting sensitivity analysis [3, 18]. Interestingly, this
study seems to be one of its first kind where urban forms and types of street networks
have been extensively studied globally. A suite of measures of street-network sprawl
consisted of nodal degree, dendricity, circuity, and sinuosity. It has been found that
nodal degree and nodal density do not necessarily indicate how streets are configured
at the network level and are sensitive to the scale at which analysis is conducted. It
was also discovered that the lack of comparative, cross-national analysis is a signif-
icant research gap in the previous literature on urban sprawl. Classification of grid
cells over eight measures of street-network sprawl and characterization of aggregate
SNDi at high resolution on a global grid with 1 km resolution has been done. These
results of quantified street-network sprawl can be reproduced through open-source
computer code only for urban areas. For validation of SNDi measuring the charac-
teristics of the built environment, three paradigms of urban street networks (grid,
medieval and culs-de-sac) and a qualitative appraisal investigation was conducted
[3].

Table 7 showcases the multidimensional classification of street network into eight
empirical types [3]. It has been observed that these types discriminate strongly
between high- and low-automobility regions. In this study, Indian cities, namely,
Ahmedabad (2.7), Belgaum, Coimbatore (3.9), Hindupur, Hyderabad (3.1), Jaipur
(3.1), Jalna, Kanpur (2.1), Kolkata (3.9), Kozhikode,Malegaon,Mumbai (3.7), Parb-
hani, Pune (4.9), Singrauli, Sitapur, Vijayawada (3.2) were also studied. SNDi values
are mentioned in brackets along with each city mentioned above. High SNDi repre-
sents low connectivity and low SNDi represents high connectivity. 5th percentile
(SNDi ≈ −0.6), 50th percentile (SNDi ≈ 2.7), and 95th percentile (SNDi ≈ 9.2)
have been considered as low, medium, and high SNDi, respectively. So, among these
cities with the available data, Pune has the lowest connectivity with highest SNDi
and Kanpur has the highest connectivity.

The cities in Table 7 have been mentioned as per the two largest distributions
of empirical street-network types mentioned in the study conducted by Barrington-
Leigh and Millard-Ball [3]. It is clear that most of the cities have either irregular or
broken grid in their transport networks. Kozhikode, Malegaon, and Sitapur mostly
have the regular grids in their street networks. Mumbai and Pune are examples of
gated communities with circuitous networks. Dead ends, dendritic and disconnected
street types are absent in the Indian cities considered in the study.Kanpur has degree-3
and irregular grids as the largest part of its street network with medium connectivity.
On the other hand, Pune has broken grid and circuitous as the largest part of its
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Table 7 Multidimensional classification: eight empirical street-network types

Type Name Description Indian cities

A Grid Regular grids Kozhikode, Malegaon,
Sitapur

B Degree-3 B is differentiated from grid cells of
similar SNDi by a high proportion of
degree-3 nodes

Belgaum, Hindupur, Jalna,
Kanpur, Malegaon, Parbhani

C Irregular grid Many grid cells in this type do not
meet at 90°

Ahmedabad, Belgaum,
Kanpur, Kolkata, Kozhikode,
Mumbai, Sitapur, Vijayawada

D Broken grid Incomplete grids with or without 90°
angles

Ahmedabad, Coimbatore,
Hyderabad, Jaipur, Kolkata,
Mumbai, Pune, Singrauli,
Vijayawada

E Circuitous Many grid cells in this type are gated
communities

Mumbai, Pune

F Dead ends F is characterized by a high fraction
of deadends

None

G Dendritic G has a branched form resembling a
tree network has the highest fraction
of network bridges

None

H Disconnected H is the least connected on almost
every dimension, and has the highest
proportion of deadends and the most
circuitous road networks

None

Source Barrington-Leigh and Millard-Ball [3]

street network with lowest connectivity. Pune has tree and radial road pattern with
ribbon sprawl. Ahmedabad has ring and radial road pattern with axial growth and
ribbon development. Jaipur has networks of gridded streets with leapfrog urban
sprawl. Kolkata has trunk and irregular road pattern with low density, leapfrog, and
fragmented urban sprawl. Mumbai has radial and sub-parallel trellis road pattern
with high density, leapfrog sprawl. This study also reveals about the need to reduce
over-construction of transport networks by investigation the spatial patterns of the
street networks.

6 Research Implications and Limitations

To improve the relationship between transportation and urban form Chunlin Cao
recommended that the utility lines of cities which generally run through the trans-
portation routes can be measured as the determinants of urban form [17]. There is
a need to use the measures explicitly accounting for urban form into transportation
models. It is important to examine the effects on urban forms by different types of
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transportation modes. The influence of the transportation policies, building codes,
zoning ordinances, building, andmaster plans should be examined, shaping the trans-
portationnetwork and theurban form [19].To statistically understand the relationship
between urban pattern and transportation networks, different urban patterns of cities
with different sizes should be measured and quantified, focusing on street connec-
tivity. Lu Liu suggested that there is a need for global index to measure the urban
sprawl, which can reveal the poor street accessibility in different types of urban forms
[11].

One of the most recent and relevant studies by Barrington-Leigh focuses on
street connections to address these research gaps [3, 18]. It was based on the well-
established principle that disconnected streets promote travel by private car and
discourage walking while constructing globally consistent measures of urban form.
He highlights that globally comparable and meaningful metrics of street-network
sprawl should be proposed that relate to the similar qualitative attributes of the built
environment across countries; vary meaningfully within countries and across coun-
tries, and have predictive power for cross-sectional variation in transportation and
energy outcomes. This analysis provides a framework and data for future research to
help to understand how urban growth policies can move cities onto a less sprawling
path. Its main results have aggregated the properties of edges and nodes accessible
by motor vehicles. Those by walking and cycling paths have been considered only to
calculate connectivity. This research limitation has immense possibilities for future
studies to make cities more sustainable. The eight empirical street-network types
have been extensively studied in cities around the globe. Among them, the Indian
cities have been highlighted in this paper in order to understand the future scope of
the study. It has been found that the identified Indian cities mostly have irregular
or broken grids and the SNDi index has varied from 2.1 to 4.9 which advocates the
need of good street connectivity in Indian cities to reduce adverse impacts of urban
sprawl on these cities. Luciano Gervasoni highlights the absence of methodology to
validate sprawl indices due to lack of ground truth data. To account for the intensity
of land use in the land use mix computation, building heights to weight residential
and activity use should be considered. Fine-grained worldwide gridded population
data should be included [6].

This review paper implies how the inter-relationship between the transportation
networks and urban forms can be quantified and analyzed at different scales by
different methodologies (Table 9). Different types of studies have been done at urban,
regional, national, and global levels. The identified research gaps include the lack of
ground truth data, incomplete street connectivity in Open Street Map at local level,
socio-economic parameters, and involvement ofwalkable and cycling paths. This can
be replicated in Indian scenarios also. As most of the Indian cities are either densely
populated or poorly planned, incorporation of population density separately at each
parcel of land in central and peripheral areas of a city into urban formmetrics or urban
sprawl indices should be considered. While collecting data related to commuting
patterns through questionnaires or surveys, the extent of city, differences in socio-
economic status and supply of urban infrastructure should be taken into account to
avoid large variations in the data.
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To address the climate change impacts of transportation in the cities, carbon
dioxide emission index can be correlated with specific commuting patterns in the
areas with heavy pollution. This can further be associated with the urban form
metrices and sprawl indices to achieve sustainability in transportation. Involvement
of socio-economic factors into the analysis and classification of urban land use can be
be neficial. Quality of life and transport service can be studied in correlation with the
sprawl indices to incorporate parameters like safety, ambiance, real-time information
with quality, ride quality, and crowding. Transport networks of road, rail, and water-
ways can be connected and integrated to form a combined transport network in any
region or metropolitan area to study the overall impact of connectivity of transport
routes on the urban form characteristics and suggest relevant planning practices. Air
and noise pollution exposure on these routes can also be correlated (area-wise) with
the sprawl indices. The impacts of land development and rehabilitation on different
types of urban forms can be studied. The policies and land use plans consisting of the
provision of a new tra nsport system can lead to possibilities of new developments
along with these systems along with urban renewal of open or unused urban areas.
Also, the usage efficiency of the existing street networks should be promoted and
seek developmental benefits of society and environment.
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Sustainability Assessment of Biomass
Within Biofuel Supply Chain
in Transport Sector Using Circular
Economy Framework

Reema Mohanty, P. Balachandra, and S. Dasappa

Abstract The transport sector contributes to almost 25% of global CO2 emissions
(Hannah Ritchie, October 06, 2020.Our World in data.). In general, transport activi-
ties mainly rely on fossil fuels, which results in global warming. The objective is to
design a framework based on circular economy to assess the economic and environ-
mental viability of the proposed second-generation (2G) biofuel supply chain system
with respect to transport sector as biofuel is a clean and renewable form of energy.
To represent economic sustainability, the total revenue generated, the net present
value (NPV), and internal rate of return (IRR) followed by a sensitivity analysis are
considered and for the environmental indicator, total CO2 emission is considered as
the parameter. The assessment is performed by particle swarm optimization tech-
nique. In the future, the proposed work can show a pathway to the industries and
government organizations in building 2G ethanol plants.

Keywords Particle swarm optimization · Circular economy · Second-generation ·
Biofuel supply chain system

1 Introduction

Biofuel comes in the category of renewable energy in the world. As there are various
forms of renewable energies available in the world like Solar, Wind, Geothermal,
Tidal, etc., biofuel is one among them. It reduces lifecycle greenhouse gas emissions,
lowers particulate matter by reducing smog and making our air healthier to breathe,
and reduces the hydrocarbon emissions. The burgeoning exigency of transportation
due to globalization, changes in the nature of jobs, and increase in tourism have led
to a demand for clean fuel. According to the report of the world bank, the transport
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sector is far away from sustainability. The world bank has produced a first kind of
assessment report known as the global mobility report. In the report, all kinds of
modes of transportation and progress toward sustainable mobility are being summa-
rized. Out of the four categories, safety and green mobility are the primary concern
for sustainable transport [1]. Also, a study in the report describes that to transport
a container of avocados from Kenya to the Netherlands, 200 interactions and more
than 20 documents are required, at a cost equal to the shipping. The effective supply
chain can increase the farmer’s income by around 10–100% [1]. The transport sector
emits 23% of all energy-related greenhouse gases; its CO2 emissions could grow by
40% by 2040 [1].We can see the trend of increased consumption due to the enhanced
mobility in transport through land, water, and air. The chart below gives the transport
scenario around the world extrapolated till 2040. There are various kinds of fuels
such as 1—Oil, 2—Electricity, 3—Gas, and 4—Other associated with it (Fig. 1).

The Y-axis gives information about the consumption of different energy resources
around the world [2].

1.1 Literature Review

We can find established literature on power and heat generation by the virtue of bio-
fuel and cooking stoves using biofuel, but there are a few kinds of literature on the
sustainability assessment of biofuel in the transport sector. [2] shows that approxi-
mately 74% of transport emissions are caused by road transportation. [1] gives the
elaborated idea on biochemical pathways of extracting ethanol and biodiesel in first-
generation (1G); but in first-generation biofuel supply chain system, the resources
are based on crops, which can create food versus fuel problems.Whereas the second-
generation biofuel is based on agricultural residues, switchgrass, waste from food
crops, wood chips, etc., [3] gives information on the cradle to grave assessment. It
has only two blocks: 1—Harvesting site and 2—Bio-refinery. The cradleto grave
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Fig. 2 An example of well to wheel analysis

analysis doesn’t include the environmental and social factors. It only deals with
resource extraction and utilization, but it doesn’t cover the factors associated with it.
As a result, the efficiency of the entire system could not be assessed properly. For this
reason, the circular economy or cradle to cradle approach is followed in the proposed
work. Figure 2 shows a typical cradle to grave or well to wheel-based biofuel supply
chain system.

In Fig. 2, the arrow marks are the transportation sector, every block is connected
to another block by virtue of transport. The losses in revenue due to transport and
the emissions related to transportation need a proper assessment in order to make the
entire system sustainable. The evolution of the circular economy with its futuristic
implementations has been demonstrated in [4].

1.2 Proposed Work

Theproposed circular economy frameworkor cradle to cradle analogy is based on two
major sustainability indicators—Economic and Environmental. The aim is to suggest
the feasibility of the proposed biomass supply chainwithin the system (biofuel supply
chain) for the transportation industry. The major blocks of the proposed supply chain
are (i) Harvesting Site, (ii) Transport, (iii) Conversion Plant, (iv) Oil Refinery, and
(v) Ethanol blended with petrol in IC engine. As a pilot study, we have assessed
the first two blocks since it deals with the proposed biomass supply chain. In the
sustainability assessment phase, corn cobs have been considered as the biomass or
source for ethanol generation. A brief description of the conversion of biomass to
biofuel is given in the next section.

Thermochemical Pathway of Conversion for Second-Generation Biofuel

Conversion of biomass to biofuel takes 2 pathways: 1—Thermochemical and 2—
Biochemical. The thermochemical conversion route is followed in the later phase
of the proposed work. In order to produce ethanol via the thermochemical route,
processes like pyrolysis and gasification are followed [5]. The thermochemical route
goes through a step-by-step manner and synthetic gas, commonly known as syngas,
is an intermediate product in it [6]. The syngas can be directly burned or further
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Fig. 3 Extraction of Biofuel in Combustion, Gasification, and Propulsion Lab, IISc

processed for other gaseous or liquid products. For this reason, the thermal or
chemical conversion of biomass is very similar to that of coal.

Gasification Process

At CGPL (Combustion Gasification Propulsion Lab, IISc Bengaluru), we work on
various pathways for synthesizing biofuel. The overall view of synthesizing biofuel
is provided in Fig. 3. The process is known as oxy steam gasification where the
biomass (corn cobs) is converted into ethanol at a suitable temperature and pressure.
As described before, the intermediate product is syngas, later the syngas is converted
into ethanol via a thermochemical or biochemical route with proper temperature,
pressure, and a catalyst [5].

1.3 Objective of the Proposed Work

The primary objective is to develop a generalized second-generation ethanol supply
chain adopting a circular economy framework. In order to validate the above frame
work, corn cobs are taken as the biomass, which is generated in a certain cluster
(Ranebennur, Davengaere, Harpanahalli, Anagodu, etc.) in the state of Karnataka.

The main part is to develop and validate an optimization model (Heuristic-based)
to assess the cradle to cradle sustainability of the biofuel supply chain. Finally, it
will provide inputs for industries and policymakers based on the results and findings.
Figure 4 gives a thorough idea of the proposed supply chain within the circular
economy framework. The first two blocks are important for the proposed research
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work. As we simplify those two blocks, we divide them into a simple biomass supply
chain system. We will be assessing the sustainability of the proposed work with
respect to two indicators: 1—Economic and 2—Environmental. The segment of the
supply chain is divided into 3 parts: 1—Harvesting area, 2—Collection Center (CC),
and 3—Transportation.

2 Methodology

2.1 Assessment with Respect to Economic Indicator

The assessment in this section covers the entire farm area and the transportation
of biomass to the collection center. As mentioned above, the profit of the entire
systemwill be calculated considering corn cobs as the biomass source. The proposed
collection centers are selected so that the biomass which is available in the vicinity
can be collected. Basically, these are villages/towns, which are accessible, spread
out in the area as per biomass availability. The proposed collection centers in this
cluster can be seen in Fig. 5.

Maize Cobs are expected to be available from November to April, hence required
quantity needs to be purchased and stored during this period for ensuring regular

Fig. 5 Proposed area of corn cob cultivation [7]
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Fig. 6 Corn cob harvesting season [7]

supply. The procurement is expected to be at its peak fromNovember to January. The
month-wise estimated surplus quantity of Maize Cobs, the quantity to be purchased,
during the season can be seen in Fig. 6.

All the charts and data about the surplus biomass are provided by Punjab Renew-
able Energy Systems Private Ltd (PRESPL) [7]. In order to expedite the collection
of maize cobs during the collection window, CCs at strategic locations having a
catchment radius of 20–25 km are formed [7]. The collection and storage system
advocated for maize cobs is in bags. Bags of customized material need to be given to
village-level entrepreneurs (VLEs) registered with the project developer. These bags
would be stored at CC. This act would optimize the handling, brings traceability to
the system, and would also put checks on VLEs from the material being diverted to
other prospective buyers. During the rainy season, stacks of bags would be covered
with good quality plastic sheets to avoid damage from elements of nature. Maximum
4500 MT of Maize cobs are stored in 1 Ha of land, and thus the capacity of CC is
18,000 MT [7].

2.2 Modern Optimization Technique

The first mathematical model corresponds to the maximization of revenue generated
in the system containing 1. Harvesting area and 2. Transportation linking harvest area
CC, and 3. Collection center (CC). In the analogy, we have implemented a novel tech-
nology for the maximization of revenue in the supply chain system. The constraints
related to the system are intermittency of surplus biomass, loss in dry weight due
to moisture content, rotting away of the corn due to pest attack, spillage due to the
transportation, absence of proper storage area, etc. In these cases, it is very difficult to
arrive at an optimal solution. So,we have implemented a heuristic-based optimization
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technique to evaluate the supply chain with respect to two pillars of sustainability,
i.e., economic and environmental. In recent years, some optimization methods which
are conceptually different from the previous mathematical programming techniques
have been developed. These methods are known as non-traditional methods in the
field of optimization techniques. These methods are based on characteristics and
behavior of biological, molecular, swarm of insects, and neurobiological systems.
The following are the examples of such optimization techniques:1—Genetic algo-
rithms, 2—Simulated annealing, 3—Particle swarm optimization, 4—Ant colony
optimization, and 5—Fuzzy optimization.

These algorithms have been developed in recent years and are emerging as one of
the best methods for the solution of complex engineering or mathematical problems.
They require only the function values and not the derivatives. The genetic algorithm
(GA) is based on the ideas of natural genetics and selection. Simulated annealing is
based on the simulation of thermal annealing of critically heated solids [8]. In the
genetic algorithm, the population size is fixed since it deals with DNA; hence it is
not suitable for supply chain-based problems [9]. In case of simulated annealing, it
only finds out the minima; it does not address the maximization part [10]. A genetic
algorithm is an evolution-based algorithm. Unlike the previous technique, PSO is
based on behavior-based algorithm. For this reason, the particle swarm optimization
technique has been the best optimization technique to be adopted so far.

The word particle refers to a flock of birds, a colony of ants or a group of insects.
The particle swarm optimization algorithm mimics the behavior of social organisms
[11]. Each particle is located initially at random locations in the multidimensional
space. Each particle has two characteristics: a position and a velocity. It wanders
around in the design space and memorizes the best position (in terms of objective
function value) it has discovered. When one bird locates a target or location of
food (or maximum of the objective function), it will instantaneously transmit the
information to all other birds. The other birds gravitate to the target or location of
food (or maximum of the objective function), but not directly. There is a component
of each bird’s own independent thinking as well as its past memory. An algorithm
can be defined to demonstrate the PSO model [12]. In the PSO model, there will be
two best values.

pbest→Best solution (fitness) it has achieved in the last iteration.
gbest→Best solution achieved by any particle in the population.
Each particle tries to modify its current position and velocity according to the

distance between the current position and pbest.
It tries to modify the distance between the current position and gbest.
Calculation of position and velocity
Set the initial velocity = 0.

Velocity, Vj (i) = w ∗ Vj (i − 1) + c1r1[ pbest, j − X j (i − 1)]
+ c2r2[gbest − X j (i − 1)]

j = 1, 2 . . . N , ′′i ′′ is the iteration count (1)
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Position of j th particle in i th i teration is X j (i) = X j (i − 1) + Vj (i)

j = 1, 2 . . . N , ′′i ′′ is the iteration count (2)

c1, c2 are cognitive and social learning rates respectively. In the Eq. (1), “w”
corresponds to inertia weight.

1. The objective function and constraints attached to the supply chain including har-
vesting area, transportation of biomass and collection center for calculation of total 
system profit is:

Maximize profit 
Subject to

Each harvesting area has a capacity limit. (1)

Maximum one kind of technology is selected at one time. (2) 

Biomass can be transported in unidirectional,

vice versa is not true. (3)

Establish a link between harvesting area and collection center. (4)

An   arc   is   selected   by   considering   certain   no   of   harvesting   areas   
and its flow amount is restricted by imposing arc capacity. (5)

2.The second objective function deals with environmental indicator where the aim is 
to minimize the emissions:

Minimize the emissions into air 
Subject to

All the biomass should go to the collection center from harvesting site. (6) 

The availability of biomass should not exceed dry weight. Here the seasonality, 

harvesting window and geographical availability of various biomass at different 

harvesting areas is taken into account. (7) 

The logistics distance must not exceed a maximum transportation distance. (8)

2.3 Model Formulation

The first equation refers to the profit-based objective function.
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∑

k∈K

∑

f∈F

∑

t∈T1

∑

a∈A+
f r t

CkZka −
∑

f∈F

∑

r∈R

(C f r x f r + V f rq f r) −
∑

a∈A

Ca
T ya

−
∑

k∈K

∑

a∈A

V a
T Zka (1)

Nomenclature

h harvesting area
r technology type
t time
b biomass type
k commodity type
l layer
j collection center
xhr = 1 if harvesting area “h” of type “r” is open, 0 otherwise
ya = 1 if arc a is directed, 0 otherwise qhr = capacity of facility “f ” of type “r”
Pbh = flow amount of biomass “b” in harvesting area “h”

Constraints

∑

r∈R

xhr ≤ 1 h ∈ HOB (At most one technology type can be selected for each facility) (2)

qhr − QH
b,h,t xhr ≤ 0 h ∈ HOB,r ∈ Rh (3)

The equation above shows that, if the facility is opened, the amount of flow out
of it is restricted by its capacity, QH

b,h,t otherwise, the facility can sustain no flow.

∑

a∈A+
hrt

Ya ≤ 1 h ∈ Hb1 ∪ Hb2, t ∈ T (4)

Ya = 1 if there is a direct link from the facility to the collection center.

∑

k∈K
Pbh − QT

b,a ya ≤ 0 h ∈ H, r ∈ R, t ∈ T, a ∈ A+
hrt (5)

If arc a selected, then the flow amount of biomass is restricted by the arc capacity
QT

b,a , otherwise, flow amount is zero.

∑

a∈H+
r t

Pbh ≤ QH
k h ∈ Hb1, r ∈ Rh, t ∈ T, a ∈ A+

hrt (6)

This shows the supply limit in the farm area.
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The second equation refers to the emission-based objective function. We are
trying to model the emissions pattern till the biomass reaches the collection center.
It primarily includes emissions due to CO2 and NOx.

Total emission is divided into 2 parts.
Emissions during harvesting area (Eha) and emissions during transport (Etrans).

Eha =
∑

b∈B

∑

h∈H

∑

t∈T
eabb,h,t Pbhb,h,t (7)

Etrans =
∑

b∈B

∑

h∈H

∑

j∈J

∑

t∈T
etbbdsi, j Fbi j i, j,t (8)

There are 3 types of constraints attached to the mentioned objective function.

Pbhb,h, j =
∑

j∈J

Fbhb,h, j ∀b ∈ B, h ∈ H, t ∈ T (9)

Pbhb,h, j ≤ QH
b,h,t ∀h ∈ H, b ∈ B, t ∈ T (10)

Fbhb,h, j = 0, ∀(b, h, j, t)|(dsi j i, j > mdbb,t ) (11)

Fbhb,h, j denotes the amount of raw biomass b shipped from harvesting site h to
pre-processing facility j in time period t.

2.4 Solution Method

We are implementing a constrained optimization method using the PSO algorithm.
We have two stochastic acceleration coefficients c1 and c2. Hence, proper control of
these two components is very important to find the optimum solution precisely and
efficiently. In order to incorporate a better compromise between the exploration and
exploitation of the search space in Particle Swarm Optimization, time-variant accel-
eration coefficients have been introduced in the proposed work [13]. The approach
is known as time-variant PSO method where the values of c1 and c2 are expressed in
terms of initial and final values as

c1t = (c1 f − c1i ) t/max(i t) + c1i (1)

c2t = (c2 f − c2i ) t/max(i t) + c2i (2)

max(it) refers to maximum iterations and the subscript i and f refer to initial and
final values, respectively. Also, a time-variant inertia weight, i.e., “w” is implemented
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here.

wt = (w1 − w2) ∗ (max i t − i t)/max i t + w2 (3)

wt decreases linearly with iteration fromw1 tow2. max(it) is the maximum iterations
and (it) is the iteration number.

Flowchart of a constrained PSO

1. Assume the swarm size to be N.
2. Set the objective function as F(x) and iteration as i, j, respectively.
3. Evaluate F[X1(i)], F[X2(i)], F[X3(i)], F[XN (i)].
4. Check whether the constraints are satisfied.
5. Generate position of each particle as Xj(i).
6. Generate the velocity of each particle as Vj(i)
7. Set initial velocity = 0
8. Find velocity, Vj(i) = w * Vj(i − 1) + c1r1[pbest, j − Xj(i − 1)] + c2r2[gbest – Xj(i

− 1)], where j = 1, 2, … N
9. Find the position of jth particle in ith iteration as Xj(i) = Xj(i − 1) + Vj(i), j = 1, 2, 3

… N
10. Check if pbest = gbest. (only the points in feasible space)
11. If NO then go back to step 5, set i = i + 1.
12. If YES then stop iteration

3 Results and Discussions

The data used in plotting of the results have been derived fromSect. 2.1. All these data
are primary data provided by a firm known as Punjab Renewable Energy Systems
Private Limited (PRESPL) [7]. The constraints are also derived from the assessment
report produced by PRESPL [7].

3.1 Minimization of Environmental Emissions

Figures 7 and 8 gives an idea on the reduction of CO2 emissions in the supply chain
using PSO in static and time-varying case. Both the cases have been considered to
know the best scenario for the emission analysis. The X-axis and Y-axis corresponds
to time in years and emissions in tons CO2 equivalent per kg.

Case 1. For time-varying PSO, we have plotted various combination of sets of inertia
weights and acceleration coefficients. The combinationwhich gives the optimal result
is c1f = 2.0, c2f = 2.0, c1i = 1.5, c2i = 1.5, wmax = 0.8, wmin = 0.4. As per
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Fig. 7 Illustration of particle swarm optimization technique

Fig. 8 PSO with time-varying inertia weight and acceleration coefficients

the illustration from the paper by Sermpinis [14], in the dynamic case the c2 grows
linearly from 0.5 to 3.5 and c1 decays from 3.5 to 0.5 in order to ensure c1 + c2 = 4
and w is at 0.8 initially and then it slowly converges to 0.4.

Case 2. c1= c2= 2.05 and w = 0.729
The case of a static PSO-based system is based on the proposed work by Clerc

and Kennedy [15], Where c1+ c2 > 4 and the optimal value of w = 0.729 (Fig. 9).
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Fig. 9 PSO with non-time-varying inertia weight and acceleration coefficient

3.2 Maximization of System Profit

The maximization of revenue is calculated with respect to the supply chain for 5
years. The best 2 cases are shown in static and time-varying PSO cases.

Case 1. In this plot, the assumptions are for a static PSO algorithm. Hence, c1= c2
=2.05, w = 0.729. Here, X-axis corresponds to no. of years and Y-axis corresponds
to system profit in INR (Fig. 10).

Case 2. The assumptions made here are based on time-varying PSO.

Fig. 10 PSO with non-time-varying inertia weight and acceleration coefficient
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Fig. 11 PSO with time-varying inertia weight and acceleration coefficient

In this plot, c1f = c2f = 2.5, c1i = c2i = 1.5, and wmax = 0.8 wmin = 0.4.
The results are plotted with the help of MATLAB2019b. In the environment

emissions, the proposed PSO technique gives an optimum minimization curve. The
table below gives the distinguished idea between the two methods.

So, it is clear that in the economic indicator perspective, it’s a profitable business
as break-even occurs at t = 2. The total revenue generated for the system is INR
30 Crore by considering the time-varying PSO approach. The decrease in the profit
till the 2nd year in Fig. 11 is due to the insertion of uncertainties such as decay in
moisture content, pest attack, spillage in transportation, and inefficiency in storage.
From the environmental indicator point of view, the annual emissions are nearly 68
tons CO2 eq/kg [12], but by the proposed methodology, the emission is reduced to 9
tons CO2 eq/kg.

3.3 Sensitivity Analysis Through the Business Model

Apart from sustainability analysis, a business model is developed for the corre-
sponding biofuel supply chain. In the first scenario, the harvesting area/farm area
is considered. The details of the harvesting site along with the sensitivity plot are
given in the preceding paragraphs. Table 1 gives the detail of the business model of
the harvest area. The data regarding total output biomass, biomass cost, operational
expenses, and capital expenses are adapted from the PRESPL paper [7]. The rate
and other financial parameters are adapted from the established literature [16, 17].
Table 2 gives an idea on the NPV and IRR which have been found out by detailed
analysis using an MS Excel sheet. The internal rate of return is associated with the
financial rate of return, and the net present value is a tool of capital budgeting in
order to find out the profitability of the project. Further, sensitivity analysis is done
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Table 1 Comparison between static and dynamic PSO

Traditional/Static PSO Time-varying PSO

Profit maximization There is no convergence. There
is no clear identification of
break-even point

Profit increases at t = 2. So,
break-even occurs in 2nd year

Minimization of emissions The minimization is
non-converging

It’s a smooth curve with a value
of less than 10 tons of CO2
equivalent per kg

Table 2 Business model of
harvesting area

Business model

Interest rate % 14%

Inflation rate % 5%

Discount rate % 10%

Depreciation rate % 20%

Salvage value of machinery and
building

% 10%

Equity % 25%

Debt repayment period Years 7

Corporate income tax rate % 30.9%

CER price INR/CER 0

Total project investment INR Million 110.00

Equity component INR Million 27.5

Capital subsidy INR Million 15

Output biomass per MT INR 2183.00

Capital expenses INR Million 385.00

Operational expenses INR Million 3.51

Total depreciable investment (Rs) INR Million 275.00

Loan amount INR Million 188.51

Annual repayment (Rs.) INR Million 26.93

in an excel environment which gives us an idea regarding the relationship between
surplus biomass, NPV, and IRR. Figure 12 gives an idea on sensitivity analysis of
surplus biomass, NPV, and IRR. Figure 13 is based on the sensitivity analysis of
biomass selling price, NPV, and IRR.

The NPV (Net present value) was found to be INR 82.96 and the IRR (Internal
rate of return) is 15%.

As the Table 3 shows, with the increase in surplus biomass quantity, NPV and
IRR increases. Hence, it is always a profitable choice for the farmers to invest in
biofuel supply chain. The NPV in both the cases is linearly decreasing suggesting
that if we are considering the surplus amount of biomass less than 80000 MT, then
it is a bad choice (Fig. 11). One of the main reasons for the decreasing NPV is
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Surplus Biomass vs NPV and IRR
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Fig. 12 Sensitivity analysis of Surplus biomass, NPV, and IRR
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Fig. 13 Sensitivity analysis of biomass selling price, NPV, and IRR

Table 3 Inference from
sensitivity analysis in Fig. 12

Surplus biomass (in MT) NPV (in Million INR) IRR (in %)

50,000 216 2

80,000 46.12 11

120,000 156.57 22

150,000 314.67 31

180,000 472.78 39

200,000 578.18 45

the uncertainties and randomness associated with the supply chain. Similarly, the
inference from Fig. 12 has been drawn and the biomass selling price is found out to
be more than INR 2000 per metric ton of biomass. Relative comparison is given in
Table 4.
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Table 4 Inference from
Fig. 13

Biomass selling price
(INR/MT)

NPV (in Million INR) IRR (in %)

1000 258.25 −1

2000 10.76 13

3000 221.78 26

4000 454.48 39

5000 686.87 52

4 Conclusion

The model utilized particle swarm optimization technique-based decision to assess
the sustainability of the biofuel supply chain in the transportation sector. It has adapted
data from Karnataka, India. Since corn is one of the major crops in the state, the
second-generation biofuel assessment study is based on corn cobs as biomass. The
invocation of circular economy has helped to perceive waste valorization as a possi-
bility in the Indian scenario while keeping the clean energy concept intact. The
objective of the study is to make the farmers and other stakeholders gain from the
discussed supply chain. The results of the assessment through the PSO technique
show an overall profit in the biomass supply chain with a break-even period of 2
years. Another positive aspect is the lesser amount of CO2 emission while going for
the establishment of a biofuel supply chain. The supply chain includes a harvesting
area, a collection center, and transportation of biomass to the center, but the study
shows there is a measurable amount of less CO2 emission. Hence, it is a feasible
approach to go for the establishment of a second-generation biofuel supply chain in
Karnataka. The distance between the collection center and harvesting area should not
be more than 50 km, otherwise, transportation losses will result in loss. In order to
showcase the feasibility, a business model is shown which gives an idea that NPV is
the sensitive parameter in both the cases of analysis. Based on the results of sensitivity
analysis, the price of surplus corn cobs is set to be INR 2183 per metric ton. Through
the case study, the proposed work is intended to provide inputs to policymakers,
industries, and government organizations.

References

1. Ritchie H (2020) Our World in data, 06 October 2020
2. CO2 emissions: OECD data.
3. Møller F, Slentø E, Frederiksen P (2014) Integrated well-to-wheel assessment of biofuels

combining energy and emission LCA and welfare economic cost benefit analysis. Biomass
Bioenergy 60:41–49. ISSN 0961-9534

4. Wautelet T (2018) The concept of circular economy: its origins and its evolution
5. Anex RP et al (2010) Techno-economic comparison of biomass-to-transportation fuels via

pyrolysis, gasification, and biochemical pathways. Fuel 89:S29–S35



Sustainability Assessment of Biomass Within Biofuel … 93

6. Phillips S et al (2007) Thermochemical ethanol via indirect gasification and mixed alcohol
synthesis of lignocellulosic biomass. No. NREL/TP-510-41168. National Renewable Energy
Lab. (NREL), Golden, CO (United States)

7. Biomass assessment study and proposed supply chain management plan by PRESPL
8. Rao SS (2019) Modern methods of optimization. John Wiley & Sons, Inc
9. Katoch S, Chauhan SS, Kumar V (2021) A review on genetic algorithm: past, present, and

future. Multimed Tools Appl 80:8091–8126
10. Grabusts P, Musatovs J, Golenkov V (2019) The application of simulated annealing method

for optimal route detection between objects Procedia Comput Sci 149
11. Koohi I, Groza VZ (2014) Optimizing particle swarm optimization algorithm. In: 2014 IEEE

27th Canadian conference on electrical and computer engineering (CCECE), pp 1–5. https://
doi.org/10.1109/CCECE.2014.6901057
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Environmental Capacity of Roads Under
Mixed Traffic Conditions

Naina Gupta, Sewa Ram, and Bhaskar Gowd Sudagani

Abstract Transportation provides basic mobility and accessibility for people and
goods between different origins and destinations. However, this benefit costs us
congestion and deteriorated environmental quality. In recent years, road transport has
been one of themajor contributors of pollutants like hydrocarbons, carbonmonoxide,
particulate matter, etc. In transport infrastructure planning, one important aspect is
determining the need and capacity of roads. Several researches, in this aspect, so
far considered different traffic flow theories to estimate the maximum number of
vehicles that can be accommodated under certain traffic conditions. However, these
researches neglect the impact of traffic on the environment in estimating capacity.
Thus, amalgamated research on traffic and the environment is the need of the hour.
This research aims to develop a methodology for determining the environmental
capacity of roads from three perspectives, namely: road capacity restraints, air pollu-
tion restraint, and noise pollution restraint conditions. The environmental capacity,
considering the above three conditions, is estimated in the range of 60–70% of its
capacity for eight- and six-lane divided roads and approximately 50% for four-lane
divided and two-lane undivided roads. Further, a correction factor is derived for four
different boundary conditions by carrying out dispersion modelling. The correction
factor is estimated to be 0.93 for one-side built up, 1.09 for street canyon and 0.72 for
open terrain with respect to both sides built-up boundary conditions. Thus, overall,
this research could provide a theoretical and reliable database for traffic optimization,
air and noise pollution control, i.e. conducive to transport as well as environmental
planning and management.
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1 Introduction

The aim of planning the development of an area is to improve the quality of the
environment. However, an important aspect when planning the road infrastructure
is determining its capacities. This capacity, determined using traffic flow theories,
completely neglects the vehicular emissions, which are serious health and envi-
ronmental problems worldwide[18, 24, 25]. Hence, there is a need to carry out
research and develop methodologies for planning road infrastructure by estimating
the relationship between the environment and transport.

There have been several researches that have been carried out for addressing
the concept of Environmental Capacity (EC) starting from the 1960’s [1, 6, 7, 15,
26, 27, 28]. The chronology of the researches on the concept of EC is depicted in
Table 1. These studies indicate that there is limited research that has considered
air pollution for estimating Environmental Capacity. According to Indo-Highway
Capacity Manual [21], capacity is defined as ‘the maximum number of vehicles that
can pass a given point during a specified period under the prevailing roadway, mixed
traffic and control conditions’. This does not consider any influence fromdownstream
traffic operation (traffic queues) or environmental constraints. The capacity is defined
based on the service quality. However, this research intends to develop a design
framework related to the concept of Environment Capacity of Roads considering air
and noise pollution.

Table 1 Chronology of research on concept of environmental capacity

Year Researcher Parameters used for defining EC

1963 Buchanan [20] Pedestrian delay and carriageway width

1972 Sharpe [15] Pedestrian safety; air pollution; road traffic
and noise

1979 Holsworth [26] Pedestrian safety; pedestrian delay; road
traffic and noise

1981 Appleyard [19] Residential amenity and traffic volume

1993 Song and Dunne [17] Pedestrian delay and accident risk

1997 Commonwealth of Australia [22] Noise; air pollution; crossing delay and
pedestrian safety

2002 City of Palo Alto [21] and RTA [31] Pedestrian Delay, User perception and traffic
volume

2004 Cheng [1] Pollutants (NOx) emitted from vehicle

2008 Zhu [32] Emission factors and trip ends

2009 Li [7] Air pollution and traffic volume

2013 Kebria [6] Theoretically expressed necessity and
importance for estimating road EC and its
significance in terms of management and air
pollution controlling

2016 Nwoye [10] Traffic composition and traffic flow
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The aim of this paper is to determine not the capacity but the environmental
capacity, which is defined as the ‘maximum allowable flow’, so that the air and noise
quality standards are not violated. The results of this research carried out in Delhi
will be discussed to make a valuable contribution to further international discussion
on this topic.

2 Case Study Area—Delhi

Delhi, the capital of India, covers an area of 1484 square kilometers with a population
of 16.7 million (Census 2011). Being the capital city, it has experienced rapid urban-
ization and phenomenal population growth at a rate of 21.6% over the past decade.
The city has also seen rapid growth in vehicle registration and has the highest number
of registered cars compared to any other metropolitan city in India.

Delhi, one of the most polluted Indian cities, was considered for this research.
Nine locations were considered to conduct primary surveys (video graphic traffic
survey, simultaneous monitoring of Carbon Monoxide (CO) concentration with the
Langan T15 × CO Measurer and noise pollution levels using decibel meter app).
These locations cover different lane configurations of Eight, Six, Four-lane divided
and Two-lane undivided roads; different surrounding boundary conditions with open
terrain, built on one side and on both sides and all located in predominant commer-
cial areas. Table 2 summarizes the detailed physical characteristics of the surveyed
stretches.

3 Capacity of Urban Roads

The speed-flow studies were conducted through videography and spot speed survey
at all nine locations. The observed traffic was expressed in terms of Passenger Car
Unit (PCU) using the concept of Stream Equivalency Factor (K), which converts
mixed traffic to a homogeneous equivalent without using PCU values [2, 21]. This
factor is equal to the ratio of traffic flow in PCU/hour and flow in vehicles/hour and
also relates to the traffic composition and traffic volume on a road by a regression
analysis method, shown in Eqs. (1) and (2). These equations for “K” were taken from
the Indian Highway Capacity Manual [21].

SEF for Undivided Roads: K = 1 − 0.62 × P2 Wheeler

− 0.47 × P3 Wheeler + 4.53 × PBus − 4.40 × PHeavy Vehicles

− 0.45 × PNon - Motorized − 2.83 × PLight Commercial Vehicle − 84.87 × (1/N)

(1)
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Table 2 Physical characteristics of the nine surveyed stretches

Loc. Name of the road
(latitude,
longitude)

Road hierarchy Type of road RoW (mts) Surrounding
environment

1 Near Millenium
Depot
(28.59°, 77.26°)

Arterial road Eight-Lane
divided

70 Open terrain

2 Near Ring Road
(28.54°, 77.22°)

Arterial road Eight-Lane
divided

40 Built up

3 Arjangarh Metro
Station
(28.48°, 77.13°)

Arterial road Six-Lane
divided

40 One side built
up

4 Bahadur Shah
Zafar Road
(28.63°, 77.24°)

Arterial road Six-Lane
divided

40 Built up

5 Near MG Road
(28.48°, 77.10°)

Arterial road Six-Lane
divided

65 Built up

6 Zakir Hussain
Marg
(28.60°, 77.24°)

Arterial road Four-Lane
divided

40 One side built
up

7 Tamil Sangam
Road
(28.56°, 77.18°)

Sub-arterial road Four-Lane
divided

24 Built up

8 GTB Nagar
(28.60°, 77.11°)

Local road Two-Lane
undivided

15 Built up

9 Vivek Vihar
(28.67°, 77.32°)

Local road Two-Lane
undivided

12 Built up

SEF for Divided Roads: K = 1 − 0.77 × P2 Wheeler

− 0.28 × P3 Wheeler + 0.53 × PLight Commercial Vehicle + 2.60 × PBus
+ 1.83 × PHeavy Vehicles − 0.66 × PNon - Motorized − 12.71 × (1/N)

(2)

where P represents percentage composition and N represents total traffic volume
in vehicles/h. Thereafter, the capacity of roads was estimated by developing speed-
flowequations based onGreen-shieldModel. The estimated capacity for different test
sections were 7177 PCU/h/direction for Eight-lane divided (shown in Fig. 1), 6088
PCU/h/direction for Six-lane divided, 3204 PCU/h/direction for Four-lane divided
and 2422 PCU/h for Two-lane undivided roads.
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Fig. 1 Capacity for an 8-lane divided road

4 Environmental Capacity (EC) of Urban Roads

The road capacity concept discussed above does not take into account the impact of
traffic emissions on the environment. Therefore, a quantifiable concept of environ-
mental capacity is derived, which aims to develop an empirical relationship between
environmental parameters and traffic characteristics from three perspectives, namely
road capacity restraint, air pollution restraint and noise pollution restraint condi-
tions, and thus determine the environmental capacity of roads. This environmental
capacity is defined as the “maximum number of vehicles that can ply on a certain
road hierarchy in order to comply with the environmental standards (air and noise
quality standards) under specified conditions”.

4.1 Environmental Capacity—Air Pollution Restraint
Conditions

To estimate the capacity, carbonmonoxide (CO)was taken into account as a pollutant
under the under air pollutant restraint condition. This pollutant is one of the most
heavily emitted pollutants with serious toxicological effects. In order to convert
the vehicular emissions into ambient concentration, the General Finite Line Source
Model (GFLSM) was adopted[8, 13]which is derived using Eq. (3) [8].

Concentration at any point =
(√

2 × Emissions

×Dispersion Factor

)
/

(
π × Mean Wind

Speed × σz

)
(3)

where σ z—a × (Distance from the line source of the point where concentration is
desired)b; (a, b are stability parameters). The Dispersion Factor was estimated by
taking into account the empirical relationship between traffic volume and ambient
air quality, given in Eq. (4) [28].
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Dispersion Factor = [
(Avg 8 hour CO conc.)/(1 h max CO conc.)

]
× [

(Traffic volume during max observed CO)/(Eight hours traffic volume )
] (4)

Data related to the mean wind speed; Stability parameters were collected from
secondary sources. The emissions Q were estimated using the relationship between
speed and emission factor shown in Fig. 2, to reflect driving conditions on the ground.
For othermodes, emission factorswith regard to the type of fuel are taken into account
using secondary data [11, 14].

The distance from the line source point (x), was considered to be the mixing zone
width, which includes a uniform emission zone (carriageway and median width) and
an additional 3 m on both sides to account for vehicle-induced turbulence. Based
on the above values, the pollutant concentration for various road hierarchies was
estimated.

A best-fit curve was created for various road hierarchies, which relates speed
vs. flow and speed versus pollutant concentration. The estimated concentrations are
compared to their maximum standard limit (prescribed by National Ambient Air
Quality Standards, India), i.e. 4 mg/m3 for 1 h averaging time to derive a relationship
between flow- speed-pollutant concentration.

The analysis for an eight-lane divided road depicts that the speed above which the
predicted concentration of the pollutant COwould fall below its threshold of 4mg/m3

is 52.9 km/h, which corresponds to a flow rate of 5332 PCU/h, shown in Fig. 3. This
flow, which complies with environmental standards is 74.3% of its capacity, i.e. 7177
PCU/h, and is defined as EC (under air pollution restraint conditions).

A similar analysis for a six-lane divided road show this maximum CO concen-
tration of 4 mg/m3 is achieved for speeds above 52.4 km/h which corresponds to
a flow rate of 4402 PCU/h, i.e.72.3% of its capacity of 6088 PCU/h. For four-lane
divided roads, the maximum flow within the standard is 1907 PCU/h, i.e. 59.5% of
the capacity. For two-lane roads, the flow rate of 1462 PCU/h which is 60.4% of the
capacity, was found to be within environmental standards.
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Fig. 3 Flow versus speed versus ambient CO concentration for eight-lane divided roads

It is concluded from this that, taking into account the pollutant concentration of
CO, the EC is in the range of 60–74% of its capacity for different road hierarchies.
This decreasing trend of the EC with the street width shows its importance for the
later discussed pollution dispersion. However, it has been observed that the EC for
two-lane roads is relatively higher than for four-lane roads, which is likely due to the
different traffic composition.

4.2 Environmental Capacity—Noise Pollution Restraint
Conditions

Traffic noise is another important component of pollution with serious effects on
human health [5]. It is therefore imperative to pay equal attention to themeasurement
and control of noise exposure through the regulation of noise emission limits.

In this research, the noise levels along the roadside for every 5min were measured
simultaneously along with other surveys, i.e. videography and CO monitoring. The
monitored values such as sound levels and dB(A) were plotted on the x-axis, and the
cumulative percentage of time that this sound level was exceeded was plotted on the
y-axis. These plots were used to calculate Lx (i.e. noise levels greater than x% of the
time) for x = 10, 50, and 90. These Lx values were used to calculate the combined
index measuring noise, i.e. equivalent sound level, Leq using Eq. (5).

Leq = L50 + [
(L10 − L90)

2/60
]

(5)

In addition, the relationship between Leq and traffic parameters, i.e. traffic volume
and speed was derived using the regression tool. The derived linear relationship
between these parameters is given in Eqs. (6) and (7).
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Fig. 4 Relationship between traffic parameters and noise level

Equivalent Noise Level = 0.0001 × Vehicles/h + 89.293 (6)

Equivalent Noise Level = −1.1543 × Average speed of vehicles + 119.88 (7)

The decrease in the noise level with increasing traffic speed is probably due to
better flow conditions eliminating the need for constant honking for clearance.

Further, using Eq. (5), Leq was estimated for various speeds corresponding to
speed-flow curves, as shown in Fig. 4. The estimated noise levels were compared
with themaximum standard limit (prescribed by the Central Pollution Control Board,
India) of Leq in commercial areas, i.e. 65 dB(A) to estimate the EC.

The analysis for an eight-lane divided road indicated that the speed above which
the noise levels are within the standard limit of 65 dB(A) is 47.6 km/h, which corre-
sponds to a flow rate of 6366 PCU/h. It was found that these flow-sustaining noise
standards represent 88.7% of their capacity, i.e. 7177 PCU/h and are defined as the
EC of roads (under noise pollution restraint conditions), as shown in Fig. 5.

Similarly, for a six-lane divided road, the noise level threshold was reached for
speeds above 47.6 km/h, which corresponds to a flow rate of 5348 PCU/h, i.e. 87.8%
of the capacity of 6088 PCU/h. For four-lane divided roads, the maximum flow rate
was 1597 PCU/h, i.e. 49.8% of the capacity and for two-lane undivided roads, the
flow rate was 1251 PCU/h, which is 51.7% of the capacity of 2422 PCU/h is within
the environmental limits.

Based on the above results, it was concluded that the environmental capacity,
taking into account the noise level norms, ranged from 87 to 89% of its capacity for
eight- and six-lane roads and 49–51% for four- and two-lane roads.

4.3 Environmental Capacity

Overall, the environmental capacity was estimated by taking into account the
maximum flow that complied with both the environmental standards for air and
noise. On this basis, for eight-lane divided roads, a flow of 5332 PCU/h (i.e. 74.3%
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Fig. 5 Flow versus speed versus equivalent sound levels for eight-lane divided roads

of its capacity) was observed as the maximum flow that would meet the air and noise
quality standards shown in Fig. 6.

Similarly, for six-lane, four-lane and two-lane roads, a flow of 4402 PCU/h (i.e.
72.3% of its capacity), 1597 PCU/h (i.e. 49.8% of its capacity), and 1251 PCU/h (i.e.
51.7% of its capacity) was observed to be the maximum flow that met air and noise
quality standards.

Thus, it was concluded that the environmental capacity for eight, six, and four-lane
divided roads and two-lane undivided roads are 74.3%, 72.3%, 49.8%, and 51.7%
of their capacity, respectively. In addition, a dispersion modelling was carried out in
order to understand the influence of the surrounding environment on the pollutant
concentration.

Fig. 6 Overall environmental capacity for an 8-lane divided road
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5 Dispersion Modelling

The aim was to predict the future pollutant concentration depending on the boundary
conditions and to facilitate the abatement and management of vehicular pollution.
This simulation for dispersion of pollutants was carried out with the CALINE [3, 4, 9,
12] and Vissim EnViver software which is based on the Gaussian Plume Dispersion.
The Gaussian plume dispersion model is one of the most widely used models for air
pollution modelling that uses the Gaussian plume distribution equation to estimate
the concentration of pollutants at fixed receptors based on the dispersion of pollutants.

5.1 Input Parameters for Dispersion Modelling

The dispersion of pollutants depends on the site-related properties such as road geom-
etry, traffic characteristics, surrounding conditions, and meteorological parameters.
The parameters considered include traffic data for 8 h; weighted emission factors;
terrain type; road geometry (i.e. mixing zone width and road type); meteorological
data (i.e. wind speed, wind direction, mixing height, stability class and temperature.

5.2 Modelling Results

The following section discusses the estimatedmodel results for one location, i.e. near
Millenium Depot (Location-1). This location has an eight-lane divided road config-
uration with open terrain on both sides. In order to carry out dispersion modelling at
this location, a primary road network was first created in Vissim, which defined the
vehicle counts, modal compositions, vehicle routes, driving behaviour and vehicle
speeds, giving us the simulated network. This output was considered as an input for
the add-on software EnViver for pollution modelling which can predict the pollutant
concentration under various boundary conditions such as open terrain, built on one
side, built on both sides and street canyon. In addition to the parameters listed above,
the traffic composition, the age of the vehicles, the type of fuel and the emission
standards were also given as input in EnViver. Based on these inputs, the predicted
CO pollutant concentration under different boundary conditions, shown in Fig. 7.

Themonitored andmodelled value shows a deviation of 7.8%,which is acceptable.
In addition, the model was also validated with the GEH index (calculated using
Eq. (8)) which predicted a value of 9.6, i.e. warranting an investigation of the model.

GEH =

√√√√√
⎧⎨
⎩

⎡
⎣2 ×

(
Modelled Value

−Monitored Value

)2
⎤
⎦/

[
Modelled Value

+Monitored Value

]⎫⎬
⎭ (8)
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Fig. 7 Dispersion modelling for Location-3 under different boundary conditions

Themodelled value under street canyon condition is 7.4mg/m3; built-up condition
on both sides is 6.8 mg/m3; one-sided built-up condition is 6.4 mg/m3 and for open
terrain conditions is 5.0 mg/m3. In other words, the modelled CO concentration
under one-sided built-up typology is 0.94 times the modelled concentration under
both sides built up. Similarly, under street canyon and open terrain conditions, it is
1.1 and 0.74 times that of the built-up conditions on both sides. It can be concluded
from this that the same location could have a higher/lower concentration of pollutants
due to its surrounding boundary conditions (Fig. 8).

In addition, the statistical results of themodel predicted a correlation coefficient of
0.598; index of agreement as 0.69; fractional bias as 0.05 and normalizedmean square
error as 0.012. The overall model thus provided statistically satisfactory predictions
for CO under defined conditions.

A similar analysis was performed for other locations as shown in Table 3. On this
basis, the overall derived correction factor for one-sided built-up boundary condition
is 0.93; for street canyon, it is 1.09 and for open terrain, it is 0.72, with respect to
built-up on both sides.
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Fig. 8 Dispersion from edge of mixing zone width

Table 3 Summary of dispersion model outcomes for all the locations

Location Surrounding
built up

Monitored
CO Conc.
(mg/m3)

Modelled CO concentration
(mg/m3)

%
variation

GEH
value

OSBU BU OT SC

1 OT 5.7 6.4 6.8 5.0 7.4 7.8 9.6

2 BU 7.1 6.2 6.6 4.9 7.2 7.3 6.2

3 OSBU 6.5 7.2 7.8 5.6 8.5 9.9 7.7

4 BU 10.7 10.6 11.4 8.3 12 6.8 7

5 BU 6.7 6.6 7.1 5.1 7.7 6.1 4.9

6 OSBU 7.4 6.9 7.5 5.3 8.1 7.4 6.5

7 BU 8.0 7.2 7.8 5.4 8.5 3.0 9.4

8 BU 8.5 7.3 7.9 5.6 8.6 6.2 5.8

9 BU 7.5 6.4 6.9 4.9 7.5 7.7 7.4

Note Built up (BU); one side built up (OSBU); open terrain (OT); street canyon (SC)

6 Level of Service (LOS)

Further LOS standards were derived using the concept of k-mean clustering to derive
a qualitative measure of the quality of transport service based on travel speed and
environmental performance measures [32]. Based on this, the data set was divided
into 6 clusters with the designations LOS A (best) to LOS F (worst). Based on the
analysis, the CO concentration and Leq values for LOS A are up to 2.3 mg/m3 and
49 dB(A); LOS B: 2.3–4.1 mg/m3 and 49–61 dB(A); LOS C: 4.1–6.3 mg/m3 and
61–70 dB(A); LOS D: 6.3–9.1 mg/m3 and 70–78 dB(A); LOS E: 9.1–12.2 mg/m3
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Fig. 9 Environmental LOS for 8-lane divided road

and 78–86 dB(A) and LOS F: greater than 12.2 mg/m3 and 86 dB(A), respectively.
Environmental LOS graph for eight-lane divided road is shown in Fig. 9.

7 Conclusion

The research concludes that the overall environmental capacities are approximately
in the range of 60–70% of its capacity for eight, six-lane divided roads and approxi-
mately 50% for four-lane divided and two-lane undivided roads. In addition, the result
of the dispersion modelling derives a correction factor for predicting CO concen-
tration under various boundary conditions, i.e. 0.93, 1.09 and 0.72 for one-sided
built up, street canyon and open terrain with respect to both sides built-up condi-
tions. Therefore, the parameter environment must be taken into account as one of
the criteria in terms of air pollution and noise pollution to determine the capacity or
level of service of roads that might call for reduced capacities.

Further research in this area is required to understand the effects of other pollutants
on the environmental capacity, the effect of seasonal and temporal variations, the
effects of changes in vehicle composition and fuel type and to test the applicability
of this model in other cities.
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A Review on Surrogate Safety Measures
in Safety Evaluation and Analysis

Dungar Singh and Pritikana Das

Abstract Road traffic safety has become a major problem, despite developments in
technology and infrastructure. Traditionally, road safety is measured using accident
data, which is essentially considered a reactive approach, although this method has
time and efficiency limitations. Using surrogate safety data allows for a faster evolu-
tion of safety than using long-term accident data, according to previous studies. This
paper presents an overview of the current surrogate safety measures (SSMs) that
explicitly focuses on the potential to analyze vulnerable road users and the areas that
previous studies have ratified. In a compressive and quantitative manner, the scope
analysis explored how surrogate safety measures (SSMs) have been applied so far
in scientific literature and what are their key drawbacks. This study will also help to
identify new ideas in this field and identify recommendations for research leading to
the emergence of a new use of surrogate safety measures.

Keywords Road safety · Surrogate safety indicators · Traffic conflict technique ·
Micro-simulation

1 Introduction

Road safety is amajor concern in developing countries like India because it influences
the people’s welfare and the worldwide economy. India is the world’s second-largest
populated country after China. According to world population prospect 2019, India
will surpass China as the world’s most populous country in 2027 [1]. An increase in
population gradually led to higher traffic safety risks as the current infrastructure is
not able to manage higher traffic demand. In 2019, around 449,002 road accidents
have been reported in India in which 151,113 people have lost their lives and 451,361
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people were injured [2]. This translates into an average of 1230 accidents and 414
deaths every day and nearly 51 accidents and 17 deaths every hour, this leads to a
severity rate of 1.3% points in 2019 over the previous year’s persons. It shows a
need for a reliable accident prevention strategy. The main reason for high fatality
rates in Indian traffic is a heterogeneous condition, which includes various classes
of vehicles sharing the same road space where high speed of vehicle sharing with
vulnerable road users, unsafe road infrastructure and vehicle in poor condition. The
main purpose of safety evaluation is to identify safety issues and provide various
opportunities for future improvement.

Over the span of five decades, road safety assessments have evolved. Traditionally
road safety assessments were done using the previous year’s crash data to improve
road safety conditions. The Crash base assessment is a reactive approach because it
begins based on previous crash data and focuses on crash-based data identification
of the high-risk location and collecting other sources of information to access treat
risk [3]. There are significant limitations associated with accident data reporting and
recording; this approach tends to be inaccurate globally [4–8]. Furthermore, a reac-
tive process that does not represent the causative variables of incidents. Therefore,
observed crashed data, is not a complete prediction of road safety as crashes occur-
ring today may not show where crashes will occur tomorrow. Hence to overcome
this problem there is a need to provide an alternative safety evaluation approach.

Safety evaluation using traffic conflict techniques applying different surrogate
safety measures (SSMs) is another alternative approach to the crash-based events
method. It is a safer approach for resolving all of the above-described difficulties.
This approach, which dates back to 1960, is used to characterize the interaction
between two road users in a traffic collision and to estimate the likelihood of a
crash or the severity of a crash. Evaluation of road safety using surrogate measures
should be based on non-crash events that can be observed from a crash event in a
predictable and reliable manner, and there is an accurate way for converting non-
crash events into the crash frequency or severity. As a result of a scoping analysis of
past studies on surrogate safety assessment (SSM), various research gaps in earlier
studies were identified. Hence the aim of this study addresses research gaps in the
present literature review by carrying out a systematic literature review of existing
studies on the surrogate safety assessment.

It is essential that a systematic approach need to be adapted to identify the
contributing factors of road crashes based on selecting the most appropriate treat-
ments and implementation on road sites. It is necessary to conduct an in- depth
analysis of hazardous sites including a detailed analysis of traffic flow characteris-
tics and driver behaviour, especially at an uncontrolled intersection, to identify the
traffic conflict area.

The aim of this article is to conduct a comprehensive study of existing research
study on surrogate safety assessment using a systematic literature review by the
following research question:

1. What are the different categories of surrogate safety measures used in road
safety?
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2. How effective is the proactive method in assessing road safety?
3. How surrogate safety measures (SSMs) are used to measure traffic conflict?
4. How can SSMs be used to measure traffic conflict using a micro-simulation

approach?

Our focus will be on articles on road safety using “surrogate safety measure”
published in a scientific peer-reviewed journal until July 2021. As a result, several
definitions of surrogate safetymeasures have beenpresented over time.Tarko et al. [9]
discussed conflict, as well as other critical safety events. However, in the last decade
number of studies were increased rapidly so need to conduct a more updated and
complete analysis of previous studies. A secondary goal of this study was to identify
research gaps in the current literature. The following is the study process for this
paper structure: The first stage in identifying relevant studies is to have a discussion
about the research aim questions, followed by a search technique, inclusion and
exclusion criteria, and ultimately collecting relevant literature. Finally, compile a
list of related literature. Further, the current literature was divided into areas and
a detailed discussion was done to identify limitations and research gaps. Finally,
the study wraps up with a review of the findings and recommendations for further
research.

2 Methodology

A Systematic Literature Review (SLR) is often conducted to provide a compre-
hensive summary of present evidence related to research questions. It is a system-
atic, repeatable, and transparent method for synthesizing past research conducted by
academics, researchers, and practitioners. The aim of conducting systematic litera-
ture reduces occurrence bias in conducting a comprehensive literature search over
multiple databases [10] and answers to the pre-specified specific research question
[11]. Mostly at the beginning, systematic reviews were used in existing synthesize
studies and described decisionmaking in health care systems [12, 13] further progres-
sively used in different domains like business and management [14], tourism system
[15] and road safety analysis [16]. The process of data gathering is described in depth
in the following sections, as is the quality of study selection.

2.1 Data collection

Studies were included that identified relevant literature review by searching on the
following database: Web Science, Scopus, Pub-Mate, and Google Scholar using the
following keyword ‘traffic conflict’, ‘conflict indicators’, ‘surrogate safety measure’,
‘severity’, ‘near-crash’ or ‘near-miss’, with some literature paper search individual
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Table 1 Database and search
choices

Database Search choices

Scopus, Search: in title, keyword, abstract

Web of Science (WoS), Limit: peer-reviewed academic
publications

Google Scholar, Source type: academic journal

Science Direct, Data type range- all year up to
July 2021

Research Gate Language—English

from Google then the total number of paper from each journal reported with the
description search options provided in Table 1.

2.2 Data Extraction

Relevant data for each study were extracted from the citations database by study
titles, keywords, abstract, name of authors, name of Journal, and year of publication.
Identified data recordswere exported in anMSExcel spreadsheet. Eligibility citations
were addressed from search question(s) by two independent reviewers screening full-
text identified data independently during differences between critics are disputed and
resolved throughmutual agreement. Tominimize biases while adding literature from
the database to our manuscript we followed existing studies [14, 15, 17].

2.3 Study selection

Here are the following different steps to select the relevant study. Duplicate kinds
of literature were removed from the database in the first step. After that, we looked
at the title and abstract of each article to determine which ones were applicable to
the studies and which parts were not. In the process finally, potentially relevant 213
articles were included in the full-text search.

In which 130 articles were discarded from the study of the content was not rele-
vant or full-text was not available, end of the procedure, 83 articles were included
for the systematic literature review. For the selection of study procedure, different
steps are reported in Fig. 1, where n is the number of articles. During the selection
process, inclusion criteria were selected for the study as follows. Studies published in
English language, articles published in conferences and peer-reviewed journals, and
articles explaining key concepts of such as surrogate measure safety, traffic conflict,
severity, near-miss with specifying the method of surrogate measurement. Although
for knowing the practical application of surrogate safetymeasures (SSMs) a technical
report, Dissertation was also included in the study. However, non-relevant studies
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Fig. 1 Flow chart of the inclusion articles in the review (Source Liberati et al. [13])

identify as follows. First, all studies focused on surrogate measure safety in medical
science dealing with patient safety were excluded. Also, papers focused on crash
data identification on road safety were not included (Table 2).

3 Analysis of the Result

This study report is represented in Fig. 2 which depicts the name of the study as
well as a list of the journal-reviewed articles that were published. In a systematic
literature review, a large number of research studies were published in “Accident
analysis and prevention” (Number of studies= 14) and “Technical Report” (Number
of report = 9), followed by “conference proceedings” (Number of studies = 9) and
“Transportation Research Board” (Number of studies= 8). Furthermore, 43 research
studies have been published in 27 national and international journals. The systematic
reviews of 83 studies were published in 31 journals and conference proceedings.
Figure 3 is showing the evolution of studies over time. The earliest publication
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Table 2 Selection of literature review using inclusion and exclusion criteria

Basic criteria Final decision

Predetermined keyword exit as full or at the minimum in title/abstract part of an
article

Inclusion

An article published in a scientific peer-reviewed journal/conference Inclusion

An article should be written in the English language Inclusion

Studies presented on traffic conflict technique/ micro-simulation using SSM Inclusion

An accessible technical report, dissertation Inclusion

An article is inaccessible, review papers Exclusion

An article that is duplicated within the database search documents Exclusion

Papers that are not primary/original research Exclusion

Studies focus on crash data identification/ surrogate measure in medical science Exclusion
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Fig. 2 Number of articles included in each journal’s review

included in this study dates back to 1976 [18]. From 1976 to 2004, there was little
research published, however, after 2004, the number of studies published increased
rapidly, and in recent years published work was at its peak as shown in the graph.
This pattern suggests there’s a growing interest in the research for surrogate safety
measure assessment in road safety.
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Fig. 3 Evolution of the number of articles over time

3.1 Safety Evaluation Using Surrogate Measures
for Motorized and Non-Motorized Traffic

Several researchers applied surrogate measures of safety to alleviate frequent
adequate crash data. Studies done by Allen et al. [19] and Cooper [20] used post-
encroachment time (PET) as a surrogate measure to do road safety analysis. Also,
previous researchers used traffic conflicts as a surrogate safety measure (SSM) for
road safety evaluation [21–25] and Chin et al. (1992). Some studies were considered
free speeding, aggressive lane merging and risk involving a crash [26, 27] for road
safety evaluation. Hayward [28], Minder houd and Bovy [29] used time-integrated
Time-to-Collision (TTC) as SSMs for Road safety assessment. Songchitruksa and
Tarko [30] estimated the crash frequency based on measured crash proximity using
the Extreme Value Method (EVM). The concept of this approach is explained in
detail and preliminarily evaluated by Songchitruksa [31], Songchitruksa and Tarko
[32], Harwood et al. [33] conducted a comprehensive review of a different intersec-
tion in their study, taking into account contributing factors such as vehicular volume,
pedestrian volume, roadway crossing width, presence of raised pedestrian cross-
walks, pedestrian-signing, median refuge islands, crosswalk markings, crosswalk
illumination, raised intersections, and a pedestrified intersection. Preusser et al. [34]
showed that allowing right turns on red (RTOR) had a minor influence on pedestrian-
right turn vehicle crashes. However, some researchers studied the ability to measure
conflict levels in traffic simulation mode [35, 36]. The first workshop conducted by
ICTCT (International Co-operation in Traffic Conflict Techniques) was in Oslo city
(Norway), the definition was suggested by Amundsen and Hyden [37] “A traffic
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conflict is an observable situation in which two or more road users approach each
other in space and time to such an extent that there is a risk of collision if their
movements remain unchanged”. Moreover, the study was done to describe the traffic
conflict [38] potential to access near-miss events directly in real-time traffic condi-
tions that provide an accurate way to predict the evaluated number of accidents and
outcomes. Laureshyn et al. [39] describe the severity parameter as the closeness of an
intersection to collision and various measure of traffic conflict adopted by Allen et al.
[19], Gettman et al. [40], are for instance Post Encroachment Time (PET), Encroach-
ment Time (ET), Proportion of Stopping Distance (PSD), Initially Attempted Post
Encroachment Time (IAPE), Gap Time (GT) and Deceleration Rate (DR). Chin
et al. [22] analyze traffic conflict data (TTC) to investigate the expressway on-ramp
merging process. Gettman et al. [40] studied the conflict technique application along
with the developed tool “Surrogate Safety Assessment Model” (SSAM) which iden-
tifies potential traffic conflicts. Lamm et al. [41] conducted a study, several safety
criteria and an evolving composite method were used to assess the safety of two-lane
rural roads. Ghanim and Shaaban [42] studied to investigate the feasibility of using
SSAM to identify conflicts between pedestrians and vehicles by analyzing simu-
lated trajectories. Kathuria and Vedagiri [43] evaluated the interaction of pedestrians
and vehicles by using the pattern-based approach with surrogate measures TTC and
PET. Moreover using Import Vector Machine, (IVM) evaluated the severity level at
an uncontrolled intersection. Pedestrian safety is a major component of the design
of a signalized intersection. Marisamynathan and Vedagiri [44] plotted cumulative
frequency distributions to define severity levels, as well as crosswalk PET thresh-
olds between pedestrians and vehicles. PET values of less than 2 s were found to be
dangerous, while PET values of 5.5 s were found to be normal.

3.2 Safety Evaluation of Surrogate Safety Measure using
Traffic Conflict Techniques

First-time traffic conflict technique (TCT)was conductedby the researcher ofGeneral
Motors Corporation Laboratories [18] in road safety research. Traffic conflict is
an operational tool based on evasive action by road users to avoid collisions on
the site. Perkins and Harris [45] analyzed the behavior of road users in accident
situations concerning safety. Baker [46], Malaterre and Muhlrad [47] estimated the
significant relationship between conflict and crash databased field study, it provides
countermeasure before and after the studies. Evasive action was identified by taking
sudden action by Braking or lane change by one and more vehicles to avoid collision
[19, 48–52].

The proximity between road users can be measured physically in
spatial/temporary dimensions, and limits could be used to identify traffic conflicts.
The most used surrogate measure indicator is the (TTC) [28], which was defined
as “the time for two vehicles to collide if they continue at their present speed and
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Fig. 4 The safety pyramid (Source Hydén [54])

on the same path” with the proposed time remain potential collision between two
vehicles found that if time remains below 1 s, a better criterion for near accidents.
There Hydén [53, 54] developed a model to describe the risk of cyclists and pedes-
trians. Further Campbell and King [55] and Hydén [54] suggested that determines
conflict severity from time to crash and time. The relationship between severity and
frequency of interaction of road users is illustrated by a pyramid [54]. It describes
relationships between traffic conflicts, events in traffic, and accidents, as depicted
below in Fig. 4, top of the pyramid depicts the most severe events in traffic such acci-
dents where an accident can divide into injury, fatal, vehicle damage in an accident,
however, the decrease accident severity which is increase accident frequency [54,
56]. Sayed [57] observed that a decrease in PET and Delta t (�t), would increase
the conflict severity index (CSI) of critical crossing and rear-end crossing at multiple
uncontrolled intersections. Jiang et al. [58] found that conflict consequence severity
rates correlate superior with crash data than conventional conflict rates moreover
TTC threshold influence correlation where low and high TTC threshold values have
low correlation.

Basyouny and Sayed and Shelby [59], investigated the relation between predicted,
conflict, and collisions with the proposed model for prediction conflict, Lognormal
regression model, along with predict collision conflicts- based negative binomial
(NB) regression model on a data set of the average hourly volume of 51 signalized
intersection observed that conflict are more significant in the area, conflict is less
significant in on minor approach where right turn lane is present. Tarko and Lizarazo
[60] investigate crash probability from an observed data set of traffic conflict with
Lomax-based method and observed that young male drivers or mature male drivers
have involved in high crash probability compared to a mature female driver. Qi
et al. [61] analyzed traffic characteristics of lane change merging vehicles using the
modified post-encroachment time (PET) with the estimated value of PET < 0.7 s is a
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serious conflict, value of PET between 0.7 and 2.25 s is a slight conflict and greater
value of PET, 2.25 is a potential conflict. Shekhar Babu and Vedagiri [62] assess
safety at an uncontrolled intersection using a risk threshold PET, the speed of the
corresponding vehicle, and a proposed critical speed for analyzing critical conflict. It
was observed that, aside from the right-turning of intersections, crossing maneuvers
are heavily influenced by vehicular dynamic characteristics (TW).

Choudhary et al. [63], Goyani et. al. [64], Naidu and Chhabra [65] and Reddy
et al. [66], observed trafficvolumeandoperatingvehicle speedhave significant effects
on crash probability at the uncontrolled intersection while an increase in vehicular
speed would occur to lower PET threshold frequency for the reason that increases the
spatial gap betweenmoving vehicles. Kumar et al. [67] developed five temporal prox-
imity indicators based on unsupervised K-means clustering to define crash severity
levels. The authors found that pedestrian-vehicle conflict severity is influenced by
pedestrian crossing behavior and demographic characteristics. Goyani et al. [68]
observed proportion of two-wheeler has a significant influence on the percentage of
critical conflict. Chaudhari A. [69] identified the risk threshold PET value as highly
dependable on vehicular characteristics. It was found that the operating condition of
small vehicles has a lower PET threshold in comparison to heavy vehicles because
of vehicle maneuverability through the intersection. While adding one more lane or
reducing the crossing speed of pedestrians would increase crash probability although
the driving environment, as well as intersection geometry have a significant impact
on the likelihood of a crash, Pawar et al. [70] found that the likelihood of a crash can
be improved by improving the driving environment and road geometric condition,
Pawar et al. [70], Shekhar Babu and Vedagiri [62, 71] and Vedagiri and Killi [72]
examined vehicular safety on right turn movement at an uncontrolled junction. Paul
and Ghosh [73]; Shekhar Babu and Vedagiri [62, 71] evaluated vehicular safety on
right turn movement at an uncontrolled intersection. Studies revealed drivers take
risks to accept the minimum gap in the conflict stream. Major critical conflicts were
found between two-wheelers on through major roads and the right turn movement of
heavy vehicles, Paul and Ghosh [73]. Mohanty et al. [74] used the PET threshold to
assess severity collisions in the median opening portion of multi-lane divided urban
roadways, as well as the critical safe ratio to assess traffic safety.

In mixed traffic, conflicting speeds of consecutively operating vehicles were
analyzed, and it was discovered that the risk threshold time-to-collision (TTC) values
for lateral headway ismuch lower than for longitudinal headway, and thatmaintaining
a minimum lateral headway in mixed traffic generates negligible crash probability,
according to Naidu and Chhabra [65]. Nadimi et al. [75] found that using a Mix
Index (MI) combination of PET and TTC to identify rear-end collision likelihood on
a motorway under mixed traffic conditions gives a more accurate result. Mahmud
et al. [76] developed the model using the data count modeling process for detecting
the likelihood of crashes on a two-lane rural highway. It was observed that the model
can predict high-risk sections as well as prioritize road segments as reported by the
probability of safety level. Predicting the likelihood of a crash using a model is a
less expensive substitute to the collection of accident crash data in order to evaluate
black spots on a rural highway.
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3.3 Micro-Simulation Studies Based on Surrogate Safety
Measures

Micro-simulation tools used in traffic safety widely in recent days is initially inves-
tigated by Cooper and Ferguson [77] simulated vehicles where number high traffic
conflict. Darzentas et al. [78], Sayed et al. [57] investigated traffic collision risk
between vehicles at different unsignalized intersections; Archer [38] develop a
modeling of driver behaviors at an urban intersection to access road safety. Gettman
andHead [23] investigated to obtain surrogate safetymeasures (SSMs) fromprevious
simulation model studies along with each SSMs collected based on the occurrence
of traffic conflict events, in their work surrogate safety measures are included as
Post Encroachment Time (PET), Time-to-Collision (TTC), Deceleration Rate (DR),
Speed Differential (Delta S), Maximum Speed (MaxS). where Post Encroachment
Time (PET), Deceleration Rate (DR), and Speed Differential (Delta S) are used to
measure conflict severity whereas Speed Differential (MaxS) and Maximum Speed
(Delta S) are used in the severity of a collision. Furthermore [40] developed surro-
gate safety assessment software (SSAM) this can be used to analyze conflict and
investigate the type of severity based on SSMs like TTC and PET obtained based on
simulated vehicles trajectory.

Pirdavani et al. [79] evaluated the safety performance of different vehicle speed
limits at an uncontrolled intersection using traffic proximity measure PET, and
observed that speed limit and volume increase from both sides of the approach
decrease PET value and arguably increase safety risk at the intersection. Ambros
et al. [80], Caliendo and Guida [81] and Dijkstra [82] analyzed the relationship
between observed crash data and simulated traffic conflict. Fan et al. [83] and Huang
et al. [84] analyzed different traffic conflicts such as rear-end, crossing and lane
changing by using simulation software VISSIM and SSAM. They found a signifi-
cant relationship between observed and simulated traffic conflict. Cunto and Sacco-
manno [85], Ozbay et al. [86], Yang et al. [87] introduced a new surrogate safety
indicator is Crash Potential Index (CPI), Modified Time-to-Collision (MTTC) to
analyze rear-end traffic collisions and their severity furthermore argued that at the
low traffic volume, were difficult to identify a potential conflict. Bachmann et al. [88]
suggested a revised definition of TTC for traffic conflict simulation as “two vehicles
interact in the same lane for a period of time” using their revised definition of TTC
to observe the effect on traffic conflict along with founding that providing separate
lane for trucks were reduce truck affiliated conflicts and increase car lane change
conflict.

Astarita et al. [89] and Guido et al. [90] used TITRONE Software to estimate
Deceleration Rate to Avoid a Crash (DRAC), TTC. Caliendo and Guida [81] investi-
gated traffic conflict using SSAM software at the unsignalized intersection. However
critical conflictwas identifiedbasedon simulation traffic and comparedwithfield data
of the intersection. Sayed et al. [91] estimated traffic conflict at unsignalized inter-
section using proximity indicator TTC analyzes vehicle rear-end as well as merging
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conflict. A study done by Giuffrè et al. [92] investigates roundabout safety perfor-
mance using Software VISSIM andAIMSUNwhere traffic conflict was examined by
SSAM. Astarita and Giofrè [93] was assessing traffic safety at an urban intersection
using collision energy as new SSMs moreover examine the validity of new indi-
cators based on a comparison between estimated SSMs from the micro-simulation
trajectory and observed real crash data from a different intersection. Bulla Cruz et al.
[94] verified event-based risk indicator in which their study evaluate traffic safety
of roundabout by their independent techniques: using T-Analyst software Swedish
Traffic Conflict Technique and conflict analyst using VISSIM, SSAM and further
combination of three methods calibrated safety distance factor in VISSIM conflict
area 0.5 along. Moreover, in their study that simulated traffic conflict, the severity
value and compare with an observed value. The study was conducted by Alonso
et al. [95] to evaluate traffic collisions in their case study based on real-time crash
data and simulated data in SSAM in their study found a good correlation between
simulated data and real data. Virdia et al. [96] investigated connected autonomous
vehicles (CAVs) using micro-simulation techniques with surrogate indicators PET
and TTC. In their study author observed that increasing CAV penetration decreases
traffic conflict at the roundabout. Kili and Vedagiri [97] analyzed the level of safety
at an uncontrolled intersection and found that the PET threshold is quite tiny, ranging
from 25 to 40% negative, and the PET threshold 40–50% value is less than 5 s. It
was established that the intersection was extremely dangerous and that it needed to
be improved. The author also proposed that key preventative measures to be imple-
mented to reduce heavy vehicles during peak hours. Furthermore, Vedagiri and Kili
[72] analyzed management measure impact on uncontrolled intersection observed
by applying a combination of raised table and rotary give the finest outcome in
comparison to a single measure.

4 Conclusion

In recent years, traffic conflict techniques have been frequently employed to assess
safety before and after studies, as well as to anticipate real-time safety. The use of
multiple surrogate indicators in combination with semi-automated video analysis
and traffic conflict methodologies to assess safety is faster, more reliable, and more
successful than using past crash data.

There have also been different research discussed on dynamic traffic behavior for
conflict, but it was found that most conflict analyzes were done utilizing PET and
TTC to estimate conflict and severity, as well as studied the relationship between
critical severity and recorded crash data. While some studies established a crash
index to define severity level. Whereas existing studies mostly analyze rear-end
traffic conflict, mid-block crossing conflict and right-turning conflict on motorized
vehicles on urban roads/highways using driver behaviour like Gap acceptance, and
lane change to analyze the compressive study. Studies explored the reliability of traffic
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conflict techniques that could be improved by the application of micro-simulation
techniques and long hour video sensor techniques.

The majority of research is conducted in developed countries with homogeneous
traffic flow characteristics. However, in developing countries, driving behavior and
traffic characteristics fluctuate due to driver performance and vehicle operating condi-
tions. Apart from that, there is no clear guideline for using surrogate safety measures
to assess road safety at the moment. The use of conflict strategies on a rural road with
low traffic volume, single-car crashes such as overturns and tire bursts owing to road
geometry or vehicle overloading, and a head-on collision appeared to be constrained.

To validate traffic conflict techniques fewmodels were developed which correlate
conflict to crashes are extreme value theory and the logarithm regression model
although the application of these models in heterogeneous traffic conditions is
limited, future work could be done using different surrogate indicators on urban
or rural road traffic condition validate their result. Currently, risk-based indicators
mostly focused on traffic operational attributes for safety analysis and further could
be considered to other attributes of the vehicle and geometric condition of the road.

As previously stated, prior research has primarily focused on the conflict between
two road users (motorized vehicle and pedestrian), however, there may be a research
gap for a single vehicle and multi-vehicle conflict. Aside from that, the micro-
simulation model’s implications in a heterogeneous environment are limited due
to a lack of experience in this field and a lack of funds. To increase the reliability
of traffic conflict methodologies for evaluating road safety, more work on micro-
simulation models on non-lane base heterogeneous environments is required. More
study is needed on modeling of overtaking vehicle conflicts, single-car overturns,
measuring and diverging of the vehicle in non-lane basis traffic conditions on urban
and country roads, as well as calibration and validation of conflict approaches.
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Effects of Bus Stops on Pedestrian Safety
at Signalized Intersections

Srinivas Geedipally

Abstract Of all road users, pedestrians are considered the most vulnerable mainly
due to the lack of body protection, mass, and speed. There aremany factors that affect
the occurrence of a pedestrian involved crash—exposure (e.g., pedestrian and traffic
volume), injury severity (e.g., speed and vehicle type), roadway and environment
(e.g., proximity to bus stops, presence/proximity of facilities (store, building, school))
and intersections. Among the factors, the presence and proximity of transit bus stops
are the distinctive risk factors in the pedestrian involved crashes in urban areas.
The objective of this study is to understand the influence of bus stop locations on
pedestrian safety near signalized intersections. To accomplish the study objectives,
pedestrian safety data collected at a sample of signalized intersections in Texas were
used and a safety performance function was developed. It was found that bus stops
within 300 ft from the center of the intersection increase pedestrian crashes by 48%.
Other variables that also had an influence on pedestrian safety are entering vehicular
volume, pedestrian crossing volume, the maximum number of lanes crossed by a
pedestrian at an intersection, and left-turn signal phasing.

Keywords Pedestrian crashes · Safety performance functions · Crash modification
factors · Bus stops · Signalized intersections · Negative binomial model

1 Introduction

Of all traffic fatalities worldwide, 22% of them are pedestrians [1]. This ratio is much
higher in developing countries. In pedestrian crashes, millions of people are injured
while walking, and a part of them become permanently disabled. In theUnited States,
6,283 people were killed in pedestrian/motor vehicle crashes in 2018, an increase of
3.4% from 2017 [2]. On average, a pedestrian was killed every 84 min, equivalent
to around 120 people a week [2]. When compared to passenger vehicle occupants,
on each trip, pedestrians are 1.5 times more likely to be killed in a car crash [3].
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Importantly, more pedestrian fatalities occurred at non-intersections (74%) than at
intersections (17%) in the country [2].

Of all road users, pedestrians are considered the most vulnerable mainly due to
the lack of body protection, mass, and speed [4]. There are many factors that affect
the occurrence of a pedestrian involved crash—exposure (e.g., pedestrian and traffic
volume), injury severity (e.g., speed and vehicle type), roadway and environment
(e.g., proximity to bus stops, presence/proximity of facilities (store, building, school))
and intersections [5–10]. Among the factors, the presence and proximity of transit
bus stops are the distinctive risk factors in the pedestrian involved crashes in urban
areas [6, 11]. The objective of this study is to understand the characteristics associated
with the pedestrian crashes near signalized pedestrians. More specifically, this paper
evaluates the role of bus stops within the vicinity of signalized intersections on
pedestrian crashes.

2 Background

Having an understanding of roadway characteristics, exposure measures and traffic
control devices that affect pedestrian crash frequency and severity are correlated
with pedestrian crashes could assist in identifying locations with high potential for
crashes.

Haleem et al. [7] used a mixed logit model and identified factors that affect pedes-
trian crash injury severity at signalized and unsignalized intersections using a mixed
logitmodel. Their study used three years of pedestrian crash data fromFlorida (2008–
2010) and included a total of 3038 pedestrian crashes. The study only included state
roads and the authors recommended that additional research is needed for local roads.
The following variables were associated with pedestrian severity risk for signalized
intersections.

• Traffic volume,
• Speed limit,
• Trick percentage,
• Senior pedestrians,
• At-fault pedestrians,
• Rainy conditions. and
• Dark conditions.

Jermprapai and Srinivasan [12] reported on a planning-level model for assessing
pedestrian safety. The study results were similar to other studies about the relation-
ship between crashes and transportation, socioeconomic and land use characteristics.
They found that a low-income location in a higher-income county is one of the riskiest
factors. They also concluded that there is a high-risk at locations that have a larger
volume of conflicting vehicular and pedestrian movements.

According to Haleem et al. [7], as annual average daily traffic (AADT) at signal-
ized intersections increases, so does the probability of severe injuries, due to the
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increased number of vehicle–pedestrian conflicts. Zahabi et al. [9] also found that
pedestrian crashes at intersections have a lower probability of injury or fatality;
intersection-related pedestrian crashes were 1.21 times less likely to result in a
fatality than non-intersection-related pedestrian crashes. One possible explanation
for this finding is that motorists operate at lower speeds near intersections. It could
also be because both drivers and pedestrians are more likely to expect to interact at
intersections, so they pay closer attention.

Passenger vehicles are more frequently involved in crashes with pedestrians,
although other vehicles like trucks, buses, and emergency vehicles in pedestrian
crashes cause more injuries that are severe or fatal. Trucks, vans and buses category
are responsible for almost twice the percentage of crashes that resulted in a fatality,
compared to passenger vehicles [5]. This finding is supported by Zahabi et al. [9]
who found that trucks, vans, and buses involved in crashes resulted in more fatalities
compared to passenger vehicles; the risk of pedestrian fatality is 1.2 higher with
trucks and vans in a fatal crash. Hu and Cicchno [8] found that the increase in SUV-
related fatal single-vehicle–pedestrian crashes was larger than the increases in the
other vehicle types (such as cars, vans, pickups, or medium/heavy trucks). Zahabi
et al. [9] also found that after controlling for other factors, a vehicle moving in a
straight direction is significantly associated with 1.42 times higher risk of a fatality
than a pedestrian crash involving a turning vehicle.

Crashes involving at-fault pedestrians were found to be associated with greater
pedestrian injury severity than crashes where the driver was at-fault [7]. Alcohol and
drug use by a pedestrian is also associated with higher pedestrian injury severity
among pedestrian involved crashes [5]. According to Valaar et al. [13], 41% of
pedestrians killed in crashes tested positive for alcohol in the U.S. The authors stated
that though positive alcohol results among fatally-injured pedestrians have decreased,
the numbers of total pedestrianswith alcohol use remain as high as 40%basedon2012
Canada data, similar to that of the U.S. results. Additionally, 86.2% of the fatally-
injured pedestrians who consumed alcohol had a blood alcohol content (BAC) of
over 0.08 g/dL, which is the legal limit to operate a motor vehicle in Canada and the
United States. Furthermore, 67.6% had registered BAC of over 0.16 g/dL, which is
twice the legal limit, putting such pedestrians at a high level of risk in terms of crash
involvement.

A study by Lindsay [14] analyzing fatal crashes in Australia from 2008 to 2010
found that out of 1,490 crash victims admitted to hospitals, alcohol tests were
conducted for 1,204. Of that, a positive alcohol result was seen in 274 persons
(18%). Additionally, among the people who has a positive result, alcohol impair-
ment was particularly an issue with pedestrians (56%) compared to drivers (24%).
When alcohol or drug use is present among pedestrians involved in crashes, a larger
percentage of crashes result in injury or fatality. However, alcohol and drug use
among pedestrians and other vulnerable road users has not been a much-studied
issue when compared to drivers [5].
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2.1 Roadway & Environment Characteristics

Zahabi et al. [9] found that the probability of a pedestrian fatality is affected by
road type. Pedestrian crashes on arterial roads have a 1.12 times higher risk of
fatality, compared to crashes on local roads. In 2002, McMahon et al. [15] analyzed
pedestrian crashes that involved walking along the roadway. The researchers found
that roadway characteristics such as higher traffic volume, higher speed limit, and
lack of sidewalks/wide walkable areas all contributed to significantly higher crash
risk for pedestrians.

Crash predictive models developed by Zeeger and Bushell [10] showed that
multiple factors are associated with a greater probability of pedestrian crashes. The
authors found that pedestrian crashes are more likely to occur:

• on higher traffic volume roads
• on roads with higher volumes of pedestrians
• at intersections where the ratio of minor road traffic andmajor road traffic is larger
• as the number of lanes to cross increases without the presence of a refuge island
• at intersections with a bus stop within 1000 feet
• within 1000 feet of a public or private school
• as the number of alcohol retail establishments within 1000 feet increases.

Pedestrian fatal crash risk also increased with exposure of pedestrians and
increased traffic for signalized crossings. Other factors associated with increased
pedestrian fatality risk included “a greater number of lanes, lack of a raised median
ormedian island (formulti-lane roads), and for older pedestrians (65years andolder)”
[10]. In multi-lane roads with higher volumes of traffic, there was a higher associa-
tion between the presence of marked untreated (i.e., without any other traffic control
devices) crosswalks and pedestrian crashes, in comparison to just the presence of
unmarked crosswalks [10].

According to a study by Clifton et al. [5], over half of the pedestrians involved
in crashes and two-thirds killed in crashes are not in crosswalks at the time of the
crash. At unsignalized intersections, the presence of crosswalks and road surface
conditions are significant predictors of pedestrian injury severity. When present,
marked crosswalks are associated with a reduction in pedestrian injury severity,
possibly by alerting drivers in advance.

Haleemet al. [7] in Florida identified environmental predictors of pedestrian injury
severity using a mixed logit model. Significant environmental predictors identified
in signalized intersections included weather and lighting conditions, and the hour of
the crash. Significant environmental predictors related to pedestrian involved crashes
identified at unsignalized intersections included dark lighting conditions and dry road
surface conditions. The probability of severe injury is associated with night-time and
dawn, both periods when there is poor visibility and high vehicle speeds [7]. This was
true for both signalized and unsignalized intersections. However, pedestrian severity
was found to be higher at unsignalized intersections. Also, rainyweather is associated
with higher injury severity, possibly due to visibility restrictions and/or inability to
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stop or slow before the collision [7]. Similarly, Zahabi et al. [9] found that pedestrian
crashes occurring in the dark after sunset resulted in a higher probability of injury or
fatality. The likelihood of fatality in pedestrian crashes after dark increased by 1.45
times according to their study.

Similar to the findings of Haleem et al. [7] and Zahabi et al. [9], Uttley and Foios
[16] found that pedestrians faced increased risk in the roadway, especially in the dark.
Interestingly, the researchers found that this risk increased when using a crosswalk
in the dark compared to the crossing at non-crosswalk locations. The researchers
attribute this to the confidence that pedestrians feel when using the crosswalks, where
they are likely to overestimate their visibility to drivers on the road.

A noteworthy result found by Zahabi et al. [9] is that pedestrian crashes close
to schools or parks had a significant association with crash severity. For example,
pedestrian crashes around a school resulted in 1.13 times less likelihood of a severe
injury or fatality, possibly due to the placement of calming trafficmeasures like lower
speed limit around schools. However, if a pedestrian crash occurred around a park,
the probability of fatality increased by 1.25 times, suggesting a need for calming
traffic measures around parks just like in schools [9].

2.2 Transit/Bus Stop Characteristics

Among the factors affecting pedestrian involved crashes, the pedestrian crossing’s
proximity to transit bus stops is more likely to increase a pedestrian crash risk. Torbic
et al. [17] developed the pedestrian safety prediction methodology of vehicle–pedes-
trian collisions at signalized intersections. The methodology includes crash modifi-
cation factors associated with the number of bus stops, the presence and proximity of
schools, the number of alcohol sales establishments, and neighborhood income level
within 1000 ft. from the intersection. For the number of bus stops within 1000 ft.
from the intersection, the pedestrian–vehicle collisions increased by up to 4 times
at an intersection with one or more bus stops relative to an intersection without bus
stops.

Specifically related to transit bus stops, the risk of pedestrian crashes increased
with the number of bus stops around an intersection [18, 19]. A study by Walgren
[19] presented that 89% of high crash locations were within 150 ft of a bus stop
and 90% of these locations were within 70 ft of a crosswalk. The higher risk of
pedestrian involved crashes near bus stops can be related to increased distraction
and poor yielding behavior [6]. Craig et al. [6] analyzed whether the presence of a
bus stop influences a driver yielding behavior to pedestrians at marked unsignalized
crosswalks compared with other locations and whether a High-Visibility Enforce-
ment (HVE) affects a driver yielding behavior. At the sixteen crosswalks in Saint
Paul, MN, a driver yielding behavior to a pedestrian improved with HVE. In addi-
tion to HAV, Craig et al. [6] conducted public outreach and educational activities to
increase awareness of pedestrian laws and safety tips for local residents and drivers,
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and concluded that community outreach has been shown to measurably improve
yielding behaviors to pedestrians at the studied crosswalks.

Although the proximity of transit bus stops leads to an increased risk of pedestrian
involved crashes, the risk is not equal to all bus stops. Ulak et al. [11] developed a bus
Stop Safety Index (SSI) to quantify and access pedestrian safety around bus stops
for the purpose of screening the urban roadway network and identifying the high-
risk bus stops similar with that of the Safety Performance Functions (SPFs) in the
Highway Safety Manual. Ulak et al. [11] analyzed the pedestrian involved crashes
in Palm Beach County, FL, and then each bus stop was assigned an SSI score based
on injury severities and the spatial distance between the bus stop and the pedestrian
involved crash. Then SSI scores are tabulated by using socio-demographic factors
(i.e., median income, population), traffic indicators (i.e., traffic volume and speed),
the proximity of facilities (i.e., supermarket, hospital, school), and bus stop metrics
(i.e., daily boarding and frequency). Using the factors, the high-risk bus stops can be
prioritized.

In addition to the location of bus stops, the design of bus stops can be influential
on the risk of pedestrian involved crashes. Fitzpatrick and Nowlin [20] analyzed
the effect of bus stop design (i.e., curbside versus bus bay/open bus bay, and queue
jumper versus no queue jumper, as shown in Fig. 1) on travel time, speed and traffic
volume. Results indicated that the bus bay and queue jumper design provided better
benefits for traffic flow at the intersection.

Fitzpatrick and Nowlin [20] concluded that the collisions are more likely to occur
when a transit stop is located immediately prior to an intersection (near-side transit
stop) rather than immediately after passing through an intersection (far-side transit
stop) as shown in Fig. 2. At intersections, near-side transit stops can increase the
number of conflict points between the transit vehicles and right-turning vehicles.
However, the far-side stop design may result in the intersections being blocked
during peak hours by stopping buses or may obscure sight distance for crossing
vehicles/pedestrians [21]. In addition, the presence of transit signal priority (TSP)
technology at an intersection increased the probability of transit-involved collisions.

Miranda-Moreno et al. [22] investigated the relationship between pedestrian
activity and the built environment and found that pedestrian activity is highly related
to the number of bus stops and the presence of rail transit. In consequence, the
frequency of pedestrian collision at signalized intersections significantly increased
with the number of bus stops as well as traffic and pedestrian volume, intersection
configuration (4-legged or 3-legged), and land use (commercial area).

Although previous research had studied the role of bus stops on the pedestrian
crash risk, the effect on the number of crashes is not accurately quantified. In addition,
notmanyprevious studies included the signal characteristics in the regressionmodels.
This study tries to fill the knowledge gap by including the signal characteristics
and bus stop presence among other variables in the model and presents the crash
modification factor (CMF) for each variable.
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Fig. 1 Bus stop design [21]

3 Data Description

To provide a better understanding of the relationship between various intersection
characteristics and pedestrian safety performance, it was first necessary to assemble a
comprehensive database. As a part of this study, data were assembled for a sample of
signalized intersections spanning overmultiple years in Texas frommultiple different
sources. In total, 621 signalized intersections in four metropolitan cities (Houston,
SanAntonio,Austin andDallas-FortWorth)were randomly selected. Traffic volumes
were obtained using the 2018 Texas Department of Transportation (TxDOT’s) Road
Inventory Network (i.e., RHINO) data.
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Fig. 2 Example of far-side, near-side, and midblock stops [21]

Intersection characteristics such as presence in the central business district (CBD),
adjacent land uses (i.e., commercial, single and multifamily, industrial, and vacant),
light rail stop presence, bus stop presence, sidewalks, and special generators within
300 ft of the intersection were extracted from aerial photography. Generally, the
variables were quantified within the 300 ft buffer of the intersection. However, it was
found that many of the school’s coordinates did not locate them within the 300 ft
buffer and given the number of potential pedestrians around schools, a variable
that reflects the proximity of schools (K-12 and higher education) was created. The
number of schools within ¼, ½, and 1 mile of each intersection, and along with the
available street network, were counted. The number of lanes crossed by a pedestrian
at an intersection is counted for all legs. The maximum number of lanes is then used
in the model to quantify the distance a pedestrian needs to walk during a particular
signal phase.

Themost important variable that influences pedestrian safety is pedestrian volume.
We conducted 2 h pedestrian counts at intersections in addition to the 24 h counts
at two signalized intersections in each city. The 2 h counts were often started in the
middle of a clock-hour (e.g., 1:30–3:30 pm), such that the expansion factors, time
durations, and counts within each clock-hour needed to be considered separately.
This approach was chosen based on a balancing of the competing objectives of (1)
obtaining pedestrian volume estimates at a reasonable number of sites in each city
and (2) obtaining estimates that are robust and defensible. The 24 h pedestrian count
site was used to obtain a distribution of pedestrian volumes throughout the day, such
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Table 1 Summary statistics for signalized intersections

Variable Minimum Maximum Mean Std. deviation

Major street AADT (vehicles per day) 460 72,868 23,336 14,269

Minor street AADT (vehicles per day) 70 67,599 7193 7615

Pedestrian crossing volume (pedestrian per day) 10 22,044 1169 2349

Maximum number of lanes crossed 2 10 4.67 1.32

Indicator for presence bus stops within 300 ft 0 1 0.88 0.33

Indicator for protected signal operation 0 1 0.59 0.49

Maximum posted speed limit (miles/h) 25 50 35.2 4.8

Pedestrian crashes 0 8 1.14 1.25

Number of intersections 621

that expansion factors could be derived for each hour of the day. These adjustment
factors are used to obtain daily volumes at every intersection.

All fatal to possible injury (KABC) pedestrian-related crashes were obtained for
the years 2017–2019 from TxDOT’s Crash Record Information System (CRIS).
Only crashes that were identified as TxDOT reportable are included in the analysis.
TxDOT reportable is defined as a crash occurring on a public roadway and resulting in
death or injury or $1,000 in damage. About 3% of the crashes were missing location
coordinates. Various techniques were used to geo-code them based on available
information such as street name, intersecting street, block number, etc. so that the
dataset was as complete as possible. Descriptive statistics for important variables are
provided in Table 1.

4 Modeling Results

The proposed model coefficients were estimated using the NLMIXED procedure
in the SAS software (SAS, 2015). The negative binomial (NB) distribution log-
likelihood function was used to determine the model coefficients. Different vari-
able combinations and various model forms were examined to identify the best
possible relationship between crash frequency and independent variables. Themodel
presented below was informed by findings from several preliminary regression
analyzes. This model form includes variables that are intuitive, in-line with previous
findings and best fit the data. The predicted average pedestrian crash frequency of a
signalized intersection is calculated as shown below.

Ni = Nbase × CMFltph × CMFlanesX × CMFbus . (1)

Nbase = n × eb0+b1 ln(Tot EntV ol)+b2 ln(PedVol). (2)
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with,

CMFltph = ebpt×Ipt .

CMFlanesX = eblanesX (nlanesX−4).

CMFbus = ebbus×Ibus .

where,

Ni = predicted annual average crash frequency at intersection i ,

Ipt = protected signal phasing indicator variable (=1.0 if protected, 0.0 otherwise),

Tot EntV ol = Total entering vehicular volume from all approaches (=AADTMajor +
AADTMinor if 4-leg; =AADTMajor + AADTMinor/2 if 3-leg),

PedVol = Total pedestrian crossing volume for all legs combined,

nlanesX =Maximum number of traffic lanes crossed by a pedestrian (in any crossing
maneuver) at the intersection,

Ibus = presence of bus stop within 300 ft of the intersection,

bi = calibration coefficient for variable i.
The variable coefficients for signalized intersections are presented in Table 2.

Some variables that are not statistically significant at the 5% level are included if
they are intuitive and within logical boundaries. Although many other signal char-
acteristics such as signal cycle length, pedestrian push button type, and walk length
were considered, they were not statistically significant in the model.

Table 2 Calibrated coefficients for pedestrian crashes at signalized intersections

Coefficient Variable Int. type Value Std. Dev t-statistic p-value

b0 Intercept 4-Leg −4.8428 1.0113 −4.79 <0.0001

3-Leg −5.0672 1.0126 −5 <0.0001

b1 Total entering vehicle vol. All 0.2272 0.09336 2.43 0.0152

b2 Pedestrian vol. All 0.1955 0.03172 6.16 <0.0001

bpt Protected signal phasing All −0.1881 0.1016 −1.85 0.0646

blanes Max. number of lanes crossed All 0.06504 0.04067 1.6 0.1103

bbus Bus stop presence All 0.3897 0.1598 2.44 0.015

k Inverse dispersion parameter All 0.4018 0.1063 3.78 0.0002

Number of intersections 621
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Fig. 3 Predicted crashes at different types of signalized intersections

The relationship between pedestrian crash frequency and pedestrian demand for
base conditions, as obtained from the calibrated models, is illustrated in Fig. 3 for
signalized intersections.

4.1 Crash Modification Factors

The following paragraphs present the CMFs for the variables significant in themodel.
Intersection Left-Turn Signal Phasing. The base condition for this CMF is

permissive or permissive/protected left-turn signal phasing. The CMF is determined
as:

CMFltph = e−0.1881×Ipt . (3)

The CMF values are presented in Table 3. During the permissive phase, drivers
mostly concentrate on the opposite direction vehicles to find a gap and often miss
seeing the pedestrian crossing the street. This results in an increased chance for
pedestrian crash occurrence. The results show that protected signal phasing reduces
crashes by 17%.

Number of Lanes. This variable represents the maximum number of traffic lanes
crossed by a pedestrian (in any crossing maneuver) at the intersection. The base

Table 3 CMF for left-turn
signal phasing

Left-turn signal phasing CMF

Permissive 1.00

Protected/Permissive 1.00

Protected 0.83
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Table 4 CMF for number of
lanes

Maximum number of lanes crossed CMF

2 0.88

4 1.00

6 1.14

8 1.30

10 1.48

Table 5 CMF for bus stop
presence

Bus stop present CMF

No 1.00

Yes 1.48

condition for this CMF is four lanes. This CMF is applicable for all signalized
intersections. Table 4 presents the relationship between the number of lanes and
pedestrian crash frequency.

Bus Stop Presence. The base condition for this CMF is the absence of bus stops
within 300 ft from the center of the intersection. This CMF is applicable for all
signalized intersections. Table 5 presents the relationship between the presence of
bus stops and pedestrian crash frequency.

5 Conclusions

Pedestrians are more likely than passenger vehicle occupants to sustain fatal or
severe injuries in a vehicle–pedestrian collision. Identifying the high-risk locations
(or hot-spots) is an important step to reduce the pedestrian crashes. In the traditional
hot-spot identification process, crashes that occurred on a highway network or a
geographical area are routinely considered. Since pedestrian crashes are rare and
random, the traditional approaches could potentially identify very few to no sites
where pedestrian crashes might occur. Crash prediction models (also called SPFs)
play a critical role in predicting the number of pedestrian crashes that occur at a
site. This study developed the SPFs for signalized using the Texas intersection data.
The variables that are found to be significant in influencing the pedestrian crashes at
intersections are the following.

• Sum of major and minor street AADT,
• Intersection left-turn signal phasing,
• Pedestrian crossing volume,
• Presence of a bus stop within 300 feet from the center of the intersection, and
• Maximum number of lanes crossed by the pedestrian.



Effects of Bus Stops on Pedestrian Safety … 143

The study results showed that the presence of a bus stop within the vicinity of
an intersection increases pedestrian crashes by 48%. In addition, if the bus stop is
present at an intersection with 10 lanes on a particular street, then the pedestrian
crashes increase by 119% when compared to a four-lane street with no bus stops.
Similarly, the results suggest that the agencies should try to avoid constructing bus
stops if the signal left-turn operation is permissive. The results of this studywill assist
the planners in their safety activities and identifying hazardous signalized and stop-
controlled intersections. It is recommended to conduct further research to explore the
transferability of the SPFs in this study to other geographical and if an adjustment
factor is needed.
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Identifying Habitual Driving Styles
of Heavy Passenger Vehicle Drivers Using
Driving Profile Data

Jahnavi Yarlagadda and Digvijay S. Pawar

Abstract This study aims to explore the range of driving patterns and the habitual
driving styles exhibited by 33 professional HPV drivers. The driving data is collected
using a high-frequency (10 Hz) GPS device for multiple trips in a naturalistic envi-
ronment. The data is segmented as events of accelerations and decelerations and a
similar pattern of events is identified using theK-means clustering technique. Further,
the principal component analysis revealed that the identified five driving patterns are
characterized by the level of acceleration/deceleration behavior, speed behavior and
speed consistency during the maneuver. The results show that, each driving pattern
represents a unique driving behavior and drivers are exhibiting a minimum of three
patternswithin the driving period. The proportion of patterns are changingwithin and
among the individuals showing intra-driver and inter-driver behavioral variability.
The study insights are useful in developing driver specific safety models accounting
for the heterogeneity in driving patterns.

Keywords Acceleration profiles · Driving behavior · Exploratory analysis ·
K-means clustering

1 Introduction

Road traffic fatalities result in 1.35 million deaths every year in the world and India
accounts for approximately 11% of the total accident related deaths [1]. The Indian
ministry of road transport and highways reported a total of 449,002 road accidents
killing almost 151,113 people in the year 2019 [2]. The statistics related to the causes
of accidents show the fault of the driver as a major cause in 82% of accidents and
over-speeding is the dominating traffic violation [2]. A study conducted on road
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traffic accidents in Bhutan [3] stated that human factors (87%) are the leading cause
of accidents, in which careless driving and drunk driving are the significant causes.
Similar studies across the world indicated that, approximately 90% of road crashes
resulted due to the fault in driver behavior [4, 5]. Driving behavior indicates the
manner of drivers’ decisions in maneuvering the vehicle. The pattern of executing
various maneuvers is termed as driving patterns or driving styles, and many studies
aimed to classify the driving patterns/styles.

Surprisingly, most of the literature on driving style classification was dealt
predominantly on passenger car drivers and no studies are found on the bus or heavy
passenger vehicle drivers. As per the Ministry of Road Transport and Highways,
buses (HPV) share about 6.6% of road accidents, which are resulting in 43,000
person injuries in India [6]. Across the world, non-collision injuries are significant
in number and are as important as crash injuries [7, 8]. The non-collision injuries
indicate the passengers falling or stumbling by standing in moving buses and result
mainly from the forces exerted to the occupants by horizontal acceleration and decel-
erationmaneuvers [7–9]. The sudden acceleration or decelerationmay result in a risk
of injury to the standing passengers, even when there is no traffic crash [10]. The
driving style of bus drivers is a significant aspect which influences the risk of losing
balance or injury for the standing passengers [11]. Thus, the present study aimed to
explore the acceleration and deceleration behavior of bus (HPV) drivers. The data is
collected using a high-frequency (10 Hz) GPS instrumentation in real-road driving
conditions.

The next section of the paper details the literature review and the third section
presents data collection and data extraction techniques. The fourth section presents
the methodology and the fifth section details the results of clustering and principle
component analysis. The sixth section details the visualization of driver behavioral
heterogeneity. The conclusions and future scope of the work are discussed in the last
section of the paper.

2 Literature Review

The definition of driving style or the driving pattern used across the studies is not
uniform and is subjected to change concerning the objectives of the research (safety,
comfort and economy) [12]. In this study, the literature on driving style classification
from the perspective of road safety is detailed and the research gaps are highlighted.

The driving styles or the driving patterns were initially conceptualized using a set
of questionnaires which captures the self-reported frequency of driving errors and
violations [13–15]. The questionnaires were modified over years across the countries
and widely used to differentiate driving styles [16, 17]. The questionnaire based
assessment was subjective and found to be prone to reporting bias and also lacks the
real-time driving performance data. Thus, the real-time driving data was collected
by instrumenting the vehicle with multiple sensors. The 100-car naturalistic driving
study (NDS) was the first large-scale study, which captured 43,000 h of driving data
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corresponding to 241 drivers [18]. As part of the 100-car study, an event database
was developedwhich details the critical incidents, near-crashes, and crashes observed
over the study period. The frequency of crash and near-crash rate was considered as
a means of assigning risk-level to individuals to classify drivers concerning driving
safety [19, 20]. Similarly, some studies classified drivers based on the recorded
crash and near-crash data and examined the correlation with the respective driving
performance features such as maximum deceleration and jerk [21, 22]. The drivers
associatedwith high crash or near-crash rates exhibited significant variation in driving
performance data, which further guided the research to conceptualize the driving
styles using driving performance features.

Constantinescu et al. [23] analyzed the abstract driving performance features
related to speed and acceleration over the entire trip to classify the drivers. The
abstract driving data of 23 drivers were compared against two additional test drivers
and the drivers were classified into five groups indicating non-aggressive to aggres-
sive driving styles. Similarly, Johnson and Trivedi [24] classified driving styles based
on the pre-defined thresholds of critical driving events recorded using a smartphone-
based application. Few studies constructed a g-g diagram and defined the safety
domains for classifying the driver behavior [25, 26]. The frequency of data points
exceeding the safety domain was considered as a means to assign safe or unsafe
characterization to individuals. Murphey et al. [27] characterized the driving styles
as calm, normal, and aggressive using the jerk feature on 11 standard drive cycles.
The trial and error based reference thresholds were used for classification, which was
related to fuel efficiency. In these studies, the driving style assessment was predomi-
nantly dependent on the pre-defined ground truth used to identify critical maneuvers.
Moreover, the thresholds used across the studies were not consistent.

Given the lack of a uniform basis to define the thresholds, few studies used
machine learning techniques to classify driving styles [28–30]. Kalsoom and Halim
[28] clustered the driving simulator data using hierarchical and k-means techniques
and grouped driving styles into slow, normal, and fast categories. The features like
maximum and average speed, number of brakes, and number of horns were aggre-
gated over the entire trip and used as clustering attributes. Similarly, Mantouka et al.
[29] clustered the aggregated driving performance features and categorized the trips
into six levels of safety. The percentage of mobile usage, speeding, number of harsh
brakes and harsh accelerations were considered as the cluster attributes. The authors
emphasized the need for a personalized feedback system, as the stability in driving
behavior was observed to be low from one trip to another. Fugiglando et al. [30]
introduced a new approach based on a set of CAN bus signals and their derived
statistical features to cluster the individuals. The derived feature of each signal
was clustered independently using k-means clustering. However, the complexity
in driving behavior is not well indicated by the univariate approach. Few studies
explored the driving patterns using multivariate techniques, representing the driver
behavior by means of the combination of driving features [31, 32]. Higgs and Abbas
[31] segmented the driving profiles into car-following periods and the corresponding
state-action variables were clustered using k-means clustering. The authors used the
driving profile data of 10-car and 10-truck drivers collected as part of the 100-car
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naturalistic driving study. The authors reported a total of 30 clusters representing
different driving patterns and the proportion of patterns was observed to be varied
from one driver to another. Chen and Chen [32] analyzed the base-line event data
recorded as a part of the SHRP-2 study and represented each event using a set of
derived features of speed and acceleration. The authors classified the base-line events
into three groups, representative of the habitual driving styles. However, these studies
considered the driving style/driving pattern to be uniform for the entire trip and also
the driving pattern variations in the individual are still not conclusive.

In most of the studies, the drivers were classified using the pre-defined thresholds
of either subjective or objective performance measures and also, the driving style is
assumed to be uniform throughout the driving period. Also, the drivers and driving
styles were characterized by a single score or classification of safe or aggressive for
the entire trip. Very limited research is available which speaks of individual’s driving
pattern variationswithin the trip. It isworth noting that, the nature of driving decisions
depends not only on the external conditions but also on the driver specific factors
like driving skills and personality traits. The variability in the driving environment
and driver attributes manifests the existence of various driving patterns within the
driving period [31, 33]. Therefore, the application of the same set of thresholds over
the aggregated data for each driver neglects the diversity in driving patterns [34].
This motivates the present study to explore the variety of driving patterns exhibited
by each driver without any pre-defined thresholds.

Considering the research gaps, the present study objectives are formulated as
follows: (1) To identify the existence of various driving patterns exhibited by heavy
passenger vehicle drivers (2) To explore the habitual driving styles of individuals and
present the driver behavior variation at intra & inter-driver-level.

3 Data Collection and Data Extraction

3.1 Study Stretch and Instrumentation

Over years, various techniques and a variety of sensors are used to collect the driver
behavior data under different driving states. However, capturing all the influencing
factors with respect to driving states and human behavior is a challenging task [31].
So, this study considered the most fundamental motion attributes of driving i.e.,
speed and acceleration [26], which represent the kinematic behavior of the vehicle
on road.

The study route chosen for this study is a 23 km stretch on a four-lane divided
national highway (NH-65) near Hyderabad city (India). A high-frequency global
positioning system (GPS) instrumentation (VideoVBox—HD2) is used to capture the
continuous driving profiles in the naturalistic driving environment over a defined road
stretch. The instrumentation consists of a GPS data logger supported by two-video
cameras (Fig. 1). The data logger provides the kinematic data, positional coordinates,



Identifying Habitual Driving Styles … 149

Bus model-2 

Camera-2  
Rear facing

Bus model-1

Camera-1 
Forward facing

Front-camera view Rear-camera view

Fig. 1 The instrumentation and camera positions in the study vehicles

and synchronized video data at a frequency of 10 Hz. The data was collected for 33
different professional heavy passenger vehicle drivers. The selected HPV’s had a
seating capacity for 35–40 passengers, and the occupancy during data collection
varied from 70 to 100%.

The selected drivers were middle-aged (25–40 years) having a driving experience
of minimum five years. The drivers were not imposed of any speed restrictions, but
rather instructed to drive as they would naturally do. Total of 33 drivers participated
in the study, in which the multiple-trip data was collected for 5 drivers (20 trips
each), and the single trip data was collected for 28 drivers. A total of 142 trip data
was considered for analysis after eliminating GPS errors. More details regarding the
data collection and data extraction can be found in [35].

3.2 Event Data Extraction

The methodology of the present study is designed to differentiate driving patterns
based on the nature of longitudinal accelerations and decelerations performed during
the trip. Thus, an algorithm is designed for segmenting the driving profiles into events
of acceleration and deceleration maneuvers. The identified maneuvers are termed as
events, which are characterized using a set of features shown in Table 1. The features
are selected based on the existing literature to reflect the drivers’ decisions [31, 32].

The process of segmentation is depicted in Fig. 2 [35]. In the first step of segmen-
tation, the acceleration and deceleration maneuvers are identified by referencing the
speed profile. The segments of the speed profile with a positive slope are considered
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Table 1 Performance
features of acceleration and
deceleration events [35]

Feature description Variable

Minimum speed (kmph) Vmin

Maximum speed (kmph) Vmax

Change in speed (kmph) �V

Duration of event (sec) �T

Mean speed (kmph) Vmean

Standard deviation of speed Vsd

Maximum longitudinal
acceleration/deceleration (g)

L Amax /L Amin

Mean longitudinal
acceleration/deceleration (g)

L Amean

Standard deviation of longitudinal
acceleration/deceleration

L Asd

Maximum yaw rate (°/s) Yrmax

Event Segmentation 

Fig. 2 Illustration of segmentation process [35]

under accelerations and the negative slope segments are categorized under deceler-
ations. For all the segmented events, the corresponding characteristic features (see
Table 1) are extracted from the respective profile data [35].

In the second step, the insignificant maneuvers corresponding to lower speed
values (less than 15 kmph) and small speed fluctuations (less than 5 kmph) are elimi-
nated. The limitations on the speed value and the change in speed are to eliminate the
events corresponding to congested situations and to avoid the arbitrary fluctuations.
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In the third step, the free decelerations resulting from the release of the accelera-
tion pedal are separated from the braking events. In this condition, the segments
with deceleration values less than 0.05 g are deducted. These thresholds are framed
based on the manual video observation of 300 randomly chosen acceleration and
deceleration events. The final dataset consists of 8295 acceleration events and 7151
deceleration events corresponding to 142 driving profiles. As each event is a multi-
dimensional element, the data should be scaled prior to clustering. In this study, the
Z-score standardization is used, which standardizes the data using themean and stan-
dard deviation of the respective feature. The algorithm for event extraction and data
preparation is coded in Python 3.7. The detailed process of event data segmentation
can be found in [35].

4 Methodology

4.1 Overview of the Proposed Method

Themethodology is developed to group similar patterns of accelerations and deceler-
ations and interpret the attributes of different groups. The dataset contains a number
of events characterized by the respective driving performance features. As there are
no pre-defined-labels, the acceleration and deceleration events are analyzed using
unsupervised machine learning techniques to cluster similar events. After the groups
are identified, the principal component analysis is performed on the event dataset to
reduce the dimensionality and identify the correlation between principal components
and the features. Finally, themeaning of each cluster is interpreted using the attributes
which speak of major variation between the groups. The R statistical software is
used to perform clustering and principal component analysis. The methodology of
the current study is shown in Fig. 3.

4.2 Multivariate K-means Clustering

Clustering is a machine learning technique which is used to group the unlabeled data
based on the intrinsic similarity. As per the literature on driving style classification,
the hierarchical, fuzzy k-means and K-means are the popular algorithms used for the
classification of unlabeled performance data. Among these, k-means was observed
to outperform the other clustering methods [28]. Thus, in this study, we used the
multivariate K-means clustering technique, which groups “n” data points into “k”
clusters based on the minimum Euclidean distance to the centroids. The optimal k
value is decided based on indices such as WSS (within cluster sum of squares) and
average silhouette value which measures the cluster compactness.
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Pattern identification using K-means clustering

Fig. 3 Study methodology for identifying driving styles

4.3 Principal Component Analysis

The results of the clustering yield ‘k’ distinct groups and the respective centroids.
In the current data set, the centroids are 10-dimensional in nature representing the
centers of ten driving performance features. To facilitate the interpretation of this
high-dimensional data, the principal component analysis (PCA) is performed after
clustering. PCA is a dimensionality reduction method where the original features are
transformed into a set of uncorrelated variables termed as principal components (PC).
In order to understand the meaning of PCs, the loadings are computed which shows
the correlation between the PCs and original features. Higher loadings represent
stronger correlations between features and the respective PCs.
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5 Results

5.1 Clustering Results

In this study, the acceleration and deceleration events are considered as indepen-
dent datasets for clustering similar patterns. The driving performance data is scaled
using the Z-standardization technique prior to performing cluster analysis. Given
that the datasets are unlabeled, the optimal number of clusters should be determined
in advance to group the data. The K-means algorithm is repeated multiple times for
a different number of clusters ranging from 2 to 15, and the corresponding average
total within cluster sum of squares (TWSS) and silhouette values are obtained. Thus,
considering the results of both elbow curve and silhouette values, an optimal k value
of 5 is chosen for both acceleration and deceleration datasets. The silhouette values
are computed for individual clusters and shown in Fig. 4a, b.

In the case of both acceleration and deceleration datasets, there are a few negative
silhouette points under different clusters. However, the positive average silhouette
values of all the clusters indicate good separation from neighboring clusters. Thus,
k-means clustering is performed with an optimum k value of 5 on both datasets. The
clusters are formulated based on the intrinsic similarity of events in ten-dimensional
space. The centroids of acceleration and deceleration clusters are shown in Table 2.

Fig. 4 Silhouette values of
(a) acceleration clusters and
(b) deceleration clusters
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Table 2 Centroids of acceleration and deceleration clusters

Acceleration
clusters

Vmin Vmax �V �T Vmean Vsd L Amax L Amean L Asd Yrmax

AC1 44.73 53.19 8.45 7.70 38.81 13.36 0.16 0.06 0.04 7.63

AC2 24.03 41.74 17.71 3.58 34.78 12.94 0.48 0.19 0.13 20.63

AC3 22.66 45.73 23.07 16.46 34.22 13.20 0.22 0.07 0.05 14.54

AC4 6.38 23.30 16.92 7.41 29.81 12.85 0.29 0.10 0.07 36.61

AC5 21.42 30.79 9.37 5.44 31.77 12.90 0.21 0.08 0.05 12.70

Deceleration
clusters

Vmin Vmax �V �T Vmean Vsd L Amin L Amean L Asd Yrmax

DC1 19.60 35.88 16.28 4.74 34.28 13.79 0.39 0.14 0.10 19.24

DC2 10.59 22.00 11.40 5.38 29.26 13.81 0.24 0.09 0.06 22.25

DC3 46.03 56.35 10.32 7.29 51.73 7.02 0.21 0.08 0.05 7.89

DC4 12.20 45.63 33.43 13.70 33.87 14.32 0.31 0.11 0.07 21.07

DC5 38.74 48.74 10.01 7.02 35.34 14.87 0.19 0.07 0.05 8.49

The obtained clusters are a representation of driving performance indicated by
ten driving features, whose values are varying across the clusters. Given the lack of
standards against the levels of driving features, we need to know (a) the set of driving
performance features that differentiates driving patterns and (b) the levels of features
to characterize the driving performance. Thus, the clustering is followed by PCA for
better interpretation of the clusters through dimensionality reduction.

5.2 PCA Results

The principal component analysis is performed on both acceleration and deceleration
datasets. The original features are transformed to a set of principal components (PC),
such that the variance explained by the successive PCs is maximized. A minimum of
80% variance in the data is considered as a limit to choose the PCs [23]. In the case
of both acceleration and deceleration datasets, we have chosen four PCs, as these
are explaining 84.3% and 85.6% of the variance respectively. For both the datasets,
most of the features are cross-loaded on each PC, thus the Varimax rotation is used
to aid the interpretation [36]. The “varimax” function in the R statistical software
is used to rotate the loadings. The rotated component (RC) loadings of acceleration
and deceleration datasets are shown in Table 3. The stronger correlations between
original features and rotated components are represented by the higher absolute
loading values, which are highlighted in bold in Table 3.

In the case of the acceleration dataset, RC1 is showing a high positive correlation
with the acceleration related features (Table 3). The RC2 is positively correlated with
the maximum and minimum speed over the event, and negatively correlated with the
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Table 3 The rotated component loadings of acceleration and deceleration events

RC loadings of acceleration events RC loadings of deceleration events

Features RC1 RC2 RC3 RC4 Features RC1 RC2 RC3 RC4

Vmin −0.210 0.926 −0.181 −0.073 Vmax −0.088 −0.898 −0.307 −0.013

Vmax −0.080 0.932 0.235 −0.078 Vmin −0.304 −0.871 0.246 −0.042

�V 0.309 −0.206 0.877 0.007 �V 0.373 0.104 −0.869 0.049

�T −0.308 0.094 0.897 −0.001 �T −0.198 −0.036 −0.929 −0.006

Vmean 0.010 0.482 0.004 −0.634 Vmean 0.042 −0.670 −0.026 −0.120

Vsd −0.039 −0.070 −0.006 −0.912 Vsd 0.009 0.098 −0.027 0.989

L Amax 0.935 −0.158 0.117 0.016 L Amin 0.920 0.126 −0.169 0.001

L Amean 0.913 −0.195 −0.080 0.022 L Amean 0.917 0.163 0.019 0.018

L Asd 0.957 −0.129 −0.042 0.015 L Asd 0.947 0.125 0.040 −0.005

Yrmax 0.360 −0.675 0.273 −0.008 Yrmax 0.306 0.716 −0.236 −0.048

Fig. 5 The scatter plots of the clustered points after Varimax rotation for acceleration events

respective maximum yaw rate. The RC3 shows a significant positive correlation
with the duration of the event and the change in speed, whereas RC4 is negatively
correlated with the mean speed and the standard deviation of speed. To summarize,
RC1 speaks of longitudinal acceleration behavior andRC2 explains the speed choices
and steering action. RC3 indicates the speed surge exhibited over the full duration
of the event and RC4 shows the variability in speed behavior or the consistency in
driving speed over the acceleration event.
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To understand the variation among the clusters and to interpret the underlying
pattern of each cluster, the bi-plots of RCs are developed. Figure 5 shows the two-
dimensional visualization of clustered data points (rotated component scores) scat-
tered over pairs of rotated components. To interpret the variation among clusters,
RCs are segmented based on the separation exhibited by clusters. The first row of
the plot (Fig. 5) shows the variation of RC1 against RC2, RC3 and RC4. Similarly,
the consequent rows show the variation of each RC against the others.

RC1 is taking values from−2 to 6, in which clusters 1, 3 and 5 have a lower limit
of −2 and cluster 2 has an upper limit of 6. Cluster 4 is ranging from −0.5 to 2.5
and other clusters are showing separations at 1.5 and 2. By analyzing the separations
and the values of RC1, three levels are assigned to RC1 representing three levels of
longitudinal acceleration behavior which are: low (−2 to 1.5), moderate (1.5 to 4)
and high (>4).

RC2 exhibits positive correlations with the speed related features and negative
correlation with the yaw rate, thus the higher values of RC2 represents high speed
and low lateral steering actions. RC2 is ranging from −3 to 3.5, in which cluster 4
has a lower limit of−3 and cluster 1 has an upper limit of 3.5. The other clusters are
changing over−2 to 2.5 showing separations at−1.5, 0 and 1.5, thus with the similar
segmentation approach, RC2 can be considered under four levels representing the
speed behavior as: very low (−3 to −1.5), low (−1.5 to 0), moderate (0 to 1.5) and
high speed (>1.5).

RC3 is varying over −2 to 6, representing the state of driving and the level of
traffic interruption. Clusters 2 and 5 are observed to have a lower limit of −2, and
cluster 3 shows an upper limit of 6. The other clusters are ranging from −1 to 4
parting at 0.5, 1 and 2. By observing the partitions and correlation with the features,
three levels are suggested in the case of RC3 indicating, low (−2 to 1), medium (1
to 4) and high (>4) traffic interruption.

RC4 is varying from−4 to 4 and shows a negative correlationwith speed variation
exhibited over the event. The higher the RC4 value, the lower is the variation in speed
and thus higher speed consistency. Cluster 1 and cluster 5 have a lower limit at −4
and upper limits at 2 and 4 respectively. Cluster 4 is ranging from−2 to 4, and other
clusters change from −1.5 to 3 with the separation at 2. Thus, RC4 is divided into
three levels representing the speed consistency such as: low (−4 to −2), moderate
(−2 to 2) and high (>2). The details of segmented levels of rotated components and
the respective share of clusters are summarized in Table 4.

Similarly, the deceleration clusters are interpreted with the help of rotated load-
ings and bi-plots of rotated components. The rotated loadings of the deceleration
dataset (see Table 3) indicates that the deceleration features are highly correlated
with RC1, the speed features and yaw rate are correlated with RC2, the duration of
event and speed reduction are negatively correlated with RC3 and the speed vari-
ance is positively correlated to RC4. Further relation between clusters and rotated
components can be interpreted from Fig. 6. The segmentation process for deceler-
ation events is done in a similar manner as explained for acceleration events. The
detailed segmentation of rotated components of the deceleration database is presented
in Table 4.
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Table 4 The segmentation of
rotated components of
acceleration and deceleration
datasets

Acceleration RCs Segmentation Clusters

RC1 Low (−2 to 1.5)
Moderate (1.5 to 4)
High (>4)

1, 3, 4, 5
2, 4, 5
2

RC2 Very low (−3 to −1.5)
Low (−1.5 to 0)
Moderate (0 to 1.5)
High speed (>1.5)

4, 5
2, 3, 4, 5
1, 2, 3, 5
1, 2

RC3 Low (−2 to 1)
Moderate (1 to 4)
High (>4)

1, 2, 4, 5
1, 2, 3, 4
3

RC4 Low (−4 to −2)
Moderate (−2 to 2)
High (>2)

1, 5
1, 2, 3, 4, 5
2, 4, 5

Deceleration RCs Segmentation Clusters

RC1 Low (−2 to 1)
Moderate (1 to 3)
High (>3)

2, 3, 4, 5
1, 3, 4
1

RC2 High (−3 to −1)
Moderate (−1 to 2)
Low (>2)

1, 3, 5
1, 2, 3, 4, 5
2

RC3 High (−5 to −2)
Moderate (−2 to 1)
Low (>1)

4
1, 2, 3, 4, 5
1

RC4 Low (−4 to −2)
Moderate (−2 to 2)
High (>2)

2, 3
1, 2, 3, 4, 5
5

Fig. 6 The scatter plots of the clustered points after Varimax rotation for deceleration events



158 J. Yarlagadda and D. S. Pawar

Making use of the segmentation and the levels of rotating components, the driving
patterns associated with each cluster are interpreted. The driving patterns of clusters
for acceleration and deceleration events are summarized in Table 5. The identified
clusters represent the patterns of performing acceleration or deceleration maneuvers
in terms of the acceleration/deceleration and speed behavior, lateral steering action,
speed surge or reduction and the consistency in speed maintained over the duration
of the respective maneuver.

The RC2 and RC3 represent the driver’s speed choice whereas RC1 and RC4
show the nature of the driver’s responses. The levels of behavioral features (RC1,
RC2, RC3 and RC4) and their combination varies from one cluster to another, repre-
senting a unique driving pattern of each cluster. The acceleration clusters represent
three levels of responses varying from smooth to sudden accelerations with low
to high speed consistency at low to high speed choices. The cluster AC1 speaks of
moderate accelerationmaneuvers exhibited at high speedswithmoderate speed surge
and speed variability. The clusters AC2 and AC4 represent the moderate speed surge
performed at low speeds with high consistency. However, cluster AC2 is observed to

Table 5 Interpretation of driving patterns of acceleration and deceleration clusters

Acceleration
clusters

RC1
(acceleration)

RC2 (speed) RC3 (speed surge and
maneuver duration)

RC4 (speed
consistency)

AC1 Smooth to
moderate

Moderate to
high

Low to moderate Low to
moderate

AC2 Moderate to
sudden

Very low to low Low to moderate Moderate to
high

AC3 Smooth Low to
moderate

Moderate to high Moderate

AC4 Smooth to
moderate

Very low to low Low to moderate Moderate to
high

AC5 Smooth to
moderate

Very low to
moderate

Low Low to high

Deceleration
clusters

RC1
(deceleration)

RC2 (speed) RC3 (speed reduction
and maneuver
duration)

RC4 (speed
consistency)

DC1 Moderate to
sudden

Moderate to
high

Low to moderate Moderate

DC2 Smooth Low to
moderate

Moderate Low to
moderate

DC3 Smooth to
moderate

Moderate to
high

Moderate Low to
moderate

DC4 Smooth to
moderate

Moderate Moderate to high Moderate

DC5 Smooth Moderate to
high

Moderate Moderate to
high
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present sudden acceleration behavior, and AC4 shows smooth to moderate accelera-
tion behavior. The cluster AC3 indicates smooth acceleration maneuvers performed
at low to moderate speeds associated with high speed surge and moderate speed
consistency. The cluster AC5 represents low to moderate level of speed behavior and
moderate acceleration behavior with the entire range of speed consistency.

Similarly, the behavioral features of deceleration clusters are observed to under-
stand the nature of driving patterns concerning speed choices and driving responses.
The clusters DC1, DC3 and DC5 present high speed behavior associated with harsh,
moderate and smooth deceleration behavior respectively. The speed consistency is
observed to be moderate for clusters DC1 and DC3, and high for cluster DC5. The
cluster DC2 represents smooth decelerationmaneuvers performed at low tomoderate
speeds associated with moderate speed reduction and speed consistency. The cluster
DC4 indicates smooth to moderate decelerations of longer duration and high speed
reduction performed at moderate speeds and speed consistency.

The aggregated proportions of each driving pattern observed for all the drivers are
presented in Fig. 7. The acceleration clusters AC1 and AC5 are observed to be the
dominating driving patterns sharing the major proportion (72.2%) of events followed
by AC3 and AC4 sharing together about 22.1% of events. Both clusters AC1 and
AC5 indicate smooth to moderate acceleration behavior. However, the respective
speed choices are higher in AC1 and low to moderate in AC5. The cluster AC2,
which represents the sudden acceleration behavior is observed to share about 5.1%
of total events indicating the rare occurrences of aggressive accelerations. In the
case of deceleration events, the clusters DC2 and DC5 are the dominating patterns
observed in the entire dataset explaining 61.9% of total events, implying that the
majority of the deceleration maneuvers are smooth in nature. However, the speed
choices are observed to be higher under cluster DC5 compared with low to moderate
speed behavior exhibited by cluster DC2. The clusters DC1, DC3 and DC4 together
represent 38.1% of events, in which DC1 shares 13.7% of total events indicative of
sudden decelerations performed at higher speeds.

The HPV professional drivers are predominantly exhibiting two driving patterns
of acceleration and deceleration each. The dominating acceleration patterns indicate
that 72.2%of accelerations aremoderate in nature ofwhich 35.6%are associatedwith
high speed behavior. In the case of deceleration maneuvers, 61.9% are represented

35.6

13.7

5.1

24.5

12.0

9.0

10.1

15.4

37.2

37.4

0% 20% 40% 60% 80% 100%

Acceleration

Deceleration

C1 C2 C3 C4 C5

Fig. 7 Proportion of each driving pattern for acceleration and deceleration datasets
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by two dominating patterns and indicate smooth deceleration behavior. However,
60.1% of decelerations are observed to happen at high speeds, in which 13.7% of
events are associated with sudden deceleration behavior as well.

The identified acceleration patterns are taking the longitudinal acceleration values
varying from 1.6 to 4.8 m/s2, in which 27% and 9% of events exhibit accelerations
greater than 2.5 m/s2 and 3.5 m/s2 respectively. Whereas, deceleration values were
found to vary from 1.9 to 3.9 m/s2, in which 47% events are higher than 2.5 m/s2 and
14% are above 3.5 m/s2. Thus, the observed longitudinal accelerations and decel-
erations are found to be beyond the acceptable limits (1.1–1.5 m/s2) for passenger
safety and comfort given by Hoberock [37]. Indicating in general aggressive accel-
eration and braking behavior of the HPV drivers. However, the correlation between
the identified patterns and passenger safety and comfort is out of the scope of this
study.

6 Intra-Driver & Inter-Driver Behavior

The proportions of identified acceleration and deceleration patterns in each trip are
computed for individuals to understand the behavioral variations. The proportion of
acceleration patterns and deceleration patterns for the first 28 drivers (D1 to D28,
made one trip each) are shown in Figs. 8 and 9 respectively. The proportions are
computed by standardizing the number of events in one cluster using the total number
of events per trip.

Looking at the proportions of acceleration clusters (Fig. 8) for individual drivers, a
total of 22 drivers are exhibiting dominance in cluster AC1, four drivers (D5, D7, D8
and D19) show a higher proportion of pattern AC5, driver D17 is observed to exhibit
equal proportions of AC1 and AC5 and driver D21 shows AC2 as the dominating
pattern. In the case of deceleration clusters (Fig. 9), a total of 21 drivers are showing
dominance in cluster DC5, five drivers (D1, D13, D15, D18 and D27) in cluster
DC3 and drivers D3 and D25 in DC1 and DC4 respectively. Each driver showcases
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Fig. 9 Proportion of deceleration patterns in individual drivers

a minimum of three driving patterns with different proportions. The varying propor-
tions of each pattern within the driver indicate the intra-driver behavioral variability.
And each driver exhibits different proportions of driving patterns from one another
suggesting the inter-driver variation (see Figs. 8 and 9). In the first group of drivers,
AC1 and AC5 are found to be the dominating behaviors while accelerating and DC3
and DC5 are found to dominate while decelerating.

To explore the presence of habitual driving styles of individuals, the proportion
of driving patterns over multiple trips is computed for the second group of drivers
(D29 to D33). Figure 10 shows the driving pattern variations exhibited by individuals
averaging over 20 trips. Observing the acceleration patterns (Fig. 10a), the drivers
D29, D30 and D33 showmajor dominance in cluster AC1 and the next dominance in
cluster AC5. Whereas drivers D31 and D32 show significant proportions in cluster
AC5 and the following predominance in clustersAC1andAC4.Both the clustersAC1
and AC5 represent moderate acceleration behavior. However, cluster AC1 indicates
speedy behavior and volatility in speed consistency, andAC5 showsmoderate speeds
and a full range of speed variability. The clusters AC2 andAC4 indicate the low speed

42 46
21 31

45

1
7

6
5

3
23

14

10
9

18
9 8

11
13

7

25 25
51 41

27

0%

20%

40%

60%

80%

100%

D29 D30 D31 D32 D33
C1 C2 C3 C4 C5

12
26

10 10 19
16

13 40 30 13
12

10
5

6
9

21 13
15

15 16

39 39 30 39 42

0%

20%

40%

60%

80%

100%

D29 D30 D31 D32 D33
C1 C2 C3 C4 C5 )b( )a(
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multiple trips
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behavior with high consistency. However, the cluster AC2 represents the sudden
acceleration behaviors and AC4 shows moderate acceleration behavior.

Similarly, the variation in deceleration patterns (Fig. 10b) indicates that the driver
D31 shows a significant proportion in clusterDC2 followed by clusterDC5.Whereas,
the drivers D29, D30, D32 and D33 display primary dominance in cluster DC5.
However, the subsequent predominating clusters are different among the drivers.
The clusters DC2 and DC5 exhibit smooth deceleration behavior at moderate speeds
and high speeds respectively. The cluster DC5 shows high consistency in speed
behavior and cluster DC2 shows moderate consistency. The cluster DC1 indicates
sudden deceleration, speedy behavior and volatility in speed consistency. The cluster
DC3 also indicates volatile speedy behavior except that, the respective decelerations
are moderate in nature. The predominant driving patterns observed in the aggregated
proportions of 20 trips are indicating the presence of the habitual driving style of
the respective driver. However, from one trip to another trip, the proportions of the
driving pattern may vary. The distribution of the proportions of each driving pattern
observed for multiple trips is presented in Fig. 11.

The accelerations patternsAC1 andAC5 are showing highermeans and deviations
as well. Whereas the remaining acceleration patterns are consistently showing lower
proportions. In the case of deceleration patterns, except DC4 the remaining patterns
are showing varying means and deviations among individuals. It can be observed
that the drivers are exhibiting each driving pattern with different proportions from
one trip to another. The amount of deviation from the mean proportion is varying
among the patterns and also among the drivers. Thus, the stability in driving behavior

Fig. 11 Proportion of each driving pattern observed over multiple trips for individual drivers
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is different from one driver to another and needs further analysis to identify the
consistency in driving patterns. The observed behavioral heterogeneity is consistent
with the findings of the previous studies on passenger car drivers. In the studies of
Mantouka et al. [29], Higgs and Abbas [31], and Chen and Chen [32] each driver was
exhibiting varying proportions of different patterns over the observed period. Also,
Mantouka et al. [29] reported that the stability in driving behavior from one trip to
another was low and emphasized the need for a personalized feedback system.

The present study provides a detailed investigation of individual’s driving pattern
variations in different driving regimes. Given the variability in driving patterns exhib-
ited by individuals, the study emphasizes the need for continuous assessment, rather
than assigning a single score to drivers. The identified patterns can be further studied
to correlate with the different implications, such as driving safety, comfort and
economy. Depending on the objective of the assessment, a set of thresholds can be
derived from the observed clusters to identify the at-fault behaviors of individuals.
The data-driven thresholds would bemore indicative of diversity in driving behaviors
which cannot be directly measured, such as the behavioral variations pertained to
driving habits and driving skills.

7 Conclusions

This study explored the presence of different patterns in the longitudinal accelera-
tion and deceleration maneuvers of professional drivers of heavy passenger vehicles.
The continuous real-time driving data was collected for 33 drivers using a high-
frequency GPS instrument. The driving performance features related to acceleration
and deceleration events were considered to recognize the different driving patterns.
A total of five patterns of accelerations and decelerations were identified using the
multivariate k-means clustering technique. The principal component analysis after
clustering revealed four behavioral features which distinguish the driving patterns
from one another. The patterns were characterized by the nature of respective accel-
eration/deceleration, speed, lateral steering action, change in speed over the event
and speed consistency. The observed driving patterns were found to vary over the
levels of characterizing components, indicating that each driving pattern is repre-
sentative of unique driving behavior. The exploratory analysis of individual driver’s
driving data shows the presence of a minimum of three driving patterns in each trip.
The proportion of driving patterns is different among drivers and also varies among
the trips of an individual driver. The study findings show that different patterns are
exhibited by each driver within the driving period (or trip) indicating the intra& inter-
driver behavioral variations. The study findings are implicating that driver behavioral
heterogeneity should be considered to assess and characterize the individuals.

The aggregated data of multiple trips displayed the presence of two dominating
driving patterns in both acceleration and deceleration maneuvers of professional
HPV drivers. The major acceleration patterns constituted 72.2% of total events and
indicated moderate accelerations at high speeds with variable speed consistency.



164 J. Yarlagadda and D. S. Pawar

And the predominant deceleration patterns represented 61.9% of events and showed
smooth decelerations at high speeds with low variability in speeds. The moderate,
and sudden maneuvers are observed to be 88% in acceleration events and 36.1% in
deceleration events. Moreover, the respective speed choices are higher in 35.6% of
accelerations and 22.7% of decelerations.

To summarize the key aspects of this study,

1. The driving styles are conceptualized based on the longitudinal vehicle control
exhibited by professional HPV drivers.

2. The similarities in the acceleration and deceleration behaviors are explored
separately using unsupervised learning techniques without any pre-defined
thresholds.

3. The behavior trends of each driver are presented in terms of the frequency of
each driving pattern over the observed period (proving that, driving pattern is
not constant and varies within the driving period).

4. Majority of the events are falling under two clusters, representing a relatively
uniform behavior among the HPV drivers. However, the proportion of each
driving pattern varied among individuals showing the inter-driver variability.

5. The explorative analysis shows that, different driving patterns exist within an
individual and the frequency with which one performs a driving pattern is
varying and might depend on several factors and represents their habitual way
of driving.

The insights from the study aid in identifying the driving patterns and the habitual
driving styles of individuals without pre-defined ground truth. In addition, the study
aids in developing driver assistance programs for modifying driver behavior and to
provide personalized feedback.

This study accounts few limitations with respect to the number of drivers studied
and the unaccountability of the number of passengers in the vehicle. An additional
number of drivers and the multiple trip data help in deeper insights about the habitual
driving styles and influencing factors. The exact number of passengers travelling in
HPV and their comfort thresholds were not considered in this study. The future scope
of the study is extended to understand the correlations between different driving
patterns and passenger safety and comfort for different vehicle types.
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Age and Gender Differences in Motorized
Two-Wheeler Safety Perceptions

Teena Roy, Darshana Othayoth, and B. K. Bhavathrathan

Abstract Motorized two-wheeler users are a rapidly increasing but vulnerable group
of road users. A survey was conducted among different road users in Kerala to study
the perceived safety about motorized two-wheeler users. The survey asked indi-
viduals to rate the level of risk associated with activities that can cause accidents
and their agreement with increasing law enforcements. The survey responses were
analysed using structural equation modelling to understand the relationship between
risk perception, user’s confidence and law enforcement. The study showed that risk
perception and user’s confidence are correlated (−0.51) but not user’s confidence
and law enforcement (−0.06). Risk perception positively influences user’s agree-
ment with stricter law enforcement (0.21). There is higher correlation between risk
perception and user’s confidence among males (−0.52) than females (−0.31). Both
user’s confidence and risk perception influence females’ agreement with higher law
enforcement. The study suggests improving risk perception for safer driving habits.

Keywords Motorized two-wheeler safety · User perception · Structural equation
modelling

1 Introduction

Motorized two-wheelers are a primarymodeof transportation in developing countries
and their usage is increasing every year. In India, it has grown from 8.8% of the total
vehicles in use in 1951 to 73.86% in the financial year 2017 [1]. Motorized two-
wheeler riders and users are more vulnerable to road accidents and fatalities than
other types of road users. In 2017, two-wheelers accounted for the majority of the
accidents (33.9%) in India while cars, jeeps and taxis together contributed 24.5% [2].
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Previous studies have shown that human behaviour plays a major role in traffic
accidents [3]. It is seen that driver attitude and safety perception influence driver
actions, which is a primary cause for traffic accidents [4]. The driver behaviour,
attitude and perceptions vary across various age and gender groups. For example,
studies have shown that the attitude of risk taking and sensation seeking is higher
among males and among young people [5]. Young drivers are more likely to be
involved in risky driving [6] as they underestimate the risk involved and overestimate
their driving skills [7] more.

Thus, the attitude and risk perception of road users greatly affect their behaviour
and actions. Hence, understanding this would help us develop better methods to
reduce risky driving behaviour and accidents in turn. In this study, we consider the
variables risk perception, user’s confidence and law enforcement and the relationship
between them.Wealso try to investigate howage andgender of the road user influence
the motorized two-wheeler safety perceptions.

1.1 Variables Considered in the Study

Risk perception: Risk perception refers to the severity and extent of risk a user
associates with an activity. It is a subjective judgement as it depends on the person’s
individual feelings, past experiences as well as the social constructs [8]. People
adjust their actions based on the risk they perceive. The theory of risk compensation
suggests that higher the risk perceived, more cautious or safer the action. Past studies
show that risk perception and perception of driving tasks affect the safety attitude of
drivers [9]. Higher the risk perceived, more is the safety attitude. Risk perception is
seen to be higher across females than in males. Across various age groups, young
drivers have a lower risk perception and hence lower safety attitude [7].

User’s confidence: User’s confidence refers to the level of surety and self-
confidence the road user has. This is the self-rated confidence and driving ability
of the user. User’s confidence can affect the risk-taking level of the user and is seen
to increase with experience. This perceived driving ability is seen to differ across
ages, in men. The confidence level is higher in younger men than older men, and
both groups view the driving ability of the other as lower than their own [10].

Law enforcement: Violating traffic laws, just like risky driving, goes against
human nature to self-preserve [11]. Certain theories suggest that the motivation of
rewards and punishments for obeying or disobeying laws is not as successful as
one’s attitude, values and personal beliefs as a motivation to follow the rules and
regulations. Hence, it is important to form policies based on these factors. These
motivation levels are seen to vary across the age and gender groups. The motivation
of penalties against violation of laws seems to be higher across females [12].

It has been found that risk perception influences the risk-taking behaviour [13,
14]. For example, a study conducted among electric bike riders in China showed that
riders with higher risk perception had more positive attitude towards traffic safety,
which led to lesser aberrant driving behaviour [15]. Law enforcement is also seen
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to improve the drivers following rules [16]. The relations between these factors are
studied based on the differences in age, gender andwhether the user has been involved
in an accident. The present study focuses on arriving at a relationship between risk
perception, user’s confidence and law enforcement and the influence of age and
gender on them. This paper is divided into the following sections: Sect. 2 contains
the literature review, Sect. 3 describes the methodology and factors contributing to
risk perception, user’s confidence and legal affinity, Sect. 4 presents the results of
the analysis and discusses the inferences and Sect. 5 is the conclusion.

2 Literature Review

From past studies, it was found that human actions are the primary cause for two-
wheeler accidents [17] and that there are two types of aberrant driving behaviours
that can lead to accidents, namely, errors and aggressive driving behaviours. Analysis
using structural equation modelling shows that safety attitudes and risk perceptions
affect these aberrant driving behaviours [15].Risk perception level has been identified
as a major factor in accidents between two-wheelers and cars [18] and has been
found to have a negative effect on the attitude towards risky driving [19]. A past
study conducted among young novice drivers showed a poorer perception of safety
was associated with increased crash risk [20]. Studies have shown that the safety
attitude towards the risk level perceived by drivers differs across genders in young
people, with females having more positive attitudes [21]. The risk perception differs
not just across age and gender, but across different types of road users too [22]. It is
also seen from a past study that those involved with three or more accidents tend to
have lesser risk perception and more unsafe behaviour [23].

Proper training, traffic knowledge and following the traffic laws are primary to
reduce and prevent accidents. Particularly in countries with a huge number of motor
vehicles, traffic law enforcement can bring down the frequentness of fatal motor
vehicle accidents [24]. A recent study conducted inDelhi [25] showed that though the
majority of the two-wheeler drivers wore helmets, many did not wear it properly, and
many wore it only around traffic police to avoid fines. Though they have established
five traffic training centres across the city, only 19.7% used it. Out of those used,
68.7% have no traffic offences till now. Almost half of the two-wheeler riders (45%)
reported past traffic offences. This implies that a significant proportion of motorized
two-wheeler drivers does not follow traffic laws. Thus, it is vital to ensure that drivers
have sufficient traffic knowledge, training, and practice. Interventions by the traffic
police and traffic tickets reduce traffic law violations to a good extent [26, 27]. From
a previous study, it is seen that the perception of the possibility of arrest and the
user’s alignment with the laws to prevent drunk driving is much more effective in
curbing drunk driving than the regulations itself [28].

Whilewe know risk perception and user’s confidence and self-rated driving ability
are related, how they affect the level of law enforcement among road users is not
much looked into.Apast study in conducted between two counties inNorway showed
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traffic safety campaigns brought about better risk perception, lesser risky behaviour
and fewer crashes due to speeding [29]. Also, most of these studies take into account
the perceptions of only the drivers, though they interact with all other road users.
Hence, analysing the perceptions of other types of road users also would help us gain
more insight into better implementation of traffic guidelines. Through this study,
we try to understand how risk perception, user’s confidence and law enforcement
are related. We see this for two-wheelers specifically and taking into account the
perceptions of various types of road users. We also try to investigate how age and
gender of the road user influence the motorized two-wheeler safety perceptions.
Since we know risk perception to be a main factor in driver behaviour, we look into
how accident history affects the risk perception and confidence level.

3 Methodology

To obtain the user’s perception, a questionnaire survey was conducted among
different types of road users, like pedestrians, car users, two-wheeler users, etc. The
survey collected the demographics of the user and the user’s perceived risk level about
various factors that can lead to accidents and traffic violations. The factors consid-
ered include driver behaviour, road condition, weather condition and the vehicle
condition. Driver behaviour implies unsafe driving actions like over speeding, drunk
driving, etc. Vehicle condition refers to the state of vehicle, like presence of front
mirrors, rear view mirror, age of vehicle, etc. Road condition refers to the state of the
road, like presence of potholes, geometric features like presence of curves, junctions,
etc. Users were asked to rate the associated risk level in a 5-point scale. 1 being not
risky at all to 5 being highly risky. The survey also gathered the user’s agreement on
a 1–5 scale about implementing stricter laws and penalties to curb traffic violations.
The survey was distributed as online forms through the state of Kerala.

The methodology consists of two parts—(1) Preliminary analysis of the survey
responses and (2) Path analysis. Path analysis was done using structural equation
modelling. Structural Equation Modelling (SEM) is a statistical analysis tool that
combines confirmatory factor analysis (CFA) and multiple regression analysis to
study relations between latent and observed variables. Observed variables are those
that can be directly measured while latent variables are measured using two or more
observed variables. SEM consists of two parts—the measurement model, which
relates and analyses the latent constructs to their observed variables, and the structural
model, which checks the relations between the latent constructs. SEM provides the
advantage of being able to look into both direct and indirect relationships between
latent constructs and also to ensure satisfactory fit at bothmeasurement and structural
model stages separately or individually.

We formed the three study variables by taking various survey questions as the
observed variables. Risk perception is evaluated by considering the risk perceived
with drunk driving, driving without helmets and using mobile phones while driving.
A higher number would imply higher risk perception. Law enforcement is measured
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in the form of users’ agreement with stricter laws to reduce crashes and increased
penalties against the offences of drunkdriving, over speeding, drivingwith nohelmets
and using mobiles while driving. The user’s confidence is evaluated by considering
the negative of the risk perceived by the user at curves and at junctions, points which
should not be perceived as risky by a good driver. A higher value would imply a
higher confidence level. We then develop the structural model and then a multigroup
analysis and done based on age, gender and past involvement in accidents.

4 Results and Discussion

The survey was distributed online in the state of Kerala and a total of 980 responses
were collected. After cleaning the data, the number of valid responses are 949, of
which 237 (25%) were female. 376 (39.6%) of the respondents belong to the age
group 18–25, 479 (50.4%) of 25–35 age, 71 (7.5%) of 35–45 and 23 (2.4%) of the
age group 45 and above.

The Cronbach’s alpha value obtained for the survey response is 0.9, which implies
excellent reliability of the survey responses. From the survey responses, it is observed
that driver actions are perceived as riskier than the vehicle, road orweather conditions.
Drunk driving, unofficial races and over speeding (mean = 4.829, 4.683 and 4.673)
are considered the riskiest. Risk perception is seen higher among females and among
older people.

C.R (>0.70) and AVE (>0.50) values suggest consistent data, as seen in Table 1.
Thus, the usage of SEM is justified. For the structural modelling, we used AMOS 26
for modelling and the method employed was maximum likelihood estimation. The
measurement model gets an adequate fit, with a CFI of 0.951 and TLI of 0.932. The
RMSEA value obtained was 0.083 and the ECVI is 0.324. The structural model had
a CFI value of 0.958 and TLI of 0.936. RMSEA value is 0.08 and 0.298 is the ECVI
value.

Table 1 explains the standardized regression weights or loading and the error
obtained in the measurement model for each latent variable. Figure 1 explains
the measurement model, which analyses the relationship of the latent variables,
namely, user’s confidence, risk perception, and law enforcement to their respective
observed variables. All the observed variables have sufficiently good factor loadings
and squared multiple correlations, as given in the figure. The correlations between
the latent variables are also given in the figure. When we analyse the complete
survey response as a single group (Fig. 2), user’s confidence and risk perception
are negatively correlated (−0.46). Risk perception (0.18) positively affects the law
enforcement twice as much as user’s confidence (−0.09). This implies that as the
user’s confidence level increases, the desire for more law enforcement reduces. As
the perceived risk increases, people tend to agree more to enforce law. The risk level
and confidence level complement each other moderately.

Figure 3 represents the variables in multigroup analysis. In multigroup analysis,
the pathway is analysed by considering each age, gender, and involvement in accident
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Table 1 Standardized factor loading, error, composite reliability and average variance extracted of
the measurement model

Observed variable Unobserved
variable

Loading Error Composite
reliability (C.R)

Average variance
extracted (AVE)

Risk at curves
(curves)

User
confidence

0.91 0.206 0.884 0.791

Risk at junctions
(junctions)

User
confidence

0.904 0.228

Risk in using
mobile while
driving
(mobil_drv)

Risk
perception

0.862 0.175 0.845 0.65

Risk in not
wearing helmet
(no_hlmt)

Risk
perception

0.654 0.453

Risk in drunk
driving (drnk_drv)

Risk
perception

0.627 0.216

Increased penalty
for over speeding
(speed_penalty)

Law
enforcement

0.728 0.378 0.896 0.634

Increased penalty
for drunk driving
(drnk_penalty)

Law
enforcement

0.799 0.204

Increased penalty
for not wearing
helmet while
driving
(helmet_penalty)

Law
enforcement

0.715 0.437

Increased penalty
for using mobile
while driving
(mobile_penalty)

Law
enforcement

0.84 0.231

Stringent laws to
reduce road
crashes
(law_crash)

Law
enforcement

0.681 0.398

as a separate group to see how the relationship varies across them. In the figure, b1
represents the factor loading for the effect of user’s confidence on law enforcement.
When we consider age, b1_1 represents the factor loading for the first group 18–
25, b1_2 represents 25–35, etc. b2_1 represents the effect of risk perception on
law enforcement for the age group 18–25, b2_2 for the group 25–35 and so on. A
significant p value for the comparison between an unconstrained (all variables are
free to vary) and a constrained model (here, we keep the structural weights constant
across all age groups) implies that the pathway varies across the particular variable
we have considered, like age and gender.Multigroup analysis of themodel across age



Age and Gender Differences in Motorized Two-Wheeler … 173

Fig. 1 Measurement model with factor loadings and squared multiple correlations for the observed
variables

and gender shows a similar pattern. However, in gender, there is higher correlation
between risk perception and user’s confidence among males (−0.52) than females
(−0.31) and both user’s confidence and risk perception influence females’ agreement
with higher law enforcement. The coefficients do not vary significantly across various
age groups. The effect of user’s confidence and risk perception on law enforcement
seems to be higher among the younger generation even though risk perception is
higher among older generations. The effect of risk perception on law enforcement
is higher among those who have been in an accident than those who have not. The
factor loadings and significance are given in Table 2.

Though there is a good amount of correlation between risk perception and
user’s confidence, there seems to be very little effect of users’ confidence level on
law enforcement. Risk perception, on the other hand, exerts a moderate influence.
Females are more open to law enforcement, which can be explained by the higher
effect of risk perception in case of females. Higher the risk perception, more are they
open to stronger enforcement of law. Though risk perception increases across age
groups, the associated law enforcement seems to decrease. From the analysis, we see
that while the pathway varies for different age and gender groups, involvement in an
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Fig. 2 Structural model of the complete sample

Fig. 3 Multigroup analysis factor loadings

accident does not affect the pathway as the p value obtained is 0.221 > 0.1. Thus,
accidents do not affect the pathway.
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Table 2 Multigroup analysis factor loadings and significance

Category Structural weight
between user
confidence and
law enforcement
(b1_1)

Structural weight
between risk
perception and
law enforcement
(b2_1)

Covariance
between user
confidence and
risk perception
(ccc1_1)

P value of model
comparison
between
constrained and
unconstrained
model

Gender 0.0

All −0.06 0.21 −0.51

Male −0.06 0.20 −0.56

Female −0.07 0.24 −0.34

Age 0.028

All −0.07 0.21 −0.51

18–25 −0.09 0.29 −0.52

25–35 −0.06 0.20 −0.49

35–45 −0.07 0.13 −0.54

Accident history 0.221

All −0.06 0.21 −0.51

Involved in
accident

−0.08 0.31 −0.46

Not involved in
accident

−0.06 0.19 −0.53

5 Conclusions

Motorized two-wheeler riders and users are more vulnerable to road accidents and
fatalities than other types of road users. The present study was conducted to develop
the pathway between user’s confidence, risk perception, and law enforcement. A
survey was conducted online across the state of Kerala in which people rated the
risk associated with various driver, environment and vehicle factors in a 1–5 scale. A
total of 949 responses were obtained. From the survey responses, it is observed that
driver actions are perceived as riskier than the vehicle, road or weather conditions,
in agreement with past studies. Drunk driving, unofficial races and over speeding
(mean= 4.829, 4.683 and 4.673) are considered the riskiest. Risk perception is seen
higher among females and among older people. Using structural equation modelling,
it was found that though user’s confidence and risk perception are correlated, and risk
perception affects law enforcement, there is no significant effect between user’s confi-
dence and law enforcement. Risk perception plays an important role as it primarily
affects the young people and the males. Hence, if we can improve the risk perception
of these groups, it can lead to safer driving habits and more users following traffic
laws. These can be brought about by proper education and motor training. A past
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study also suggests proper traffic education and training along with better enforce-
ment to improve road safety [30]. Thus, we should focus more on ensuring motor
drivers have good traffic knowledge and training.

Since the survey was conducted online using digital forms, the digital-divide in
the population would reflect in the responses as well. Therefore, it is likely that the
respondents do not cover the entire sociodemographic spectrum. Also, though we
collected responses from over 55 years old, due to a lesser number of responses, we
could notmodel for those age groups separately. In this study, we have not looked into
any moderation effect between the three variables. These aspects present immediate
future scope for this work.
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Safety Assessment of Urban
Uncontrolled Intersections Using
Surrogate Safety Measures

Tanvi Gupta, Siddhartha Rokade, and Pravesh Gautam

Abstract There are several proximal safety indicators that help determine the safety
of uncontrolled intersections without using past accident data. This study is based
on post encroachment time (PET) as safety indicator. This analysis aims to find
out the percentage of critical conflicts by combining post encroachment time with
the conflicting speed of vehicles. Research has been done firstly by considering
all the right-turning vehicles together and then all classes of right-turning vehicles
separately.Amongmultiple crossing scenarios, themaximumproportions of conflicts
occur between right-turning two-wheeler (2w) and through moving 2w and right-
turning 4w and through vehicle 2w, and found a relationship between traffic volume
and PET, after seeing the correlation between them, which is found to be negatively
correlated and there developed a model, and R square values are compared for the
best fit model.

Keywords Proximal safety indicator · Critical conflicts · Post encroachment time
(PET)

1 Introduction

Intersections present distinct safety concerns because of unsafe driver actions and
maneuvers that outcome in traffic conflict with a potential for avoidable crashes.
This includes car trajectory conflicts with multiple crossing approaches, pedestrian
conflicts, sudden modifications in vehicle velocity, unintended lane changes, etc.
These crossing points see more traffic clashes as traffic lights are absent, and drivers
of self-sortingout traffic streamsneed tomakeproper choices for completingdifferent
moves. Curiously, for non-industrial nations, these crossing points carry on diversely
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in contrast with their western counterparts [1]. The non-prioritized traffic, that is,
minor street traffic, just as right-turning vehicles (for the left-hand drive) from the
significant street, don’t respect the option to proceed vehicles and embrace unsafe
intersection or turning moves by accepting smaller gaps in the middle through rush
hour gridlock along significant streets. Right-turning traffic has to wait to accept
suitable gaps between through traffic along amajor road to cross the road. Despite the
fact that road accident count is altogether high, accident imprint frequencies isolated
by areas, time, and type are, for the most part, low. It is hard to determine measurable
surmises by only analyzing accident countswith this intense event pace.Additionally,
these strategies require a longer time span to approve safety measures genuinely.
Henceforth, there is a distinct requirement for a safety assessment strategy that is
quicker, more asset viable, dependable, and doesn’t need any accident information.

Evaluating safety by using surrogate measures to investigate conflicts is the best
way to resolve the above problems. The focus of conflict research is to observe major
conflicts or near-miss accidents. Traffic engineers use the idea of traffic conflict to
identify dangerous locations on the country’s highways. Conflicts are defined as
the following events: The road conflict method can directly determine near-miss
accidents in real time in the traffic flow. It provides a faster and more representative
way of evaluating the expected frequency of accidents and accident results [2]. In
addition, the conflicting data can be recorded with the camera in a short time. It takes
less time to assess safety. In addition, these methods can also be used to evaluate
the Safety of road structures that have not yet been built or traffic control strategies
that have not been implemented through simulation. Because of this disruptive traffic
environment, uncontrolled intersections where vehicles from all directions attempt
crossing and turning simultaneously, thereby increasing the probability of crashes.

This study is more beneficial because it is not easy for us to have all the accident
data and all the crash data of the intersection. Hence, it’s essential to have surrogate
safetymeasures that don’t need any accident data for intersection safety.Therefore the
objective of the study is to determine the critical conflicts for uncontrolled intersection
and to develop a relation between PET and Traffic volume.

2 Literature Review

Past researchers had done traffic conflict studies to identify harmful traffic condi-
tions by observing situations when the driver took ambiguous actions to avoid being
involved in any accident due to sudden breaking, lane changing, etc. For conflict
studies, we have to study surrogate safety measures and their quantitative measure-
ments. PET is the time difference between two vehicles when a vehicle leaves the
conflicting grid, and another vehicle just enters the conflicting grid [3]. When PET is
small, there are chances of a major collision, ultimately resulting in a severe accident
[4].
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2.1 Former Studies on Surrogate Safety Measures

In this study, Babu and Vedagiri [5], an unsignalized intersection safety assessment
will be undertaken using two substitute steps, PET and the corresponding speed
of vehicle confrontation. To define critical contradictions, a vital speed concept is
proposed. Using stop/braking distance definition, critical speed for a specific PET
value is calculated. The findings suggest that a large percentage of disputes at the
intersection are serious. This indicates that right-hand drivers are taking chances as
they accept minor gaps in traffic at the crossing, which is risky. In recognizing the
right-turning vehicle category, higher risk concerning heavy vehicles (HV) and TW
is observed with right-turning light motor vehicles (LMV). Conflicting cars lower
their speed when an HV turns; hence the low percentage of crucial conflicts for HV
conflicts are registered. As TW turns, it clears the conflict area more rapidly than
LMV, enabling high PET values to be recorded.

In [6], the efficiency is measured by microsimulation, creating models for the
intersection. The average delay was regarded as the parameter for the study of the
intersection accuracy calculation. For conflicting vehicles and vehicles entering the
minor lane, negative binomial regression models are created. In this study, [7, 8], a
comparative study mainly examining all classes of vehicles and then considering the
individual share of the three classes of vehicles (2 W, LMV, and HV). Several CDFs
(cumulative distribution functions) can be used between the overall number of PET
threshold crossing conflicts and the cumulative number of right-hand turn and right-
hand head-on crashes. In both cases, the CDF values for a single PET threshold of
3.5 s to below0.5 s,with a decrease in the value of 0.5 s, are examined. Considering all
vehicle types, for the threshold of PET at 1 s or below, themost significant association
is found between crossings disputes and associated crash data. Given each vehicle
class, a PET threshold of 1 s with an R2 value of 0.793 is found for 2 W, while a
PET threshold of 1.5 s at the higher side than 2 W for LMV and HV is observed.

Paul and Ghosh [1], in this analysis, a new indicator by using conflicting
vehicle speed with the traditional conflict-indicator time-proximity PET. Therefore,
on certain PET values dependent on the principle of a braking distance and on
critical crossing disputes, another speed metric known as critical speed is deter-
mined. Detailed research showed the highest proportion of critical conflicts between
turning HVs and through moving PTWs accompanied by turning LMVs and through
moving PTWs (Power two wheelers). In comparison, PTW is the smallest size vehi-
cles, which may have encouraged larger size vehicle drivers to turn right in the
failure of the rules of priority. A statistical research is carried out for validity of
the proposed predictor, and there is a statistically important relationship between
recorded right-turn accidents and vital crossing conflicts.

This study, Peesapati et al. [7], proposes a semi-automated data collection tech-
nique, which makes it possible for profile-based proxy measurements such as speed
and DR (Deceleration rate) to be more easily carried out in the field. Video analysis
software was developed for collecting valuable data from the video and can also be
used to retrieve videos from small angles over a longer approach path. After video



182 T. Gupta et al.

processing and interpretation, the time and location of each vehicle are produced.
From the built time and space profiles, speed and acceleration/deceleration profiles
can be reliably measured. The study also demonstrates that, should the average speed
of the vehicles be lower, the presented technique will generate less error and/or noise
in data gathered (and the resulting acceleration deceleration profile). Therefore, for
such arterial and other low-speed road trials, this approach produces more precise
findings.

In [9], the simulation-based approach of evaluating traffic safety of unsignalized
intersection under various traffic conditions was implemented in their analysis. The
PET values for various traffic volumes and variable speed are observed by the micro
simulator on both roads. The chance of finding large gaps in through traffic decreases
as traffic becomes more at major roads and thus, smaller gaps are being taken over
by crossing vehicles on minor roads, thus showing low PET values. Results indicate
that PET expectations decline and exacerbate the protection of the intersection with
increased traffic levels and posted speeds.

In [10], a crash vulnerability measured that takes into consideration both the like-
lihood and the predicted magnitude of the crash incident in his research. It proposes
a term conflict index that derives from the difference in overall kinetic energy before
and after the collision, angle of collision and PET. The conflict features estimated
are likened to accounts of serious accidents. The safety measure proposed has been
shown to be effective at the same level as the seriousness of the crashes that happened
at each location. CI (Conflict Index) increases as the angle of conflict increases,
showing harsher circumstances. This is presumably that, as the angle of the colliding
cars changes, energy is released at the time of collide.

This paper, Archer and Young [11], focuses on the estimation and evaluation
of road safety using proximal safety metrics and related calculation techniques. It
reviews three separate proximal safety indicators, namely time-to-accident (TTA),
TTC (Time to collision) and PET, in definition and system. It demonstrates how field
data can be calculated. Simulationmodelingmay also have similar interventions. The
paper indicates that proximal security interventions by observation or video analyses
are helpful for assessing safety at individual locations in order to enforce adequate
countermeasures. In addition, it was indicated that simulationmodels for intersection
security measurement and prediction provide a fast, detailed and resource-efficient
safety analysis procedure that yields accurate and safe steps. In fact, predictive
modeling may be based on proximal measures.

In [12], the critical gap for 3-W (as for the subject vehicle) has been found
to be smaller in contrast to vehicles, and the critical gap has been reduced as the
leading vehicle speed rises and critical gaps have been increased as vehicles’ lagger
speed increases. The report also says that, as the waiting time of the subject vehicle
increases, the driver continues to take short distances and converge with the main-
stream. In the study, critical gap values increase and critical gaps increase with the
lag vehicle in stagnant proportions, as the main road volume increases.

This study, Chandra andMohan [13], shows that, if driver behavior is the primary
cause of accidents at unsignalized intersections in India. An analysis of vital holes is
made using data obtained at unsignalized intersections in India and the United States
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of America. Critical gaps were estimated using the maximum probability process.
The critical differences between cars at an intersection in India were compared to
those at a comparable intersection in the United States of America and to the values
specified in the Highway Capacity Manual (HCM). Additionally, critical gap esti-
mates for motorized two-wheelers were produced. It was discovered that at intersec-
tions of identical geometry, the critical distance between cars for different motions
was significantly smaller in India than in the United States, ranging between 20 and
31%. The critical gaps between cars performing various motions at Indian inter-
sections were consistently smaller (by up to 57%) than the base values defined in
HCM. Motorized two-wheelers, which were implicated in the bulk of intersection
collisions, had much smaller vital differences than automobiles. Indian drivers’ less
important differences in contrast to their western parts represent their reckless and
risk-taking nature, which often results in road accidents.

It can be concluded after these studies that majorly 2w are at higher risk and
drivers of right-turning vehicles take evasive actions due to impatience when they
have to wait for long a time and it occurs in accidents when they don’t get required
gap to cross the intersection.

3 Methodology

Three three-legged intersections, all of which are uncontrolled, have been finalized
for the purpose of calculating critical conflicts. After a thorough field inventory of
geometrical and traffic characteristics, intersections are finalized. Data are obtained
at peak hours at all three intersections and over a period of 7–8 h using a high-
definition camera. Morning and evening peak hours are known to ensure that high-
quality data are extracted. The video graphic data were gathered over many days
to ensure that we provide accurate peak hour data and that any conflicts can be
found, resulting in an overall positive outcome. Grids are used to retrieve data using
the software Kenovia (https://www.kinovea.org/setup/kinovea.0.8.27/Kinovea-0.8.
27-x64.exe). Five vehicle classeswere considered, i.e., the five vehicle classes are 2w,
3w, 4w, HCV, LCV. A large amount of data was extracted using the software Kenovia
and then critical conflicts are found out by noting the time interval of vehicle leaving
the conflicting grid and another vehicle entering the conflicting grid. In analysis,
a number of critical are found by using breaking distance concept and relation is
established for same. PET is related to traffic volume and model has been developed
which will ultimately help in finding safety of that intersection and which class of
vehicle is at more dangerous side. Nonlinear regression model has been developed.

https://www.kinovea.org/setup/kinovea.0.8.27/Kinovea-0.8.27-x64.exe
https://www.kinovea.org/setup/kinovea.0.8.27/Kinovea-0.8.27-x64.exe
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4 Data Collection and Data Extraction

The intersection under investigation is a standard three-arm uncontrolled intersection
in Bhopal and Indore. The intersection is divided into two arms that run parallel to
the major path and a third arm that connects to a minor road. The main road is
a separated two-lane carriageway, though the minor road is also a divided two-
lane carriageway in Bhopal. Figure 1 illustrates three-legged intersection. At the
intersection, light commercial vehicles (LCV), heavy commercial vehicles (HCV),
two-wheelers (2 W), three-wheelers (3 W), and auto-rickshaws move.

The intersection has clear approaches and is free of bus stops, parking, and other
obstructions. Left-turning cars from the major road usually take the left-most lane
and diverge into the minor road at the intersection. Similarly, cars making a left
turn from a minor road merge into the left-most lane of the main road. According
to the left-hand rule in India, these maneuvers do not cause significant damage to
protection, but right-turning traffic on a major road heading towards a minor road
must pass through traffic on the major road. Similarly, traffic turning right from a
minor road must pass across traffic on a main road. As a result, these actions do pose
a danger to the intersection’s safety. Additionally, right-turning traffic from theminor
road would connect with the main roads through traffic. As a result, only crossing
collisions caused by right-turning vehicles from minor roads and main roads with
through traffic on the major road were analyzed.

The video-graphic technique is used to gather data at the chosen uncontrolled
intersection destinations. A high-definition handy camera is mounted in suitable
positions (on top of buildings and on top of shops located at the intersection’s corner)

Fig. 1 Intersection of Bhopal on which study is done
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to record the necessary information for calculation of necessary data. The video
camera is mounted in the front building so that the whole confrontation region is
available. By determining the PET and speeds of conflicting across cars, we were
able to observe conflicts caused by crossing maneuvers. PET is described as the time
difference between crossing vehicles exiting a conflict zone and through vehicles
approaching the same conflict zone. The PETvalue of a conflict is dependent onmany
variables, including the direction, acceleration, and duration of the right-turning car,
as well as the Speed of the conflicting through vehicle. As a result, the category
of turning vehicle is often included in this analysis when deciding conflicts. Data
has been collected at all the four intersections in peak hours morning (9:00 am to
11:00 am) and evening (5:00 pm to 6:00 pm). After considering the dimensions
of intersections, grids were placed at the intersection using the software Kenovia,
divided the conflict area into grids of 2.5 m × 2.5 m which I found more precise
to be placed at the intersection. After that video was played at Kenovia itself and
it is played at 25 frames per second, and the accuracy for the measurement of PET
is 0.040 s. Frame by frame video is played, and after that situation of conflict was
examined and PET is calculated as the time differencewhen right-turning vehicle just
leaves the grid and through vehicle just enters the conflicting grid. This is the two-
time events we have been calculating to collect all the data set for all the intersection.
Speed is the parameter used for calculating the percentage of critical conflicts. So,
it’s important to know the speed of conflicting vehicle or through vehicle that is
the vehicle coming from the major road. When vehicle enters the conflicting grid
time is noted down as t1 and when vehicle the conflicting grid again time is noted
down as t2. The difference between t1 and t2 is the time required by the conflicting
vehicle to cross the grid and as we have discussed earlier, we know the size of grid,
so, after calculation of time and distance traveled in one grid and time took to cross
one grid. After considering the dimensions of intersections, grids were placed at the
intersection using the software kenovia divided the conflict area into grids of 2.5 m
× 2.5 m which I found more precise to be placed at the intersection. After that video
was played at Kenovia itself and it is played at 25 frames per second, and the accuracy
for the measurement of PET is 0.040 s. Frame by frame video is played. And after
that situation of conflict was examined and PET is calculated as the time difference
when right-turning vehicle just leaves the grid and through vehicle just enters the
conflicting grid. This is the two-time events we have been calculating to collect all
the data set for all the intersection. Speed is the parameter used for calculating the
percentage of critical conflicts. So, it’s important to know the speed of conflicting
vehicle or through vehicle that is the vehicle coming from the major road. When
vehicle enters the conflicting grid time is noted down as t1 and when vehicle the
conflicting grid again time is noted down as t2. The difference between t1 and t2 is
the time required by the conflicting vehicle to cross the grid and as we have discussed
earlier, we know the size of grid. So, after calculation of time and distance traveled in
one grid and time took to cross one time, we will get the speed of conflicting vehicle
and this is what is done to calculate the speed of all classes of through vehicle.
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5 Analysis and Results

All the conflicts are determined based on the PET and speed of conflicting vehicle
and relation is developed based on pet and traffic volume.

5.1 Frequency Distribution of Observed PET

The frequency distribution and relative frequency distribution of PET values that are
calculated for three-legged intersection are shown in Fig. 2 and Fig. 3, respectively.
From Fig. 1, it can be observed that maximum number of PET values can be found
between interval (0.5–0.6), (0.3–0.4), and (0.1–0.2), respectively, and after PET of
1 s, there is a sudden decrease in the frequency. From Fig. 2, it can be concluded
that relative to all other PET value 0.3–0.4 is taken by a greater number of vehicles,
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which tends for the maximum number of conflicts because right-turning vehicles are
accepting smaller gaps which will lead to a conflict.

5.2 Determination of Percentage of Conflicts Using Critical
Speed

To find out the critical conflict, when right-turning vehicle exits the conflicting grid
and the distance available through vehicle to enter the conflicting zone is speed of
through vehicle/conflicting vehicle multiply by Post encroachment time (Speed of
conflicting vehicle*PET).Whenever the calculated ismore than the distance required
to stop the conflicting vehicle, i.e., stopping distance, then this conflict is said to be
non-critical and if calculated distance is less than the stopping distance it is said to
be a critical one.

Available distance = Stopping distance v ∗ PET = v2 ∗ 2g f

v = PET/2g f

where, v = Speed of conflicting through vehicle (m/s)
g = Gravitational acceleration (m/s2) = 9.8
f = Coefficient of friction b/w road surface and tyre = 0.35
PET = post encroachment time [5].
In the present study, this concept has been used to find out the percentage of

critical conflicts using critical Speed. In the present study, PET values are taken from
0 to 2.2 s. More than 2.5 s are common and no risky disputes because the driver is
able to monitor the vehicle enough to avoid measures if necessary.

In this study, 400 conflicts whose pet is less than 2.5 s and conflicting or through
vehicle speed are determined. All the conflicts are observed from the data and the
disputes observed were divided by PET values in 11 groups as you can see in Table 1
from 0 to 2.5 s with a rise of 0.2 s. By taking the lower PET values for that category,
the critical speeds for that particular class are calculated. Table 1 also shows critical
speeds for each PET category. The conflicts found are further classified in five classes
depending on the speeds of through vehicle, i.e., ≤ 4.9, 4.9 ≤ 9.9, 9.9 ≤ 14.8, 14.8
≤ 19.8, 19.8 ≤ 24.7, 24.7 ≤ 29.7, 29.7 ≤ 34.6, 34.6 ≤ 39.6, 39.6 ≤ 44.5, 44.5 ≤
49.4, these speed categories are classified based on critical speed.

All the through vehicle whose speed is greater than critical speed as are considered
as critical conflicts and all the through vehicle whose speed is less than the critical
speed for that particular is taken as non-critical ones. Since 5% vehicle speed is less
than 4.9 km/h so they are non-critical conflicts. Now if we see the group (0–0.2)
in Table 2 itself, we can see the critical speed for that particular group is 0 km/h.
it means all the conflicting vehicle speed is more than the critical speed and hence
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all the conflicts are considered as critical speed, i.e., 20.25% of conflicts are critical.
Similarly for all the other groups critical conflicts are determined and based on critical
speed and conflicting speed of through vehicle critical conflicts are shown. All the
shaded cells that are shown in all the tables show that those percent of vehicles whose
speed is more than critical speed for that particular pet class and addition of all the
shaded cells of same rowgives us the sumof percentage of critical conflicts. It is found
that below pet 2.2 s 71% of conflicts are critical one hence the intersection is at higher
risk. This is how we will calculate the percentage of critical conflicts for different
classes of right-turning vehicles. From the above-shown table, it can be concluded
that different vehicle drivers show different behavior, and due to its relevant, results
can be seen and these results show that drivers of right-turning vehicle are accepting
critical gaps and due to their acceptance of smaller gap we can see large number of
critical conflicts, which is very risky for the safety of that intersection. It can also be
concluded from the above scenario that all together 2w are at major risk it can be
due to the driver behavior of 2w and its size also as we have discussed earlier, this
tends to accept smaller gaps all together more than 90% of critical conflicts are found
compared to 3w and 4w. This can be due to characteristics of right-turning vehicle
[5]. From the above tables, it can also be seen that for all the speed significant count
of conflicts can be found (Tables 3 and 4).

5.3 Development of Relation Between Traffic Volume
and Post Encroachment Time

Model fitting is done to analyze the data and check the accuracy of data and develop
a relationship. Curve fitting helps us in finding the relation between two dependent
variables. It can be done by curve fitting tool (MATLAB). Model can be of various
formmeanswe canfit the equation using different forms of curve, for e.g., polynomial
fit, exponential, logarithmic, linear fitting, power etc. and the best curve fit is chosen
by its goodness of fit. Depending on its goodness of fit, different curves are plotted
and best fit curve is shown inmy study. Various models were tried and the best results
were shown in 4-degree polynomial and have checked the goodness of fit for it. Plot
for the polynomial of 4th degree is shown in Fig. 4 and residual plot for the same is
shown in Fig. 5. This plot is also collectively for all types of vehicles. Results and
outputs are shown in Table 5. From the table, it can be seen that R square value of it
is 0.9623, which shows that 4-degree polynomial also best fits the model.

From the above graphs and its values, it can be seen that 4-degree polynomial best
fits the model as its R square value is significantly high that is 0.9623, which means
a best fit, and it shows that high traffic volume can call for lesser pet, which is very
dangerous for the intersection.
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Fig. 4 Plot between PET and traffic volume

Fig. 5 Residual plot

6 Conclusion and Recommendations

Due to the high prevalence of disciplined traffic maneuverability in India, unsignal-
ized intersections basically act as unregulated ones. By disobeying the preference
laws, right-turning cars frommajor and minor roads make dangerous crossing move-
ments in front of right-of-way vehicles. Non-prioritized vehicles obstruct the flow of
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Table 5 Goodness of fit Linear model polynomial with 4 degree

f (x) = p1 ∗ x4 + p2 ∗ x3 + p3 ∗ x2 + p4 ∗ x + p5

Coefficients (with 95% confidence bounds)

P1 −41.72 (−51.67, −31.77)

P2 141.4 (103.6, 179.2)

P3 −77.43 (−123.1, −31.76)

P4 −130.2 (−150.1, −110.2)

P5 178.5 (175.8, 181.1)

Goodness of fit

SSE 1.43e+04

R-square 0.9623

Adjusted R-square 0.9619

RMSE 6.018

right-of-way vehicles in certain cases. As a result, using PET alone to assess dispute
is insufficient for assessing the protection of intersections on highways where traffic
travels at varying speeds. The aim of this analysis is to find out the percentage of
critical conflicts by combining post encroachment time with the conflicting speed of
vehicle. Analysis has been done firstly by considering all the right-turning vehicles
together and then after that considering all classes of right-turning vehicle separately.
Four uncontrolled intersections have been chosen. A speed parameter referred to as
critical speed is measured and used to define critical disputes based on the defi-
nition of braking time. As a result, the present analysis evaluates the protection
of an unsignalized intersection using two proxy measures PET and the pace of the
conflicting through vehicle and after that amodel is developed between traffic volume
and pet showing how traffic volume variation can affect the post encroachment time.
Now talking of percentage of critical conflicts when all right-turning vehicle are
considered percentage of critical conflicts were found 71% similarly considering all
different classes of right-turning vehicle different results were obtained, i.e., when
RTV is 2w% is 92.38, when RTV is 3w% is 68.57 and when RTV is 4w % is 75.21.
So, it can be said that percentage of critical conflicts are more when RTV is 2w.

The model developed between post encroachment time and traffic volume is best
fitted using R square value. Different models were fitted and based on R square value
best fit model is chosen because R square value for the model is quite high which is
4-degree polynomial whose R square value is 0.9623 which shows good fit for this
model.

This study ismainly focused on four uncontrolled intersections, i.e., two inBhopal
and two in Indore. For further study, this can be done for different parts of the
country and other type of intersections can also be considered, which may help us
in predicting more better and accurate results. This study can be further extended
to developing model based on traffic volume and PET considering all the vehicle
classes separately, which will give more better and safer results. The intersections
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in this study are having Speed of conflicting vehicle up to <50 km/h. so this can
be further used for the intersections having higher Speed of conflicting vehicle and
study of critical conflicts can be carried out. Based on one proximal indicator, we
cannot purely define the safety level of intersection like I have considered Pet as
surrogate measure and based on that all the results are concluded for further study
various surrogate safety measures can be considered and concluding all the results a
mixed index can be developed based on different parameters of safety.
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Factors Affecting the Risk of Urban
Road Traffic Crashes: A Case–Control
Study Based on Wardha City Police Data

Sarfaraz Ahmed, Vikas Ravekar, Bandhan Bandhu Majumdar,
and Siddardha Koramati

Abstract Road safety is a topic of concern for both health and development. Road
traffic crashes are a disaster for humans. In terms of untimely deaths and injuries, it
entails high human suffering andmonetary costs. Road traffic crashes are controllable
to corrective measures. It is, therefore, necessary to examine the causes of road traffic
crashes and recommend corrective measures at a potential segment, particularly in
developing countries such as India where road traffic crashes are prevalent and data
on road crashes are scarce. The objective of this study is to identify risk factors related
to the vehicle and the environment, that are associated with a road traffic crash on
urban roads in India, based on police data records (FIR). Analyzing this basic but
important data, when other geometric and land use information is missing, could
help to determine the risk factors involved in road traffic crashes that are responsible
for the fatal or non-fatal crash. For this study, crash data for the year 2014–2019 was
collected from theWardha City Police Department for seven road segments. A case–
control study is conducted where the case is: a fatal road traffic crash; the control was
a non-fatal crash. A case–control analysis is designed to assess whether exposure
is related to an outcome. The risk analysis was calculated by the odds-ratio (OR)
estimate, with a 95% confidence interval. Bicycles and pedestrians as victims, heavy
motor vehicles as accused vehicle categories, and crossing types of vehicle maneuver
were found to be major risk factors for fatal crashes, as were a few other statistically
insignificant variables. Identifying factors related to the risk of being involved in a
roadway traffic crash on a specific road segment aids us in recommending primary
preventive measures and resolving this major threat to human health, particularly in
the Indian context.
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1 Background

India has the highest number of traffic crashes among the 199 countries, followed
by China and the United States [1]. According to the Ministry of Road Transport
and Highways of the Government of India (GOI), there were 4,67,044 incidents
and 1,51,417 deaths in 2018, averaging 1,280 accidents and 415 deaths per day and
approximately 53 accidents and 17 deaths per hour. Road fatalities increased by
0.46% in 2018 relative to the previous year, 2017, and the number of people killed
increased by 2.37% [2]. This data suggests that in India, fatal road traffic crashes are
increasing significantly in comparison to non-fatal crashes, which must be addressed
by developing preventive actions. To improve road safety, GOI introduced Motor
Vehicle Amendment Bill 2019, amending the Motor Vehicle Act 1988. After its
enactment, the Motor Vehicle Amendment Act 2019 has focused on road safety and
included provisions such as penalties for traffic violations, improved coverage for
hit-and-run cases, cashless care during the golden hour, vehicle health and driving
checks, andmore. Despite the passage of this law, India’s unregulated vehicle growth
and diverse traffic conditions may continue to be an issue [3]. Road traffic crashes
are complicated incidents that are caused by a combination of human, mechanical,
and environmental causes. The case–control analysis is the most common method of
research design used in epidemiology to analyze factors and estimate injury risks [4].
Controls are a category of non-fatal crash-involved vehicles, while cases are a group
of fatal crash-involved vehicles.We analyzed crash data obtained fromWardha police
department FIR records for seven urban traffic corridors in Wardha city, India, for
this study. Crash data was gathered over six years, from 2014 to 2019, during which
30 people were killed and 174 were injured. It is important to define risk factors
that influence fatal crashes to administer effective steps to reduce the fatality rate. In
India, where accident reports from city police stations are the only credible source of
evidence, information about the road geometry and traffic characteristics for crash
sites is usually not available. The crash reports include information such as the date of
the crash, the time of the crash, the identification of the accused and victim vehicles,
the number of injuries and deaths, the road type, type of road geometry, vehicle
maneuver, the cause of the crash, and the type of accident. The study’s key goal was
to determine risk factors associated with fatal injuries caused by traffic crashes in the
urban section that were linked to the driver, the vehicle, or the environment in the
absence of other primary data.
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2 Literature Review

Several previous studies examined the factors that influence traffic collisions. Using
odds-ratio analysis, Híjar et al. [5] identified pedestrian, truck, and environmental risk
factors associated with road accidents on the Mexico–Cuernavaca highways. They
discovered that young drivers, regular driving, work trips, alcohol use, weekday
trips, and inclement weather all play a role in fatal crashes on that route. Based
on police reports, Valent et al. [6] used logistic regression to determine the main
risk factors for fatal crashes in Udine, Northeast Italy. Male drivers, older drivers,
cyclists, time of the incident (between 1:00 and 5:00 a.m.), lack of seat belt use,
etc. were all linked to fatal crashes. In Yau [7] used stepwise logistic regression
models to identify factors that influence traffic accidents by vehicle type. District
board, gender, age of the vehicle, time of the accident, and street light conditions
were found to be dominant attributes correlated with seriousness in private vehicles;
seat-belt use and weekday incident were found to be dominant attributes in goods
vehicles; and age of the vehicle, weekday, and time of the accident was found to
be dominant attributes in motorcycles. Using odds-ratio analysis, Vorko-Jović et al.
[8] established nighttime, junctions, and overspeeding as the key causative factors
for fatal accidents in Zagreb, Croatia. To identify the key causative factors specific
to serious traumatic brain injury caused by traffic accidents, Javouhey et al. [9]
performed a population-based study based on five-year accident results (1996–2001)
obtained from the Rhone region of France’s road trauma registry. To measure their
impact on crash propensity, odds-ratioswere determined for all associated factors due
to the accident. Themost prevalent risk factors were found to be gender: man, elderly
male (age more than 55 years), and un-helmeted motorcyclists, accompanied by an
accused vehicle, location of the incident, time of the collision, and so on. A cross-
sectional analysis was undertaken in Dubai by Al Marzooqi et al. [10] to recognize
traffic accident risk factors such as high-speed limits and truck volume. Moskal et al.
[4] investigated the impact of risk factors on injury injuries involving powered two-
wheeler (PTW) riders in France. They performed a case–control analysis considering
the odds-ratio using ten years of police data. Sex, helmet use, alcohol consumption,
driving license, and transporting passengers in PTWs and leisure trips were found to
be the most important risk factors for crashes.

3 Methodology

The research methodology includes selecting a study area, collecting crash data,
extracting information, and analyzing it. Figure 1 depicts the overall research
methodology.



200 S. Ahmed et al.

Fig. 1 The proportion of
crashes that occurred during
each season
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3.1 Study Area Characteristics and Data Collection

Wardha city, the study area, is a municipal body in Maharashtra’s Wardha district,
India. Wardha is well-linked by road to the rest of Maharashtra’s cities. The city is
crossed by National Highway No.361 (Nagpur–Wardha–Yavatmal–Nanded–Latur–
Tuljapur). It is also crossed by the Nagpur–Aurangabad–Mumbai Express Highway.
As a result, heavy traffic is expected toflow through the area, and road traffic collisions
seem to be on the rise. Hence,WardhaCitywas selected as the study area to determine
risk factors specific to fatal crashes to help avoid potentially fatal crashes. Between
2014 and 2019, police records of 204 crashes on seven crash-prone road segments
were used to create a road accident database [11]. The seven road segments are:
Bajaj Chowk to Ambedkar Putla; Bajaj Chowk to Deoli Naka; Bajaj Chowk to
Shivaji Chowk; Shivaji Chowk to Dhuniwale Math; Ambedkar Putla to Mahatma
Gandhi Putla; Shivaji Chowk to Arvi Naka; and Dhuniwale Math to Nalwadi Road.
After ensuring that no geometric changes (lane form, horizontal curvature, or vertical
gradient) had occurred during the research period, these seven road segments were
chosen for the study.

3.2 Data Description

There were two forms of crash severity included in the database: fatal and non-fatal.
From 2015 to 2019, fatal and non-fatal crashes accounted for 14.7% and 85.83%
of total crashes for seven segments, respectively. According to preliminary analysis,
total, fatal, and non-fatal crashes were at their peak in 2016. From 2014 to 2016, the
crash proportion rose, but decreased in 2018, before increasing again in 2019.
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Fig. 2 Crash proportions as
a function of time
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Seasonal data could be extracted based on the date of a crash’s occurrence. Summer,
monsoon, autumn, winter, and spring are defined as the five seasons in this study.
According to a descriptive investigation, the monsoon season (25.9%) is corre-
lated with the highest number of fatal crashes, followed by summer (25.5%), spring
(18.6%), winter (17.2%), and autumn (12.7%) as shown in Fig. 1.

Time of occurrence

The time of the crash event is determined by police reports. The 24-h day is split into
two phases based on natural sunlight availability: daytime (6:00 AM–5:59 PM—
when natural light is available) and nighttime (6:00 PM–5:59 AM—when artifi-
cial illumination is required for vehicular movement). Figure 2 shows that daytime
crashes account for 70.1% of all crashes and nighttime crashes account for 29.9% of
all crashes, respectively.

Accused vehicle details

There are many vehicle types in the database. Two-wheelers (bikes and scooters),
three-wheelers, four-wheelers, heavy motor vehicles (buses, trucks, tankers, etc.),
others (cyclists, pedestrians, hand carts), and unknown vehicles are the six types
of vehicles. Two-wheelers, led by four-wheelers, and HMVs, were the most often
involved vehicles in all crashes during the 6-year sample period (51.9%, 13.7%, and
12.3%, respectively) as shown in Fig. 3.

Victim vehicle details

Two-wheelers, led by others (pedestrians, bicycles, etc.) were the most common
victim vehicles, accounting for 35.3% and 34.3% of all crashes, respectively, as
shown in Fig. 4. Both of these classes of road users are considered Vulnerable Road
Users (VRU), and they need special precautions to protect their lives.
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Fig. 3 The proportion of
accused vehicles that were
involved in a crash
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Fig. 4 The proportion of
victim vehicles that were
involved in a crash
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Road Type

The three types of roads are arterial roads, state highways, and major district routes.
Arterial roads accounted for 69.1% of all crashes, followed by state highways and
major district roads, which accounted for 22.5% and 8.4%of all crashes, respectively,
as shown in Fig. 5.

Road Geometry information

The four-arm lane, the curved road, and the straight road are the three forms of road
geometry. More than half of the crashes, 54.9%, occurred on straight roads, 37.2%
occurred on curved roads, and 7.9% occurred on four-arm roads as shown in Fig. 6.

Vehicle maneuver

Several vehicle maneuvers have been registered by the police to the database.
Crossing, diverging, merging, heading straight, overtaking, U-Turn, weaving, and
driving on the wrong side of the road was among the datasets. Crossing paths and
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Fig. 5 The proportion of
crashes on various types of
roads
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Fig. 6 The proportion of
crashes that occurred on
different road geometries
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going straight are similarly responsible for collisions (26.4% and 26.4%, respec-
tively) as shown in Fig. 7, which is surprising given that traveling straight is believed
to be a lower risk factor than crossing, and was followed by wrong-side driving,
which is also very common in Indian cities.

Cause of crash

The police report detailed the causes of the crash, which involved overspeeding,
using a mobile phone while driving, vehicle skidding, and negligence, among
other things. As a result, the variables were classified into four groups based on
their characteristics. Negligence, overspeeding, mobile phone use, drunken driving,
and signal jumping are all aspects of human causes. Similarly, vehicle defects
and vehicle overturn are classified as vehicle faults, while road repairs, road
distresses, road runoff, and skidding are classified as road conditions, and wrong-
side driving/merging/crossing/U-turn is classified as directional related. As is widely
believed, human error was a major factor in a large number of collisions, accounting
for 67.1% of all crashes. Directional-related causes accounted for 24.1% of the
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Fig. 7 The proportion of
crashes for various vehicle
maneuvers

23.5%

9.5%

0.9%
1.9%

4.5%
26.4%

6.9%

26.4%

 Crossing present
 Diverging present
 Straight present
 Merging present
 Overtaking present
 U-turn present
 Weaving present
 Wrong side driving present

Fig. 8 The Proportion of
crash causes
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total, while road conditions and vehicle faults only accounted for 5.4% and 3.4%,
respectively, as shown in Fig. 8.

Type of accident

Head-on collisions, rear-end collisions, hit-and-runs, side-impact collisions, and
collisions with parked vehicles are all mentioned in the data. With 33.8%, the hit
from the side had the biggest share, confirming prior findings on crossing route
maneuver-related collisions. Other categories of crashes, such as head-on collisions,
rear-end collisions, and hit-and-run, accounted for 27.9%, 18.2%, and 13.7 cents of
all crashes, respectively, as shown in Fig. 9.

3.3 Case–control Study

The following vehicle, person, and environmental variables were investigated,
according to traffic police reports: (a) season (summer, winter, monsoon, fall, spring);
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Fig. 9 Accident-type
proportion
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(b) the day of the accident (day or night); (c) type of accused vehicle; (d) type of
victim vehicle; (e) road geometry (straight road, curved route, junction); (f) road
type (arterial, state highway, Major District Road); (h) cause of the crash condition
(driver, route, vehicle); (g) vehicle maneuver (crossing, merging, diverging, etc.);
(i) Cause of the crash (Head-on, Rear-end collision, hit and run, Hit from the side,
hit with parked vehicles). The two outcome groups have been compared:1. Fatal-
persons who died 2. Non-Fatal- injured persons. Since the studied event is rare, the
approximate odds-ratios for each variable provide a good prediction of the potential
chances of being involved in a fatal accident. Case–control studies are used to deter-
mine whether a single exposure is linked to a specific outcome [12]. Case–control
studies look at whether a single exposure is unequally spread in cases and controls,
meaning that the exposure is a risk factor for the outcome under examination. Identi-
fying case and control, or consequence and cause, is a crucial step in a case–control
analysis. Following that, the proportions of cases and controls that show the exposure
of concern must be identified. If the exposed cases and controls are a and b, and the
unexposed cases and controls are c and d, then the exposure odds-ratio (OR) can be
calculated using Eq. 1 [13].

OR = Odds of exposure among cases

Odds of exposure among Controls
= a/c

b/c
(1)

The upper and lower confidence intervals can be calculated at 5% significance
using Eqs. 2, 3 to approximate the significance of OR.

Upper 95%CI = e∧(ln(OR) + 1.96
√
((1/a + 1/b + 1/d)) (2)

Lower 95%CI = e∧(ln(OR) − 1.96
√
((1/a + 1/b + 1/d)) (3)
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4 Results and Discussions

Based on the theoretical framework outlined in the methodology section, the case–
control analysis is carried out. It compares how much each group is exposed to a
risk factor to see whether there is an association between the risk factor and the
fatal outcome. When each component is present and absent, the fatal and non-fatal
crash frequency is compared, and a case–control analysis is conducted. Exposure is
a risk factor if the OR value is greater than one, indicating that the existence of that
variable may result in a high fatality rate. For example, when Accused HMVs are
involved, the risk of being involved in fatal rather than non-fatal outcomes are higher
(odds-ratio OR = 3.35 (>1); and associated CI being in the range of 1.29–8.69 (both
upper and lower limit > 1) can be defined as a significant risk factor (Sig. RF).

When other victim category vehicles were involved in crashes (pedestrians, bicy-
cles, and hand carts), the chance of death is higher (OR = 2.91; 95% CI, 1.32–6.42).
The crossing maneuver can result in more deaths than injuries (OR = 3.46; 95% CI,
1.55–7.69). Monsoon has an OR of 1.26 (>1), but the related CI is in the range of
0.5399–2.9697 (lower limit < 1), indicating that it is a minor risk factor (Insig. RF).
Spring has an OR of 0.85 [1] and a lower CI limit of less than 1 (0.3044–2.3991),
rendering it a non-risk factor (NRF). All other factors are similarly defined and inter-
preted to classify risk factors associated with fatal crash outcomes. The case–control
study’s results are presented in Tables 1, 2,3, 4, 5 and 6.

Table 1 Fatal versus non-fatal environmental risks

Attributes Risk variables Outcomes Total OR CI Inference

Season Spring Fatal 5 0.8545 0.3044–2.3991 NRF

Non-fatal 33

Summer Fatal 8 1.0744 0.4463–2.5862 Insig. RF

Non-fatal 44

Monsoon Fatal 9 1.2662 0.5399–2.9697 Insig. RF

Non-fatal 44

Autumn Fatal 1 0.2055 0.0268–1.5774 NRF

Non-fatal 25

Winter Fatal 7 1.587 0.6213–4.0534 Insig. RF

Non-fatal 28

Time Day Fatal 17 0.4982 0.2250–1.1032 NRF

Non-fatal 126

Night Fatal 13 2.0074 0.9065–4.4451 Insig. RF

Non-fatal 48
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Table 2 Fatal versus non-fatal type of vehicle risks

Attributes Risk variables Outcomes Total OR CI Inference

Accused Vehicle 2W Fatal 11 0.4814 0.0913–1.8111 NRF

Non-fatal 95

3W Fatal 5 1.3333 0.2163–1.0718 Insig. RF

Non-fatal 18

4W Fatal 2 0.4379 0.0980–1.9573 NRF

Non-fatal 28

HMV Fatal 8 3.3583 1.2969–8.6962 Sig. RF

Non-fatal 17

Others Fatal 2 0.7571 0.1641–3.4936 NRF

Non-fatal 15

Unknown Fatal 2 4.0714 0.8311–45.4028 Insig. RF

Non-fatal 3

Victim Vehicle 2W Fatal 7 0.498 0.2025–1.2247 NRF

Non-fatal 66

3W Fatal 1 0.3655 0.0465–2.8753 NRF

Non-fatal 15

4W Fatal 0 0.1111 0.0066–1.8816 NRF

Non-fatal 22

HMV Fatal 5 1.4571 0.5033–4.2186 Insig. RF

Non-fatal 21

Others Fatal 16 2.9155 1.3236–6.4220 Sig. RF

Non-fatal 54

Table 3 Fatal versus Non-Fatal Road-related risks

Attributes Risk
variables

Outcomes Total OR CI Inference

Road type Arterial
Road

Fatal 19 0.7362 0.3274–1.6556 NRF

Non-fatal 122

MDR Fatal 1 0.3405 0.0435–2.6684 NRF

Non-fatal 16

SH Fatal 10 1.9167 0.8249–4.4534 Insig. RF

Non-fatal 36

Road geometry 4 arm Road
present

Fatal 2 0.8163 0.1759–3.7891 NRF

Non-fatal 14

curved Fatal 14 1.5806 0.7235–3.4534 Insig. RF

Non-fatal 62

straight Fatal 14 0.6786 0.3119–1.4763 NRF

Non-fatal 98
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Table 4 Fatal versus non-fatal vehicle movement-related risks

Attributes Risk variables Outcomes Total OR CI Inference

Vehicle maneuver Crossing Fatal 15 3.4615 1.5562–7.6998 Sig. RF

Non-fatal 39

Diverging Fatal 0 0.1815 0.0105–3.1236 NRF

Non-fatal 14

Merging Fatal 1 0.7155 0.0862–5.9372 NRF

Non-fatal 8

Straight Fatal 6 0.6563 0.2527–1.7043 NRF

Non-fatal 48

Overtaking Fatal 0 0.6211 0.0862–5.9372 NRF

Non-fatal 4

U turn Fatal 0 1.1311 0.0530–24.142 Insig. RF

Non-fatal 2

Weaving Fatal 2 0.6597 0.1444–3.0142 NRF

Non-fatal 17

Wrong side
driving present

Fatal 6 0.7857 0.3010–2.0513 NRF

Non-fatal 42

Table 5 Fatal versus non-fatal cause-related risks

Attributes Risk variables Outcomes Total OR CI Inference

Cause of crash Human factor Fatal 23 1.7293 0.7017–4.2618 Insig. RF

Non-fatal 114

Direction Fatal 6 0.7616 0.2920–1.9864 NRF

Non-fatal 43

Road condition Fatal 0 0.2331 0.0134–4.0606 NRF

Non-fatal 11

Vehicle fault Fatal 1 0.9655 0.1121–8.3172 NRF

Non-fatal 6

4.1 Season

Based on the OR estimates, none of the seasons were statistically significant risk
factors causing fatal crashes from 2015 to 2019. At a 95% confidence interval,
summer, monsoon, and winter were found to be marginal risk factors. This demon-
strates that severe weather has had an impact on the occurrence of road crashes. In
general, Monsoon (OR = 1.26), Winter (OR = 1.58), and Summer (OR = 1.07)
are linked to a higher risk of fatal crashes than other seasons as shown in Table 1,
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Table 6 Fatal versus non-fatal accident type-related risks

Attributes Risk variables Outcomes Total OR CI Inference

Type of accident Head on Fatal 11 1.611 0.7128–3.6411 Insig. RF

Non-fatal 46

Hit and run Fatal 4 0.9615 0.3083–2.9989 NRF

Non-fatal 24

Hit from side Fatal 14 1.8932 0.8633–4.1517 Insig. RF

Non-fatal 55

Rear-end
collision

Fatal 1 0.0058 0.0008–0.0443 NRF

Non-fatal 36

Hit with parked
vehicle

Fatal 0 0.1961 0.0114–3.3874 NRF

Non-fatal 13

implying that they are important causes. In the winter, road accidents are more preva-
lent than in other months. This might be due to India’s foggy weather in December
and January, which causes poor road visibility [14]. People drive a little slower in
foggy conditions, but they also retain a closer following distance to the vehicle in
front of them. This, along with the narrower field of view, raises the danger of a colli-
sion [15]. The Indian monsoon season usually lasts from July to September. Rain
can have a variety of effects on driving. Rain will decrease the output of headlamps,
tail lights, brake lights, and other warning lights, as well as the driver’s ability to
see clearly [12]. Wet roads, from a technical standpoint, will reduce the traction of
a vehicle’s tires on the ground, making driving conditions riskier [16]. Summer in
India lasts from April to June. Drivers are affected by high temperatures on both a
psychological and physiological level. People get more irritated with others, they
become fatigued, lose their focus, and their reaction time slows as the temperature
rises [15]. This might explain why the odds of a traffic collision are higher in the
summer. In India, the spring and autumn seasons are usually pleasant, which may
explain why they were determined to be non-risk factors (OR 1).

4.2 Time

Time is split into two categories: Day (6 am–5:59 pm) and night (6 pm–5:59 am).
As shown in Table 1, Nighttime is observed as an insignificant risk factor, with OR
2.07. This finding may be attributed to higher speed levels during night travel, which
raises the risk of a crash. The main contributory risk factors associated with night
travel are low night vision combined with poor visual direction on roads [17]. As
a response, special attention must be paid to making nighttime driving safer. The
daytime is determined to be non-risky (OR < 1). This might be because light and
visual glare are not an issue for the driver’s eyesight during daylight driving.
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4.3 Type of Accused Vehicle

The distribution of incidents and OR Accused vehicles is seen in Table 2. The
six types of accused vehicles include two-wheelers, three-wheelers, four-wheelers,
HMV, others, and unknown. HMVs are found to be significant risk factors, with a
greater risk of fatal crashes (OR = 3.35) than most of the accused vehicles. Because
of their large size, mass, and greater momentum at a particular speed, fatal crashes
are often more likely when smaller vehicles collide with heavy motorized vehicles
(HMVs) such as buses and trucks [18, 19]. As a result, HMV movements must be
given careful consideration. Three-wheelers and unknown accused vehicle categories
were observed as insignificant risk factors associated with fatal crash outcomes. (OR
= 1.33 for three wheelers, and OR = 4.07 for unknown, respectively). Despite their
reputation for being extremely unstable, three-wheelers appear to have a negligible
risk of causing a fatal collision. This is most likely since these vehicles are powered
by scooter engines and so have modest average speeds, and because their floor levels
are low, a fall from them does not typically result in fatal injuries [20]. In situ-
ations when the hitting vehicle is unknown, such as in hit-and-run accidents, the
victim may not receive prompt medical attention. Due to their diminished physical
power, as they age, older drivers are more likely to cause serious injuries [3]. As a
result, three-wheeler movements and unknown vehicles must be closely monitored.
Non-risk variables linked with fatal collision outcomes included two-wheelers, four-
wheelers, and other vehicle types. (OR = 0.48 for two-wheelers, OR = 0.43 for
four-wheelers, and OR = 0.75 for others.). Because two-wheelers and other vehi-
cles (bicycles, for example) are so small, their impact on fatal collisions could be
minimal. The severity of the offense increases as the accused vehicle goes from a
two-wheeler to a truck [21]. Multi-vehicle two-wheeler collisions were caused by
younger riders, improper vehicle speed, increased traffic congestion, and road design
difficulties [22]. In the city, road designs should discourage excessive speeds. This
might be accomplished by including safe and well-designed speed-limiting devices
into the road design [20].

4.4 Type of Victim Vehicle

Other types of vehicles, such as cyclists, cyclists, and hand carts (slow-moving vehi-
cles), were major risk factors (OR = 2.91) linked to a higher incidence of fatal
collisions as shown in Table 2. Pedestrians and bicyclists are the most vulnerable
road users, according to the findings, owing to their limited numbers and lack of secu-
rity (Rifaat et al. 2011). Surprisingly, HMVwas found to be aminor risk factor which
might be due to an error while recording the data. From 2015 to 2019, Victim Two
Wheelers, Three Wheelers, and Four Wheelers were shown to be non-risk factors
based on OR estimations. When compared to other motorized vehicle users such as
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two-, three-, and four-wheelers, bicycles and hand carts (slow-moving vehicles) are
less protected during a crash, which might be resulting in more severity.

4.5 Road Type and Geometry

According to the findings, as shown in Table 3, state highway (SH) roads have
a higher (OR = 1.961) but insignificant association with fatal crashes than major
district roads (MDR) and arterial roads in Wardha city. Due to urban sprawl, state
highways often become a part of the urban road network. They link the city with
towns and districts, as well as national highways. Vehicles drive at high speeds as a
result of the reduced traffic and increased number of lanes, making it more likely of a
fatal crash. To avoid fatal crashes, highway segments that travel through concentrated
land use must be prioritized [23]. As the number of intersections increases, the speed
of traffic on arterial road segments decreases, resulting in fewer fatal collisions [24].
This might be one of the reasons why arterial roads are reported to have a lower
risk of fatal crashes than non-fatal crashes. The low risk of fatal crashes on MDR
can also be ascribed to the fact that they are the roads that connect production and
market locations. As a consequence, the number of intersections may grow, while
traffic speeds drop, resulting in fewer fatal incidents. As compared to straight and
4-arm junctions, curved roads (OR = 1.58) are found to be an insignificant risk
factor. Drivers who are traveling at high speeds and are unaware of the magnitude
of a turn can lose control of their vehicles, leave the lane, and slam into a barrier
or tree, or another vehicle. Drivers will have a more dynamic driving situation on
curves, requiring them to track more objects and spread their focus. In addition,
constant curves on the roadway will inevitably trigger vehicle instability and safety
concerns [25]. In general, roads in traffic networks are not always straight, and traffic
phenomena on a curved road differ from traffic phenomena on a straight road because
vehicles traveling on a curved road are impacted by centripetal force. This results in
an erratic traffic flow that is more difficult than on straight roads [26].

4.6 Vehicle Maneuver

Concerning the factor of vehicle maneuver, crossing paths were observed to be
associated with a 3.46 times higher probability of being involved in fatal crashes
than other maneuvers as shown in Table 4. Crossing path collisions are a form of
a traffic collision in which one moving vehicle cuts across the path of another as
they were coming from either lateral or opposite directions, resulting in a collision
at or near an intersection. Vehicle–vehicle crossing path collisions are common, but
so are vehicle–pedestrian and vehicle–cyclist collisions. When there are no physical
crossing facilities at intersections, drivers prefer to travel faster and pay less attention
to crossing pedestrians [27]. This is can be attributed to unmarked roadways, where
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people cross the road at different speeds and directions, resulting in a high risk of
road injuries. U-turns were shown to be an insignificant risk factor for fatal colli-
sions, with a 1.31 times higher chance of being involved. U-turns can be found at
both junction and midblock (i.e., crossing U-turn intersections and median U-turns,
respectively). The left turn (right turn in India), or angle, the crash is one of the most
dangerous forms of junction collisions [28]. As a result, distinct phases for right-turn
movements (i.e., protected right-turn phases) are given to reduce the likelihood of
such crashes, particularly in heavy right-turn traffic. As a result, at junctions, higher
cycle durations, and delays are recorded. As a response, optimal designs are neces-
sary to improve traffic efficiency while also ensuring safety such as the prohibition
of right-turn operations at the main junction in part or all. Diverging, merging, over-
taking, weaving, and driving on the wrong side of the road were all found to have
an OR less than one, indicating that they are not risk factors in study segments in
Wardha city.

4.7 Cause of Crash

In general, the human factor is the most important factor that contributes to traffic
collisions followed by road conditions and vehicle defects [29]. As shown in Table
5, human factors such as negligence, overspeeding, drunk driving, and so on were
found to cause fatal crashes 1.72 times more often (OR = 1.72) than vehicle or road
condition-related causes in this study. As a result, careful consideration must be paid
to enforcement to ensure safe driving.With anOR of less than one, the direction, road
condition, and vehicle fault were shown to be non-risk variables. It may seem para-
doxical, but degraded pavements (one-way portions, four-legged/signalized junc-
tions) may be beneficial to safety. Drivers may be more careful and drive at lower
speeds on poorly maintained pavements, which might explain this [30]. Commer-
cial vehicles, as opposed to non-commercial cars and motorbikes, were involved in
more road crashes due to mechanical failure [31]. As a result, commercial vehicle
maintenance should be given extra attention.

4.8 Accident Type

Type of accident is classified into four types as head-on, hit-and-run, hit from the
side, rear-end collision. Head-on collisions (OR = 1.61) and side-impact collisions
(OR = 1.89) were found to be risk factors for fatal crashes at greater chances than
hit-and-run and rear-end collisions. Head-on crashes cause the most severe injury,
while collisions with parked vehicles/objects have the least impact [32]. Side impact
collisions are linked to both failures to yield and disobeying traffic signals [33].
Provisions can be made for opposing and side-by-side traffic streams to reduce head-
on collisions and side-impact collisions. The variables including hit and run, rear-end
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collision, and hit with the parked vehicle all had an OR less than one, indicating
that they are minor risk factors. According to the Ministry of Road Transport and
Highways (MoRTH), hit-and-run incidents accounted for over 14% of all accidents
in India, up from 11.6% the year before (MoRTH, 2017) [34]. As a result, hit-and-run
cases should be prioritized so that their number does not arise in the future, becoming
a significant risk factor for fatal collisions. Researchers have long known that the
danger of a fatal rear-end accident is more than twice as high in the dark as it is during
the day. As a result, cars should be equipped with rear lights, rear marker plates, and
retro-reflective tapes to make the vehicle’s rear visible to oncoming traffic. To avoid
being hit by a parked car, reflective warning signs must be used to make them visible
[17].

As a result of the observations, each road section may be classified and prioritized
as very high risk, high risk, and moderate risk by comparing the results of the case–
control study variable and the frequency of a crash variable in each segment.

As indicated in table 7, segment 1 contains two major risk variables that might
result in fatal collisions and is thus classified as aVeryHigh-Risk Segment. Similarly,
segments 2–4 have only one substantial risk factor that might result in a fatal collision
and are thus classified as High-Risk Segments. Segments 5–7 have no significant risk
concerns but do have minor risk variables that might result in a fatal crash, thus they
are classified as Moderate-Risk Segments. As a result, the highest priority can be
assigned to each section to prevent future fatal collisions as shown in Table 7.

Table 7 Risk factors across segments

Risk factor segment Comparison with Case–control study output

Segment name and no. Description significant risk factors Insignificant risk factor

1. Bajaj Chowk to
Ambedkar Putla

Very high-risk
segment

Crossing, Accused
-HMV

Hit from the side, human
factor, monsoon

2. Dhuniwale Math to
Nalwadi Road

High-risk
segments

Crossing Hit from the side, human
factor

3. Bajaj Chowk to Deoli-
Naka

Victim others Human factor, hit from
the side, monsoon,
curved, SH

4. Ambedkar Putla to
Mahatma Gandhi Putla

Crossing Hit from side, monsoon,
human factor

5. Shivaji Chowk to
Dhuniwale Math

Moderate risk
segment

&#xF0FB; Hit from the side,
monsoon, summer,
three-wheeler, human
factor

6. Shivaji Chowk to
Arvi- Naka

&#xF0FB; Head-on collision,
monsoon, Human factor,
nighttime

7. Bajaj Chowk to
Shivaji Chowk

&#xF0FB; Head-on collision,
summer,
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4.9 Very-High-Risk Segments

The road connecting Bajaj Chowk and Ambedkar Putla is found to be a very high-
risk region, with two major risk factors influencing crashes in this segment: crossing
path maneuver and Accused HMV, as well as three other insignificant risk factors.
As a consequence, this segment should be given the utmost priority to avoid any fatal
collisions.

4.10 High-Risk Factors

The path that connects Dhuniwale Math to Nalwadi Road has been identified as a
high-risk area, with one major risk factor affecting crashes in this segment: crossing
path maneuver, as well as two minor risk factors such as hit from the side type
of crash and human factor as a cause of the crash. The road from Bajaj Chowk to
Deoli-Naka has been identified as a high-risk segment, with one major risk factor,
other victim vehicles (pedestrians and bicycles), and six minor risk factors, including
human factor as a cause of the crash, hit from the side type of crash, monsoon season,
curved road geometry, crossing path maneuver, and state highway road impacting
crashes in this segment. The Ambedkar Putla to Mahatma Gandhi Putla section
is also found to be a high-risk segment, with one major risk factor: crossing path
maneuver and three minor risk factors as causes of the crash: hit from the side,
monsoon season, and human factor. As a result, these segments should be given the
second-highest priority in order to avoid any fatal crashes.

4.11 Moderate Risk Factors

The road segments Shivaji Chowk to Dhuniwale Math, Shivaji Chowk to Arvi Naka,
and Bajaj Chowk to Shivaji Chowk are affected by several minor risk factors such
as head-on collisions, side-impact collisions, human factors, monsoon, and summer
season. From Shivaji Chowk to Arvi Naka, three-wheelers were discovered to be
a minor risk factor, so special attention should be paid to this segment to avoid
three-wheeler-related crashes.

5 Conclusions

In urban India, road safety is a major concern, and this is especially true for both
major and minor cities likeWardha. Although most road segment safety assessments
are based on primary data and statistical analysis and modeling methods, only a
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few studies have been conducted using secondary data, such as police data, which
provides information on the different characteristics involved in an accident. In India,
primary data such as traffic volume, speed, and other geometric measurements are
seldom found in databases, making manual collection difficult in normal times and
impossible during active pandemics. This study suggested a basic methodology for
establishing a link between fatal crashes and driver, road, and environmental variables
using the odds-ratio in the case–control study. The research based on seven road
segments in Wardha, India, and identified several major and minor risk factors. It
should be noted that since the data collection was small (204 cases), certain risk
factors were discovered to be risk factors but were considered to be statistically
insignificant. Larger datasets can yield better results. As a measure, risk factors that
are insignificant but have a high likelihood of causing a fatal crash should be deemed
risk factors so that they do not become major risk factors in the future.

Several studies have recommended some measures like HMV be prohibited from
entering congested and high-crash-prone areas at peak hours in cities and conducting
education and training campaigns primarily aimed at educating heavy-vehicle drivers
about the safety of vulnerable road users may be a successful tactic [18]. Providing
pedestrian travel infrastructures such as wide shoulders and footpaths with adequate
lighting, especially in urban areas, and encouraging pedestrians to wear retroreflec-
tive clothingwill help to alleviate this problem to some degree [34]. Kadali andVeda-
giri [35] emphasized the significance of a street barrier ormedian to distinguish vehic-
ular traffic and facilitate healthy pedestrian road crossing. To regulate human factors,
such as driver behavior, efforts should be made to establish and enforce appropriate
traffic laws and road safety regulations, as well as to raise public consciousness about
traffic safety [29]. Adverse weather conditions during themonsoon and summer have
been described as a risk factor that could result in a serious traffic accident injury.
During inclement weather, drivers are urged to travel less and not exceed the posted
speed limit. Additionally, drivers should inspect their tires daily to guarantee that
they are in good condition [36]. Medians can be constructed to divide conflicting
traffic to avoid head-on collisions and crashes caused by improper passing and lane
changes. There have been suggestions for design features in braking thatmake halting
or stopping for the striking vehicle smoother, in the struck vehicle’s strength and
energy-absorbing ability to shield the occupants from intrusion, in the design of inte-
rior surfaces of either vehicle and in the visibility of either vehicle to give drivers
better notice to prevent a side impact collision [33]. In light of the findings of this
study, Wardha city authorities should conduct a thorough safety audit of their road-
ways to recognize and implement countermeasures in crash-prone areas. Overall, it
can be concluded that concentrating on the risk factors is beneficial. In urban Indian
environments, appropriate strategies can be implemented to mitigate the severity of
accident injuries and encourage a healthy road ecosystem.

Before concluding, the authorswould like to point out that this report only included
police-record-derived data with very small data and did not include geometric or
traffic data, which are both important contributors to fatal crashes. As a result,
defining risk factors, such as traffic and geometric variables, would be a potential
focus of this research. Furthermore, the findings are city-specific for the case study.
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However, the research method could be used as a preliminary step for cities with
similar characteristics but it cannot be translated as it is.
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Abstract RoadTrafficAccident (RTA) is emerging as one of the predominant causes
of death across the world. To address the road safety issues, the historical accident
database might not be very helpful in developing countries such as India because
of the unavailability of most of the data. In this regard, the present study focuses
on the identification of the leading causes of RTAs in India, and the areas that need
to be focused on priority-basis. Seven factors have been highlighted by the experts
working in the field of road safety, as potential causes of the RTAs. Analytical Hier-
archyProcess (AHP) is applied to the data to prioritize the attributes throughpair-wise
comparison. Results revealed that ‘over speeding’ to be the most important factor;
whereas ‘unawareness of road rules’ was observed to be the least prioritized. Neces-
sary countermeasure strategies are discussed at the end, whichwould help to improve
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1 Introduction

Road Traffic Accident (RTA) is emerging as one of the predominant causes of death
for people across the world [1]. At the same time, the share of road traffic deaths in
low- and middle-income countries have been increased from 84 to 93% in the past
three years [1, 2]. In India, which is one of the low- andmiddle-income countries, the
motor vehicle population is growing at a faster rate than the economic and population
growth. The surge in motorization coupled with the expansion of the road network
has brought with it the challenge of addressing adverse factors such as the increase
in road crashes.

In the year 2018, the number of RTAs and road fatalities have been increased
in India, and in 2019, India experienced 449,002 RTAs involving 620,474 persons
(151,113 fatalities) which is involving approximately 460 persons per million popu-
lation [3]. In India, RTA is located in the 9th place in the table of causes of premature
deaths and the proportion of such cases have been increased in the past 10 years
[4]. This indicates the seriousness of the road safety scenario in the country, which
needs to be addressed. To improve the road safety status, first, the causes or factors
contributing to these RTAs are to be investigated, and then, the corresponding steps
may be decided.

Similar to other low and middle-income countries, under-reporting of non-fatal
crashes is observed in many cases in India [1, 2]. Even if the RTA cases are reported,
many of the useful and relevant information regarding the crashes remain unreported,
which creates difficulty to find out the actual reason for some crashes later. As per the
reports published by theMinistry of Road Transport and Highways (MoRTH), ‘over-
speeding’ causes most of the reported RTAs (70.4%), followed by ‘driving on wrong
side/ lane indiscipline’ (6.3%). ‘Drunken driving’, ‘use of mobile phones’, and ‘red
light violation’ are observed to be sharing 3%, 1.8, and 1.4% of RTAs respectively.
However, in 17.1% of the cases, the reason for the crashes was either found to be ‘in
other categories’ or unknown [3].

In such a situation, it is very difficult to assess the safety situation in India by solely
depending on the historical crash data. Accumulation of all the relevant data such
as road geometrics, traffic conditions, environmental conditions, road conditions,
etc. would be quite difficult and in most of the situations, it would be impossible
to gather all information. In line with that, it may not be appropriate to suggest
countermeasures solely based on the historical crash data.Hence, instead of gathering
information from police-reported crash records, it would be useful to involve various
stakeholders such as police personnel, road safety experts, transport researchers,
and academicians working in this field. In this regard, this present work focuses on
exploring and prioritizing the leading causes or attributes of RTAs in India based on
experts’ suggestions. The subsequent section of themanuscript contains the summary
of various causes of RTAs, followed by the methodology adopted, development of
the questionnaire, data collection, and analysis of the data to prioritize the potential
causes of RTAs. In the end, the conclusions are drawn and based on the results
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obtained, and specific recommendations are suggested for the overall improvement
of road safety.

2 Literature Review

A road traffic accident may cause due to human factors, external or environmental
factors, and vehicular or mechanical factors acting individually or together in any
combination. RTAs occurred due to the sole reason of vehicle malfunction or damage
have been found to be very low with respect to the total number of RTAs across the
world [5]. The environmental and human factors are, therefore, two main etiological
factors of RTAs [6].

2.1 Environmental Factors

Weather Condition. Adverse weather may seriously influence RTAs. Chances of
RTAs significantly increases with rainy or snowy weather condition as it increases
the braking distance and reduces the visibility [7–9]. High cross-winds or gusts may
overturn a vehicle [10]. However, dealing with such factors is difficult because they
are nature-guided and cannot be prevented.

Road Infrastructure. Road environments such as infrastructures, road geometrics,
and other roadside facilities can be the causes of RTAs. For example, the density of
crossroad intersections and density of sharp bends have been found to be associated
with the frequency of RTAs [11]. The presence of street lights increases the visibility
at night and hence reduces the chances of crashes [12]. Deficiencies in the design of
intersections also lead to chances of crashes and violations [13].

2.2 Human Factors

On the other hand, human factors are caused by the activities of the road users and
researchers across the world have focused on attitudes, rule violation tendencies, and
socioeconomic causes of the road users. Such individual-level attributes are described
below:

Distraction. One of the common human factors identified by the researchers is the
‘distraction’. Distractions may cause ‘inside the vehicle’, such as due to ‘use of
mobile phones’ [14], ‘talking to fellow co-passengers’, ‘eating/drinking’ as well
as due to several reasons ‘outside the vehicle’. Distractions occurring outside the
vehicle include crash scene, road construction, people, places, or things of interest
alongside the road. Hands-free mobile phones are also found to be associated with
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road crashes. A study by Stutts et al. (2001) revealed that close to 30% of the drivers
were identified to be distracted by outside objects, persons, or events, and more
than 11% of them were found to be distracted by adjusting radio or cassette or CDs
[15]. In another study, based on an experiment conducted among drivers, Stutts et al.
(2005) concluded that distractions negatively affect driving performance as drivers
tend to remove their hands from the steering and their eyes focus on other things apart
from the road in front [16]. Driving performance (in terms of both eye movements
and vehicle movements) in work zones was found to be affected by the use of cell
phones [17]. Due to performing secondary tasks, when young drivers are insisted to
look away from the roadway in front, their driving performance decreased, and the
chances of crash increases [18]. To reduce the distractions related to driving errors,
Liang and Lee (2010) suggested minimizing the in-vehicle visual demands [19].
Distractions due to passengers and cell phones were found to be likely with angular
crashes but on the other hand, chances of single-vehicle crashes were found to be
associated with the distraction caused by electric devices [20].

Attitude. Another significant cause of RTAs are unruly road users. Drivers who
have a positive attitude toward over speeding, were found to be associated with a
greater number of self-reported accidents in the United Kingdom [21]. Drivers, who
are highly biased toward the behaviors related to RTAs, were observed to have a
negative attitude toward safety [22]. Among Norwegian people, it was observed that
their safe attitude related to ‘speeding’ increases with increment in their traffic risk
perception [23]. Another study reported that bigger vehicles sometimes show the
attitudes of the ‘right of the mighty’ toward the smaller vehicles: which leads to road
crashes. Unless road users realize their roles and responsibilities, other measures
alone cannot change one’s behavior [24].

Drinking and driving and rule violations. Many studies suggest that traffic law
violations, whatever their origin, are contributing to an increased risk of crashes [25,
26]. All types of common law violations such as disregarding traffic laws, reckless
driving, red-light violations, drinking and driving, driving without protective gear,
etc. must be treated strictly without any compromises to control the safety situa-
tions on road [24]. Researchers have found out the consumptions of alcohol affect
the reaction time, accelerating, and braking performances of drivers [12, 27]. The
presence of alcohol in blood over a significant level increases the chances of an RTA
[24, 28].

One of the common driving rule violations is found to be ‘not wearing seatbelts’
while driving [24, 29]. Not wearing seatbelts increases the chances of crash severities
[30]. Helmets act as a protective device to reduce the crash severities [31]. Wearing
helmets have been found to be effective in reducing the chances of head and neck
injuries [32]. However, Kritsotakis et al. (2019) showed that young male drivers,
who typically do not use seat belts or helmets, were found to be associated with
risky driving behaviors [33]. This risk-taking attitude of young drivers might in turn
increase the chances of crashes.
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Most of the crashes at intersections caused by red-light running result in severe
injuries and fatalities and vehicle behavior. That is why; traffic rule violations at inter-
sections (such as stop sign violations or red light running) have evolved as a major
safety concern [13, 34]. Researchers have observed that the number of traffic rule
violations is correlated with intersection designs (geometrics, infrastructural defi-
ciencies, traffic signal plans, etc.) [13, 35]. Drivers having a past record of violations
or penalties are found to be more prone to be involved in consequent traffic accidents
[26].

Reckless driving is a mental state in which the driver disregards the rules of the
road. Hurry and error in judgment often lead to major crashes. Crash frequency
has been reported to be increasing with increment in mean traffic speed [11]. Over
speeding is the most common phenomenon, which leads to fatality. Authorities
should take scientific and local condition-specific measures to control over speeding,
which in term would reduce the number of RTAs [25, 36].

Age, Height, and Gender. Apart from distractions, several types of research have
been conducted on drivers’ age and gender in relation to RTAs. Women drivers
generally drive slowly and cautiously [37]. Elderly drivers (over 50 years) were found
to be associated with a lesser number of crashes in Jordan [38]. The same study also
concluded that male drivers were associated with higher crash rates. In another study,
it was reported that due to the average short height of female drivers, they sit closer
to the steering wheel and so, in case of a crash, severity and fatality increase [39].
Automobile manufacturers should consider an average female’s characteristics in
vehicle designs and other contexts [40]. Both young and old drivers were found to
be associated with stop sign violations [13].

Education or awareness. RTAs negatively affect the social and economic devel-
opment of a country. Road safety education plays an important role in shaping the
attitudes and behaviors of children and young people, ensuring they become respon-
sible drivers, passengers, pedestrians, and cyclists [41]. Awareness of road RTAs and
fatalities may increase the willingness of individuals toward road safety [42]. Both
primary and secondary school students are required to be educated on road safety
rigorously. Wherever possible, more focus is required on individual training as it has
been found to be more effective [43]. Along with educational campaigning, stringent
law enforcement is also required to influence human behavior [44].

The knowledge of these potential causes of crashes is utilized for preliminary
shortlisting of the factors responsible for RTAs. The next steps involved in this
present study are discussed in the subsequent sections.
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3 Survey Designing

3.1 Copyright Forms

As the experts (road safety experts, police personnel, transport researchers, and
academicians working in relevant fields) have the most professional experience of
RTA related works, and they do visit various crash locations and black spots, they
were asked to suggest the most important and leading causes of RTAs in India.
Based on the evidence observed from the past literature and experts’ advices, seven
factors are shortlisted for this present study, which is most relevant in the Indian
context. These factors are: ‘poor infrastructure’, ‘over speeding’, ‘not using protec-
tive devices’ such as seatbelts or helmets, ‘drinking and driving’, ‘distractions’,
‘unskilled driving’, and ‘unawareness of rules of road’.

3.2 Selection of the Prioritizing Technique

For the present study, Analytical Hierarchy Process (AHP) has been chosen, which
is extensively used by researchers for the prioritization of factors [45, 46]. Wong and
Li, 2008). Cheng et al. (2002) quantitatively investigated construction partnering
processes and several associated critical success factors based on expert perception
and conducted an analytical hierarchy process [45]. Wong and Li (2008) also applied
AHP in a multi-criteria analysis for the selection of intelligent building systems [46].
However, AHP is found particularly useful for analyzing expert perception, espe-
cially when the sample size is relatively smaller and the experiment is comparatively
controlled. Cheng et al. (2002) have also suggested that the AHP method may be
impractical for a survey with a large sample size as ‘cold-called’ respondents may
have a greater tendency to provide arbitrary answers which are prone to high degrees
of inconsistency [45].

3.3 Development of the Questionnaire

The responses given by experts are used in AHP for the evaluation of relative influ-
ences of the attributes [47]. This is because Saaty and Khouja (1976) showed that the
general understanding of a person, who has a sound knowledge of a given problem,
can be used to make fairly good estimates through paired comparisons [48]. In the
present study, to compare the seven attributes among themselves, a pairwise compar-
ison of attributes is required to be done. For this purpose, each of the experts is
required to compare a total of 7C2 = 21 combinations of attributes. Based on these
combinations, a questionnaire was prepared. The experts were supposed to compare
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each of the 21 combinations between two factors on a nine-point scale (where 1
indicates ‘equally important’ and 9 indicates ‘extremely important).

3.4 Data Collection

An online version of the questionnaire was sent electronically to fifteen different
expertsworking in different locations in India. Thirteen experts out of them responded
and the data was considered for further analysis. Since a large sample is not essential
for using a subjective method such as AHP focusing on a specific issue [45, 47], the
thirteen responses fit well to conduct the AHP analysis. The locations from where
the experts responded to the questionnaire include Indian metropolitan cities such as
Delhi, Kolkata, Hyderabad, and other large cities in the state of West Bengal, Kerala,
Maharashtra, and Assam. Table 1 depicts the guideline conveyed to the experts for
filling up the questionnaire. Each respondent is expected to fill up the questionnaire
and mention how important they feel in between two given sets of factors. The data
collection process was conducted in the year 2019. Most of the respondents sent
back their responses within a day. Table 2 shows the sample questionnaire.

Table 1 Example showing filling up the questionnaire

How important is Factor A compared to Factor B?
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1 9 7 5 3 1 3 5 7 9 1

If FACTOR A is MODERATELY IMPORTANT than FACTOR B

5 9 7 5 3 1 3 5 7 9

If FACTOR B is EXTREMELY IMPORTANT than FACTOR A

9 7 5 3 1 3 5 7 9 9
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4 Data Analysis and Results

Responses of thirteen experts have been analyzed using AHP to determine the rank-
ings of the attributes. In this analysis section, the attributes have been represented by
their attributes as: PI (poor infrastructure), OV (over speeding), PD (not using protec-
tive devices), DD (drinking and driving), DS (distraction), UD (unskilled driving),
and UR (unawareness of rules of the road).

To determine the weights of the attributes, first, a standardized matrix is prepared
based on the pair-wise comparison matrix for each of the respondents. Here in this
case, for seven attributes (n = 7), a 7 × 7 matrix is developed for each respondent as
they have filled the questionnaire. An example of the standardized matrix is shown
in Table 3.

Here, the standardized matrix can be considered as an upper triangular or lower
triangular in nature, because, if the relative importance of Factor A compared to
Factor B is ‘5’, the relative importance of Factor B w.r.t. Factor A must be ‘one-fifth’
(i.e., 0.2) and vice-versa. In this way, seven such standardizedmatrices (of dimension
7 × 7) have been developed.

Next, from the seven standardizedmatrices, normalized weight matrix is prepared
by diving each cell of the standardizedmatrix with the sum of the columns containing
that cell. Table 4 indicates an example of the normalized matrix which has been
developed from the matrix mentioned in Table 3.

Average of the normalizedweights is also calculated and shown in the last column.
For each of the respondents, the normalized principal eigen vectors are calculated
based on multiplying the average weights (as obtained from Table 4) by the corre-
sponding sum from the standardized matrix. Seven such eigenvalues have been
developed and the sum of them indicates the principle lambda value (λmax ) [49].

To check the consistency of the data, i.e., whether the responses provided by the
experts are consistent or not, Consistency Index (CI) [50] is measured as mentioned
in Eq. 1.

Table 3 Example: pair-wise (Standardized) matrix

PI OV PD DD DS UD UR

PI 1 0.1429 0.2 0.2 0.3333 0.3333 1

OV 7 1 3 3 5 5 7

PD 5 0.3333 1 1 3 3 5

DD 5 0.3333 1 1 3 3 5

DS 3 0.2 0.3333 0.3333 1 1 3

UD 3 0.2 0.3333 0.3333 1 1 3

UR 1 0.1429 0.2 0.2 0.3333 0.3333 1

Sum 25 2.3524 6.0667 6.0667 13.667 13.6667 25
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Table 4 Example: normalized weight matrix

PI OV PD DD DS UD UR Average

PI 0.04 0.0607 0.0330 0.0330 0.0244 0.0244 0.04 0.0365

OV 0.28 0.4251 0.4945 0.4945 0.3659 0.3659 0.28 0.3865

PD 0.2 0.1417 0.1648 0.1648 0.2195 0.2195 0.2 0.1872

DD 0.2 0.1417 0.1648 0.1648 0.2195 0.2195 0.2 0.1872

DS 0.12 0.0850 0.0549 0.0549 0.0732 0.0732 0.12 0.0830

UD 0.12 0.0850 0.0549 0.0549 0.0732 0.0732 0.12 0.0830

UR 0.04 0.0607 0.0330 0.0330 0.0244 0.0244 0.04 0.0365

C I = λmax − n

n − 1
(1)

To compare the CIs, the parameter Consistency Ratio (CR) is calculated as
mentioned in Eq. 2.

CR = C I

RI
(2)

where, RI is known as the random consistency index, here, for n = 7, the value of
RI is considered to be 1.32 [50]. Based on these calculations, the CR values are
calculated for each respondent and tabulated in Table 5. For consistent responses,
the value of the CR must not exceed 0.1.

Inconsistent responses may occur due to several reasons. One of the reasons could
be human errors while filling the survey sheet. The other probable cause could be
a higher number of variables for pairwise comparisons. That is why, the number of
variables is kept low in the present analysis. Inconsistencies may also arise from the
comparison scale. Due to this, elements that are extremely different in priority, are
avoided in the present study [51]. Eleven out of thirteen responses have been found
to be significantly consistent (CR ≤ 0.1). Responses of the fourth and sixth experts
are found to be associated with CR values of more than 0.1 (shown in italics in the
table). These two sets of responses are omitted for further calculation.

Table 5 Consistency checks of the responses

Parameter Respondent

1 2 3 4 5 6 7 8 9 10 11 12 13

Principle
Lambda

7.32 7.29 7.38 8.68 7.60 8.23 7.22 7.84 7.68 7.66 7.70 7.80 7.80

CI 0.05 0.05 0.06 0.28 0.10 0.21 0.04 0.14 0.11 0.11 0.12 0.13 0.13

CR 0.04 0.04 0.05 0.21 0.07 0.15 0.03 0.10 0.08 0.08 0.09 0.10 0.10



230 N. Roy et al.

Table 6 Ranking of factors based on AHP calculation

Factor PI OV PD DD DS UD UR

Respondent 1 0.1126 0.4181 0.1126 0.2292 0.0256 0.0509 0.0509

Respondent 2 0.0578 0.2144 0.0578 0.4358 0.0578 0.1493 0.0271

Respondent 3 0.0317 0.2923 0.0776 0.2581 0.1438 0.1178 0.0786

Respondent 5 0.0488 0.2298 0.0727 0.1371 0.4498 0.0299 0.0320

Respondent 7 0.0365 0.3865 0.1872 0.1872 0.0830 0.0830 0.0365

Respondent 8 0.0347 0.4669 0.2103 0.1272 0.0591 0.0390 0.0627

Respondent 9 0.1065 0.3680 0.1531 0.2483 0.0488 0.0249 0.0504

Respondent 10 0.0618 0.3402 0.3172 0.1262 0.0657 0.0445 0.0445

Respondent 11 0.1691 0.3108 0.2888 0.1029 0.0472 0.0374 0.0438

Respondent 12 0.0732 0.3769 0.2067 0.1419 0.0651 0.0666 0.0695

Respondent 13 0.3748 0.2218 0.1370 0.0857 0.0502 0.0653 0.0653

Relative Priority Vector 0.1062 0.3259 0.1619 0.1916 0.0960 0.0624 0.0561

Ranking 4 1 3 2 5 6 7

The last column (average) of the normalized matrix has been utilized to prioritize
the attributes. To do so, a newmatrix has been prepared, where each row indicates the
average weights of the normalized matrix corresponding to a particular respondent.
The matrix is represented in Table 6. Finally, the relative priority vectors for the
attributes are calculated. These values are obtained by averaging the weights of the
respective attributes.

Based on this relative priority vector, the attributes are ranked. This analysis
revealed that ‘over speeding’ is themost important attribute considered by the experts
causing RTAs. Even if a crash initiates, if the impact speed can be brought down, it
would drastically reduce the chances of fatalities. Hence, the issue of over speeding
must be addressed properly. ‘Drinking and driving’ and ‘not using protective devices’
are observed to be positioned subsequently in the ranking table.

These findings support the fact that most of the reported crashes in India are found
to be caused due to either over speeding or rule violations. In the same line, Nanda
and Singh (2018) identified that the faults of drivers are the major cause of road
traffic crashes in India [52]. The researchers stated that driving errors such as poor
driving skills, drunken driving, and over speeding were found to be causes of 45%
of overall road traffic crashes. In another study, a similar observation was drawn by
Raja et al. (2021), where the researchers prioritized 28 different causal factors of
road traffic crashes in India [53]. The researchers concluded ‘drunken driving’ to be
the most influencing factor, followed by ‘over speeding’.

‘Poor infrastructure’ and ‘distraction’ are observed to be moderately important in
causing a crash. This might have been observed as the road users are accustomed to
the road environment they are using. In the conditions of a developing country, road
geometry and road environment are not well improved. In another study conducted
in India, drunken driving and use of cell phones (i.e., distraction) were observed to be
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the sixth and seventh most important attributes when ranked among twelve different
attributes causing road traffic crashes [54].

‘Unawareness of rules of road’ and ‘unskilled driving’ are found to be the least
important. The results are quite obvious as observed in the road conditions prevailed
in a developing country, such as India. Drivers gain their knowledge of road rules
and learn the skills of driving while getting their driving license, so it is unlikely that
a driver will be unaware of the road rules and driving skills. Hence, they seem to be
less likely to initiate a crash. Raja et al. (2021) also found unskilled driving to be the
least influential in causing road crashes in India [53].

5 Conclusions

Based on the suggestions of the road safety experts in India, seven attributes were
considered in the present study, potentially cause RTAs. A pair-wise comparison
using the AHP technique revealed that ‘over speeding’ and ‘drinking and driving’
are predominant in causingRTAs. The results obtained from this studywould help the
engineers, administrators, policy-makers, and other stakeholders working in the field
of road safety, to take necessary countermeasures. Stringent policy enforcement and
traffic calming techniques may be adopted at the locations where vehicles generally
ply at very high speed or drivers have the tendency to violate road rules. This will
deter the drivers frompracticing themost unsafe behaviorswhichwere obtained from
the present analysis; namely ‘over speeding’, ‘drinking and driving’, and ‘not using
protective devices’. Such countermeasure strategies do not involve huge investment
and can be implemented on a short-term basis. At the same time, the driver-training
and licensing procedures in India have evolved into a proper, stringent, and digital
process that helps in proper drivers’ education and also helps to track the records of
a driver. In this way, the issues with ‘unskilled driving’ and ‘unawareness of road
rules’ might be mitigated. On the other hand, improving the road infrastructure needs
sufficient time and requires a substantiate amount of investment. Hence, improving
the infrastructure to reduce the number of RTAs may be considered a secondary or
long-term strategy.

As the experts involved in this study were approached from different corners
of the country, the result of the present study may be considered general and the
policymakers may consider the necessary strategies to implement in other parts of
the country, as well as in places of other developing countries with similar road-
traffic environment compared to India. In addition, further insights regarding the
causal factors of RTAs would be obtained by considering different classes of vehi-
cles, which might be interesting to look at. An econometric analysis considering
the cost of implantation and cost saving in terms of saving the fatalities by imple-
menting the strategies would be helpful in order to understand the effectiveness of
such countermeasures for bringing down the overall RTA count.
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Abstract Road traffic accidents and fatalities have emerged as a serious problem
over the world, as well as in India. Though National Highways (NHs) comprise
less than 2% of the entire road network, they account for more than 35% of total
traffic fatalities. In this regard, this study aims to identify and prioritize the hazardous
locations on a 4-lane NH, find out the major risk factors, and recommend short-term
and long-term countermeasures. Hazardous locations on a stretch on NH-2 were
identified and prioritized through a comprehensive analysis of past accident data;
based on total crash count (TCC), fatal crash count (FCC), and equivalent property
damage only (EPDO) values. Probable risk factors such as illegal truck parking,
insufficient storage lanes, improper pedestrian crossing facilities, design deficiencies
at unsignalized minor junctions, etc. were identified from site visits. This study also
recommends necessary crash mitigation and prevention strategies.
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1 Introduction

1.1 Background

Fatalities and injuries due to road traffic accidents are a major and growing public
health problem worldwide. As per the reports published by World Health Organiza-
tion (WHO), more than 1.35 million people are killed and nearly 50 million people
are injured globally each year due to road traffic accidents [1, 2]. WHO has also
estimated that without increased efforts and new initiatives, the total number of road
traffic fatalities and injuries would rise by 65% by 2020, while in low- and middle-
income countries, fatalities are expected to increase by as much as 80% [3]. India,
being one of such ‘low- andmiddle-income’ countries, has been going through a tran-
sitional state of economic growth andwitnessed an unprecedented increase in the rate
of motorization in recent years. India has faced serious challenges in the improve-
ment of road safety as with the rapid expansion in the road network and urbanization,
road traffic injuries (RTIs) and fatalities (RTFs) have gradually increased over the
years. According to the reports published by the Ministry of Road Transport and
Highways (MoRTH), it has been observed that the number of road traffic accidents
(RTAs) or the corresponding injuries and fatalities are not gradually decreasing every
year, rather in the past year (2018), the numbers have been increased. However, it
can be assumed that the actual number of accidents is on the higher side because of
underreporting of data in developing countries [4].

Out of the entire roadnetwork system in India,NationalHighways (NHs) comprise
of only 2.03%of the total road network, but the percentage share of persons killed and
persons injured are higher on NHs as compared to other roads [5]. Road accident has
gone up on National Highways from 28.2% in 2014 to 30.55% in 2019. Moreover,
RTFs on NHs has been increased from 34.1 to 35.7% during the same period [5]. The
primary reason behind this may be the higher speed facilities on National Highways
to provide high-speed mobility rather than accessibility.

However, high-speed facilities without proper access-control facilities increase
the chances of RTAs [6]. It has been observed that 4-lane National Highways are,
many times, not access controlledwhich leaves a number ofmajor andminor at-grade
intersections with cross-traffic. In addition, vulnerable road users (VRUs) such as
pedestrians and bicyclists use the main carriageway of highways for commuting;
all of which have contributed to the poor safety performance of National High-
ways in India. It is important to note that, such high-speed facilities are supposed to
conform to high geometric design standards and operate as uninterrupted traffic flow
facilities. These two important factors, i.e., higher geometric design standards and
uninterrupted operations are among the important features in making these facilities
safe and accident-free. However, this is clearly not the case in India and dispropor-
tionally high numbers of severe accidents are observed while comparing exposure
in terms of road lengths and vehicle kilometers traveled.

In this regard, the objective of the present work is to investigate the safety scenario
of a 4-lane national highway by identifying and prioritizing hazardous locations
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based on accident data analysis; and to identify the major risk factors, followed by
recommending necessary countermeasure strategies tomitigate the safety issues. The
subsequent part of the manuscript summarizes traditional techniques for prioritizing
hazardous locations, followed by the description of the project corridor and the
accident data. Next, the analysis of the accident data along with the safety issues of
the highway is highlighted. In the end, major conclusions are drawn for the overall
improvement of the safety of the road users of the 4-lane highway.

1.2 Techniques for Identification of Hazardous Locations

Over the past few decades, road traffic safety has emerged as a major field of research
with a goal of better understanding the scientific relationship between the crash
frequency and severity with traffic volume and other variables such as geometric
design and traffic operations and regulatory parameters of the road. Individual crashes
are difficult to evaluate as they are random and unpredictable. However, over many
years, safety analysts have developed different methods for selecting road segments,
referred to as sites, for detailed analysis and improvements. The smallest length
of a road segment with homogeneous characteristics which is associated with the
maximum expected value of accident frequency may be considered a ‘site’. Identifi-
cation of such ‘sites’ in a scientific approach is necessary for the implementation of
cost-effective countermeasures to site-specific safety issues. This is considered the
first and most important step in the process of road safety improvement [7, 8]. This
stepmust be done precisely, otherwise falsely identified high-priority locationsmight
lead to lesser cost-effective solutions. Screening of the segments or sites highlights
the locations where interventions are required to enhance safety. In addition, from the
ranking of the locations, the areas can be identified where attention is required on a
priority basis [7–10]. Such sites have generally been identified by various researchers
as Blackspots or Hotspots [11], ‘Hazardous Locations’ [12], ‘High Crash Locations’
(HCLs) [13], ‘Priority Investigation Locations’ (PILs), ‘Sites with Promise’ (SWiP)
[7], or ‘Sites with high Potential for Safety Improvement’ (PSI) [14]. A very early
study by Deacon et al. (1975) suggested the use of total accident frequency or the
total count of severe and non-severe accidents over a certain period as a metric for
prioritizing accident-prone locations [15].

Hauer et al. (2002) suggested accident frequency as an important metric since
the potential for site improvement is also proportional to the number of accidents
experienced at the sites [8]. According to the authors, it is also more cost-effective
to employ the ‘crash count metric’ for ranking hotspots. The metric ‘crash count’ or
‘accident frequency’ or ‘crash frequency’ (CF) is very popular among practitioners
and road safety experts due to its simple approach. The Crash Frequency (CF) or
Total Crash Count (TCC) method considers the frequency or number of crashes at a
location and ranks the segments in descending order of their crash counts, i.e., the
segment with a maximum frequency of crashes is placed in rank 1. The segments
hence placed in the top ten positions are considered as blackspots. In this method, the
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segments with high crash frequency can be identified easily, however, the severities
of the crashes are not considered. Due to this, the locations with higher severity of
crashes but with a lesser count of crashes remain undetected. That is why a modified
version, namely Fatal Crash Count (FCC) or Fatal Crash Frequency (FCF) method
has been introduced. The frequency of fatal crashes is only considered for ranking
the segments in this method instead of the number of total crashes. However, a major
drawback of this approach is that it does not consider the severity levels of the crashes
and only considers the fatalities [9, 10].

Since, in conditions of low- and middle-income countries, underreporting of acci-
dents is considered to be amajor concern [2, 16–18], applying CFmodelsmay lead to
erroneous results. Hence, for a comprehensive assessment of road safety, incorpora-
tion of accident severitywith accident frequencywould be appropriate [19, 20]. In this
regard, the safety index called Equivalent Property Damage Only (EPDO) becomes
a useful technique for prioritizing high accident locations. The EPDO method takes
into account all levels of severity of crashes occurring at a particular location for
deciding on a site as hazardous. For each of the segments, the total cost of the acci-
dent is estimated based on its cost of ‘equivalent property damage’. The count of
‘no-injury’ or ‘property damage only’ crashes, the count of ‘minor injuries’, the
count of ‘grievous or major injuries’, and the count of fatalities are multiplied by
their corresponding ‘equivalent property damage’ weight factors and summed up to
estimate the cost of EPDO corresponding to each of the segment [9, 20]. While this
method considers different severity levels of the injuries that took place due to the
crashes, this method also has a drawback. A site with a few numbers of fatalities gets
highlighted easily and ranked higher in this method compared to a site associated
with frequent severe injury crashes [9, 20]. This is because it assigns a very high
weightage to the fatalities compared to other types of severities while calculating the
EPDO value.

2 Data Collection and Database

2.1 Description of the Study Corridor and the Database

Three years past accident data is collected from a stretch of a 4-lane National
Highways. The study corridor from Panagarh (Latitude: 23.434559, Longitude:
87.480875; Chainage: 520.103 km) to Dankuni (Latitude: 22.673621, Longitude:
88.300315; Chainage: 649.070 km) is a part of the National Highway 2 (NH-2)
which connects Delhi to Kolkata. NH2 passes through different states namely, Delhi,
Haryana, Uttar Pradesh, Bihar, Jharkhand, and West Bengal. The project corridor is
128.969 km long and lies completely in the state of West Bengal as shown in Fig. 1.

The project stretch passes through the district of Hooghly, East Bardhhaman, and
West Bardhhaman and connects important cities (Asansol, Durgapur, Bardhhaman,
Serampore, Howrah, andKolkata) in the state ofWest Bengal. Land use in the project
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Fig. 1 Map of the project corridor

corridor is mainly industrial and agricultural. Additionally, a major military and air
force base abuts the corridor. Four-laning of the stretch was completed during the
early part of the decade and traffic operations started in June 2005. With the purpose
of providing the necessary road safety consultancy services during the Operations
and Maintenance of this section, it is important to perform, a thorough analysis
of road accidents that have occurred on the study stretch, and identify the critical
locations which need improvement. In order to identify the high crash locations,
three years’ crash data from January 2014 to December 2016 is used. This data has
been obtained from the concessionaire who is legally required to keep a record of all
accidents during operations and maintenance period. The accident database contains
information classified into the following categories: Crash location, type of crash,
causes of the crash/accident, type of maneuver, weather condition, time and day of
the accidents, and the severity of the accident.

2.2 Description of the Study Corridor and the Database

For the purpose of accomplishment of the study objectives, three years’ accident data
is analyzed. The entire study section is divided considering a one kilometer chainage
interval. However, it is important to note that the problem may be localized and the
safety deficiency is over a smaller portion of the road than 1 km. To identify such local
issues, 1 kmsegmentswith a high concentration of accidentswere further investigated
in detail and the critical locations were identified for a kilometer stretch. The nature
of accidents has been classified into the following categories, namely overturning,
head-on collision, rear-end collision, collision brush/side swipe, skidding, hit and
run, run over, and others.

Figure 2a represents the distribution of accident severity over the three-year period
on the entire project corridor. It can be observed that 5%, 30%, 20%, and 45% of
the total crashes during 2014–2016 were fatal, grievous, minor, and non-injury type
crashes respectively. Figure 2b represents the percentage share of fatal accidents
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Fig. 2 a–d Descriptive statistics of the accident data of the project stretch

based on maneuver of collision. It is very evident that the rear-end-type collision is
having the maximum share of accidents on this corridor, which is almost half of the
total accidents. Further, it indicates a significant number of run-over-type accidents
having a considerable share. In addition, 6%, 5%, and another 5% of fatal crashes are
caused due to overturning, brush swipe, and head-on collision, respectively. After
analyzing the year wise accident data, we can clearly depict that the number of
accidents is continuously increasing every year (Fig. 2c)

Further, a preliminary analysis is conducted for the total crashes based on their
respective crash maneuver. A detailed description of the distribution of accidents
based on maneuver is given below with a graphical representation in Fig. 2d. From
this figure, it can be observed that the majority of the accidents occurring in the
corridor during the study period are because by rear-end collisions of vehicles that
resulted in 105 fatal, 719 grievous, and 373 minor injuries, resulting in a total of
1197 rear-end collisions. The illegally parked trucks along the main carriageway
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(MCW) are might be the major cause of rear-end collisions. The total number of
accidents due to overturning is 458 of which 12 are fatal, 186 are grievous and
260 are minor injuries. The high number of accidents due to overturning could be
due to the inability of heavy vehicles to safely maneuver while moving at high
speed along horizontal curves. Apart from these two types of accidents, which are
observed predominantly on the corridor, a comparatively lesser number of accidents
are observed due to head-on collisions, brush swipe, skidding, hit-and-run, run-over,
and other maneuver types. Head-on collision indicates contra flow of traffic which
may be due to improper barricading at medians, lack of service lane, or improper
median opening. Huge median opening, improper entry to MCW from a minor road,
and inadequate width of storage lane may be the reasons of this type of collision.
Sometimes skidding may occur due to over speeding or the driver losing control
of the vehicle due to weather conditions. The presence of illegal median opening,
where pedestrians generally cross in an unsafe manner, may be one of the reasons
for run-over collisions. All types of accidents other than those mentioned above have
been categorized as others. Such accidents account for 178 accidents of the total
2313 accidents, of which 5 are fatal, 81 are grievous, and 92 are minor injuries.

3 Results and Findings

3.1 Identification and Prioritization of the Hazardous
Locations

In the following section, a detailed analysis is conducted tomeet the above-mentioned
objectives. For identification of the most critical locations, the Ministry of Road
Transport & Highways (MoRTH) has given a definition of a black spot. As per a
memorandum issued by MoRTH, Government of India, black spots on the NHs are
the road segments of 500 m in length, where in the past three years at least 5 road
crashes (involving major injuries or fatalities) took place. Alternatively, if 10 road
accident fatalities took place in the past three years, the road segment can be called a
black spot as per the MoRTH definition [21]. For site screening and identification of
high crash locations, three different methods, namely total crash counts (TCC), fatal
crash count (FCC), and equivalent property damage only (EPDO) have been used.

For this study, the costs of various types of accidents are considered to be: Rs.
16200 as the cost of property damage, Rs. 535489 as the cost of fatality, Rs. 242736
as the cost of major injury, and Rs. 18855 as the cost of minor injury; as proposed by
several researchers [22, 23]. The weight factor for ‘equivalent property damage’ is
considered 1 for ‘property damage only’ crashes and the equivalent property damage
weight factors for other crash types are calculated as: 33 for each reported fatality, 15
for each reported grievous injury, and1.16 for each reportedminor injury.Multiplying
a larger number with major injury crashes minimizes the error of underreporting
minor and no-injury accidents [10, 19, 22, 23]. Mathematically, for a site location,
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Table 1 Ranking of locations for NH-2 (520.103–649.07 km)

Location TCC Rank based
on TCC

Location FCC Rank based
on FCC

Location EPDO Rank based
on EPDO

560–561 138 1 553–554 7 1 560–561 1011.6 1

640–641 75 2 560–561 7 1 640–641 500.2 2

582–583 68 3 568–569 6 3 569–570 467 3

568–569 62 4 569–570 6 3 591–592 452.6 4

625–626 62 4 627–628 6 3 627–628 438 5

627–628 61 6 557–558 5 6 558–559 433.2 6

565–566 57 7 591–592 5 6 565–566 425 7

586–587 56 8 631–632 5 6 582–583 424.6 8

558–559 55 9 534–535 4 9 568–569 411.2 9

591–592 53 10 552–553 4 9 557–558 409.8 10

EPDO = 33× F + 15× GI + 1.16× MI + PDC. (1)

where

EPDO: equivalent property damage only,

F: number of fatal injuries,

GI: number of major injuries,

MI: number of minor injuries,

PDC: number of reported ‘property damage only’ or no-injury accidents.
The crash data was utilized for each of the crash-count-based methods. Finally,

every single location is ranked based on TCC, FCC, and EPDO methods as shown
in Table 1.

All locations on the project corridor are ranked based on total, fatal, and EPDO
counts in Table 1. Based on the accident analysis, it can be observed that at least one
fatal accident per year has taken place in thirty-three locations on the project stretch.
A schematic representation of the positions of the black spots on the project corridor
is provided in Fig. 3.

3.2 Identification of Major Risk Factors

With the aim of finding the risk factors and themajor causes behind accidents detailed
analysis is performed for all the locations considering the type of maneuverability.
The proportions of accidents that took place at the top 16 hazardous locations based
onmaneuverability are represented in Fig. 4. It is observed from the detailed analysis
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Fig. 3 Project stretch highlighting the black spots (with chainage)

0%

20%

40%

60%

80%

100%

Pe
rc

en
ta

ge
 

Chainage

Overturning Head on Rear End Brush swipe
Skidding Hit & Run Run Over Others

Fig. 4 Percentage of accidents based on maneuver type at top-ranked locations



244 N. Roy et al.

that the ‘rear end’ type of collision is the most common type in terms of its frequency
of occurrence. Frequent parking of trucks on the edge of the carriageway as well as
the absence of overtaking zones throughout the highway stretch might be the major
reasons behind such rear-end accidents.

3.3 Issues Identified at the Black Spots

The causes of such accidents remain unknown from the accident database due to the
unavailability of all potential information related to the accidents. That is why, the
historical crash data was utilized for the identification of the hazardous locations in
a reactive manner. To identify and assess the safety issues in a proactive way, the
authors conducted physical visits to the hazardous locations of the project site and
searched for the potential causes of road accidents and their suitable countermeasures.

Based on the observation of the study sites, sevenmajor risk factorswere identified
which were frequently observed, namely: illegal truck parking, insufficient storage
lane, improper pedestrian crossing facility, contra-flow traffic, untreated intersec-
tions, frequent illegal access, and median openings and improper locations of bus
stops. The ‘risk-factor’ specific issues and their corresponding countermeasures are
also mentioned in the next section. The countermeasures mentioned in this present
study are stated mostly based on the studies conducted by Mohan et al. (2009) and
Chatterjee et al. (2020) in the Indian context [24, 25].

Illegal truck parking. The high percentage of rear-end collisions on the straight
stretch might be due to the presence of trucks parked along the main carriageway
(Fig. 5a). This might have been observed due to the truck entry restriction in Kolkata
in the daytime. Parked trucks reduce the available width of the carriageway and block
the sight distance as well as found to be damaging the shoulder.

To prevent illegal parking on the main carriageway, the provision of dedicated
truck lay-byes needs to be evaluated. Police administration should be instructed to
help remove illegal parking along the roadside and enforce the trucks to park at the
designated truck lay-by. Facilities such as restrooms, dormitories, and eateries may
be provided at such locations to attract truck drivers. Such locations clearly need
additional parking space off the highway as well as adequate lighting so that if any
vehicles are parked on the carriageway, are visible at night time. In the absence of
street lights and proper separation between parked vehicles and traveled lanes, no
parking on highways should be allowed.

Insufficient Storage Lane. On this corridor, at many intersections, untreated
minor road approach and insufficient storage lane result in unsafe vehicular move-
ment at several locations on the project stretch. As a result, the right-turning vehicles
while waiting for a suitable gap to cross the highway partially blocks the fast lane,
which poses a serious safety hazard to traveling vehicles. In addition to the lack of a
storage lane, vehicles coming from the left, which generally takes a free left turn, do
not have an adequate length of the acceleration lane. In such cases, proper treatment
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(A) Illegal truck parking Absence of pedestrian crossing facility

Contraflow of traffic Improper intersection design

Illegal access to the highway Improper boarding and alighting by bus
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(C) (D)
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Fig. 5 a–f Different issues identified at several locations on the project corridor

such as adequate delineations for median opening and storage lane must be provided
for smooth maneuvering of traffic.

Absence of pedestrian crossing facility. Throughout the project stretch, the
absence of a proper pedestrian crossing facility is a major safety concern (Fig. 5b).
Although pedestrian crossing has been provided at a few locations, poor mainte-
nance along with the absence of proper delineation with retro-reflective pavement
markers (RRPM) causes the marking to become blurred. As a result, they are not
visible to speeding vehicles, especially at night time. Moreover, at several locations
due to the presence of educational institutions and commercial activities, pedestrians
are observed to cross over a longer section of the highway in a haphazard manner.



246 N. Roy et al.

This poses a high safety threat to these vulnerable road users as drivers don’t expect
pedestrians on an expressway.

Marked pedestrian crossing with advanced warning signs with the help of RRPM,
raised pedestrian crossing facility is to be provided at locations of high pedes-
trian movement. Proper channelization and walking facility is to be provided for
pedestrians with the help of PGR, sidewalk, and raised table crossing facility.

Contraflow of traffic. Contraflow is a form of reversible traffic operation inwhich
vehicles move in the opposite direction as the nearest legal crossing is far away from
the location and avoids the extra distance which is supposed to be covered (Fig. 5c).
Contra-flow of traffic is a major cause of concern as it increases the chances of a
head-on collision.

This problem must be resolved with changes in road design, which would be a
long-term solution; however, with the help of speed calming measures, appropriate
signage to pre-warn the MCW traffic about the possible contraflow movement, and
police enforcement, the problem may be controlled until the design deficiencies
persist.

Improper intersection design. At several unsignalized intersections, visibility
remains a major issue for merging vehicles from minor/link roads. It has been
observed during the site visits that vehicles from minor roads approach the highway
at high speeds. This coupled with the absence of proper channelization and speed-
calmingmeasure poses a high risk of conflict and injury. The primary reason for such
conflict is insufficient sight distance due to illegal encroachments near the intersection
approach (Fig. 5d).

At unsignalized intersections, stop sign, intersection sign, and stop line along
with a speed breaker should be provided such that the minor road traffic comes to a
standstill before merging with the main stream traffic. At the same time, there should
be proper signage showing the presence of a minor road on the MCW.

Illegal access and median openings. It was observed that there are very high
number of illegal pedestrian and vehicular access along with unauthorized median
openings at several places on the corridor. It was also observed that the illegal access
is used to connect villages on either sides of the highway and is made by people from
the nearby villages (Fig. 5e).

Locationswith depressedmedian opening, where trucks are taking turns should be
treated as illegalmedian openings and should be closed as soon as possible. Locations
with unauthorized access should be closed as soon as possible. The broken fences and
crash barriers should be fixed and reinstalled. If illegal access points cannot be closed,
then the speed of the highway should be brought down by necessary speed-calming
measures such as transverse rumble-strips, pre-warning signs, etc. It is impossible to
operate this highway at an operating speed of 100 km/h when such frequent access
points are present.

Improper boarding and alighting by buses. It has been observed that buses
plying along this stretch do not stop at designated bus-stops. Bus-stops are absent
at several locations, resulting in buses stopping at undesignated/undesired locations
mainly near the intersections. Hence, designated bus-bays are to be planned and
prevention of unsafe boarding alighting on the carriageway. Figure 5f shows how
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illegally buses stop on roadside and creates congestion due to boarding and alighting
of passengers.

Proper bus stops with bus bays are to be provided at locations where adequate
space is available; preferably, at far-ends of an intersection to prevent unsafe boarding
alighting on the carriageway. Where space is inadequate, the shoulder should be
utilized as bus stop area to ensure safety. Police authorities should help in enforcing
the stopping locations of buses.

4 Conclusions

The present study considers both reactive and proactive approaches of road safety.
Prioritization the hazardous locations on the NH corridor based on different accident
analysis techniques such as TCC, FCC, and EPDO methods highlights the areas
of concern on the project highway. Through the site visit, some common safety
deficiencies such as illegal median opening, untreated minor road approach, high
volume of pedestrian crossing without grade separated facility, and illegal truck
parkingwere observed on the hazardous locations and the necessary countermeasures
are suggested on a proactive basis.

Although national highways are high-speed facilities meant to provide high-speed
mobility rather than accessibility, it has been observed that the project corridor was
not access controlled which increased the interaction of themain traffic with crossing
pedestrians, and other cross traffic at various locations. Median openings, intended
for left and U turning, encourage contraflow of traffic. In addition, vulnerable road
users such as pedestrians and bicyclists use the main carriage way of highways for
commuting; all of which have contributed toward the poor safety performance of the
project corridor. Protection of critical structures is also another major issue in the
project stretch. However, apart from the suggested low-cost short-term countermea-
sures, in order to achieve maximum long-term benefits, the safety concerns must be
addressed considering the following:

• Geometric design of the road should be done in such a manner so that potential
black spot locations may get eliminated as far as possible.

• Over-speeding tendencies of motorized vehicle may be deterred by designing
suitable traffic calming measures and which in turn, would increase the safety of
vulnerable road users.

• Periodic conduction of road safety audits, whichwould highlight the safety issues,
if any. Crash barriers should be provided as necessary and especially where there
are narrow bridges and culverts.

Suitable countermeasures need to be adopted by the stakeholders for safe vehicular
movement to reduce the number of crashes as well as the severity on the 4-lane
highways in similar road and traffic environment, where providing access-control
facility is difficult. For safer vehicularmobility, such safety aspectsmust be addressed
while upgradation of the highways. Further, considering the spot-speed data from
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the hazardous locations as well as the drivers’ behavior toward risky driving could
lead to further interesting aspects while formulation of countermeasure strategies.
This, in turn, would significantly contribute to the overall road safety improvements
in India.
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Study of Techno-Legal Aspects
of Accident Site Investigation—A Case
Study from Bengaluru

Ashish Verma, P. Anbazhagan, and R. Babitha

Abstract After a major road crash, conducting crash investigation is generally the
next step. But the road accident spot analysis is not carried out as per the procedure
in most of the road crashes in India. Although crash spot studies are conducted by
associated officers, the procedure, implementation, and post-investigation studies are
charge framed, nontechnical, and not available in the public domain. The study aims
to investigate the techno-legal aspect of the crash site investigation of a typical crash
from Bengaluru which occurred between the motorbike and the car. Crash spot was
studied, analysis of accident spot parameters, and vehicles inspection observations
are correlated and used to infer the reason for the crash. This article aims to highlight
the importance of scientific investigation of the road accident site and the sequence
of activities happening after the occurrence of the road accident with a case study.

Keywords Urbanization ·Motorization · Road accidents · Crash investigation ·
Legal aspects

1 Introduction

Crashes and fatalities on the road are the results of the interplay of several factors.
Road users in India are heterogeneous with standard and nonstandard vehicles and
drivers. Motor vehicle collisions cause more than 1.35 million deaths worldwide and
an even greater number of non-fatal injuries each year [1]. As reported in [2], road
traffic is a major issue and is a leading cause of death worldwide. The data released
by the Ministry of Road Transport and Highways has highlighted road crashes to
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be one of the biggest causes of unnatural deaths occurring in India. Developing
countries account for 90% of these casualties. In India, the pace of development of
the vehicle population is quicker than the economic and population growth. The surge
in motorization coupled with an expansion of the road network has increased road
crashes. Almost 1.5 lakh people in India lose their lives due to road crashes annually,
and India accounts for nearly 11%of the road accident-related deaths in theworld [3].
According to statistics released by the Karnataka state police, the number of persons
who lost their lives due to road crashes in Bengaluru rose by 82 in 2019 with 768
deaths compared to 686 such deaths reported in 2018. The increasing number of road
fatalities is a matter of concern, and it is essential to focus on road safety. At the same,
most road crash cases are resolved by the case in-charge officer without highlighting
the fundamental problem of road crashes, technical aspects and how to overcome
the same. Most of the crash case reports is prepared by victimizing larger/insured
vehicle than the real issue in the particular crash. Similarly, very limited technical
studies of road crash spot analysis are reported in India finding out the real cause
of the crash. Even though crash can be due to: (1) improper infrastructure (road
surface, gradient and signs boards), (2) signaling, (3) faulty vehicles, and (4) driver
behavior. All other aspects can be overridden if driver is intelligent and follows
proper traffic rules. Most of the road crash reports only on vehicle or driver factors,
which are investigated nontechnically and the driver behavior of the larger vehicle is
quickly blamed as rash driving/negligence as it is difficult to prove both without any
video records. So, in this study, we carried out a detailed analysis of road accident
with technical aspects and explained how legal, technical aspects help determine
the actual problem of crashes based on a typical road accident case in Bengaluru.
This paper also aimed to understand the techno-legal aspects of road accident site
investigation. It provided a detailed study with an example of how can an ordinary
person collect data and effectively handle legal aspects to prove/disprove charges
prepared nontechnically. Nontechnical reports are prepared in most of India’s road
accident cases by nonexperts and never reviewed or corrected by technical experts.

2 Literature Review

The detailed, objective investigation of the causes and mechanisms of injuries in
traffic crashes originated in the United States. Mackay et al. [4] illustrated a funda-
mental problem of field accident investigation. The importance of the need of going
to the accident scene within a few minutes of the occurrence of the accident and
collecting every bit of information available and its analysis to provide a better
insight into the causes of injury is discussed.

There is no theoretically underpinned framework for collecting and analyzing
accident-related data in the road transport domain, which is universally accepted. The
application of use systems theory-based human factors accident analysis method-
ologies is problematic for various reasons, including incompatible data collection
procedures, a lack of detail in the following data collected, a lack of theoretically



Study of Techno-Legal Aspects of Accident Site … 253

underpinned analysis methods, and a lack of appropriately trained personnel. Paul
and Michael [5] discussed the barriers preventing valid, reliable, and usable accident
analysis within the road transport domain and, in closing, present a series of proposed
solutions to the barriers discussed.

England [6] has described and evaluated Accident Investigation as a method of
producing information to reduce the frequency of road accidents. Here the detailed
investigation is done, looking both at the road user’s interaction with the road envi-
ronment and within the environment itself. The problem of a road accident and
possible approaches to accident reduction is introduced, and the importance of the
multidisciplinary approach to the second-level in-depth investigation of the acci-
dent to determine countermeasures is discussed. Hill et al. [7] considered detailed
investigations focusing on all types of vehicles (including damage, failures, features
fitted, and their contribution); the highway (including design, features, maintenance,
and condition); the human factors (including drivers, riders, passengers, and pedes-
trians); and the injuries sustained for the study of new ‘On-The-Spot’ (OTS) accident
research project which is now underway in the UK.

An in-depth database will permit analyses to better understand the causes of
crashes and injuries and assist in the development of solutions, which is the main
objective of this paper. Baldock et al. [8] focus on studying factors that contribute to
road crashes, with an emphasis on the role of road infrastructure. The methodology
of carrying out the detailed investigation of the crash scene is discussed in detail, and
also the key road safety problems that need to be addressed are identified.

Mackay [9] has attempted to outline some of the benefits which might be obtained
from a more thorough and comprehensive examination of transport, and particularly
road traffic and accident. From the thorough investigation of the road accidents,
detailed evidence which exactly explains the circumstances of a particular collision
may be produced and also provides the car designer, traffic engineers and other
concerned authorities with practical results to take up the right remedial measures.

Evans [10] raises ethical issues relating to drivers, industry, and government
regarding the death in traffic accidents. Increased professional and public discus-
sion of the ethical issues surrounding all causes of harm in traffic can make a major
contribution to reducing this harm.

In short, very limited research papers are available on the crash investigation of
the accident pinpointing the faulty driver/vehicle. The above papers describe the
importance of carrying out the detailed investigation of the crash, and going to the
crash spot within few hours of the occurrence of the crash which gives a better under-
standing of the crashes. It also states that there is no standard theoretical framework
to carryout the crash investigation and this study comprises the framework of road
crash investigation which can be used for understanding the techno legal aspects and
issues involved in crashes.
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3 Study Site and Information About Road Accident
and Sequence of Events

In this study, a classical known crash case that occurred in Bengaluru has been taken
for analysis. Even though crash is common to any two moving entities on the road,
four- wheelers and two-wheelers are very common and frequent victim vehicles in
developing countries like India. In this study, collision is between (four-wheelers)
car and (two-wheelers) motorbike in the urban area. The crash spot with nearby
location and origin spot of both vehicles before the crash is shown in Fig. 1. The
motorbike coming from the Bio-Chemistry building collided with the car on its left
side, which was going toward D-Gate of IISc Campus. Figure 2 shows the location
of the accident spot with the direction of both the vehicles and the exact location of
the collision. The car driver immediately applied the brake, and the car stopped. By
the time bike went under the car (on the left side of the car), causing heavy damage
to the car bumper, radiator, A/C components, oil pumps and associated spare parts
in the left front of the car and also the bottom up to the left middle of the car. The
driver of the two-wheeler was not wearing a helmet, and the bike indicator was off.
The car had leakage of oil and water from the coolant and suffered damage due to the
heavy impact of the bike. Bike was found below the car and had damages on the left
side of the bike such as bumper and petrol tank, and headlight was intact. Further,
both vehicles were moved away from the spot and the bike driver had injuries on the
left hand, he walked to an ambulance and was sent to treatment at a nearby Health
Center. Subsequently, the car was moved to the side of the road, and the car driver

Crash spot 

Motor
Bike 

Car Origin 

Fig. 1 IISc map showing the car moving path and the crash location (Figure prepared using Google
Maps)
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Fig. 2 Show view of the road from car direction (toward D-gate) with blind zone at the left of car
due to fencing vegetation

left the crash spot. Later bike was moved to the parking area. Car was inspected by
authorized service engineer and he suggested to move the car through tow vehicle
and after few hours the car was towed to the nearest service station. Vehicle travel
distance from origin spot is shown in Fig. 1, and it can be seen that car had crossed
four junctions and about 270 m after the last junction point (Janatha Bazaar Circle).
The bike just had one turn and approached, reaching gate and road junction after
passing a steep-sloped ramp.

The marked portion of the road from Janatha Bazaar Circle to the entrance of
the Centre for Nano Science and Engineering is having an upward grade. In this
case, rising speed in a short duration (less than 300 m) is technically not feasible and
reduces the possibility of rash driving. When a vehicle moves from Janatha Bazaar
Circle toward D Gate, the left of the car is a blind zone due to dense vegetation and
fencing. Figure 2 shows a photo of the blind zone close to the crash spot. As bike
has to claim a steep slope (see Fig. 3a) before reaching gate and road, the bike might
raise acceleration to claim the slope. The total incident was reported to the security
office as the incident happened in the closed gate community. Since bike driver looks
like a student and car driver being faculty, no police complaint was filed about the
incident.

However, later it was found that the bike driver who does not belong to the campus
had filed a case against the car driver at the police station in different sections. The
car driver visited the station and explained the situation with evidence that he has
not made any mistake and it was a mistake of the bike driver. However, the police
did not register any complaint and asked the car driver to inform the court, but took
few signatures in the document written in the local language, which was not known
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Damages of surface layer 
of pavement along the di-

rection of the road  

Measuring tape across road di-

Damages caused by Bike handle & tank to the road  

(A)

(B)

Fig. 3 a Crash spot with the marking of the initial position of the car at the time when the bike hit
the car, final position where the car was stopped, gates and stopping distance marking and oil spill
on the road. b Closer view of structural damage of road due to hitting bike handles and distance
from the edge of the road (the left side toward D-Gate)

to the car driver. As car driver and owner were not happy with the police behavior,
they asked the IISc team to study the accident and prepare a factual report.
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4 Investigation of Road Accident Location

The authors personally visited the site and tried to understand the crash in technical
detail before concluding the crash. The crash spot was studied, and data collected
from the site are compiled to prepare the schematic location and vehicle position.
Figure 3a shows the crash spot with information collected from the geometrical
parameters. It was found that car was moving on the left side of the main road,
and the bike was coming from the approach road to the main road. Crash spot was
studied, and ground evidence was collected like soil, coolant spill location, and road
damages caused by vehicles. The total width of the main road is 6.4 m, and damages
on the road due to bike handle and tank hitting bitumen surface (Fig. 3b shows road
damage with measurement) was noticed within 1.2 m from the left edge of the road.
It indicates that during and after the crash, both vehicles are within the left lane of the
main road. By tracing the beginning to end line of road damage along the left lane
point of the road damage, we could arrive at the distance traveled by both vehicles
after collision (initial damage location by bike handle) up to the halt position (final
position where oil and coolant spill starting point and end of handle damage in the
road). The bike left handle created an impression in the bituminous road surface up
to 3.8 m followed by a patch mark on the road surface due to leakage of oil and
coolant, which is the endpoint of the crash. Figure 3a shows the photos of road with
bike handle impression, walkway gate, andmain gate with oil and coolant spill on the
road surface. Initial position at the time of the crash and the final position of the car
after stopping are marked in Fig. 3a as A and B; we measured the distance between
these two points as 3.8 m along the main road and 1.2 m from the left edge of the
main road. Other geometric data are collected and marked in the crash spot photo in
Fig. 3a. The position and direction of vehicles at the time of the crash and after both
vehicles were halted were mapped. It can be clearly noted that there is a violation
of traffic rules by bike driver, instead of exiting at the left lane of the approach road;
bike exited at the right lane of the approach road, which is a violation of traffic as
per Indian Traffic rules.

By carefully studying crash spot and road marks, the following conclusions can
be drawn.

• The crash occurred about 1.2 m from the left edge of the main road in the left lane
toward D Gate.

• Both car and bike were in motion at the time of the collision, which happened in
front of the walkway in the left lane toward D gate fencing.

• After falling, the bike’s left handle caused structural damage to a road opposite
to walkway entry.

• No car wheel impression on the main road was observed, which mean that car
has not applied sudden brake in high-speed.

Based on the above points, it is very clear that the two wheelers were in the right
lane of the side road and turned right into the left lane, i.e., left side of the car rather
than turning from the right side of the car.
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The two-wheeler parking area entry and exit in approach road were also studied,
and a Google Maps is shown in Fig. 4. Considering blind spot for a vehicle toward D
Gate, the campus had separate parking and exit for two-wheelers as shown in Fig. 4.

Considering parking for two-wheelers and exit location, it is very clear that the
bike should have come out on the main road from the dedicated exit gate for a
two-wheeler to avoid blind spot and 90° turning at approach road in Fig. 3b.

As explained above and also as per the crash locationmarking, the bike was taking
a right turn in the left lane towards the main road instead of taking a safe exit gate,
which may be due to the bike driver is not familiar with campus and these traffic
regulations, as he is not campus user or resident. Figure 5 presents the condition and

Bike Exit gate   

Bike Parking   

All Vehicles Entry & 
Exit for Car 

Accident Spot 

Fig. 4 Crash spot in Google Maps with entry and exit arrangement made as per traffic rules

Fig. 5 Condition and collision diagram of the crash location
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collision diagram of the crash prepared to explain the same after sufficient evidence
and study discussed above.

Further, bike was entering the main road from the approach road and should
ideally stop and watch on both sides of main road for a safe gap before proceeding
further as per driving rules, the priority for movement goes to the vehicles on the
main road, however, the bike was in motion at the time of the crash. As there was no
car wheel impression on the road observed in photographs, it is plausible to assume
that the car had stopped after normal breaking in the normal speed. Generally, the
wheel impression of a vehicle is created on the road during accidents when applying
sudden brake at high speed (for example, more than 60 km/h). Since the car stopped
at 3.8 m from the initial point of the accident, it indicates that the car driver applied a
brake on time, and car was stopped within the driver’s reaction time, which is further
explained later.

5 Investigation of Vehicles

As part of the crash investigation, vehicle damages should be studied apart from the
geometric study of crash spots. Hence, the authors inspected both vehicles after the
crash, took photos, and collected service reports of vehicles. Figure 6 shows typical
photos of the bike taken during the inspection. The bike’s right side, back, and front
side are intact; no damages are noticed. The bike had damages in the left side, i.e.,
Bummer folded, headlight cover, and left-side handle damage and petrol tank left-
side damage. No car paint or impression is noticed on any part of the bike, and no
service report was available from the bike owner or in the case document.

Similarly, car was inspected at the service station as car was towed to the service
station as per the service inspection report of the authorized car service station. We

Fig. 6 Typical photos of bike after the accident, parked within campus
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have taken several photos and also collected on spot service report with recommen-
dation and service station inspection and estimate. Figure 7 shows typical photos
taken during the inspection. Quick visual observation of the car gives the impression
that car was not damaged much, except for few scratches and dents (Fig. 7a) in the
front between the number plate and left side of a car headlight. We also noticed the
bike tyre impression next to the number plate. It indicates that bike hit a car in a
straight and opposite direction of car driving direction. Further interaction with car
driver and owner, service person and study of on-spot service report, we deepen our
inspection. Figure 7b shows oil spill at a service station parked location similar to the
oil spill marking in Fig. 3b. After seeing an oil spill, inspection shows the damage of
car bumper, radiator, A/C components, oil pumps, and associated spare parts in the
left front of the car and the bottom up to the left middle of the car. The photo was
taken by placing a camera after lifting of damaged bumper and shown in Figs. 7c.
Now, it is clear that damage of a major portion of radiator and front units results
in car’s non-operation driving status, which is why it was suggested to tow vehicle
by inspection report. A study of the estimation of the service station revealed that
replacement of most of the above spare parts of car was estimated to be Rs. 51,393.

By studying both vehicle photos, the following inferences were made.

• The bike’s left handle bar damages were noticed due to the pavement surface,
which is also confirmed as pavement damage reported in Sect. 4 of the accident
location study.

• Other damages, scratches, and dent in the bike may be caused by bike interaction
with the pavement surface. No evidence was found to say car hit the bike as the
right side and front part of bike is intact.

• Bike wheel mark impression on car bumper and associated scratches, dent in
Fig. 7a shows that bike hit the car. Further, car bumper was broken and damages
in the major front assemblies of the car such as radiator, A/C components, and
oil pumps (Fig. 7b) were observed. This clearly shows that the bike might have
hit the car with higher acceleration than car i.e., speed of the bike might be more
than the speed of the car.

• Bike damages on the left side indicate that after colliding with the car the bike
fell on the left side, which caused damage to the left side of the bike and not on
the right side, which is evident from structural damage to the main road.

• We can also infer that when a car hits a bike in a stopped position, the right side of
the bike should be damaged, but in this case, the right side of the bike is intact and
no damages are seen from Fig. 6. We can infer that the bike was also in motion
at the time of the collision which hit the car, lost balance, turned left side, and
moved under the car. So the left side of bike got damaged after hitting car on the
main road and caused structural damages to the pavement surface.

• Figure 7 shows clearly that the number plate and left headlight of car (Fig. 7a) is
intact after the collision. In general, when the car hits another vehicle like bike,
the front portion of car such as the front number plate and head light will get
damaged. In the present case, since the number plate of the car is intact and the
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(B) 

Oil Spill at service station parked 
location 

 

(C) 

Fig. 7 Photos of car after the crash taken at the service station. a Car front with number plate,
scratches and bike wheel impression created. b Oil and coolant leakage at the parked location and
c damaged car radiator and A/C unit not visible outside
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damages are on the left side of the bike, it suggests that the bike hit the car toward
its left, i.e., between car number plate and headlight, which is possible only if
bike hit the car and not when car hit the bike. Further, the bike was attempting to
enter the main road toward the left of the car, which should ideally be from the
right side. Bike should be damaged if car hit the bike, but it was not so.

• Figure 7c shows damages of radiator assembly and other parts of the car. Bigger
damage impression on the radiator might be created by the impact of bike front
wheel as the handle impression will be small. This suggests that the bike hit a car
while in motion with a speed force that is above the design strength of the car
radiator front panel.

6 Analysis of Geometric Data

After the studyof crash spot andvehicles,we could comeupwith some inferences, but
mostly qualitative and not quantitative parameters. Hence, available data collected
are further studied and used to arrive at quantitative results helpful to support the
qualitative hypothesis. The braking distance of the vehicle is the distance between
the initial position of the car at the point where the impact happened and the final
position of car after stopping by applying the brake.

In this study, structural damage to the road (impression and mark in Fig. 3a)
caused by a bike can be taken as the initial point of crash, and the origin of oil and
coolant leakage can be taken as the final vehicle position, i.e., halt of vehicles after
the crash. Location of car after the crash, i.e., stopped position also confirmed with
driver of car and eye witness on the spot, i.e., security person. There is no video
recording in this location of the campus. Physical measurement in the accident spot
of the initial and final position of the car was measured and found to be 3.8 m, as
shown in Fig. 3a. The stopping distance or distance within a motor vehicle can be a
function of (a) total reaction time of the driver, (b) speed of vehicle, (c) efficiency of
brakes, (d) frictional resistance between the road, and (e) the tyres and gradient of
the road. In this case, we have a stopping distance measurement of 3.8 m, which can
be used to estimate the speed of the vehicle, and other parameters can be taken based
on the accident spot. Indian Road Congress highlighted that the total reaction time
of a good driver is 2.5 s. Based on this, the speed of car (km/h) can be calculated by
the formula given below as per Khanna and Justo [11].

V = √
254dµ

The speed of any vehicle (V in km/h) is a function of d = braking distance (m),
which is 3.8 m in the present case, and µ = coefficient of friction (unitless). The
friction of the accident road is assessed as per the Indian Road Congress Guidelines
and varies from 0.4 to 0.35 depending on speed from 30 to 80 km/h. Variation of the
possible speed of car based on 3.8 m stopping distance by variation of coefficient of
friction is shown in Fig. 8. It can be noted from the analysis that car speed might be
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Fig. 8 Variation of car speed
involved in the accident for
the various coefficients of
friction of the road
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18 to 20 kmph. Even if maximum speed is taken, the estimated speed at the time of
the accident is found to be 20 km/h, which is less than the speed limit of 30 km/h
on the roads in campus and Bangalore city speed limit of 60 km/h. So, there is less
chance that car might have caused accident.

7 Summary and Conclusion

Several accidents have occurred in different parts of India, but most accident are
never technically studied and understood. In this study, for the first time, a detailed
crash investigation was carried out for an accident between four-wheelers and two-
wheelers. Analysis of accident spot parameters and vehicles inspection observations
are correlated and used to infer the reason for the accident. Further, data collected
from the accident spot was used to estimate the speed of one of the vehicles involved
in the accident. Even though traffic rules violations and the speed of the bike caused
the accident, but the cases of hit and run, over speed was booked against the car driver
and owner despite sufficient evidence and data to the police. After about sixmonths of
the accident, the car owner and driver received court notice and then underwent court
proceedings and procedures but did not accept police charges. After nearly two years,
car driver and lawyer finally proved that all charges made by police, documents, and
eyewitnesses were not correct by providing some evidence discussed in this paper
without any eyewitness and cleared all charges. In summary, this paper highlights the
importance and value of scientific accident site investigation and use it to conclude
legal issues arising out of road accidents.

This study is based on one case study of the road crash. More case studies in
different locations and different situations can be analyzed using a similar frame-
work to understand the general applications of the proposed framework and also
the framework can be modified to make it a more generalized framework in all the
situations of road crashes.



264 A. Verma et al.

References

1. World Health Organization (2018) World health statistics. https://www.who.int/docs/default-
source/gho-documents/world-health-statistic-reports/6-june-18108-world-health-statistics-
2018.pdf

2. World Health Organization (2018) Global status report on road safety. https://www.who.int/
publications/i/item/9789241565684

3. Wing TR (2019) Road accidents in India. Ministry of Road Transport and Highways, MoRTH
4. Mackay GM, Ashton SJ, Galer MD, Thomas PD (1985) The methodology of in-depth studies

of car crashes in Britain. Society of Automotive Engineers, Inc
5. Paul MS, Michael GL (2009) Systems-based human factors analysis of road traffic acci-

dents: Barriers and solutions. In: Paul MS (eds) Australasian road safety research, policing
and education conference. Sydney, New South Wales, pp 201–209

6. England L (1981) The role of accident investigation in road safety. In: Ergonomics. Taylor &
Francis, England

7. Hill J, Thomas P, Smith M, Byard N, Rillie I (2019) The methodology of on the spot accident
investigations in the UK. National Highway Traffic Safety Administration

8. Baldock, MRJ, Woolley JE, Ponte G, Wundersitz LN, Lindsay VL (2016) In-depth crash
investigation at the centre for automotive safety research. Australasian road safety conference.
Canberra, Australian Capital Territory, pp 15–23

9. Mackay GM (1970) The role of the accident investigator. Forensic Sci Soc
10. Evans L (2008) Death in traffic: why are the ethical issues ignored? Stud Ethics Law Technol

2
11. Khanna, Justo (1971) Text book – “highway engineering”

https://www.who.int/docs/default-source/gho-documents/world-health-statistic-reports/6-june-18108-world-health-statistics-2018.pdf
https://www.who.int/docs/default-source/gho-documents/world-health-statistic-reports/6-june-18108-world-health-statistics-2018.pdf
https://www.who.int/docs/default-source/gho-documents/world-health-statistic-reports/6-june-18108-world-health-statistics-2018.pdf
https://www.who.int/publications/i/item/9789241565684
https://www.who.int/publications/i/item/9789241565684


Analysis of Pavement and Geometric
Factors of Selected Highways
for Reduction in Road Accidents

Ankit Choudhary, Rahul Dev Garg, and Sukhvir Singh Jain

Abstract Road crashes are the major cause of unnatural deaths. Resultant, safety of
road users has become one of the prime objectives of highway engineers apart from
reliable and economic road network. This study is motivated to identify the safety
requirements of different roads within the boundaries of Haridwar and Dehradun
districts of Uttarakhand state, India. For analysis, six different roads were divided
into 86 homogeneous segments of variable length. Essential traffic, geometric, and
pavement surface variables, were selected and evaluated using Poisson regression
(PR) and negative binomial regression (NB) model. Separate accident prediction
models (APM’s) were developed for total, rear-end and head-on crashes. The APMs
delineated important risk factors in terms of positive and negative association. The
probability of a crash was identified using risk ratios. Further, the models were
compared in terms of goodness of fit. Akaike information criterion (AIC), Schwarz’s
Bayesian (SBC) value showed that the NB model performs better than the PR model
as a former model allows additional over-dispersion parameters in the model.

Keywords Crash · Geometric design and pavement condition · PR and NB model

1 Introduction

In the past few years, India has witnessed a tremendous surge in road crashes. India
ranks at the top with the highest number of RTAs deaths (1, 51,417) in the world,
accounting for 11% of the total share [1]. However, most of these crashes occurred
on rural highways (55% of RTAs and 63% of crash-related deaths), despite these
rural highways constitute only 4.91% of the total road network (as shown in Fig. 1).
Thus, the safety of highway users is a cause of concern for highway engineers and
researchers. However, a couple of studies have been conducted in India to explore the
risk variables associated with rural road safety for instance, [2–4]. These studies tried
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Fig. 1 Number of accidents, persons killed and injured as per the category of roads in 2018

to identify numerous variables that may impact crash frequency and their severity
levels.

Accidents are random in nature and are influenced by a variety of risk factors.
Generally, these risk factors are classified into, road infrastructure (for instance;
pavement surface condition, roadside hazard, cross-sectional elements), occupancy
characteristics (for instance, helmet use, driver distraction, sex), vehicle attributes
(e.g., weight, vehicle height, and class of vehicle), crash attributes (for instance,
collision type, instant speed), and environmental circumstances (for instance,weather
condition, light condition, visibility). The objective of this paper is twofold. First,
to develop safety performance function using Poisson regression (PR) and negative
binomial (NB)model and, second, to compare the performance of developedmodels.
The studywas conducted in theHaridwar andDehradundistricts ofUttarakhand state,
between January 2016 and December 2019.

In past, numerous researches have tried to enumerate the effect of infrastructure
and traffic attributes on crash frequency. For instance, [5] had tried to develop a crash
predication model for urban roads in Washington. The research concluded that steep
curvature, increased vehicle volume wider lanes, and shoulder-width; increase the
probability of crash. Similarly, [6] identified the association between the number
of accidents and median width using the NB approach. The study concluded that
increased median width (above 25ft) decreases the number of crashes. [7] used a
hierarchical tree-based regression model and concluded that road geometrics and
road surface condition significantly impact the safety of road users in terms of crash
frequency. Similarly, [8] explored the efficiency of road design in terms of crash
reduction for different categories of non-urban roads. The research concluded that
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improved surface friction, wider lanes, and shoulder width improves the safety of
road users in terms of crash reduction. In another study, [9] developed a generalized
nonlinear model to analyze the efficacy of change in lane width on crash rates. The
study predicted lower crash rates for segments having lane widths greater or less than
12-ft whereas, higher crash rates for 12-ft lane width. Similarly, [10] tried to identify
the relationship between the number of crashes and shoulder width. The author
developed two types of APMs, i.e., Negative-binomial and case–control models for
different categories of collisions. The model suggested that up to 2.2 m shoulder
width, crash risk increases; whereas, an increment above 2.2 m decreases the risk of
a crash by 1–4% for each 0.1 m increase in shoulder width, for all types of crashes.

2 Modeling Approach

This study is an effort to quantify the effect of infrastructural variables on crash
frequencies by developing different crash prediction models for divided/undivided
roads and highways under mixed traffic conditions. The statistical analysis was
conducted using the PR and NB regression modeling technique. In this study, six
different roads were selected and were divided into homogeneous segments of vari-
able length. It is suitable to use the NB/PR modeling technique to identify the co-
relation among the number of accidents as conditional variable and infrastructural
variables as un-conditional, because of the positive nature of crash events. These
models represent an exceptional distribution of count data by preserving the legit-
imacy of statistical analysis [11]. To evaluate the fitness of the developed model,
Akaike’s Information Criteria (AIC) and likelihood ratio are utilized and the model
which has the least AIC value is assumed to be the best fitted [12].

2.1 Poisson Distribution

The Poisson distribution is a discrete probability distribution function that applies
to the occurrence of an event over a specified interval. The random variable Y is the
frequency of events that occurred in an interval. The interval can be time, distance,
area, volume, or some other similar units. Poisson regression is a novel approach that
has a positive integer value and can be applied extensively to rare event count data
[13]. The generalized form of the PR model is shown in Eq. (1).

log(Y) = Intercept+ β1x1 + β2x2 + β3x3 (1)

Explanatory variables X= (X1, X2……Xk), can be continuous or a combination
of continuous and categorical variables. The convention is to call such a model
“Poisson Regression”. The distribution of Poisson regression is shown in Eq. (2).
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P
(
yi

) = exp(−λi)λiyi/yi! (2)

where λi is the PR parameter for crash frequency, which is equivalent to E(yi). The
Poisson regression models are assessed by specifying λi as a function of explanatory
factors. The relation between the Poisson parameter (λi) and explanatory factors is
explained by a log-linear model as shown in Eq. (3).

λi = E
(
yi

) = exp(βXi) (3)

whereXi is a vector of explanatory variables and β is a vector of estimated parameters.
Similarly, the log-likelihood function LL(β) that is used to estimate the model is
represented by Eq. (4).

LL(β) =
n∑

i=1

[− exp(βXi) + y1βXi − Ln
(
yi!

)]
(4)

2.2 NB Distribution

Negative binomial or Poisson–gamma distribution is a generalized form of Poisson
distribution, suitable for over-dispersed count data. The formulation is the same as
that of the PR model, supplemented with an additional parameter α that adjusts the
variance independently from the mean. The NB model rejects the assumption of
equal mean and variance and is thus suitable for data having variance greater than
the mean [11]. In general, the PR model is assumed to be a limiting model of NB
because the value of α approaches 0 [13]. The choice of selection between these two
models depends on the value of the additional parameter α. The probability function
L(λi) is given by Eq. (5).

L(λi) =
∏

i

�
[
(1/α) + yi

]

�(1/α)yi!
[

1/α

(1/α) + λi

]1/α[
λi

(1/α) + λi

]yi

(5)

2.3 Goodness of Fit

The term “goodness of fit” describes how well the model is fitted to the set of
observed data. In general, the likelihood ratio, Akaike information criterion (AIC),
Bayesian information criterion (BIC), and so on are commonly used to summarize
the inconsistency between the performance of developed models.
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Likelihood-ratio or sometimes known as Likelihood-ratio chi2 is defined as a
chi2 distribution in which degrees of freedom are equivalent to the variance in the
frequency of parameters in the controlled βR and un-controlled βu model. Similarly,
the Akaike information criterion (AIC) value helps in the identification of the best
fitted model and is given by Eq. (6). The model which has the least AIC value is
assumed to be the best one among all the developed models [12].

AIC = [−2Ln(βu+) + 2b]/N (6)

where Ln (βU) = log-likelihood value of the model, b = Number of factors, N =
Number of observations.

3 Data Collection and Description

Accurate and precise data are base of traffic safety analysis. The effective use of this
accident data depends on three factors, i.e., accuracy of time, date of occurrence, and
accident location. The statistics used in this study was collected for 6 different rural
roads and highways passing through the plain and hilly terrain of Uttarakhand state,
India. These roads include:

a. Muzaffarnagar-Haridwar (NH-334),
b. Haridwar-Dehradun (NH-7),
c. Dehradun-Bhagwanpur (NH-72 A),
d. Roorkee-Laksar (SH-26),
e. Puhana-Jhabrera (SH-28),
f. Manglaur-Deoband (MDR-2 W).

These roads are 2/4-lane divided and undivided highways and accommodate
mixed traffic conditions. The posted speed limit along these highways ranges from
50 km/h to 80 km/h for different locations. These roads are economic corridors
of Uttarakhand state as connect important religious and tourist destinations which
attract the travelers consistently. The maximum portion of these road segments
(approximately 75%) passes through non-urban areas.

Crash history of four years (2017–2020)was collected for selected roads (as shown
in Fig. 2) from concerned police stations. In India, accident data is collected by traffic
police in transcribed format and was extracted as per IRC-53, 2015. This format
comprises crash location, time, injures/fatalities, type of crashes, vehicle involved,
and possible reason for crashes. After collecting crash data, it was compiled using
Microsoft Excel and outliers. The outliers include crashes on intersections, urban
areas, pedestrian crashes, or crashes for which required information is missing such
as location or type of crash, etc. The total length of the study stretchwas about 104 km,
which were further divided into 86 homogeneous segments of variable length based
on geometric and operational attributes of the road network.
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Fig. 2 Study area

In span of four years, total of 1130 crashes occurred on these highways. Crashes
that occurred at intersections (within a buffer zone of 100 m) were not considered
in the analysis. Resultant, 668 crashes were considered for analysis, out of which
247 were rear-end crashes and 271 were head-on crashes. The most difficult assign-
ment for conducting systematic research in the framework of developing nations is
the accessibility of reliable data. For this study, other than police stations data was
collected through field surveys and from the database of different government and
non-government agencies such as publicwork departments and toll tax booths respec-
tively. The risk variables were broadly classified into three categories, i.e., traffic
attributes, cross-sectional and spatial attributes, and roadway surface attributes. Table
1 represents the descriptive data of identified risk factors included in this research.

4 Results and Discussion

4.1 Pattern of Crashes

Crashes are random innature; resultant, these does not showanyfixedpattern or trend.
However, some patterns/slight variations were observed on selected road segments.
For instance, maximum accidents occurred in the month of July followed by august.
It may be due to a sudden increase in traffic and pedestrian movement. This increase
in movement is due to various yatras to holy shrines, Kawd yatra in Haridwar, Lord
Badrinath, Kedarnath, and Hemkundsahib. Due to competition, drivers tend to make
more possible trips, which increases rough and speedy driving. Investigating time
variation, it was observed that maximum no. of accidents takes place in late evening
hours i.e., between 18.00 h and 21.00 h. The possible reason is that in the evening,
the driver tends to be in hurry to reach the destination before the sun sets, resul-
tant motivates them to increase their speed. However, there may be other possible
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Table 1 Descriptive data of identified risk factors

Factor name Factor explanation Min Max Mean Std.dev

T_Crash Total crashes 0.00 12.00 6.506 2.468

R_Crash Total Rear-end crashes 0.00 7.00 2.948 1.746

H_Crash Total Head-on crashes 0.00 6.00 2.194 1.701

S_length Segment length (in kms) 0.30 1.80 1.115 0.494

AADT Annual Average Daily Traffic/ 10,000 1.85 5.47 3.388 0.897

L_Width Lane width (in meters) 2.75 3.75 3.311 0.295

S_Width Shoulder width (in meters) 0.50 4.00 2.636 1.179

Acc_Density No of access points per segment 0.00 7.00 2.545 2.036

Gradient Average gradient −5.4 7.15 1.972 2.270

S_Speed Spot speed 41.0 80.0 59.06 10.546

Rutting Rutting (in mm) 0.00 0.78 0.167 0.152

Potholes Volume of potholes/segment 0.00 9.00 2.053 2.174

P_Distress Pavement distress (in %) 0.00 1.56 0.207 0.402

Categorical variables Count %

S_Type Type of segment

Straight – – 43 55.8%

Curve – – 34 44.2%

Terrain Type of terrain

Plain – – 64 83.1%

Hilly – – 13 16.9%

Median Presence of median

Yes – – 59 76.6%

No – – 18 23.4%

Marking Presence of road marking

Yes – – 47 61.0%

No – – 30 39.0%

Sign_board Presence of sign boards

Yes – – 59 76.6%

No – – 18 23.4%

Built_area Type of built-up area

Open area – – 52 67.5%

Built up/business area – – 25 32.5%
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reasons which may affect early or late evening hours crashes, for instance, roadside
development, accessibility, lighting condition, etc.

From FIR reports, it was also analyzed that cars and bikes (48.84%) are more
involved in the accident as compared to other vehicles. The reason found behind the
involvement of cars and bikes in the accident is due to high operating speed, and drunk
and drive cases. The report suggests that bikes that were involved in accidents were
ridden by the age group of 26–40 years. After those trucks are the major defaulters.
The main reasons found behind them were rash driving, not following traffic rules,
overloading of vehicles and not proper maintenance of vehicles, etc. It has also been
analyzed that unknown vehicles are also involved in accidents„ which are the results
of hit and run cases. These hits and run cases mostly occurred in late night or early
morning.

4.2 Discussion

As previously discussed, NB is superior to the PR model as it has an extra parameter
α to model the over-dispersed data. However, in this analysis, NB and PR models
exhibited comparable parameter approximations despite the fact that the NB model
is more advance and provides a better understanding of individual impact than that of
PR model. On the other side, the NB model is easy to interpret and more convenient
for predication of road safety. Since there is a minimal marginal effect between the
two models, therefore the results will be discussed on the basis of the NB model.
Using PR and NB regression three different models were developed for separate
types of collisions, i.e., for total crashes, rear-end crashes, and head-on crashes. The
motivation behind developing separate models for head-on and rear-end crashes was
to identify whether the impact of risk variables significantly varies with the type
of crash or not. Risk variables were divided into traffic variables, road design, and
pavement surface conditions for discussion. The safety performance functions were
developed using 90% of crash statistics whereas 10% of the dataset was used for
validation. Similarly, for interpretation of the result, risk ratios were calculated and
inference of crash is determined on the basis of exp(β) values. Tables 2, 3, and 4
show changes in estimated constants, standard error, and exp(β) for total, rear-end,
and head-on crashes (from significant to insignificant and vice-versa) under the PR
and NB regression model framework, respectively.

The result indicates that the impact of risk variables changes as the type of crash
changes. However, the sign of estimated coefficients remained almost constant for
different types of crashes. Concerning the explanation of the model’s outcomes, the
estimated constant shows how independent factors are associatedwith the occurrence
of total, head-on, and rear-end collisions. The estimated parameter indicates a co-
relation between dependent and independent variables. For instance, the estimated
coefficient of speed is 0.024, which shows a positive co-relationwith the total number
of accidents at 95% of the confidence interval.
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Table 2 Parameter estimation for total crashes

Parameters Poisson model NB model

Est Error# Exp(β) Est Error# Exp(β)

Traffic
parameters

AADT −0.18** 0.075 0.833 −0.12** 0.055 0.886

S_Speed 0.039 0.010 1.039 0.024* 0.008 1.024

Pavement
parameters

Rutting −0.770** 0.365 0.463 0.804** 0.284 0.448

Potholes 0.052 0.038 1.053 0.006 0.0300 1.006

P_Distress −0.633* 0.149 0.531 −0.424* 0.119 0.655

Marking = 1 −0.302 0.190 0.740 0.276*** 0.144 1.318

Marking = 0 Ref – – Ref – –

Geometric design
parameters

S_length −0.396** 0.147 0.673 −0.24** 0.107 0.787

L_Width −0.927* 0.238 0.396 −0.741* 0.172 0.477

S_Width 0.271* 0.059 1.310 0.193* 0.047 1.213

Acc_Density −0.156* 0.041 0.856 −0.123* 0.033 0.884

Gradient 0.113* 0.027 1.119 0.081* 0.023 1.085

Median = 1 −0.587* 0.177 0.556 −0.25*** 0.145 0.776

Median = 0 Ref – – Ref – –

S_Type = 1 0.453** 0.221 1.573 −0.062 0.188 0.94

S_Type = 0 Ref – – Ref – –

Terrain = 1 −0.269 0.259 0.765 −0.469* 0.137 0.625

Terrain = 0 Ref – – Ref – –

Road side
attributes

Built_area = 1 −1.088* 0.175 0.337 0.322*** 0.166 1.379

Built_area = 0 – – – Ref – –

Sign_board = 1 0.540** 0.187 1.714 −0.775* 0.132 0.461

Sign_board = 0 Ref – – Ref – –

Intercept 3.607 0.894 36.843 3.646 0.714 38.334

# Standard error
*, **, *** mean significant at 1%, 5%, and 10%, respectively

4.2.1 Traffic Conditions

Road crashes mainly occur due to the movement of traffic; resultant, it is natural to
examine and understand the impact of traffic parameters on accidents. Traffic volume
or flow can be defined as the frequency of vehicles crossing through a point location
in unit time, whereas density is defined as the frequency of vehicles available per unit
length of the road at an instant. These traffic parameters have adverse effects when
they combinewith engineering and behavioral characteristics. As anticipated, AADT
were found significant at the 95% confidence interval and was negatively co-related
with accident frequency. From statistical results, it can conclude that probability
of total, head-on, and rear-end collision decreases with an increase in AADT. For
instance, the number of total crashes increases by 0.886 times with a unit increase in
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Table 3 Parameter estimation for Rear-End crashes

Parameters Poisson model NB model

Est Error# Exp(β) Est Error# Exp(β)

Traffic parameters AADT −0.20** 0.087 0.816 −0.103 0.076 0.902

S_Speed 0.041* 0.012 1.041 0.029** 0.01 1.03

Pavement
parameters

Rutting 0.93 ** 0.436 2.535 0.521 0.372 1.684

Potholes 0.106** 0.043 1.111 0.062 0.04 1.064

P_Distress −0.902* 0.187 0.406 −0.599* 0.161 0.549

Marking = 1 −0.066 0.225 0.936 0.775* 0.198 2.17

Marking = 0 – – – – – –

Geometric design
parameters

S_length −1.029* 0.164 0.357 −0.868* 0.13 0.42

L_Width 0.316 0.281 1.372 0.567** 0.254 1.763

S_Width 0.234* 0.067 1.264 0.153** 0.064 1.165

Acc_Density −0.175* 0.049 0.839 −0.166* 0.046 0.847

Gradient 0.072** 0.032 1.074 0.079** 0.028 1.082

Median = 1 0.253 0.199 1.287 −0.35*** 0.202 0.704

Median = 0 – – – – – –

S_Type = 1 0.125 0.261 1.133 −0.37 0.233 0.691

S_Type = 0 – – – – – –

Terrain = 1 −0.69** 0.302 0.498 0.316*** 0.19 1.371

Terrain = 0 – – – – – –

Road side
attributes

Built_area = 1 −1.137* 0.197 0.321 −0.171 0.226 0.843

Built_area = 0 – – – – – –

Sign_board = 1 1.039* 0.22 2.827 −1.025* 0.18 0.359

Sign_board = 0 – – – – – –

Intercept −1.038 1.101 0.354 −1.247 1.019 0.287

# Standard error
*, **, *** mean significant at 1%, 5%, and 10%, respectively

AADT. However, [14] concluded that with an increase in density and flow, accident
frequency remains constant up to a threshold value. If this value increases above the
critical value, then the accident frequency increases rapidly.

Similarly, the impact of speed on crashes had gained significant attention in
previous research, and considerable investigation has been done so far. Speed is
one of the critical components which directly impacts a crash in terms of crash
occurrence and its severity level. Factors such as average speed and speed variance
have been investigated in order to develop a relationship, which is to be considered
one of the most influential and crucial factors. The present study identified a positive
co-relation between the number of total and rear-end crashes. The statistics state that
a unit increase in spot speed surges the frequency of crashes by 1.024 and 1.03 times.
However, [15] concluded that speed and crash frequency are non-linearly. related,
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Table 4 Parameter estimation for Head-On crashes

Parameters Poisson model NB model

Est Error# Exp(β) Est Error# Exp(β)

Traffic
parameters

AADT −0.428* 0.188 0.652 −0.294** 0.146 0.745

S_Speed 0.006 0.022 1.006 0.001 0.018 1.001

Pavement
parameters

Rutting −1.866* 0.828 0.155 1.861** 0.742 0.155

Potholes 0.013 0.091 1.013 0 0.066 1

P_Distress 0.149 0.328 1.161 − 0.017 0.289 0.983

Marking = 1 −0.985* 0.454 0.373 −0.206 0.349 0.814

Marking = 0 – – – – – –

Geometric
design
parameters

S_length 0.548 0.36 1.729 0.483*** 0.271 1.622

L_Width −1.183* 0.5 0.306 −1.412* 0.381 0.244

S_Width 0.162 0.143 1.175 0.187 0.117 1.205

Acc_Density −0.17*** 0.096 0.84 −0.117 0.081 0.89

Gradient 0.138* 0.061 1.148 0.104*** 0.058 1.109

Median = 1 −0.623 0.394 0.536 −0.519 0.342 0.595

Median = 0 – – – – – –

S_Type = 1 0.465 0.503 1.593 0.568 0.456 1.764

S_Type = 0 – – – – – –

Terrain = 1 0.535 0.599 1.708 −0.671** 0.317 0.511

Terrain = 0 – – – – – –

Road side
attributes

Built_area = 1 −0.905* 0.419 0.405 0.553 0.38 1.738

Built_area = 0 – – – – – –

Sign_board = 1 −0.056 0.447 0.945 −0.55*** 0.318 0.573

Sign_board = 0 – – – – – –

Intercept 5.575 1.921 263.696 5.889 1.748 360.883

# Standard error
*, **, *** mean significant at 1%, 5%, and 10%, respectively

due to the presence of other parameters that impacts speed distribution factors and
crashes. Contrary to this, [16] opined that accident rate and speed are positively
related to a power function.

4.2.2 Geometric Conditions

Consistency in geometric design plays an important role in highway design. There-
fore, treatment of any inconsistency in road design surely improves road safety.
Past crash theories also conclude that improved road geometrics enhance transporta-
tion safety. Indeed, user safety is an essential objective of road design [17] such as
designing an anticipated operative speed as per the developmental perspective of a
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road. The outcomes of this research indicate that a section passing through an open
area tends to be more hazardous than that of a section passing through hilly terrain
or a built-up area. The study indicates that built-up/ business areas are negatively
co-related with all types of crashes. Thus, from the results, it may be concluded that
the presence of a built area decreases the probability of a vehicle to get involved
in any type of crash. Similarly, the presence of hilly terrain can reduce the proba-
bility of rear-end crash by 1.37 times. However, it is quite understandable why these
sections are more hazardous than those other sections. Driving in hilly or built area
necessitates amplified attention and driving skills. Additionally, terrain highways
are attributed with limited accessibility, controlled speed, manoeuvring, etc., which
in turn motivates drivers for cautious driving. In contrast, plain terrain or segments
passing through the open area are characterized by service lanes, diverging/merging
ramps, wider lane, and shoulder widths. Thus, psychologically inspire drivers for
weaving manoeuvre, speeding which in turn becomes an additional challenging
safety condition and reduction.

Road accidents are the outcomes of inappropriate interface among motor vehi-
cles, road attributes, and its users. For instance, lane and shoulder width are impor-
tant cross-sectional parameters of roadway attributes, which significantly impact the
safety of road users.

The analysis concluded that lane width is positively co-related with rear-end
crashes. Thus, it can be concluded that the number of rear-end crashes will be 1.76
times greater for each unit increase in cross-sectional lane width. Consistent with the
past result, [18] concluded that fatalities increase with the increment in the number
of lanes and their width, because of increased possibilities of changing the lanes. The
same study also suggests that on rural highways, increased shoulder width decreases
the probability of crash occurrence. However, contradictory results were proposed
by [5] and suggested that lane width less than 3.5 m tends to minimize crash rate.
However, this study concluded that shoulder width is positively linked with all types
of collisions. This shows that the number of total number of crashes will increase
1.213 times more for each unit increase in shoulder width. In other words, it can
be stated that there will be a 21.3% increase in the number of crashes for each
meter increase in shoulder width. Similarly, the frequency of head-on and rear-end
collisions will increase 1.16 times, and 1.20 times for each unit increase in shoulder
width respectively. The result seems to be plausible as the shoulder provides extra
width, thus motivating drivers for overtaking and manoeuvring vehicles [2].

Considering the curve sections, [19] suggested that curve sections decrease the
number of fatal crashes. This study also shows a negative co-relation between
curve segments and total crashes. Hence, it can be concluded that the presence of
curve segment decreases the probability of rear-end crash by 0.691 times, as the
curve section increases the alertness and vigilance of the driver. However, it was
observed that other types of crashes are positively associated with curve segments.
Access density can be characterized as the summation of access weights of various
access points on one road portion divided by the length of the road fragment. The
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study concluded that with an increase in access points per kilometer, decreases the
probability of total and rear-end crashes, whereas a per unit increase in gradient
increases the probability of all types of crashes. Similarly, the presence of pavement
marking decreases the probability of rear-end crashes as better longitudinal roadway
marking retro-reflectivity levels increase drivers’ visibility and detection distance
[20]. Comparing the results of present and past research, it can be concluded that
geometric parameters possess a mixed effect on road safety and hence needs further
attempts of investigation.

4.2.3 Pavement Surface Condition

Tables 1 and 2 show that the distress ratio is negatively co-related with total and rear
crashes. This indicates that a higher distress ratio is linked with a smaller number
of crashes. The result suggested that with each 1 unit increase in distress ratio, the
probability of total and rear-end crash decreases by 34.5 and 45.1%. This decrease
may be because of an increase in alertness and vigilance in sections with the deprived
surface condition [21]. This clarification seems to be reasonable because in this
research maximum distress ratio was 1.56%, which is adequately large to increase
rider’s attentiveness yet at the same time far from making drivers fail to keep a grip
on their vehicles.

Similarly, as anticipated rut depth (which can be defined as longitudinal depression
in the pavement surface caused by regular wheel pressure, evaluated in mm) was
found to be positively associated with the total and head-on collisions. Consistent
with past studies [22] the result suggested that each 1 unit increase in rut depth,
increases the probability of total and head-on crashes by 43.8% and 14.6% times,
respectively. The result seems to be plausible as it is difficult to handle a vehicle
on a road having extreme deep ruts. For instance, maneuvering of two-wheeler in
adverse weather conditions or during changing lanes. However, the PR model shows
a positive co-relation between rutting and the number of rear-end crashes. Thus,
in results similar to [23] there is no distinctive connection between rut depth and
accidents (Table 4).

4.3 Evaluation of Safety Performance Function (SPF)

Safety performance function (SPF) is basic criteria to statistically investigate the
factors affecting the safety of rural roads. However, before the development of
the safety performance function, a primary investigation was conducted to identify
the association between crash frequency, gradient, and shoulder width. The results
showed a significant dependency, thus motivating for further investigation to identify
possible risk variables. To quantify the impact of identified risk variables, accident
statistics for 4 years was used to develop different SPFs using SPSS software. The
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final models were developed by regressing only significant variables as depicted in
Table 5.

Using the PR and NB regression model, separate SPF was developed for each
type of crash, i.e., for head-on, rear-end, and total crashes. Total crashes include all
types (for instance., PDO, runoff, overturn, etc.) of crashes that occurred within the
study segment including rear-end and head-on collisions. The recitals of Poisson
regression as well as negative binomial regression models are shown in Table 5. The
AIC and SBC (also called as Bayesian information criterion) test value indicate that
NB models provide better goodness of fit than that of the PR model. However, aside
from the AIC and SBC statistics, the number of distinguished significant variables
are counted in each examinedmodel. However, the results indicate that the PRmodel
identified more significant factors than that of NB model.

Using the PR and NB regression model, separate SPF was developed for each
type of crash, i.e., for head-on, rear-end, and total crashes. Total crashes include
all types (for instance., PDO, runoff, overturn, etc.) of crashes that occurred within
the study segment including rear-end and head-on collisions. The recitals of Poisson
regression, as well as negative binomial regressionmodels, are shown in Table 5. The
AIC and SBC (also called as Bayesian information criterion) test value indicate that
NB models provide better goodness of fit than that of the PR model. However, aside
from the AIC and SBC statistics, the number of distinguished significant variables
are counted in each examinedmodel. However, the results indicate that the PRmodel
identified more significant factors than that of the NB model.

To further assess the performances of the developed models, forecasts from the
examined models are analyzed for the distinctive crash groups ordered by the kind of
crash. Graphs 1 and 2 shows the performance of the developed model. As discussed,
the safety performance function was developed using 90% of the data, whereas
10% of the data was used for validation. These graphs indicated the relation between
observed and predicted values. The data set contains 77 samples of roadway segment,
and the analysis period of analysis was for four years (2016–2019). From study
segments, 8 (9.30%) segments have no crash at all, 13 (15.12%) had no rear-end
crash at all, 11 (12.79%) had no head-on crashes. Results show that none of our
models identified crash-free segment. A very crucial drawback of the Poisson model
is that it cannot give a decent assessment of the probability that the fragment is in
a specific zero group. However, in our analysis, it was observed that forecast biases
are larger for the NB model.
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Table 5 SPFs for different types of collisions

Model Equation Goodness of fit Factors predicated
significantAIC SBC LLV*

NB (Head-on) Exp (1.896 − 0.338*
(AADT))

309.36 314.27 −152.6 1

NB
(Rear-end)

Exp (0.652 + 0.524*
(Sign_board) − 0.883*
(Built_area) − 0.607*
(S_length) + 0.176*
(S_Width) − 0.125*
(Ac_Density) + 0.049*
(Gradient) + 0.018*
(S_Speed) − 0.747*
(P_Distress))

284.83 306.92 −133.4 8

NB
(Total)

Exp (2.660 − 0.320*
(Median) − 0.579*
(Built_area) −
0.453*(L_Width) +
0.153* (S_Width) −
0.045* (Ac_Density) +
0.088* (Gradient) +
0.012* (S_Speed) +
0.714* (Rutting) −
0.419* (P_Distress))

380.35 404.89 −180.1 9

PR (Head-on) Exp (1.743 − 0.291*
(AADT))

340.68 345.59 −168.3 1

PR
(Rear-end)

Exp (0.407 + 0.533*
(Sign_board) − 1.037*
(Built_area) − 0.619*
(S_length) + 0.250*
(S_Width) − 0.134*
(Ac_Density) + 0.020*
(S_Speed) − 0.928*
(P_Distress) + 0.064*
(Gradient))

377.06 399.14 −179.5 8

PR
(Total)

Exp (3.946 + 0.403*
(S_Type) − 0.644*
(Median) + 0.284*
(Sign_board) − 0.859*
(Built_area) − 0.150*
(AADT) − 0.955*
(L_Width) + 0.233*
(S_Width) − 0.069*
(Ac_Density) + 0.103*
(Gradient) + 0.023*
(S_Speed) − 0.853*
(Rutting) − 0.671*
(P_Distress)

521.71 553.62 −247.8 12

* Log-Likelihood Values
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5 Conclusions

This research applied the PR and NB regression model to examine the impact of
geometric, traffic, and roadside attributes on rear-end, head-on, and total crashes
along rural highways. The verdicts of this study shed substantial light on the factors
affecting total, rear-end, and head-on crashes. These discoveries would be useful for
professionals, road engineers, and appropriate authorities to configure the suitable
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countermeasures as examined in the last section. The created safety execution func-
tion will likewise assist with distinguishing blackspots or high-risk destinations in
rural areas. After cautious application and appraisal of the statistical model, joined
by a definite assessment of the road crash model, the accompanying conclusions can
be drawn,

• Impact of risk variables changes as the type of crash changes. For example, the
statistics showed a significant relationship between potholes and rear-end crashes,
but couldn’t identify any relationship between potholes and other types of crashes
(total and head-on). However, the sign of estimated coefficients remained almost
constant for different types of crashes.

• Spot speed and AADT possess a significant impact on all types of crashes.
However, these are positively and negatively associated with the total number
of crashes, respectively.

• Increase in lane width decreases the frequency of head-on and the total number
of the accidents, whereas shoulder width shows a positive significant co-relation
for all types of crashes.

• Segments passing through hilly terrain or built-up area are less prone to accidents.
Similarly, for all types of crashes, an increase in access points per segment length
decreases the frequency of crashes.

• Pavement surface condition significantly impacts the safety of road users. Distress
ratio and rutting were found positively and negatively associated with the number
of crashes, respectively.

• Both models identified almost similar significant risk variables, but in terms of
goodness of fit, NB regression model performed better than the PR regression
model.

The study has tried to provide an improved understanding of the risk variables
affecting the safety of roads under heterogeneous traffic conditions. Despite these
significant efforts, the study is associated with some limitations. The major limi-
tation is the availability of reliable and accurate crash data. Most of the crash
data were collected manually, resultant manual data may be subject to error and
is time-consuming.

Additionally, this study was limited to rural areas considering some specific risk
variables despite the fact that accidents are associated with the number of risk vari-
ables and their interaction. For example, road surface conditions combined with
weather conditions may significantly affect road safety. However, this study does not
include variables associated with weather conditions (for instance, rainfall, visibility,
etc.). For further research, pavement surface condition, surface run-off after precipi-
tation, and visibility can be three crucial factors for analyzing road safety along rural
highways in general, and for single-vehicle crashes specifically. Therefore, future
research must focus on these factors as far as crash risk variables.
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Investigating Surrogate Safety Measures
Under Varying Roadway and Traffic
Conditions Using Vehicular Trajectory
Data

Omkar Bidkar, Shriniwas Arkatkar, and Gaurang Joshi

Abstract The present study investigates the effects of traffic volume on various
surrogate safety measures (SSM) under varying roadway and traffic conditions both
under work zone and without work-zone areas. The traffic data extractor is used to
extract the collected traffic data. MATLAB coding tool was used to identify leader–
follower pairs considering different vehicular movements. The potential SSM, such
as post encroachment time (PET), time to collision (TTC), and de-acceleration rate
to avoid collision (DRAC), are considered for the present study. Further, the Pearson
correlation coefficient is computed to test the possible variations and dependence
among SSMs. The analysis revealed a substantial variation between parameters for
the selected pairs, PET and TTC, TTC, and DRAC, and PET and DRAC. Moreover,
it is also inferred that the Pearson correlation coefficient result varies for different
traffic volumes and roadway sections (work zone and without work zone) of roads.

Keywords Surrogate Safety Measures (SSMs) · Work-Zone (WZ) · Without
Work-Zone (WWZ)

1 Introduction

Road transportation is the key element for everyhumanbeing inmost countries. Every
person is well connected to road transportation directly or indirectly. According to
the Ministry of Road Transport Highways (MoRTH), there is a total of 4,67,044
crashes in India, out of which 1,51,417 people are killed, and 4,69,418 caused injury
to persons [1]. There is an increment of 0.46% road crashes and 2.37% of persons
killed in 2018 for 2017. Therefore, it may be well realized that it is imperative to
examine road safety-related issues for varying roadway and traffic conditions for
work-zone (WZ) and without work-zone (WWZ) areas. Highway work zones are set
up according to the type of road and the work to be done on the given road. Traffic
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safety issues will vary with normal roadway conditions and in the work-zone area.
This motivation present study investigates the effects of traffic volume on various
surrogate safetymeasures (SSM) under varying roadway and traffic conditions taking
two roadway sections as WZ and WWZ.

Work-zone may be defined as an area where roadwork occurs and may involve
lane closures, detours, and moving equipment [2]. Highway work zones are set up
according to the type of road and the work to be done on the road. When there
is new road construction, normal operating traffic will not be the case, but special
care must be taken to avoid conflicts between workers and construction machinery.
There are several kinds of literature available on work-zone capacity. The South
CarolinaDepartment of Transportation (DOT) carried out a research study to develop
a methodology for deciding on a lane closure policy for highway work zones. They
have developed a model that considers base capacity, PCEs for various speed groups,
adjustment factors for specific work zone characteristics, and several open lanes [3].
Heaslip et al. developed an analytical model for computing the capacity of a freeway
work zone by considering different geometric, traffic, and work-zone-related param-
eters [4]. Khattak et al. observed the correlation of safety parameters with various
components of the work zone, and different crash frequency models were devel-
oped [5]. Raju et al. found the effect of construction WZ on macroscopic as well as
microscopic traffic flow parameters. Further, they also plotted the hysteresis plots
using identified vehicle trajectories of the vehicle pairs, which are slender in the WZ
section compared to the WWZ section. This provides a very proactive approach to
studying the driver’s behavior [6]. Pawar et al. investigated the effect of the geometry
of roads on traffic safety; the study is carried out using a surrogate safety measure,
namely PET, especially at the un-signalized intersection [7]. Goyani et al. concluded
that traffic safety at un-signalized varies for vehicle type, leader–follower pairs,
and traffic composition. They also found that a motorized two-wheeler is a critical
vehicle category among all the present vehicle categories, and they also inferred
that the probability of crash would increase with the increase in its traffic composi-
tion [8]. Tarko et al. proved that crossing conflicts, head-on-collision, and rear-end
conflicts are calculated easily using reliable surrogate safety measures, namely post
encroachment time (PET) [9]. Guo et al. found a good correlation between conflicts
calculated from the field and conflicts obtained from the simulation at the left-handed
intersection. Results revealed that conflicts are transferrable to another intersection
[10]. Caliendo et al. found that themicro-simulation approach is the best approach for
assessing safety at a given intersection using critical conflicts. The authors developed
themodel helpful in calculating crashes in the field using critical conflicts established
using simulation [11]. Rao et al. developed themodel used for the direct estimation of
critical conflicts at an uncontrolled intersection. They also observed that the number
of conflicts increases with an increase in the flow rate for any percentage of turning
flow [12]. Nayeem et al. revealed a significant relationship between hourly simulated
conflicts and the number of crashes that occurred actually. Further, they also found
that the number of crashes is reducing with the addition of non-motorized vehicles.
This study can be particularly much helpful to the non-lane-based traffic streams
rather than urban intersections [13]. John Older et al. revealed that automated traffic
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conflicts are the best method than manual field observed methods; this could be a
more pragmatic and efficient approach for solving critical conflicts [14]. The review
of past studiesmainly reflects that goodnumbers of studies are available in developing
and developed nations involving SSM to reveal safety levels and suggest preventive
measures proactively. However, very few studies involve computing different SSMs
considering the comparison of roadway conditions of with-and-without work zones.

2 Motivation of the Study

Road transportation is an essential aspect of the Indian economy. Road crashes and
conflicts are prevalent in India due to the involvement of vulnerable road users such
as motorized two-wheelers. Hence, road safety is a critical issue on most Indian
roads. There is a great demand for road transportation in India, so road construction
and maintenance activities are very common in various countries. Work-zone may
be defined as an area where roadwork occurs and may involve lane closures, detours,
and moving equipment. WZ is very common on roads, where road construction and
maintenance activities occur as a maintenance activity or new construction such as
Metro construction. Traffic safety on roads varies concerning the type of road section,
namely normal roads, and work-zone. Further, due to the mixed traffic condition and
the presence of various static and dynamic vehicle types, variables such as traffic
composition and traffic volume are significant both for the WZ and WWZ areas.
Therefore, it is imperative to analyze traffic safety and vehicle operation in WZ and
WWZ areas. With this motivation, the study attempts to examine the traffic conflicts
using various SSM under mixed traffic conditions, taking both the cases as WZ and
WWZ areas.

3 Research Methodology

The research methodology adopted for the present study is divided into various
sections, as shown in Fig. 1. The Western Expressway of India is selected as a study
region. Data collection was carried out in May 2017 from 8:00 AM to 6:00 PM on
five-lane uninterrupted roads of the western expressway having a main carriageway
width of 17.5 m in one direction of traffic flow. A year after metro construction was
started on the same roads, road width is reduced from the road space of five lanes
to three lanes. Therefore, with the intent of studying the impact of a work zone, the
traffic flow data was collected in May 2018 once again on the same road with two-
lane closures. Data is collected using a videographic survey for ten hours on both
sections under normal and ideal weather conditions. Data is collected for three levels
of volumes, namely high (V/C > 0.9), medium (0.5 < V/C < 0.9), and low (V/C <
0.3). After the data collection, traffic data extraction is carried out using traffic data
extractor software with an accuracy of 0.01 s and a frame rate of 0.4 frames/sec.
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Fig. 1 Detailed step-wise research methodology

Input to the trajectories data extraction is the video of traffic data collected. The
output of the data extraction process is the type of vehicle, the number of vehicles
tracked, time, and positions of vehicles forming high-quality trajectory data under
varying roadway and traffic conditions. Trajectories are developed for all volumes
by using the time and space of the tracked vehicles. After trajectories data extraction
and processing, various leader–follower pairs are identified for all possible combi-
nations of vehicles tracked by the traffic data extractor. Leader–follower pairs are
the main inputs for the computation of the different SSMs. Vehicles moving closer
to each other both longitudinally and laterally are considered for analyzing potential
conflicts. The non-lane-based movements, both with possible lateral and longitu-
dinal combinations of traffic, were considered to analyze leader–follower vehicle
pairs. Figure 2 depicts the heterogeneous nature of traffic, including non-lane-based
positions with typical lateral as well as longitudinal combinations under a given
traffic condition. To calculate leader–follower pairs, first define the potential leading
vehicle (LV) and following vehicle (FV). Three important conditions are required to
be considered for the calculation of leader–follower pairs: (1) Lv > Fv, (2) lateral
clearance < lateral threshold, and (3) distance gap between Lv and Fv is minimum
[15]. Lateral clearance is the sidewise minimum safety spacing maintained by a
vehicle and a neighboring vehicle when it travels through a traffic stream [16]. It is
assumed that a vehicle shall not move into the desired position if the lateral spacing
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Fig. 2 Simultaneous interaction of different vehicles

available is less than theminimum required lateral clearance and shall aim tomaintain
its trajectory until the desired conditions are met ahead of moving in the traffic.

The first two conditions shown above are used to calculate the leader–follower
vehicle pairs. It helps to find out leading and following vehicles with potential rear-
end collisions due to fluctuations in the spacing between the vehicles over space
and time. Interestingly, due to more dominant lateral movements, the third condition
allows the condition of multiple leading vehicles present in the traffic streams with
a lateral threshold zone. Once leader–follower pairs are calculated, various SSMs,
namely post encroachment time (PET), time-to-collision (TTC), and de-acceleration
rate to avoid collision (DRAC) as potential rear-end collisions are computed. After
calculating SSMs, the relationships depicting the spread of PET and TTC, PET and
DRAC, and TTC and DRAC are plotted. This is explained in the next section and
some good insights about explaining the driver’s behavior in the selected roadway
sections of WZ and WWZ.

4 Calculation of Surrogate Safety Measures

Trajectory data and leader–follower vehicle pairs are themain input to the calculation
of SSM. Surrogate Safety Measures namely PET, TTC, and DRAC are used because
they are capable of simulating the field conditions. The mathematical formulation of
TTC, PET, and DRAC are given below as Eqs. (1) through (3) [17].

T TC = XL − XF − lL
VF − VL

(1)

PET = T 2 − T 1 (2)
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DRACt = (VF,t − VL ,t )
2

2(XL ,t − XF,t − lL)
(3)

where XL , XF represents the position of leader and follower, lL is the length of the
vehicle and, T1 represents the time required for the offending vehicle to leave the
conflict area, T2 time required for the conflicting vehicle to enter the conflict area,
VF , VL represent the speed of followers and leaders.

5 Relationship Between Various Surrogate Safety Measures

The relationship between PET and TTC, PET and DRAC, and TTC and DRAC are
explained in detail in the subsequent sections. Two types of functional forms are tried
for fitting plots between SSMs. The linear regression equation is framed to capture
the relationship between PET and TTC which is shown in Eq. 4.

[PET = a0 + a1 ∗ (TTC)] (4)

The exponential regression equation is also framed to capture the relationship
between PET and DRAC, TTC and DRAC which are shown in equation no 5.

[
PET = a1 ∗ ea2*DRACTTC = a1 ∗ ea2*DRAC

]
(5)

5.1 Relationship Between PET and TTC for WWZ and WZ

Figure 3 shows the relationship between selectedSSMs,PET, andTTCcorresponding
to the traffic volumes observed in the WWZ section. Table 1 shows the calibrated
parameters of different plots for the WWZ section. Figure 3 depicts that PET is
linearly co-related with TTC, and there is a positive correlation observed between
them. It is found in Table 1 that the Pearson correlation coefficient varies as a function
of traffic volume. It is also found that there is a wide variation in the coefficient of
correlation among different volumes of the WWZ section than the WZ section. This
may be attributed to the larger variations observed in the microscopic parameters
such as relative velocity and spacing, particularly in the WWZ section due to better
freedom and maneuverability of the vehicles on multiple lanes with higher lateral
clearance shares and gaps.

Figure 4 shows the relationship between selected SSMs, PET, and TTC corre-
sponding to the traffic volumes observed in the WZ section. Table 1 shows the
calibrated parameters of different plots for the WZ section. Figure 4 depicts that
PET is linearly co-related with TTC, and there is a positive correlation observed
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Fig. 3 Traffic volume-wise plots between PET and TTC for the WWZ section

Table 1 Traffic volume-wise calibration of plots between PET and TTC for WWZ and WZ

Parameters Without Work-Zone Work-Zone

High Medium Low High Medium Low

A0 0.798 0.719 0.777 0.825 0.911 1.004

A1 (TTC) 0.211 0.322 0.519 0.514 0.233 0.0216

R2 0.53 0.601 0.698 0.847 0.873 0.895

between them. It is found in Table 1 that the Pearson correlation coefficient varies as
a function of traffic volume. However, it is also found that the variation in the coef-
ficient of correlation for different volumes of the WZ section is substantially lesser.
This may be attributed to the marginal variations in the microscopic parameters such
as relative velocity and spacing, particularly in the WZ section, due to constrained
freedom and maneuverability of the vehicles on the reduced lanes with relatively
lower lateral clearance shares and gaps. The motorized 2 W drivers are observed to
be generally aggressive by their smaller size and better maneuverability. Due to this
ease, these smaller vehicles are highly vulnerable to conflicts, and hence should be
evaluated with more detail. Accordingly, the data points about the 2 W are shown
using red color, compared to the blue points depicting the rest of the vehicles in
Figs. 3 and 4. From the figures, it may be noted that motorized 2 W tends to show
more variation in PET and TTC than other vehicle categories, as the red color points
are found to be placed away from the line established using the least-square method.
The points in the WZ are placed closer in comparison to WWZ, a roadway section,
which reveals the constrained behavior of motorized 2 W because of reduced road
space due to metro construction.
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Fig. 4 Traffic volume-wise plots between PET and TTC for the WZ section

5.2 Relationship Between PET and DRAC for WWZ and WZ

Figure 5 shows the relationship between selected SSMs, PET, and DRAC corre-
sponding to the traffic volumes observed in the WWZ section. Table 2 shows the
calibrated parameters of different plots for the WWZ section. Figure 5 depicts that
PET is exponentially co-related with DRAC, and there is a negative correlation
observed between them. It is found in Table 2 that the Pearson correlation coefficient
varies as a function of traffic volume. It is also found that there is a wide variation in
the coefficient of correlation among different volumes of the WWZ section than the
WZ section. This may be attributed to the larger variations observed in the micro-
scopic parameters such as relative velocity and spacing, particularly in the WWZ
section, due to better freedom and maneuverability of the vehicles on multiple lanes
with higher lateral clearance shares and gaps.

Figure 6 shows the relationship between selected SSMs, PET, and DRAC corre-
sponding to the traffic volumes observed in the WZ section. Table 2 shows the
calibrated parameters of different plots for the WZ section. Figure 6 depicts that
PET is exponentially co-related with DRAC, and a negative correlation is observed
between them. It is found in Table 2 that the Pearson correlation coefficient varies as
a function of traffic volume. However, it is also found that the variation in the coef-
ficient of correlation for different volumes of the WZ section is substantially lesser.
This may be attributed to the marginal variations in the microscopic parameters such
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Fig. 5 Traffic volume-wise plots between PET and DRAC for the WWZ section

Table 2 Traffic volume-wise calibration of plots between PET and DRAC

Parameters Without Work-Zone Work-Zone

High Medium Low High Medium Low

A1 1.51 3.27 0.754 1.94 1.74 1.7

A2 (DRAC) -0.413 -1.003 -0.247 -0.512 -0.445 -0.414

R2 0.573 0.638 0.705 0.801 0.817 0.848

as relative velocity and spacing, particularly in the WZ section, due to constrained
freedom and maneuverability of the vehicles on the reduced lanes with relatively
lower lateral clearance shares and gaps. The motorized 2 W drivers are observed to
be generally aggressive by their smaller size and better maneuverability. Due to this
ease, these smaller vehicles are highly vulnerable to conflicts, and hence should be
evaluated in more detail. Accordingly, the data points about the 2W are shown using
red color compared to the blue points depicting the rest of the vehicles in Figs. 5 and
6. From the figures, it may be noted that motorized 2W tends to showmore variation
in PET and DRAC as compared to other vehicle categories, as the red color points
are found to be placed away from the line established using the least-square method.
The points in the WZ are placed closer in comparison to WWZ, a roadway section,
which reveals the constrained behavior of motorized 2 W because of reduced road
space due to metro construction.



294 O. Bidkar et al.

(a) WZ High Volume                                  (b) WZ Medium Volume

(c) WZ Low Volume

0
1
2
3
4
5

0 2 4 6 8

D
R

A
C

 (m
/s

ec
2 )

PET (sec)

0

1

2

3

4

0 2 4 6 8

D
R

A
C

 (m
/s

ec
2 )

PET (sec)

2W

0

1

2

3

4

0 2 4 6 8

D
R

A
C

 (m
/s

ec
2 )

PET (sec) Other

Fig. 6 Traffic volume-wise plots between PET and DRAC for the WZ section

5.3 Relationship Between TTC Versus DRAC for WWZ
and WZ

Figure 7 shows the relationship between selected SSMs, TTC, and DRAC corre-
sponding to the traffic volumes observed in the WWZ section. Table 3 shows the
calibrated parameters of different plots for the WWZ section. Figure 7 depicts that
TTC is exponentially co-related with DRAC, and there is a negative correlation
observed between them. It is found in Table 3 that the Pearson correlation coefficient
varies as a function of traffic volume. It is also found that there is a wide variation in
the coefficient of correlation among different volumes of the WWZ section than the
WZ section. This may be attributed to the larger variations observed in the micro-
scopic parameters such as relative velocity and spacing, particularly in the WWZ
section, due to better freedom and maneuverability of the vehicles on multiple lanes
with higher lateral clearance shares and gaps.

Figure 8 shows the relationship between selected SSMs, TTC, and DRAC
corresponding to the traffic volumes observed in the WZ section. Table 3 shows
the calibrated parameters of different plots for the WZ section. Figure 8 depicts
that TTC is exponentially co-related with DRAC, and there is a negative correlation
observed between them. It is found in Table 3 that the Pearson correlation coefficient
varies as a function of traffic volume. However, it is also found that the variation in
the coefficient of correlation for different volumes of the WZ section is substantially
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Fig. 7 Traffic volume-wise plots between TTC and DRAC for the WWZ section

Table 3 Traffic volume-wise calibration of plots between TTC and DRAC

Parameters Without Work-Zone Work-Zone

High Medium Low High Medium Low

A1 1.086 1.19 0.53 1.1 1.13 1.11

A2 (DRAC) -0.291 -0.309 -0.156 -0.294 -0.297 -0.294

R2 0.647 0.73 0.851 0.811 0.872 0.903

lesser. This may be attributed to the marginal variations in the microscopic param-
eters such as relative velocity and spacing, particularly in the WZ section, due to
constrained freedom and maneuverability of the vehicles on the reduced lanes with
relatively lower lateral clearance shares and gaps. The motorized 2 W drivers are
observed to be generally aggressive by their smaller size and better maneuverability.
Due to this ease, these smaller vehicles are highly vulnerable to conflicts, and hence
should be evaluated in more detail. Accordingly, the data points about the 2 W are
shown using red color, compared to the blue points depicting the rest of the vehicles
in Figs. 7 and 8. From the figures, it may be noted that motorized 2 W tends to
show more variation in TTC and DRAC as compared to other vehicle categories,
as the red color points are found to be placed away from the line established using
the least-square method. The points in the WZ are placed closer in comparison to
WWZ, a roadway section, which reveals the constrained behavior of motorized 2 W
because of reduced road space due to metro construction.
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(a) WZ High Volume                                  (b) WZ Medium Volume
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Fig. 8 Traffic volume-wise plots between TTC and DRAC for the WZ section

6 Results and Discussion

The investigation related to the variation in the SSMs was carried out based on
vehicle type and traffic volume. For this purpose, it was decided to check the possible
variation in relative spacing and acceleration rates by vehicle types while moving
in different combinations. To examine the results of the sections, WWZ and WZ,
volume levels by vehicle type, and the interquartile ranges of the variables such
as relative spacing and acceleration rates are plotted as shown in Fig. 9. Figure 9a
and b depict the box-whisker plots of the variation in relative spacing as a function
of traffic volume considering WWZ and WZ sections, respectively. It is found that
there is substantially less variation in the relative spacing (0.2–1.2 m.) in the case
of the WZ section at different volumes in comparison to a large variation in relative
spacing (5–25 m.) for the WWZ section at different volume levels. Hence, it is
inferred that SSMs, namely PET, TTC, and DRAC, are better correlated in the WZ
section than in the WWZ section.

Additionally, Fig. 10 depicts the variation of acceleration rates by different vehicle
categories. From Fig. 10, it may be noted that the variation of acceleration rates
including the range of values by motorized 2 W (2–6 m/s2) is found substantially
higher than other vehicle categories (0.4–4.5 m/s2). Moreover, other smaller vehicles
such as motorized 3 W and cars are also found to opt for higher acceleration rates
in comparison to heavy vehicles such as heavy commercial vehicles (HCV), buses,
and light commercial vehicles (LCV). These results further collaborate the finding
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Fig. 10 Box–Whisker plots of observed acceleration rates by vehicle type on selected WZ and
WWZ roadway sections

of aggressive behavior by motorized 2W, particularly in comparison to other vehicle
categories, resulting in a substantial variation as depicted by the plotted relationships
among different SSMs.Hence, there is a need to performmore empirical observations
on motorized 2W behavior taking more work zones on different classes of roads and
variations in its traffic composition.
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7 Conclusions

The present study used vehicular trajectories data to identify the variation in the
traffic conflicts, and hence the prevailing level of safety using different surrogate
safety measures for varying roadway sections as work zone and without-work zone
under non-lane-based heterogeneous traffic conditions. The important outcomes of
the study are listed as follows:

1. Safety surrogatemeasures (SSM) such as post encroachment time (PET), time to
collision (TTC), and de-acceleration rate to avoid collision (DRAC) are better
correlated with each other for the work-zone section than without the work-
zone roadway section. This may be attributed to a constrained performance of
vehicles and hence lesser variation due to the operating characteristics of the
vehicles on the work-zone sections. However, the impact of traffic volume and
composition is quite evident.

2. PET is found to have negatively correlated with DRAC, while positively corre-
lated with TTC for high, medium, and low traffic volume levels both for
work-zone and without work-zone roadway sections.

3. TTC is found to have negatively correlated with DRAC for high, medium, and
low traffic volume levels for the selected work-zone and without work-zone
roadway sections.

4. There is a better correlation observed between SSMs, TTC, and DRAC, PET,
andDRACas compared to the correlation betweenSSMsPETandTTC for high,
medium, and low traffic volumes for both the variants of roadway conditions as
work-zone and without work-zone sections.

5. There is a wide variation in the computed correlation coefficients for the without
work-zone section at different traffic volume levels; it infers that variation in
driving behavior and diverse vehicular static and dynamic characteristics under
different traffic volumes are the prime factors. To this end,motorized 2Wmaybe
considered the most aggressive and vulnerable category by virtue of its smaller
size and better maneuverability.

6. There is less variation in the computed correlation coefficients for thework-zone
section at different traffic volume levels; this may be attributed to constrained
movements and marginal variation in the driving behavior due to reduced
roadway space.

7. The developed exponential relationships such as TTC and DRAC, PET and
DRAC under non-lane-based heterogeneous traffic conditions in work zones
could be much useful to derive the critical values of SSMs. This may be further
useful in deciding the severity of the conflicts and the risk involved.



Investigating Surrogate Safety Measures Under Varying Roadway … 299

References

1. MoRTH (2018) Road accidents in India 2018. Ministry of Road Transport & Highways,
Government of India

2. IRC SP 055: Guidelines on Traffic Management in Work Zones
3. Sarasua WA, Davis WJ, Chowdhury MA, Ogle JH (2006) Estimating interstate highway

capacity for short-term work zone lane closures: development of methodology. Transp Res
Record 1948(1):45–57

4. Heaslip K, Kondyli A, Arguea D, Elefteriadou L, Sullivan F (2009) Estimation of freeway
work zone capacity through simulation and field data. Transp Res Record 2130(1):16–24

5. Khattak AJ, Khattak AJ, Council FM (2002) Effects of work zone presence on injury and
non-injury crashes. Accident Anal Prevent 34(1):19–29

6. Raju N, Arkatkar S, Joshi G (2020) Effect of construction work zone on traffic stream param-
eters using vehicular trajectory data under mixed traffic conditions. J Transp Eng Part A Syst
146(6):05020002

7. PawarN,GoreN,Arkatkar S (2019) Influence of driving environment on safety at un-signalized
T-intersection under mixed traffic conditions. In: Innovative research in transportation
infrastructure. Springer, Singapore, pp 23–31

8. Goyani J, Pawar N, Gore N, Jain M, Arkatkar S (2019) Investigation of traffic conflicts at
unsignalized intersection for reckoning crash probability under mixed traffic conditions. J
Eastern Asia Soc Transp Stud 13:2091–2110

9. Tarko AP (2018) Surrogate measures of safety. In: Safe mobility: challenges, methodology and
solutions. Emerald Publishing Limited.

10. Guo Y, Li Z, Liu P, Wu Y (2019) Modeling correlation and heterogeneity in crash rates by
collision types using full Bayesian random parameters multivariate Tobit model. Accident Anal
Prevent 128:164–174

11. Caliendo C, Guida M (2012) Microsimulation approach for predicting crashes at unsignalized
intersections using traffic conflicts. J Transp Eng 138(12):1453–1467

12. Rao VT, Rengaraju VR (1997) Probabilistic model for conflicts at urban uncontrolled
intersection. J Transp Eng 123(1):81–84

13. Islam N, Faruk MO, Shimu TH, Hadiuzzaman M, Musabbir SR, Rahman F (2019) Safety
assessment of heterogeneous traffic at urban intersections using simulated conflicts

14. Older SJ, Spicer BR (1976) Traffic conflicts—a development in accident research. HumFactors
18(4):335–350

15. Mahapatra G, Maurya AK (2015) Study on lateral placement and speed of vehicles under
mixed traffic condition. In Eastern Asia Society for transportation studies conference, Cebu
City, Philippines

16. Budhkar AK, Maurya AK (2017) Characteristics of lateral vehicular interactions in heteroge-
neous traffic with weak lane discipline. J Modern Transp 25(2):74–89

17. Mahmud SS, Ferreira L, Hoque MS, Tavassoli A (2017) Application of proximal surrogate
indicators for safety evaluation: a review of recent developments and research needs. IATSS
Res 41(4):153–163



Emerging Travel Technologies



Automated Crowd Parameter Estimation
and Crowd Movement Analysis
in Kumbh Mela

Nipun Choubey, Ashish Verma, and Anirban Chakraborty

Abstract Understanding crowd behavior is essential in mass religious gatherings
for crowd managers. Surveillance devices such as CCTV provide data in real time in
the form of raw video, while the crowdmanager estimates the crowd state from video
based on their experience. In this study, we propose a methodology to automate the
crowd parameter estimation process using an object detection model and tracking
algorithm, which will assist crowd managers in estimating the state of the crowd.
There are two key contributions to this study. First, the study proposes amethodology
to automate crowd parameter estimation from video in a mass religious gathering.
Second, the existing state-of-the-art object detection model has been improved to
adapt to the challenging situation of mass religious gatherings with high density,
high diversity crowd videos. CCTV videos from Kumbh Mela 2016 are used for this
study.

Keywords Mass religious gatherings · Kumbh Mela · Neural networks · Computer
vision · Pedestrian detection · Pedestrian count · Convolutional neural networks

1 Introduction

Mass gatherings is a planned or spontaneous event where people attending the
event could strain the planning and response resources of the host commu-
nity/region/country [1]. In the past, mass gatherings have experienced crowd disas-
ters. For instance, during the Allahabad KumbhMela, a stampede in a railway station
led to the loss of 36 lives, and 39were injured [2]. InMaligawatta, Srilanka, stampede
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occurred in a charity program that resulted in 3 deaths and 9 injuries [3]. Recently, 45
people died and 150 were injured in a crowd crush during the Lag Ba’omer celebra-
tion at Mount Meron, Israel [4]. To avoid crowd disaster in mass gatherings, crowd
managers need to monitor the crowd movement continuously, and need to anticipate
risky situations, and take necessary steps to avoid such fatalities and injuries.

Crowd parameters like density and flow can provide a quantitative measure of the
state of the crowd. For example, increasing crowd density can indicate an accumula-
tion of crowds at a location indicating the situation is more prone to crowd disaster.
This could help crowd managers to anticipate and help in responding according to
reduce the risk involved. Similarly, crowd flow can help in finding the direction of a
major movement of the crowd and early warning can be sent to officials handling the
important locations in that direction which can help the officials to take necessary
actions to control the influx of pedestrians. Thus, the real-time crowd density of a
location is more useful information than the CCTV video alone. However, estimating
the crowd parameters from CCTV videos in mass gatherings is a challenging task.
One of the critical reasons is raw data, i.e., thoughwe are getting the data in real-time,
this data is raw and needs to be processed to make video data more useful.

The motive of the study is to develop an autonomous model to extract crowd
density and crowd flow from video data having a dense and heterogenous crowd.
For this, Kumbh Mela 2016, which was held in Ujjain, is taken as the case study for
estimating the crowd parameters from videos of a mass religious gathering. Kumbh
Mela is the largest mass religious gathering in the world, which occurs in 4 cities
every 12 years in India where pilgrims reach in millions. KumbhMela is attended by
saints, monks, pilgrims, and tourists. There is a huge diversity of people attending
the Kumbh Mela which spans over a month. The Kumbh Mela has witnessed many
crowd disasters in the past. The study also tries to find the impact of demographic
factors like gender and luggage on the parameters in mass religious gatherings like
Kumbh Mela.

A brief review of related studies in the literature is presented in the following
section. The methodology adopted is presented in Sect. 3. Section 4 describes the
case study. While Sects. 5 and 6 mention the results and summary, respectively.

2 Related Works

For estimating the crowd parameter from video data, the autonomous model has
three sub-modules, namely pedestrian detection, pedestrian tracking, and parameter
estimation. Various researchers in the past have worked on these three aspects. Some
of the significant achievements are mentioned in the respective subsections.
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2.1 Pedestrian Detection

In the past decade, researchers have widely used image processing techniques to
detect pedestrians. Hariyano and Jo [5] has applied the KLT tracker to find corre-
sponding corner features of overlapping boxes in consecutive frames and used the
Histogram of Oriented Gradients (HOG) [6] to recognize candidate box has pedes-
trians in theETHandCaltech dataset. Peng et al. [7] has applied theGaussianmixture
model (GMM) for background subtraction and detected small objects, while using
YOLO (You Only Look Once) [8] for detecting pedestrians covering a larger area
in the frame. The authors claim the combined accuracy to be 20% higher than the
individual model. To improve accuracy for pedestrians farther from a camera, Zhang
et al. [9] used a region proposal network (RPN) [10] to extract probable regions
and clustered them using K-Means clustering. Yin [11] has used a multi-resolution
Generative Adversarial Network to detect pedestrians. Lan et al. [12] has taken the
model and combined lower level features with the higher level to detect far-away
pedestrians. A similar approach is applied by Liu et al. [13] on SSD (Single Shot
multi-box Detector) [14] model. Du et al. [15] has improved the YOLOv2 model to
detect pedestrians in infrared images accurately. The researchers have used pedes-
trian detection datasets such as PASCAL, VOC, INRIA, KITTI, CityScapes, and
Caltech. These datasets have images/videos mostly from a car view angle with the
autonomous driving primary application.While theCaltech dataset has a surveillance
view, crowd density is lesser than what we observe in the Kumbh Mela case.

2.2 Pedestrian Tracking

Both image processing techniques and CNN techniques have been widely used for
tracking pedestrians in the video. Boltes et al. [16] has applied the pyramidal Lucas–
Kanade method for tracking. In his experiment, an overhead marker was installed
on each pedestrian. Researchers have used the Kalman filter [17] and its variants to
track pedestrians [18–20]. Bewley et al. [21] presented the detection-based tracking
framework which focuses on frame-to-frame prediction and association. The frame-
work performs better both in terms of accuracy and speed.Wojke et al. [22] presented
a deepSORT approach for tracking pedestrians. The authors used a pretrained asso-
ciation metric to improve SORT. Yoon et al. [23] has used the Siamese network
model and applied historical appearancematching for pedestrian tracking. Bergmann
et al. [24] combined the regression technique with Faster R-CNN to track pedes-
trians. While Zhang et al. [25] has combined detection and re-identification tasks for
pedestrian tracking.
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2.3 Parameter Estimation

Gomes et al. [26] used optimization and Bayesian approaches to identify two param-
eters, maximum pedestrian density, and maximum speed, that appear in the funda-
mental diagram from individual trajectories. Hoogendoorn and Daamen [27] estab-
lished a generic methodology using trajectory data for estimating pedestrian-specific
parameters of different walker models that cannot be derived directly from the
data. This elucidates the statistical features of the estimations as well as the perfor-
mance of the models to which the calibration method is used. Walker models have
been employed extensively in related research disciplines, such as the estimation
of car-following models. Schultz and Rilett [28] suggested a method for generating
input parameters for car-following sensitivity factors in microscopic traffic simula-
tion models by using measurements of central tendency and dispersion (i.e., mean
and variance). Hoogendoorn and Ossen [29] proposed both a static and dynamic
technique (Kalman filter) for determining and tracking the (changing) parameters
describing car-following behavior. Apart from this, image processing techniques
have been employed for parameter estimation by various researchers. Yugendar and
Ravishankar [30] has used background subtraction and ANOVA to track pedestrians.
The authors found that gender, age, and luggage are significant factors in walking
speed of individuals during sammakka-saralamma festival in Warangal.

3 Methodology

The entire crowd parameter estimation model is divided into three modules. The
first module consists of a pedestrian detection/categorization model. The second
module consists of a tracking model which uses the results of the detection model.
The third module is estimation module, which takes the spatial information, and the
pedestrian trajectories obtained from the tracking model to estimate the parameters.
These modules are presented in the flowchart (Figs. 1, 2 and 3) and are discussed in
brief in the following subsections.

3.1 Pedestrian Detection

For pedestrian detection, the state-of-the-art object detection model (Faster R-CNN)
has been used. Themodel usesResNet-50 as the backbone network. Themodel gener-
ates anchor boxes of different sizes and scales and learns if any object is present in the
anchor boxes. The off-the-shelf model is trained on a publicly available dataset where
the videos mostly have less density and larger objects and the pretrained weights do
not capture the features available in Indian scenarios. For example, as shown in Fig. 4,
pilgrims attending Kumbh Mela come with different attires than those available in
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Fig. 1 Pedestrian detection module flowchart. a Original frame. b 2× upscaled frame. c Image
split into tiles. d Predicted bounding boxes on tiles. e Combined tiles and corresponding bounding
box to recover the upscaled frame

Fig. 2 Tracking module flowchart

Fig. 3 Parameter estimation flowchart
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Fig. 4 Snapshots of Nagchandreshwar mandir on 01st and 06th May 2016 during Kumbh Mela
show the diversity, density, and complexity of the scenario

the publicly available dataset. Men are wearing turban, women are wearing veil,
people are carrying head luggage and sometimes small child. The heterogeneity of
the dataset is further discussed in detail. To incorporate the limitations of the model,
we have applied a series of approaches. First, to increase the size of pedestrians in the
image, the images were upscaled to twice their original dimensions, and tiles of the
original image size were cropped from the upscaled image. Second, we reduced the
anchor size to incorporate far-away pedestrians. Third, we applied data augmentation
techniques to generate more data.

3.2 Tracking Model

The bounding box generated by the object detection model is fed into the tracking
algorithm along with the corresponding video frame. These bounding boxes are
considered as pedestrians detected and their centroids are used for tracking. These
centroids will be referred as location of detected pedestrians. Short pedestrian track-
lets were generated using tracking algorithm. These pedestrian tracklets are then fed
to tracklet association filter for generating long trajectories (Fig. 2). Kalman filter
and Optical flowmethods are used as tracking algorithms for the study. Kalman filter
uses the current state and newmeasurements to find the best estimate. For pedestrian
tracking, the detected pedestrian centroids are considered the new measurement.
While optical flow estimates the motion between frames and finds the probable
location of pixels of the current frame in the next frame. The centroid of detected
pedestrians in frame i is fed to the optical flow algorithm and probable locations of
these detected pedestrians are estimated for frame i+1. These probable locations are
then mapped with centroids of detected pedestrians in frame i + 1 they are in spatial
proximity. These pedestrians are named tracked pedestrians. In case no centroid is
mapped in frame i+1, then the probable location is used for further tracking in subse-
quent frames. The pedestrian is marked as lost and removed from further tracking if
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no centroid is mapped for the next n frames. For pedestrians detected in the frame
and are not mapped with previously tracked pedestrians then these are considered
new pedestrians. The pedestrian tracklets are mapped based on spatial and temporal
proximity. Pedestrian tracklets which are not mapped and have detected pedestrian
centroids less than a certain threshold are considered as noise and are removed. In this
study, Lucas–Kanade optical flowmethod (LK) has been used. Trajectories obtained
from both tracking algorithms are then fed to parameter estimation.

3.3 Parameter Estimation

The trajectories extracted in the previous step are composed of pixel coordinates.
To estimate crowd parameters, the trajectories need to be projected to the real-world
coordinate system. For this, a Region of Interest (ROI) is marked in the scene and its
real-world dimensions were gathered. The camera intrinsic parameters were calcu-
lated based on the spatial dimension of the ROI and the trajectories are transformed
into the real-world system. This is shown as a flowchart in Fig. 3. For each frame,
the pedestrian location is calculated relative to ROI, i.e., whether a pedestrian is in
the ROI or outside ROI. Crowd parameters are calculated as follows:

Density = N

l × w
(1)

Flow = N

(t2 − t1)
(2)

where l, w are the length, width of ROI respectively. N is the number of pedestrians
who crossed the ROI between the time steps t1, t2.

4 Case Study

For the study, the data collected inKumbhMela 2016 atUjjain nearNagchandreshwar
temple was used. Nagchandreshwar temple is a very crowded place. The arrival of
pilgrims is higher on snan days (bathing days) than compared on regular days. Thus,
data was collected on one of the regular days (01st May 2016) and one of the snan
days (06th May 2016) [31]. Figure 4 demonstrates the high density, diversity of
the crowd in one of the locations during the Kumbh Mela 2016 held at Ujjain. The
video data was collected using a PTZ camera during the Kumbh Mela. The road
was divided into two lanes using barricades. Pilgrims were carrying luggage on their
heads,menwearing turbans, andwomenwearing veilswithmost of the bodies getting
occluded due to the high-density crowd. The data collected possess unique features
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and make the automation task more challenging. To train CNN models and validate
the performance, the data is manually annotated.

4.1 Dataset Preparation

The video data was collected using a PTZ camera with 640× 480 resolution at 25 fps
during the Kumbh Mela. The road was divided into two lanes using barricades by
the Mela authorities for better pedestrian flow. 250 sample frames were taken from
the videos and were manually annotated. The dataset prepared has information about
the bounding box (box marked on pedestrian), gender, and head luggage for every
pedestrian in the frame. The bounding box is marked on each pedestrian’s head if
the pedestrian not carrying any head luggage, and the head luggage is marked in
the case where the pedestrian’s head is occluded. The gender information is marked
only when the pedestrian head is not carrying head luggage. Thus, three classes,
namely Male, Female, and head luggage are marked. Totally, 23,770 pedestrians
among which 11,558 males, 6460 females, and 5752 pedestrians with head luggage
were labeled. There was an average of 79 pedestriansper image with a minimum of
25 and a maximum of 138 pedestrians.

4.2 Model Training

The Nagchandreshwar scene has a dense crowd and high occlusion with only
head/head-luggage visible formost of the pedestrians in the frame resulting in smaller
bounding boxes. The object detection model was trained in two different ways. In the
first approach, the model was trained with the images extracted from videos, and no
alteration is made. The model trained is named model A further in this paper. While
in the second, the following approaches were applied. The image was upscaled by
a factor of 2 and 5 tiles of the size of the original image were extracted from the
upscaled image. The bounding boxes were recalculated for these tiles. Then these
1250 tiles were used for training and evaluating the performance of the model. Out
of 1250 tiles, 875 tiles were used for training, 125 for validation, and 250 for testing.
Random data augmentation techniques such as horizontal vertical flips and rota-
tion were used were applied for generalizing the training data. The model trained
through this approach is named as model B further in this paper. Figure 5 shows the
comparison of ground truth (a) with the model prediction (b).
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Fig. 5 Bounding boxes (a) in the ground truth and (b) bymodel prediction.White, Red, and yellow
boxes represent male, female, and head luggage class, respectively

5 Results

5.1 Pedestrian Detection

The object detection models predicted the bounding boxes in the test dataset. These
bounding boxes were counted for each category (Table 1) and evaluation was done
using Mean Absolute Error (MAE) (Table 2). From tables 1 and 2 it can be observed
that model B performed much better than the model A and the effectiveness of
approach can be clearly seen. Hence, all further calculations are done on model
B. Precision and Recall of detections predicted by model B were calculated for
the test dataset. For this, the extent of overlapping of bounding boxes predicted
by the object detection model and ground truth were calculated. Then overlapping
threshold of 0.5 is considered, i.e., if a predicted bounding box has overlapping
higher than the overlapping threshold with the ground-truth bounding box, then it

Table 1 Comparison of ground truth and predicted pedestrian counts with different classes on train
and test datasets. Here, pedestrian refers to all classes combined

Dataset Class Ground truth Model A Model B

Train (200 images) Male 8600 1506 9683

Female 3859 988 5090

Head-luggage 5050 1006 2850

Total 17,509 3500 17,623

Test (50 images) Male 2109 128 2332

Female 1387 65 1206

Head-luggage 1028 182 713

Total 4524 375 4251
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Table 2 Mean absolute error of counts predicted by object detection models for different classes
on train and test datasets

MAE Model Male Female Head-luggage Pedestrian

Train (200 images) Model A 35.47 15.075 21.08 70.05

Model B 9.335 11.375 13.89 13.93

Test (50 images) Model A 39.62 26.44 17.28 82.98

Model B 7.5 7.14 7.46 12.1

is considered as True-positive. The precision of the object detection model on the
test dataset was found to be 50.3% for head-luggage, 44.9% for male, and 28.6% for
female; while the recall was found to be 40.2% for head-luggage, 54.7% for male
and 29.8% for female on the same dataset. Though the training dataset has the least
MAE value for the female class in the test dataset, the precision and recall are lower
indicating lower performance for the female class. Thoughmost of the images/frames
have only head/head-luggage visible, the pedestrian hand predicted the hand as a
pedestrian when the hand was visible. Also, it was found that objects on the street
were considered head-luggage having a similar appearance to head-luggage.

5.2 Tracking Model

A video of 5 min has been taken for tracking and estimating the crowd parame-
ters (separate from the dataset used for detection). The ROI (Region-Of-Interest)
is marked as having dimensions 2 × 3.5 m (Fig. 6). The tracklets obtained from

Fig. 6 Region-of-interest (ROI) marked on the scene
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Table 3 Density estimated
by different models

Categories Model B + Kalman
(ped/m2)

Model B + LK
(ped/m2)

Male 1.20 1.07

Female 1.22 0.58

Head-luggage 0.56 0.36

Total 2.98 2.02

the tracking algorithms were compared. It was found that the Kalman filter gener-
ated more tracklets than the LK method. Also, it was observed that the trajectories
generated by Lucas–Kanade was better than those generated by the Kalman filter.

5.3 Parameter Estimation

The pedestrian density and flow parameters are estimated using the trajectories
extracted from the tracking model. The results of the parameters are discussed in
the following subsections.

Density. The density estimated using tracking algorithms is mentioned in Table
3. It can be observed that both the tracking algorithms have produced similar results
of density for the male category. While for other categories the results differ signif-
icantly. One of the reasons is while trajectories were generated using two different
algorithms smaller trajectories were considered as noise and were removed, which
could have led to the difference in densities estimated. Figure 7 shows the temporal
variation of density of pedestrians in the Nagchandreshwar scene for 5 min using
the LK method. It can be observed from the figure that the overall density remained
1.5–3 ped/m2 for the most amount of time and it can be considered a medium density
situation.

Fig. 7 Density versus time plot for Nagchandreshwar video
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Flow. Flow parameters estimated using the trajectories generated by both the
tracking algorithms. It was observed that the flow parameters estimated by using
the trajectories generated by the Kalman filter were absurd and most of the flow
was along line AD while the flow along line BC was negligible. It was observed the
Kalman filter was not able to capture the pedestrian movement effectively. One of the
possible reasons could be the pedestrian movement is more uncertain as compared
to vehicular traffic. Thus, flow estimated using trajectories of LK method is reported
here. The inflow is found to be 0.76 ped/s and 2.56 ped/s while the outflow is found to
be 3.2 ped/s and 0.91 ped/s on AD and BC, respectively. Figure 8 shows the overall
crowd inflow/outflow of pedestrians along sides AD and BC. It can be concluded
that there are higher number pedestrians moving from BC to AD. The inflow and
outflow of different categories of AD and BC are mentioned below in Table 4 and
the same is plotted in Figs. 9 and 10.

Fig. 8 Overall flow versus time plot for Nagchandreshwar video calculated on two lines

Table 4 Mean flow on two lines BC, AD of ROI ABCD

Side Direction Male (ped/s) Female (ped/s) Head-luggage
(ped/s)

Total flow (ped/s)

BC Inflow 0.77 1.36 0.43 2.56

Outflow 0.27 0.11 0.53 0.91

AD Inflow 0.25 0.10 0.39 0.76

Outflow 1.25 1.32 0.63 3.2
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Fig. 9 Category-wise flow versus time plot for Nagchandreshwar video calculated on AD

Fig. 10 Category-wise flow versus time plot for Nagchandreshwar video calculated on BC

6 Conclusion

Most of the crowd parameter estimation methods in the current literature have been
done on low-density crowds, while there are few methods applied to Hajj which is
also one of the largest mass religious gatherings, but there are very few in the Indian
context. In the case of KumbhMela people from diverse backgrounds come to attend
it. The visual appearances and attire of people are diverse, and the scenarios observed
in Kumbh Mela are different from what has been studied. In this study, we proposed
a methodology to automate crowd parameter estimation from video in mass religious
gatherings and calibrated the existing Faster-RCNNmodel to adapt to the challenging
situation ofKumbhMelawith videos consisting of a dense heterogenous crowd.Most
of the existing literature focuses on estimating density, while very few have estimated
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other crowd parameters such as crowd flow. The method is mostly automated and
needs prior information about location such as the geometric dimension of ROI and
hyper-parameter tuning such as bounding box confidence, overlapping threshold etc.
The method can also adapt different scenarios and the accuracy heavily depends on
the CNN model/weights used. The multi-pedestrian tracking did not perform well
for long tracking in our case. The results were found to be inaccurate when we tried
to associate short tracklets and create long trajectories. Themulti-pedestrian tracking
module needs to be improved for long tracking which is a challenging task in such a
dense and highly occluded crowd. Long tracking would help in estimating the speeds
of pedestrians, which could be another useful parameter for assessing crowd risk.
One of the limitations of the proposedmethod is it works for static region-of-interest,
which will not be the case if PTZ cameras’ angle or zoom modified. Also, we would
like to explore multi-scene crowd parameter estimation in the future.
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Application of On-Board Diagnostics
(OBD) Data for Vehicle Trajectory
Prediction

Nitin Navali, Lelitha Vanajakshi, and Darcy M. Bullock

Abstract This study explores the use of On-Board Diagnostics (OBD) data in the
analysis and prediction of vehicle dynamics. Though various data sources are avail-
able for traffic data collection, these conventional approaches may not work for the
complex traffic system in India, with its heterogeneity and lack of lane discipline.
On-board units such as GPS and OBD are some devices, which perform independent
of the traffic conditions. This study focuses on the use of OBD data along with GPS
data for individual vehicle trajectory prediction. A machine learning tool, namely
Long–Short-Term Memory (LSTM) model is employed and the prediction of speed
and bearing for the next 1 s is done. Results obtained showed the OBD as a potential
source of data that can be used for various real-time and offline applications.

Keywords On-Board Diagnostics (OBD) data · Vehicle Trajectory Prediction ·
Long–Short-Term Memory (LSTM) · Connected and Automated Vehicles (CAV)

1 Introduction

There has been extensive research in urban traffic management with the help of Intel-
ligent Transportation Systems (ITS). However, it requires abundant data to under-
stand the prevalent traffic condition. The application of a wide range of traffic sensors
plays a vital role in getting such data. However, the majority of the commonly used
sensors such as traditional loop detectors, do not work well under the heterogeneous
and lane-less traffic conditions existing in many countries, including India.

To overcome this, alternative techniques and sensors for traffic data collection
are being actively explored. One of the less explored data sources is the On-Board
Diagnostics (OBD) sensors on vehicles. Vehicles these days have numerous sensors
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to measure wheel-based vehicle speed, accelerator pedal position, engine RPM, etc.
With advancements in vehicle technology, many vehicles are having OBD, which
makes it a cost-effective solution for such an application.

One of the earliest literature onOBDdata for traffic applicationswas by [1], which
proposed a method of collecting vehicle behaviour using OBD. The use of OBD data
for accident analysis was reported in [2], and driving behaviour analysis using OBD
data by [3] are some of the other reported studies. The use of OBD data for evaluating
vehicular emissions [4], and to quantify the relationship between driving stress and
traffic conditions [5], were some of the other reported studies.

This study explores the utilisation of OBD data for vehicle trajectory prediction.
The methodology is to collect all the sensory data of a vehicle recorded through the
OBD II port in real time to predict the vehicle trajectory using a deep learning based
prediction technique and measure its performance.

Vehicle trajectory prediction is an essential aspect of vehicle interaction in
autonomous vehicles, it helps in preventing collisions and assists in manoeuvring
under different scenarios. Trajectory prediction and manoeuvre recognition were
done by [6], and machine learning techniques were used by [7] for trajectory predic-
tion. However, both of these were for lane disciplined traffic, where the uncertainties
are minimal, and were not based on OBD data.

1.1 Experimental Setup and Data Collection

Present-day cars have multiple computers to control the engine, transmission,
windows, locks, lights, etc. These computers are called Electronic Control Units
(ECU) and they communicate with each other over a network, acting as the control
center of all the sensors present in the vehicle. OBD II port acts as a gateway to
receive the data from the ECU.

Most of the sensory data from the ECU is generally used for engine diagnostics
while servicing the vehicle. A hardware setup is required to connect to the port and
receive data. There are several devices that can scan the OBD port and list out various
parameters such as speed, distance, fuel rate, throttle position, etc. Vehicle Spy Neo
Fire IV [8] is one such device and is used in this study.

In this study, OBD data collection was done from two vehicle types—a truck and
a passenger car. The study stretch consisted of major arterial roads in Chennai using
a Swift Dzire 2012 model. This study stretch chosen is shown below (see Fig. 1).

The data received is in the form of packets that contain several rows with each
row representing a Parameter ID (PID) containing data bytes of various lengths in
the form of Bytes and Bits. Each of these PIDs represents some sensor data. There
is no specific way of identifying them from the raw data. The process of sniffing the
data for a required parameter is done as mentioned below.

PIDs have been identified by linking them to physical events. For example, if the
PID for the brake pedal is to be found out, the brake pedal is repeatedly pressed and
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Fig. 1 Study stretch

released when the vehicle is at a standstill and a toggle in data is to be observed and
matched. Similar controlled tests were performed to identify several PIDs.

After identifying a PID, scaling needs to be done with the help of external data
sources. For example, in the case of speed data, the scale factor was found with the
help of data from a hand-held GPS device, the speed values obtained fromOBDwere
calibratedwith speed fromGPS and the scaling factorwas found to be 0.0077. Table 1
shows the list of parameters that have been identified in this study and corresponding
PIDs.

Similarly, several other parameters can be reverse engineered, but the availability
of the parameters depends on the vehicle chosen. Luxurious cars have extra sensors
than the regular ones, but some basic parameters are available in all the vehicles.
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Table 1 Parameters and their corresponding IDs

‘ Wheel based
vehicle speed
(kmph)

Trip distance
(m)

Accelerator
pedal position

Brake pedal Left/Right
indicator

PID 314 314 120 318 3D0

Bytes 1–2 3–4 1–2 0 4

Bits 0–15 0–15 2–15 2 Left—6
Right—7

Factor for
scaling

0.00766 0.0632 Min/Max
scaling

Boolean Boolean

2 Trajectory Prediction Methodology

2.1 Literature Review

Reported studies in the area of vehicle trajectory prediction include the use of Support
Vector Machines (SVM) and Neural Networks (NN) to predict the lane change
manoeuvre based on vehicle kinematics [9]. Prediction of vehicle’s velocity time
series using neural networks was reported in [10]. Mozaffari et al. [11] proposed
an intelligent tool called evolutionary least learning machine (E-LLM) to predict
upcoming power demands and employ the vehicle powertrain control systems to
significantly improve the fuel economy and emission performance. Rezaei and Burl
[12] discussed the benefit of using statistical methods with GPS/GIS information
for predicting Driver Desired Velocity (DDV) and a time series method with prior
knowledge of deterministic environmental factors. Recently, the use of deep learning
techniques, such as the Long–Short-TermMemory (LSTM) for trajectory prediction
is being widely explored. This study focuses on leveraging OBD data for trajectory
prediction with the use of the Long– Short-Term Memory (LSTM) algorithm for
trajectory prediction in lane-less traffic conditions.

LSTM is an upgraded version of Artificial Neural Networks (ANN). ANNs
consist of a simple computational unit called node or neuron, which are connected
with connections carrying some weights. Inputs are provided to a neuron through
the incoming connections. These inputs are then multiplied by their corresponding
connection weights. The weighted sum of the inputs is then applied with a non-linear
function called activation function as an output [13]. In order to find the weights of
each connection, ANN undergoes a training process. During training, the network
is presented with input data along with their corresponding outputs. The training
is done in such a way that a model is built, which gives the output as close to the
known output corresponding to the input data. This is quantified by a loss function.
Back-Propagation, which works on the principle of gradient descent proposed by
[14] helps to optimise the training.

A Recurrent Neural Network (RNN) is a type of NN where the neurons in the
hidden layer store all the previous elements of the sequence. This is done by a state
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vector, which stores and acts as a memory of the previous elements of the sequence
[15]. This means that the output from a neuron in an RNN is based on both inputs
received in the current instance and also the memory of previous instances. RNNs
are used for sequential data wherein information about the past is essential for the
processing and making predictions.

Like ANN, RNN also requires training to implement themodel, which is achieved
by interpreting it asANN.By unfoldingRNN into several time steps, where each time
step is a NN, can be trained in a similar way the NN are trained. This methodology
of training RNN is called Back-Propagation Thought Time (BPTT) [16]. However,
in practice, standard RNNs perform poorly when the outputs and relevant inputs are
separated by a large number of time steps, which restricts them to be trained to learn
dependencies across long intervals [17]. This can be explained as, at the training of
an RNN with BPTT, the error gradient is calculated across several time steps. The
recurrent connection has the same weight for each time step. Thus back-propagating
the error involves multiplying the error gradient with the same value over and over
again. This causes the gradients to either become too large or decay to zero. These
problems are referred to as exploding gradients and vanishing gradients respectively
[18]. In such situations, the model learning does not converge at all or may take an
inordinate amount of time. To address this, LSTM was introduced. LSTM networks
have proven to be very useful in learning long-term dependencies as compared to
standard RNNs. LSTM overcomes the vanishing gradients problem by replacing an
ordinary neuron with a complex architecture called the LSTM unit or block. The key
feature of LSTM is the presence of input, forget and output gates [19, 20]. This helps
in letting go of some dependency on earlier data, which are no longer important. This
is very important in cases where values are changing randomly such that the data
used for training might be a different scenario from what the model is being tested
and utilised for.

LSTM is used for a wide range of applications such as text classification [21],
speech recognition [22], handwriting recognition/generation [23], anomaly detection
[24], time-series prediction [25], etc. Zahangir Alom Md et al. [26] has done a
comprehensive survey on recent development advanced deep learning techniques in
various fields.

Recently, the use of LSTM has been explored to predict the trajectory. In [27], the
LSTM is used to analyse the temporal behaviour and predict the future coordinate of
the surrounding vehicles. Kim B et al. [28] Predicted the location of the vehicle from
the past trajectory data using LSTM. Future trajectories of different traffic agents
were predicted from camera-based images in heterogeneous and lane-less traffic
conditions using LSTM in [29].

2.2 Methodology

In this study, the high-frequency data from OBD is used as an input for the time-
series prediction. The process of prediction using LSTM involves three steps which
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are feature selection, parameter tuning, and validation of the model as discussed
below.

Feature selection. In order to predict the trajectory, two features must be looked
into; one is the bearing of the path and another is the length of the path the vehicle
would traverse with that bearing. The speed data obtained from OBD has an interval
of 0.1 s and since it is based on axle rotation, it can be assumed that there is very
little error in speed measurement. The bearing was found using the hand-held GPS
device.

It was observed that bearing after 360 degrees goes back to 0, which can be
wrongly recognised by the model. In order to tackle this boundary condition, a
change in bearing at a location was used in this study i.e. delta bearing (Δb).

Thus, the bearing of the next trajectory would be given by Eq. 1. The length of
the next trajectory was calculated using Eq. 2. Once the bearing and the length are
known, the location of the next point can be found with respect to the present point.
The information of bearing and length is enough to give the location of the vehicle
in the next instant.

bearingi+1 = bearingi + �bi+1 (1)

lengthi+1 = speedi+1 ∗ time (2)

Tuning parameters. The data was scaled using min–max scaling to standardise
the range of independent variables or features of data between 0 and 1. Later the
predicted values are transformed back to get the values in the actual range.

Model validation. Training of themodelwas done using the training data, keeping
20:80 for testing and training. Table 2 shows the architecture of the LSTM model
used in this study.

Once the bearing and the length are known, the location of the next point can be
found with respect to the present point as shown in Fig. 2.

Table 2 Architecture of the
LSTM model

Features Speed Delta bearing

Layers 3 3

Activation function tanh tanh

Dropout 0.2 0.2

Epochs 25 50

Batch size 512 256

Optimizer Adam Adam

Loss function Mean squared error Mean squared error
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Fig. 2 Schematic of
predicted trajectory, where,
θ
∧

i and l
∧

i are predicted values
when the vehicle is at i. θi
and li are the actual bearing
and length of the path from i
to i + 1

3 Results

To quantify the performance of the prediction model, Root Mean Squared Error
(RMSE) was used, which is calculated as below.

RMSE =
√
1

n

∑

i

(yi − y
∧

i )
2
, (3)

RMSE for speed predictions for 1 s ahead came to be around 1.45 kmph. This
value for bearing was found to be 0.54 deg. Themodel was also trained for multi-step
predictions, and it can be seen that the RMSE increases with a multi-step prediction
(see Fig. 3).

Figure 4 shows the actual and predicted path from a sample of test data and it can
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Fig. 3 RMSE for multi-step predictions of speed
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Fig. 4 Actual and Predicted path at each point in test data

be seen that the actual and predicted paths are in close agreement. It can be observed
that the model performance is slightly reduced in curved sections.

4 Conclusion

The use ofOBDdata in traffic engineering is an emerging topic.With the introduction
of V2V technologies, the OBD data becomes more relevant for better traffic manage-
ment. As the data is obtained from the sensors in the vehicle, it is very rare to get
imprecise data and the use of this data improves the performance of any traffic appli-
cation. Under complex traffic conditions such as the one in India, where a majority
of the traditional traffic sensors fail to perform, OBD data becomes more relevant.

Though the original purpose of OBD was for monitoring engine performance in
a vehicle, the data from the in-vehicle sensors can provide a better understanding
of the traffic behaviour, especially at the microscopic level. However, due to the
unwillingness of the vehicle manufacturers to share the codes for these sensor data,
there is a need to reverse engineer through controlled tests in order to get the required
information. However, once they are identified, the data can be used for several
applications without any external resources. In the current study, OBD data was used
as an input to a deep learning technique namely, LSTM. The performance of the
model was promising indicating the OBD data as a very good source of information
in the domain of connected vehicles and automated vehicles.

There is scope to develop numerous other applications leveraging OBD such as
pollution mapping, which will help in identifying areas of high pollution. Another
example is the use of fuel consumption data as a function of speed and accelerations
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for implementing an eco-friendly drive mode, where the ride is done with minimal
fuel consumption.
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Platoon and Red Light Violation
Detection Using Image Processing

Bharathiraja Muthurajan, Sidharth Sudheer, Bhargav Ram,
and Lelitha Vanajakshi

Abstract Intersections account for most road accidents and delay in a road network.
The intersection’s efficiency and safety concerns can be addressed by collecting
vehicle platoon size, queue length, and delay data and implementing a red light viola-
tion detection technique (RLVDS) to reduce accidents. It is challenging to collect
this traffic information in heterogeneous and less lane disciplined traffic, a scenario
often observed in developing countries such as India. Traditional sensors such as
inductive loop, infrared, radar, or magnetic sensors and image processing solutions
do not work well under these conditions. Hence the current work presents a set
of robust techniques developed for heterogeneous traffic. First, the platoons were
detected using foreground extraction, connected component analysis, and a density-
based clustering algorithm. Then, the queue length was extracted using a progressive
block processing technique. Separately the RLVDwas performed using corner point
tracking and user-defined detection zones.

Keywords Platoon detection · Red light violation detection · Image processing

1 Introduction

Road safety is one of the major concerns for transportation engineers and inter-
sections account for half of road accident fatalities [1]. A report in 2003 by the
National Cooperative Highway Research Program (NCHRP) examined studies from
the previous 30 years in Australia, the UK, Singapore, and the USA, and concluded
that red light cameras improve the overall safety of intersections [2]. An automated
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Red Light Violation Detection System (RLVDS) detects violations based on pre-
specified conditions and triggers response action. Most of these RLVD systems have
been built as a response to western traffic condition, which does not handle the
complexity specific to heterogeneous traffic conditions.

A traffic signal manages conflicts in opposing movements by separating them
over time. It gathers vehicles arriving at the red time and discharges them as dense
packets during the green time. Thus, a traffic signal forces the movement of vehicles
as groups during the green light. Such a group is called a vehicle platoon. The present
study concentrates on these two aspects of a signalized intersection, namely safety
and efficiency.

Some of the indicators that are in general used to quantify the performance of
a signal are queue length, delays, and platoon size. However, extracting this infor-
mation is challenging due to their spatial characteristic and is extremely difficult
when the traffic is heterogeneous and do not follow lane discipline, as is the case in
countries like India. Extreme occlusion that happens due to different sized vehicles
is another associated problem. Automated collection of traffic variables under such
a situation is difficult using any of the traditional sensors such as inductive loop,
infrared, radar, or magnetic sensors as well as using traditional image processing
solutions. The present study concentrates on this problem using image processing
based traffic data extraction at signalized intersections under Indian traffic conditions
for estimating queue length, delay, platoon detection, and red light violation.

2 Literature Review

There are several reported studies on vehicle identification using image processing
for the purpose of extracting traffic information such as vehicle count and classi-
fication at midblocks [3]. However, reported studies on counting the vehicles near
the intersection are limited. A method to obtain turning counts using an optical flow
algorithm in a complex crossroad was developed in [4]. A framework to track vehi-
cles to estimate turning movement counts obtained by placing virtual loops or zones
was presented in [5]. A detection signal is generated each time a vehicle crosses the
zone.

Queue length detection using image processing was reported in the following
studies. Agarwal and Hickman [6] developed a method to estimate queue lengths
using queue polygons created using airborne images. The polygon was developed by
identifying all the static vehicles near an intersection. The vehicles were identified
from the binary mask and a boundary polygon was created around the mask. Siyal
and Fathy [7] used a motion detection algorithm and a presence detection algorithm
for queue detection. Similar studies were reported by Zanin and Messelodi [8] and
Yao, Wang and Xiong [9] but with different thresholding techniques. The former
used a “severity index” whereas the latter used the popular Otsu’s method [10] for
thresholding. Cheek [11] developed a method to estimate queue lengths from video
data using a linear regression model and applied a Kalman filter to reduce the errors.
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Z. Li, N. Li, and Liu [12] conducted a study to estimate queue length and delay
at a signalized intersection by placing two virtual detection zones, one upstream of
the road, farther from the last vehicle in the queue, and one near the stop line. The
vehicles were tracked and the crossing times were extracted to estimate queue length
and delay. Another interesting and novel study by Shirazi and Morris [13] used a
tracking algorithm based on the optical flowmethod [14] to identify stopped vehicles
at intersections.

Reported studies on platoon detection using image processing are limited. Thomas
[15] suggested a cluster-based platoon detection approach, a modified approach for
Indian traffic conditions. A study conducted by Kogut and Trivedi [16] discussed
platoon detection using image processing. However, this was tested only in homoge-
neous traffic conditions and traffic with lane discipline, this may not work in Indian
conditions.

The methods adopted for Red Light Violation Detection Systems (RLVDS) using
image processing can be broadly classified into two categories: the stop line method
and the region-based method. The stop line method detects violators by identifying
occlusion over the stop line or trip line. Tarko and Naredla [17] investigated the
feasibility of using an Autoscope-based vision system to monitor red light running.
Saha et al. [18] presented similar work by using a stop line as a tripwire for the
detection of violators. However, these methods have several drawbacks. The stop
line at the site should be clearly visible for the system to use it as a virtual tripwire.
Moreover, since the area of processing is very small, the system ismore susceptible to
noise. These algorithms usually involve background subtraction, which also makes
them susceptible to illumination changes.

The region-based violation detection approach analyses vehicular movement in
the region close to the intersection. These methods are more robust and accurate than
trip line methods since they utilise additional information to detect violators. Lim,
Choi and Jun [19] proposed a method of RLVDS using multiple features like trav-
elling trajectory, approach lane, and speed. Klubsuwan, Koodtalang, and Mungsing
[20] investigated the use of mean square displacement (MSD) for the evaluation of
vehicular trajectories to detect red light violations. Complications in this method
arise from the need for vehicle detection and lack of lane discipline.

From the literature review, it was observed that not many studies have been
reported for traffic data extraction and the development of applications using image
processing for signalized intersections under Indian traffic conditions. This study
aims to develop one such image processing solution based on a spatial data clus-
tering technique to detect platoons. In the case of queue length measurement, the
majority of the studies that used image processing based approaches were tested for
homogeneous and lane-based traffic conditions. However, the queue length estima-
tion under heterogeneous and lane-less traffic conditions is much more complex, and
the reported approaches may not be able to perform well under such conditions. The
current study develops a vehicle tracking based technique to estimate average speeds
and maximum queue lengths under heterogeneous and lane-less traffic conditions.
Finally, an RLVD application was also developed based on image processing.
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3 Study Site and Data Collection

The study site selected for the platoon estimation was a stretch of road along Rajiv
Gandhi Salai in Chennai, India, starting from Madhya Kailash (MK) intersection.
Figure 1 shows a schematic sketch of the study site used. Permanently fixed video
cameras at selected locations along the road to record traffic flow. Videos collected
from two cameras, one at First Foot Over Bridge (FFOB) and the second at the
Second Foot Over Bridge (SFOB) were used. The south bound traffic was recorded
by both these cameras. The length of the section MK-FFOB section was 200 m and
FFOB-SFOBwas 1000 m. Video data for these sections were collected for two days,
(referred to asDay 1 andDay 2 hereon) during themorning period, 06:30AM–08:00
AM.

The study site used for the evaluation of queue length and red light violation
detection was the Tidel park intersection, which is the intersection that comes after
SFOB. A camera fixed at a pole at the intersection captured the video of the complete
intersection. However, the region of interest for the present study was the road stretch
very close to the intersection starting from the stop line, upstream for a length of
around 20 m. Videos were collected on two days (Day 1 and Day 2) from 6:30 AM
to 8:00 AM for computing queue lengths. Figure 2a and b show sample images from
this study site. The delay estimation was carried out on videos recorded on three
different days from the Tidel park intersection. The actual delay was obtained using
Bluetooth sensors.

Fig. 1 An Layout of the Study site
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Fig. 2 a Traffic approaching the Tidel Park intersection b Tidel Park intersection

4 Detection—Individual Vehicle and Platoon

Platoon detectionwas carried out based on basic object detection algorithms in image
processing as discussed below.
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4.1 Individual Vehicle Detection

The platoon identification and any other image processing solution for vehicle traffic
analysis start with detecting individual vehicles. Vehicle detection has the following
steps: foreground extraction, connected component analysis, and blob detection.
Any object that is not a fixed scene attribute is considered the foreground. Several
techniques are available for background extraction [21], among which GMMs are
most common [22, 23]. In the GMM model, the pixel of the background of a scene
is considered a mixture of Gaussian models. Pixels are evaluated against each one of
the 3–5 different distributions. If the pixel is not associated with a distribution, it is
identified as a foreground. Research has shown that this technique, particularly used
with the Kalman filtering technique, shows high accuracy in vehicle detection and
tracking [24]. To remove noise in the image for obtaining an accurate foreground,
morphological operations such as median filter opening and closing are applied [25].
Figure 3a shows a sample image after applying these steps. In the next step, connected

Fig. 3 Images after the application of various steps of image processing
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component analysis [26] was applied to the obtained foreground. The connected
component analysis technique searches for connected white pixels indicating the
foreground and identifies it with a rectangular marker implying the location of a
moving object, in our case a vehicle. The identified blob has centroid coordinates,
and dimension information of which can be extracted. The centroids are tracked and
this information is used in vehicle tracking, speed estimation, and platoon detection.
Some blobs are removed based on the blob area threshold. The result of this step is
shown in Fig. 3b.

4.2 Platoon Detection

Platoons are a group of vehicles that move as a single unit on a roadway. The current
study detected platoons by clustering the vehicle centroids located in the previous
step. Each cluster is identified as a platoon. Density-based spatial clustering of appli-
cationswith noise (DBSCAN) [27], a density-based clustering technique,was used to
identify platoons from the centroid information. This algorithm groups the centroids
by using thresholds for a number of centroids and distance between centroids of
platoon and non-platoon centroids. The thresholds were set at 7 and 50, based on
Thomas [15] and Aziza et al. [28] observations. The algorithm aggregates multiple
centroids andwe canmark the cluster as a platoonusing bounding boxes. The centroid
of the bounding box will serve as the base for the rest of the application in this work.
Figure 3c shows vehicle and platoon tracking results.

5 Tracking—Speed, Queue Length, and Delay

Queue length can be defined as the number/ length of vehicles that are waiting to be
serviced at a signalized intersection. This study estimated themaximumqueue length
at an intersection during every cycle using image processing techniques. The process
of estimating maximum queue length at signalized intersections can be subdivided
into three major phases. The first phase is individual vehicle detection, which has
already been discussed in the previous section. The other two phases are discussed
below.

5.1 Speed Measurement

Speedmeasurement involves extracting the trajectories of individual vehicles/ vehicle
centroids, based on feature-based tracking. Chan et al. [29] adopted the particle filter
technique to detect and track themoving vehicles based on cues such as vertical edge,
underneath shadow, symmetry, and taillights. The “feature” used in this study is the
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vehicle centroids obtained during individual vehicle detection and the “tracking”
procedure used in the study is based on a Kalman filtering technique [30, 31]. The
core purpose of the filter is to predict the location of the centroid of the object (the
bounding box) in the current frame based on its location in the previous frames. This
involved predicting the new locations of the tracks—the new centroid coordinates of
the vehicle—and defining the bounding box for the predicted centroid. This was done
by allocating detections in the current frame to the tracks using a cost optimisation
problem based on a Hungarian Algorithm [32]. Cost in this study is defined as
the negative log-likelihood of detection to a track based on the Euclidean distance
between the predicted centroid (by the Kalman filter) and the actual detections in the
frame. The output of the allocation for a particular frame would be a 2-dimensional
matrix with sizes such as the number of detections and the number of tracks. This
matrix is optimised to minimise the total cost using Munkre’s version [33] of a
Hungarian algorithm. It is not mandatory that all the detections in the frames need to
be allocated to different existing tracks in the frame. It may happen that the detections
are far enough from all tracks and the cost function may be high as a result. In such
a situation, the unassigned detection becomes a new track. Hence, a minimum cost
for allocation is predefined based on the study by Trinayani and Sirisha [34] such
that any cost function exceeding this minimum cost is said to be associated with a
new track.

Once the allocations have been done, it is important to update these tracks, both
assigned and unassigned with the new bounding box and its centroid. It is also
important that the tracks, like how they get created by unassigned detections, also
need to be deleted. This could result in a discrepancy between the number of frames
in which the tracks were observed and the number of frames in which tracks were
not observed, i.e., when the former is too small compared to the latter. This issue is
captured by defining a variable called “visibility index”. This index is the ratio of the
total number of consecutive frames where the track was observed, and the number
of frames covered since the track was first detected. A threshold index value of 0.6
was used in this study [33].

Once these trajectories were developed, the dataset was analysed to obtain the
average speed in each video frame. It is important to note that the trajectories are
merely an array of centroid locations of a vehicle in the image frame. However,
these coordinate points are on the image plane; they are not actual coordinates. As a
result, these coordinates have to be converted. For this, distances in the orthogonal
directions were scaled and converted to actual distances. The scaling was carried out
using known dimensions and their corresponding image distances like the width of
the road, length of road markings, length of car, etc. After scaling these distances, the
actual distance moved by the centroid of vehicles was calculated, taking into account
the frame rate. The following equation was used in speed computation:

S =
√
(Fx (x, y)Dx )

2 + (
Fy(x, y)Dy

)2 FR

FL
(1)
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where
S is the speed of an individual vehicle in m/s,
Fx and Fy are the scaling factors in the x- and y-direction,
Dx and Dy are the distance moved by the centroid of the vehicle in the x- and

y-direction in the image plane from the initial frame to the final frame in which the
vehicle was detected.

FL is the frame length or the total number of frames in which the vehicle was
detected.

FR is the frame rate or the conversion ratiowhich converts the speed fromm/frame
to m/s. This value is the inverse of the rate at which MATLAB runs the video file.

5.2 Queue Length Measurement

Maximum queue length is computed by identifying the static vehicle, which lies at a
maximum distance from the signal intersection. Themain idea behind computing the
average speed was to identify the static vehicles in each time interval. The method
adopted to estimate maximum queue length in this study is a progressive block
processing technique [35]. The progressive block processing technique is based on
dividing the road stretch into blocks and then processing them in a progressivemanner
beginning from the stop line of the intersection.When a camera ismounted at a traffic
junction, the position of the camera with respect to the road remains fixed. Once this
is done, regions of interests (ROI) were defined which are limited to the road surface,
devoid of features like buildings, trees, etc. This helps to reduce the sample space
of the image for processing. Now, each ROI is further divided into small ROIs or
blocks which are non-overlapping. Care has to be taken to ensure that each block
is of uniform length and width in the real-world coordinate system. This is ensured
by the scaling distances from image to real-world coordinate systems. In the present
study, 5-m blocks were considered. Traffic queues at signalized intersections exhibit
a unique behaviour of developing systematically starting from the stop line. This
behaviour of traffic is what helps in exercising this technique of progressive block
processing. To begin with, the average speed of the nearest block from the stop line is
computed and if it is found to be below 5 km/h, the processing progresses to the next
block and proceeds to the block where the average speed threshold is exceeded. The
maximum queue length is defined as the distance of the vehicle in this block from the
stop line. The main advantage of using this method is that it reduces computational
time. Instead of analysing the entire road stretch, only sections of road (blocks) are
analysed.
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5.3 Delay Estimation

Delay estimation is started by defining an entry and exit zone manually. The entry
zone is defined upstream to the maximum queue length. The exit zone will be down-
stream of the stop line, where a vehicle reaches its desired speed after it crosses an
intersection being the ideal point. The algorithm starts by detecting corner points in
the entry zone for each frame. The location of its first detection is stored along with
the time stamp. This point gets tracked through the approach until it enters the exit
zone. The last detected location of the tracked corner point is also saved along with
the timestamp. The distance between the first and last detected point in world coor-
dinates is calculated using the camera calibration matrix beforehand. So, the travel
time for that distance is obtained by observing the difference between the stored
values. Assuming the free-flow speed for a vehicle, the delay can be calculated as the
difference between the actual time taken for the vehicle to cross the intersection and
the travel time corresponding to the free-flow speed. Figure 4 shows the test video
and the delay estimates in seconds. These results were validated using data obtained
from Bluetooth sensors.

6 Application Development—Red Light Violation Detection

The present study also developed a field implementable solution using the detection
and tracking described in the earlier sections for RLVDS. The violation detection is
performed using corner point tracking. To implement this, user input was obtained
to manually demarcate the intersection approaches into different zones. Each zone
is numbered and also assigned the direction of flow, stop line, and violation line as
arguments. The direction of flow is required to differentiate potential violators. The
stop line is the location on the road near intersections to inform drivers of the point,

Fig. 4 Non-zero speed corner points and delay estimates
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where they are required to stop. However, this condition is not strictly followed in
India. Also, these lines are not properly maintained on roads. Hence, a surrogate for
the stop line was introduced in the video, far into the intersection area, beyond which
vehicles cannot go during red. This can be called the violation line, which is a virtual
line drawn downstream of the actual stop line to identify vehicles that have jumped
the red signal. The zone defined within the stop line and violation line is termed
a critical zone. After defining these site-specific parameters, the red light violation
detection system can be run on a video sequence.

Points that enter the critical zone are added to a set of potential violators and
tracked in successive frames. When these potential violators exit the critical zone
violating the signal, all the trajectory points are updated onto a cluster. Once the
vehicle crosses the violation line, the entire cluster of points is added to a set called
probable violators. These are filtered based on the cluster threshold and a picture of
the violator is stored as an output.

The RLVD analysis was carried out using red starting times. Figure 5 shows red
light violations detected by the program. Figure 5a captured a two-wheeler running a
red light and Fig. 5b shows the corresponding output image saved with the violating
two-wheeler. Figure 5c shows a false detection of a pedestrian as a violator, which
happens as the pedestrian is moving in the direction of vehicle flow defined for
that zone. This false detection can be handled by addressing vehicle and pedestrian
classification in the future. Figure 5d shows the output obtained with the pedestrian.
Figure 5e shows a false positive that was detected because the detected points had
crossed the violation line although it later stopped. This can be avoided by moving
the violation line or by analysing the complete movement of the vehicle through the
intersection. Figure 6 presents the algorithm utilised to detect violations.

7 Implementation and Results

7.1 Platoon Identification

To apply the algorithm, the image coordinates were first converted to ground coor-
dinates through a simple linear scaling technique. The linear scaling technique was
implemented because the DBSCAN algorithm uses the distance between vehicle
centroids as inputs. A linear scaling factor for orthogonal directions was built, after
which the actual distances were computed and platoon detection was carried out.
Figure 7 shows a representative plot for platoons identified by the image processing
technique compared with the ground truth values for the section MK-FFOB for Day
1.

Performance of the algorithm was quantified using Root Mean Square Errors
(RMSE) and three other measures, namely:



340 B. Muthurajan et al.

Fig. 5 Violators detected by RLVDS algorithm a, b RLV detected and resulting output, c, d
Pedestrian detected as RLV and resulting output, e, f Bus detected as RLV and the resulting output
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Fig. 6 Red light violation detection system algorithm

1. DetectionRate (DR)—It is the ratio of the number of correct detections observed
by the algorithm and the actual number of detections observed manually,
expressed as a percentage.

2. False Detection (F)—This is the number of false detections by the algorithm.
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Fig. 7 Platoon identification result using cluster-based technique

3. Missed Calls (M)—It is the number of detection missed by the algorithm or the
detections observed in the ground truth data but not by the proposed method.

The RMSE values for the algorithm for the Indian dataset are shown in Table 1.
RMSE values of the algorithm shows a fair performance of the algorithm. The

results for the algorithm based on DR, M, and F for the Indian traffic condition are
shown in Table 1. Here also, it can be seen that the results are promising for Indian
traffic conditions.

7.2 Speed, Maximum Queue Length, and Delay

The developed algorithm was tested on the Indian data at the Tidel park intersection
for two days. Both average speeds and queue lengths were computed and compared
with the ground truth values.

Average Speed

Ground truth speed values were obtained by noting down the crossing times of
vehicles across the region of interest. Average speed for 5-s intervals obtained from
image processing and the actual ground truth values for the two days were compared.
Figure 8 shows a sample comparison for Day 1 in the Indian dataset. Errors were
quantified using Mean Absolute Error (MAE) and Mean Absolute Percentage Error
(MAPE). MAE values of 2.9 km/h for Day 1 and 3.3 km/h for Day 2 were observed.
CorrespondingMAPE values were 7.91% for Day 1 and 5.78% for Day 2. The results
are tabulated in Table 1.
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Fig. 8 Comparison of average speed on Day 1 for the Indian dataset

Fig. 9 Comparison of maximum queue length on Day 1 for Indian dataset

Maximum Queue Length

Similar to average speed, a time window of 5 s was used for maximum queue length.
The obtained numbers were compared to the actual maximum queue length observed
in the field. The algorithm was tested in the same dataset used for average speed.
Figure 9 shows a comparison between the actual and measured values of maximum
queue lengths for a sample scenario.

The MAE values obtained were 0.36 m and 2.81 m for Day 1 and Day 2, respec-
tively, and MAPE values of 10.10% and 2.52% for Day 1 and Day 2, respectively,
as shown in Table 1. The results from the algorithm clearly show that it is able to
estimate the queue length accurately for Indian traffic conditions.

The results obtained from the proposed algorithm are compared with data from
Bluetooth sensors installed at the site. Table 2 presents an overview of the data. A
consistent similarity in the trend can be observed in all three datasets obtained from
Bluetooth sensors and the image processingmethod. Though the descriptive statistics
obtained from both Bluetooth data and image processing are comparable, the values
from the Bluetooth data are slightly lower. The median value of the Bluetooth data
is low indicating that the majority of data points obtained from these sensors have
lower travel time values. This skew may have resulted due to the sampling effect. It
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Table 2 Summary statistics for delay estimates

Type of sensor Average travel time (s) Mean absolute
percentage error (%)

Peak period—April 30th
9:09 AM to 11:28 AM

Image processing 296.3 19.23

Bluetooth sensor 248.5

Off-Peak period—May
1st 1:38 PM to 6:20 PM

Image processing 98.9 13.28

Bluetooth sensor 87.3

Transition period—May
2nd 8:40 AM to 9:50 AM

Image processing 187.3 17.06

Bluetooth sensor 160

can be seen that the sample size of Bluetooth data is around 7% of the size of the
data obtained from image processing.

8 Summary and Conclusion

The aim of the study was to use image processing to extract required data for the
performance evaluation of signalized intersections and to develop a novel red light
runner detection algorithm that can performwell in Indian conditions in real time. The
study focuses on extracting traffic parameters namely, platoons, speed, andmaximum
queue lengths and analysing the movement of corner points from vehicles detected
in pre-specified detection zones to identify red light violations.

The platoon detection algorithm had a vehicle detection module and a data clus-
tering module. The algorithm was tested on Indian traffic conditions and delivered
promising results. The queue length estimation part of the study consisted of two
main tasks, one for computing average speed, and the other for estimating maximum
queue lengths. Average speeds were calculated by generating trajectories of vehi-
cles by tracking them using a Kalman filter. The speed profiles for each vehicle
were generated and the average speed for predefined time intervals was computed.
The second part of the study evaluated queues. The queue length algorithm was
implemented using a progressive block processing technique, an efficient method
to compute queue lengths. The evaluation of average speed and queue lengths was
carried out on the dataset. The results for both average speed and queue lengths have
shown the proposed algorithms working well in Indian traffic conditions.

Algorithms for estimating the delay values and queue length (in terms of distance)
values at an intersection were developed. The estimated delay was the time spent by
the vehicle at the intersection in a queue. Subtracting the ideal time taken to pass
through the section gives the delay experienced by users. The queue length estimation
is done in terms of the distance at which the farthest stationary vehicle is standing
from the stop line. Hence, it gives the length of the queue in terms of distance units.
The travel time values obtained from the delay estimation algorithm were compared
against the values obtained from Bluetooth sensors. A consistent similarity in the
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trends is seen in the plots of the values from both sensors. The data obtained from the
Bluetooth sensors are found to be lower than that obtained from the image processing
technique by 10–15%.

In the final part, a Red-Light Violation Detection application was developed based
on corner point tracking. The algorithm is designed to handle the complex conditions
in Indian traffic such as heterogeneity and lack of lane discipline. The use of corner
points for the analysis resulted in fast implementation of the algorithm by eliminating
computationally intensive steps like background subtraction, etc. An image of the
detected red light runner is saved as the output from the program. The information
collected by the system can then be used for the effective penalisation of red light
violators.
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Comparison of Delay Estimation
Techniques for Advanced Traffic
Management

P. B. Renju, Nitin Navali, and Lelitha Vanajakshi

Abstract Estimating delays at different road segments and intersections is a primary
step in any traffic management system. Delay along a path can be estimated using
sensors such as Global Positioning System (GPS) sensors, Camera sensors, Wi-
Fi sensors and On-Board Diagnostics (OBD) data of the vehicle. The former three
techniques have been used for some time now, but the latter one has not been explored
much, especially for estimating delay. The accuracy of methodologies using OBD,
Wi-Fi and Camera was calculated using data from GPS as ground truth. Results
obtained showed the performance of all these methods to be comparable. Choice of
the right sensor may depend on various other factors such as cost, weather factors,
accuracy, range, etc. Sometimes more than one sensor needs to be used for the
desired results. This paper explores three techniques in more detail and summarizes
the advantages and disadvantages of each one of them in various scenarios.

Keywords Delay estimation · Image processing · On-Board Diagnostics (OBD)
data ·Wi-Fi sensors · Global Positioning System (GPS)

1 Introduction

Traffic congestion is one of the most concerning issues in almost every city in the
world. In addition to the wastage of productive time, congestion also contributes
to air and noise pollution and wastage of fuel. Thus, there is an increasing demand
for transport management systems for reducing delays, accidents and environmental
problems. A major part of urban congestion can be attributed to the presence of
intersections. Currently, major intersections in India are operated by traffic police
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personnel based on their perception of the prevalent traffic condition. This might
be reasonably effective at the local level but renders ineffective at a network level.
There has been extensive research on mitigating this issue with the help of Intelligent
Transportation Systems (ITS). However, it requires abundant data to understand the
prevalent traffic conditions. Application of a wide range of traffic sensors plays a
vital role in getting such data. However, majority of the commonly used sensors,
such as traditional loop detectors, do not work well under the heterogeneous and
laneless traffic conditions existing in many countries, including India [1].

Alternative solutions include the use of GPS sensors, Wi-Fi sensors and Cam-
era sensors. With industry 4.0 and the Internet of Things, vehicles on the road are
expected to be connected and share data with each other. Vehicles these days have
numerous sensors tomeasure speed, accelerator pedal position, engine rpm, etc. Such
sensor data can be obtained from OBD II port. These sensor values can be used to
estimate the approach delays at intersections, which then can be communicated to the
vehicles around. This study explores the utilization of OBD data for the estimation
of intersection delay.

One of the earliest literatures on OBD data for traffic applications was [2], which
proposed a method of collecting vehicle behaviour using OBD. The use of OBD
data for accident analysis was reported in [3], where they developed an android-
based application to detect accidents using G force and airbag trigger data from
OBD II. Driving behaviour analysis using OBD data, which included vehicle speed,
engineRPMand throttle position,was reported in [4]. Use ofOBDdata for evaluating
vehicular emissions [5], and quantifying the relationship between driving stress and
traffic conditions [6], were some of the other reported studies.

Since the original use of OBD was to monitor vehicle status, research using OBD
data was mainly at microscopic levels. In addition, all the reported studies on the
use of OBD data for traffic analysis were from homogeneous and lane-disciplined
traffic. No studies were reported on the use of OBD data under heterogeneous and
laneless traffic. Leveraging additional information about the traffic conditions from
OBD will be useful in analysing complex traffic conditions, such as heterogeneous
and non-lane-based traffic conditions.

Researchers have been analysing traffic behaviour using conventional techniques
such as ground-based time-lapse photography [7], moving car observer method [8],
etc. However, these required specific infrastructures, which may not be very cost-
effective. There has been a shift inmeasurement techniques towards advanced sensors
[9], such as GPS, Wi-Fi and Bluetooth sensors, which are relatively inexpensive and
provide extensive coverage. Several researchers have used GPS sensors to estimate
intersection delay. For example, the speed profile fromGPS trajectory data to identify
stopped time delay were used in [10, 11]. Acceleration profiles were used in [12] to
identify the points at which deceleration begins while approaching an intersection
and acceleration ends after crossing the intersection, to obtain the intersection control
delay. However, all these studies were done for lane-based traffic.

Similar studies under heterogeneous and laneless traffic conditions are limited.
Khadhir et al. [13] had estimated delay from Wi-Fi sensors and camera data, and
gave a comparative analysis. Anusha et al. [14] reported a model-based estimation
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scheme to estimate queue and, in turn, delay using traditional detector data. Accurate
estimation of delay under heterogeneous and non-lane-based traffic using emerging
sensors which are less infrastructure intensive is not reported and is the objective of
this study. In this study, high-fidelity GPS is used as ground truth in order to assess the
performance of other emerging techniques such as OBD, Wi-Fi and Camera sensor.

2 Estimating Delay Using On-Board Diagnostics Sensors

Present-day cars have multiple computers to control the engine, transmission, win-
dows, locks, lights, etc. These computers are called Electronic Control Units (ECU)
and they communicate with each other over a network, acting as the control centre of
all the sensors present in the vehicle. The OBD II port acts as a gateway to receive the
data from the ECU. There are several devices which scan the OBD port and list out
various parameters such as speed, distance, fuel rate, throttle position, etc. Vehicle
SpyNeo Fire IV [15] is one such device and is used in this study. A hardware set-up is
required to connect to the port and collect data. This is discussed in the next section.

2.1 Experimental Set-up and Data Collection

In this study, two vehicles were tested—a truck and a passenger car. The study stretch
chosen is shown in Fig. 1. The data from truck was decrypted using a standard set-up
file available as J1939 recordings. However, the car manufacturers are reluctant to
share these codes and hence there was a need to reverse engineer the data from car
OBD, which is obtained in the form of data packets. Data collection was done in two
stages. First, a test ride was done using a Swift Dzire 2012 model.

The data received is in the form of packets as shown in Fig. 2, which contains
several rows with each row representing a Parameter ID (PID) containing data bytes
of various lengths. Each of these PIDs represents a particular sensor data in the car.
However, there is no specific way of identifying them from the raw data. The process
of sniffing the data for a required parameter is done by linking them to physical
events. For example, if the PID for brake pedal is to be found out, press and release
the brake pedal when the vehicle is at a standstill and identify the PID that shows
variation corresponding to braking. Once the PID is identified, it can be mapped with
the brake pedal sensor. Similarly, for many other parameters also, controlled tests
were performed to identify their corresponding PIDs.

Each PID is a bunch of bytes and each byte consists of 8 bits that take the value of
0 or 1. Once a PID is identified and associated with a physical activity, particular bits
for the event need to be filtered out. This is done by testing manually. For example,
applying the brake pedal will toggle some bits to vary between 0 and 1. Some sensory
data is stored in one bit, which is either 0 or 1. A sequence of bits corresponds to a
parameter. The length of sequence is the number of consecutive bytes being triggered
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Fig. 1 Test ride route

Fig. 2 Snap from software displaying raw data

by a particular event. For example, vehicle speed was identified as 314 as its PID. It
was seen that bits 0–15 changed, with changing speed. As speed increases, the bits
from the right, i.e. from bit 0, change their value to 1. Visualizing this sequential
bunch of 0s and 1s from the respective bits as a binary number and converting it to
decimal gives an unscaled value of speed.

After identifying the bit position and length of the signal and converting the binary
message to decimals, scaling needs to be done with the help of external data sources.
If the required data is just a Boolean such as ON/OFF of the Left/Right indicator,
there is no need of scaling. However, in cases such as speed, acceleration, RPM, fuel
rates, etc., controlled tests with a recognized instrument for measuring the variable of
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Fig. 3 Speed comparison of scaled OBD with GPS

Table 1 List of parameters and their corresponding IDs

Wheel-based
vehicle speed
(kmph)

Trip distance
(m)

Accelerator
pedal position

Brake Pedal Left/Right
indicator

PID 314 314 120 318 3D0

Bytes 1,2 3,4 1,2 0 4

Bits 0,15 0,15 2,15 2 Left-6 Right-7

Factor for
scaling

0.00766 0.0632 Min/Max
scaling

Boolean Boolean

interest has to be done to calibrate the sensor data obtained from OBD. For example,
in the case of speed data, the scale factor was found with the help of a high-fidelity
GPS unit. Figure3 shows the plot of speed values obtained fromOBD, after applying
the scale factor along with speeds from GPS. A scaling factor of 0.0077 was found
to give the closest speeds to the GPS.

Table1 shows the list of parameters which have been identified in this study and
corresponding PIDs and Bits. The factor for scaling is also given. Note that this is
specifically for the probe vehicle under consideration and may vary with vehicle
model. Hence, for every new vehicle model, this calibration may have to be done.

For the other PIDs, min–max scaling was used. For example, accelerator pedal
position, where 0 represents the fully released pedal and 100 represents the pedal
when it was pressedmaximum, was converted using this method. Similarly, for brake
pedal, 0 indicates released and 1 indicates brake applied. The same holds for left and
right indicators where 0 indicates OFF and 1 indicates ON.

Similarly, several other parameters can be reverse-engineered, but the availability
of the parameters depends on the vehicle chosen. Luxurious cars have extra sensors
than the regular ones, but some basic parameters are available in all the vehicles. From
the vehicle chosen in this study, speed, trip distance, accelerator pedal position, brake
pedal and left/right indicators were identified.
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Fig. 4 Schematic distance–time diagram depicting all delay terms at a signalized intersection

2.2 Delay Estimation Using OBD Data

In this section, delay is computed using wheel-based vehicle speed and accelerator
pedal position obtained fromOBD unit. The delay calculated is compared with delay
obtained using data from high-fidelity handheld GPS.

In order to calculate delay at an intersection using data at the microscopic level,
such as the one obtained fromOBD, the method suggested by [16] was used. Critical
points as shown in Fig. 4 are identified first. The approach delay is then calculated
by finding the timestamps of critical points as per Eq. 1.

Approach Delay = (t4 − t1) − L4 − L1

s f
(1)

where,
t1 = timestamp of start of deceleration on viewing the queue at the intersection
t4 = timestamp of crossing the intersection stop line
L1 = trip distance at start of deceleration
L4 = trip distance at the intersection stop line
s f = free-flow speed, taken as 40 kmph (11.11ms−1).

To identify the point of start of deceleration (t1), it is evident that the accelerator
pedal is released when the driver begins to decelerate on the approaching congestion
at the intersection. Time corresponding to the pedal position (in percentage) being
zero, as shown in Fig. 5, indicating fully released, is used for identifying this. From
Fig. 5, t1 is found to be 1986s seconds. Speed plot can be used to find the point at
which vehicle stops (the time at which the plot reduces to 0) and t3, is the time when
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Fig. 5 Speed and acceleration pedal position plot from OBD unit

Table 2 Delay in the test route calculated through OBD and GPS

OBD (s) GPS (s) Absolute error (s)

132.7 130.8 1.9

40.0 33.1 6.9

87.4 79.5 7.9

154.7 153.0 1.7

183.5 192.4 8.9

89.9 90.6 0.7

22.5 20.6 1.9

156.3 152.9 3.4

speed becomes non-zero. The time point of crossing the intersection (t4) is calculated
with the help of trip distance data from OBD.

In order to evaluate the performance of the delay estimation from OBD, high-
fidelity handheld GPS device was used in the test rides. GPS coordinates and times-
tamp data from the handheld GPS device were used to calculate delay. Table2 shows
the comparison of delays fromOBD andGPS. It can be seen that the delay calculated
through OBD is comparable to GPS. Mean absolute percentage error (MAPE) for
this data set came out to be 5.63%, which shows that OBD is a very good source for
delay estimation.

3 Estimating Delay Using Camera Sensors

Single pole-mounted camera was used for tracking individual vehicles over a 100m
stretch of the road. Delay estimations were based on how much time individual
vehicles took to enter the frame and leave the frame.

Figure6a shows the location of the camera that was used for the experiment. It
was placed on a foot over bridge near Indiranagar station in Chennai so that top-down



356 P. B. Renju et al.

Fig. 6 a Location of the camera used for experiment. b Actual image captured by the camera

Fig. 7 a Cropped frame. bGrayscale frame after detecting moving vehicles. c Tracking of vehicles
in progress

view along the length of the road could be captured. A 90m stretch of the road was
captured as shown in Fig. 6b.

Figure6b shows a sample frame captured by the camera for the experiment. Cam-
era has a high field of view as seen from the image, but only a small portion of
the scene covering road is required for further processing. This region of interest
is manually marked, which is of trapezoidal shape due to the perspective view of
the camera. Perspective transform is then performed on this region of interest to get
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Fig. 8 Block diagram for the tracking mechanism

Fig. 9 Histogram of travel times of the vehicles
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Fig. 10 Delays estimated using camera sensor

Fig. 11 Speed estimated using camera sensor and GPS

Fig. 7a. Since a video is nothing but a sequence of frames, it is possible to detect
moving vehicles by subtracting adjacent frames along with some normalization and
threshold operations. In this way, vehicles in motion will appear as shown in Fig. 7b.
TrackCSRTmodule of OpenCV is used for tracking the vehicles. Tracking module is
based on a discriminative correlation filter tracker with channel and spatial reliability
[17]. It is then possible to obtain the exact frame at which vehicle entered the region
of interest and the exact frame at which vehicle left the region of interest.

Figure8 illustrates the block diagram of travel time estimation of individual vehi-
cles. Initially, vehicles moving in the region of interest need to be detected. Once the
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entry frame and exit frame of a particular vehicle have been found out, the difference
in frames multiplied by frame delay, i.e. 40ms (1/25th of a second, which is the
property of the camera), will result in travel time within the region of interest, which
is approximately 75m long in our case.

For calculating delay within the region of interest, free-flow speed has to be
estimated first. Travel times of vehicles were obtained within a span of 24h in the
region of interest. From this data, a histogram of travel time was plotted as shown in
Fig. 9. The least time taken by the vehicle to cross the regionwas found to be 3.6 s and
was taken as free-flow travel time. Free-flow speed is calculated using this number
and the corresponding delay is then calculated as the difference between the actual
travel time obtained and the free-flow travel time. Figure10 shows the corresponding
delay values for various time instances.

These estimated delays were validated with speeds obtained using GPS sensors.
Travel speeds using GPS data were estimated through the haversine formula [18]. A
sample plot is shown in Fig. 11. Root Mean Square Error (RMSE) obtained in this
case was 2.65m/s.

4 Estimating Delay Using Wi-Fi Sensors

Wi-Fi access points have the capability to detectWi-FiMAC (Media Access Control)
addresses ofmobile phones, laptops andother gadgets equippedwithWi-Fi hardware.
If twoWi-Fi access points are kept at two locations on the same roadway, it is possible
to detect the MAC ids at both locations. By taking the time stamp difference, the
travel time between those two locations can be obtained. This idea has been used to
estimate the travel times of vehicles in previous works of Khadhir et al. [13].

The data from Wi-Fi sensors consist of MAC IDs and respective timestamps.
However, the vehicle might be travelling either upstream or downstream. Thus, a
filtering mechanism is needed to filter out travel times in one direction. The mean
travel time of all the vehicles crossing both Wi-Fi access points can be obtained for
every minute. If the free-flow speed along this route is known, then the delay in the
section of the road can be estimated.

For the purpose of this experiment, two Wi-Fi access points were fixed at two
locations separated by a distance of 900m as shown in Fig. 12. Devices under con-
sideration were placed at Tidel Park Junction and PTK Nagar. As and when a device
with Wi-Fi signal passes this route, the unique MAC address of the device and the
time stamps get registered at both access points. Using the unique MAC ids and
timestamps, the travel time and speed were calculated. To identify the free-flow
speed in the selected study stretch, travel times were plotted as shown in Fig. 13.

From Fig. 13, it can be seen that the travel time values range from 61 to 164s. Tak-
ing 61s as the minimum travel time, the free-flow speed was found to be 53.11km/h.
Then,
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Fig. 12 Locations of the Wi-Fi access points

Fig. 13 Histogram of travel times between Wi-Fi access points
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Fig. 14 Delay calculated using Wi-Fi sensors

Fig. 15 Speed estimated using Wi-Fi sensor and gps sensor

Delay (s) = Mean travel time(s)− Distance (m)

f ree f low speed (m/s)
. (2)

As per the above equation, delay has been estimated from 5AM to 7AM, for every
5min. Figure14 shows a plot of the obtained delays. For validation purposes, speeds
obtained using GPS were used again [18]. Figure15 shows the comparison and the
corresponding RMSE was found to be 2.56m/s indicating a very high accuracy in
delay estimates.



362 P. B. Renju et al.

5 Comparison of Methodologies

All the above techniques for estimating delay are compared qualitatively on the basis
of Accuracy, Sampling Rate, Cost of Installation, Weather and Time dependency,
Operation Range and Bandwidth requirements in this section.

5.1 Sensing Accuracy

On-Board Diagnostic data have the highest accuracy among the four techniques, but
such technology is not available in market now. The second best technique is using
camera sensors accompanied by a good image processing algorithm. Of course,
GPS with high sampling rate 1Hz or more is always a direct way to obtain delays.
However, GPS units of such fidelity are not commonly used for data collection.
The use of Wi-Fi sensors showed the lowest accuracy, as expected. However, it is
a cost-effective solution for large-range network-level data collection without user
participation and hence can still be considered for field implementations.

5.2 Sampling Rate

Depending on the frame delay, camera sensor tends to have the highest sampling fre-
quency 24Hz. This is followed by OBD sensor which comes 10Hz. This is followed
by the high-fidelity GPS sensor 1Hz and the Wi-Fi sensor, which captures data as
and when a vehicle with an active Wi-Fi device crosses the sensor. Single Wi-Fi
access point has a sampling rate of a few milliseconds, but since the same vehicle
needs to register at both access points, the effective sampling rate will be lower.

5.3 Weather and Time Dependency

OBD sensors, GPS sensors and Wi-Fi sensors work irrespective of the time of the
day and the weather conditions. However, camera sensing algorithm needs lighting
for it to work. From experience, it has been shown that the detection accuracy of
camera sensors reduces with climate change also.
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5.4 Installation Cost

With the introduction of the Internet of Things, every car will be connected to the
internet in future. With that, OBD data will be easily accessible for delay calculation
with literally no installation cost. GPS sensors due to their easy accessibility are
affordable solutions. This is followed by Wi-Fi sensors. Camera sensors have the
highest installation cost of all the techniques.

5.5 Operation Range

Single-camera sensor has the least range of operation with only 90m. Wi-Fi sensors
can be used in the range of 100–1000m.GPS sensors andOBDsensors being tracking
devices, do not have such constraints.

5.6 Bandwidth Requirement

Wi-Fi and GPS sensors have low bandwidth requirements for communicating to the
server. OBD sensor has higher bandwidth requirement in comparison. Camera sensor
has the highest bandwidth requirement as it is communicating close to 25 frames
every second.

Table3 summarizes the above comparisons.

Table 3 Summary of advantages and disadvantages

OBD sensors GPS sensor Wi-Fi sensor Camera sensor

Accuracy High Medium Low High

Sampling rate High Low Low Very High

Weather
dependency

No No No Yes

Installation cost Lowest Low Medium High

Operation range NA NA 1km 90m

Bandwidth High Low Low Highest
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6 Conclusion

This paper explored different methods of estimating delay of vehicles at an inter-
section. Estimating delay with OBD data has been done, which is relatively a new
approach and has great advantages over other techniques if put into use. Advan-
tages and disadvantages of all the techniques have been discussed. This work should
serve as a basis for engineers to plan the right technique to adopt for better traffic
management.

Acknowledgements Authors acknowledge the ‘Connected Intelligent Urban Transportation Lab’,
funded by the Ministry of Human Resource Development, Government of India, through project
number CEMHRD008432.
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Traffic Congestion Prediction Using
Categorized Vehicular Speed Data

Manoj Kumar and Kranti Kumar

Abstract Traffic congestion has become a problem which is associated with our
day-to-day life. Industrialization, urbanization, and the increasing population of cities
have themain role in this problem. Transportation agencies in almost all the countries
are trying their best to alleviate the traffic congestion problem. This study develops
a traffic congestion evaluation method, which is categorized into four states named
low, medium, congestion, and serious congestion. Convolutional long short-term
memory (Conv-LSTM) neural network (NN) was trained to learn multivariate fea-
tures as the inputs like categorized vehicular speed, time, and day of the week with
respect to the traffic speed as an output of the whole stream. Trained model was used
for short-term traffic speed prediction. Also, the prediction accuracy and stability
of the Conv-LSTM NN has been compared with other neural network models, e.g.,
multi-layer perceptron (MLP), cascade forward back-propagation (CFBP), recurrent
neural network (RNN), long short-term memory (LSTM) NN, and convolutional
neural network(CNN). Results confirm that the Conv-LSTM NN achieves higher
prediction performance than the compared models. Python 3.8.3 was used for pro-
gramming purpose. Model code automatically selects 80% and 20% time intervals
of the datasets in a random way for training and testing, respectively, from the traffic
data. Furthermore, Conv-LSTM NN was combined with the developed congestion
evaluation method and then the traffic congestion state was predicted. Study results
confirm that the Conv-LSTM NN can be successfully applied for the prediction of
traffic speed and traffic congestion status with non-homogeneous traffic in the Indian
context.
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1 Introduction

Traffic congestion affects the economy of a city and its environment as a direct and
indirect effect [20]. A study conducted by the Council of Scientific and Industrial
Research-Central Road Research Institute (CSIR-CRRI), Delhi, clearly suggests that
commuters have to pay more for extra fuel consumption while driving on congested
roads in Delhi. CSIR-CRRI preliminary estimate puts the wastage on fuel expenses
at Rs 960 crore a day across India [7]. In another study done by CSIR-CRRI, it
was found that poor upkeep encroachments cause traffic jams on internal roads in
Delhi [6].

Traffic congestion directly affects an individual in the form of time loss, mental
stress, increased travel cost, etc., whereas it affects the global level in the form
of added pollution which leads to global warming. Traffic congestion prediction in
advance provides the trafficmanagement agencies,with the required time to divert the
traffic on less congested routes or to take other suitable steps tomake a smooth journey
for travelers. Initial traffic forecasting models mainly focused on traffic parameter
prediction such as flow, speed, and density under homogeneous traffic conditions.
Most of the developed countries have homogeneous traffic and lots of research is
available for homogeneous traffic prediction to mitigate traffic congestion [1, 21].
However, developing countries like India follow non-homogeneous (mixed) traffic.
Research findings from homogeneous traffic can not be applied for mixed traffic
scenarios, because vehicles do not follow proper lane discipline in a heterogeneous
traffic stream. Traffic data collection is an important part to check the accuracy and
reliability of developed models. Developed countries use modern equipment like
road sensors, inductive loops, and installed video cameras to collect the real-world
traffic data. However, these data collection equipment and techniques are costly [12].

Through the study of several models/algorithms on traffic prediction, it was
noticed that most existing deep learning models [16, 25, 28] ignore the internal
relationship between spatial and temporal information. Thus, the existing research
seems insufficient for the prediction of traffic information in terms of traffic flow,
speed, and congestion under mixed traffic conditions. This study presents a method-
ology to predict traffic congestion using the time series data of multi-locations. It
predicts traffic congestion in four states namely low,medium, congestion, and serious
congestion. Proposed traffic congestion states evaluation method is inspired by the
method of Kong et al. [11]. In this paper, we applied the Conv-LSTM NN for traffic
congestion prediction. The vehicular categorized data was employed to learn mixed
traffic features and traffic speed was used as the target parameter. After training the
model, target parameter from selected time steps was predicted. Then the congestion
evaluation method was applied with the target parameter for the traffic congestion
states forecast.
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2 Literature Review

In this section, a brief overview is presented associated with ideas in the prediction of
traffic flow, speed, and congestion. With the availability of big data, the development
of artificial intelligence has led researchers to apply various models in this research
area.

The autoregressive integrated moving average (ARIMA) model was applied to
motorway data from France to predict traffic flow using previous traffic data [27]. Su
et al. [24] proposed an incremental support vector regression (SVR)method for traffic
flowprediction.A traffic flowpredictionmodel named theKalmanfiltering technique
(KFT) was presented[13] and evaluated which can be applied to small input datasets.
Hidden Markov model has been applied [30] for traffic congestion prediction during
peak hours and its accuracy was checked with a neuro-fuzzy approach. MLP neural
network was applied [14] for traffic flow prediction using past data collected from
mixed vehicular traffic. Ma et al. [19] tested the effectiveness of LSTM NN with
several traditional networks for speed prediction using the same real-time speed data
collected frommicrowave sensors in Beijing. Bhatia et al. [3] implemented an LSTM
architecture for real-time traffic flow prediction with an accuracy of 97% on the over-
all dataset. Gated recurrent units (GRU) NN and LSTM NN were used for traffic
flow prediction and the experimental results demonstrate their better performance
than ARIMA model [8]. Liu et al. [17] developed a deep learning model formed
by combining CNN and LSTM NN, called Conv-LSTM for traffic flow prediction.
A deep learning model was presented [9] to predict the traffic speed using RTMS
sensors in Beijing. Boukerche and Wang [4] developed a deep learning model by
combining the CNN and GRU models for traffic flow prediction. Mixed deep learn-
ing (MDL) model was introduced [18] for forecasting lane-level short-term traffic
speed. MDL was constructed by using the Conv-LSTM layers. In the study of Inner
Ring Road, Delhi, Rao and Rao [23] established the congestion thresholds on urban
arterials to identify the traffic congestion in terms of speed using floating car data.
Kong et al. [11] proposed a fuzzy evaluation method for traffic congestion estimation
using trajectory data. Chakraborty et al. [5] used CNN, to detect traffic congestion
from image-based data. Ranjan et al. [22] constructed a hybrid neural network by
adding CNN, LSTM, and transpose CNN to predict the city-wide traffic congestion.
A model named SG-CNN was proposed by Tu et al. [26] for traffic congestion pre-
diction, which is inspired by the road segment grouping algorithm to optimize the
training process. The aforementioned mentioned statistical methods like ARIMA
models, nonparametric regression models, KFTs, and traffic flow theory-based mod-
els are primary models [1] which were used for traffic prediction problems. The
statistical methods consider only time-series information of parameters, therefore
these methods become inadequate to capture the changes in traffic parameters. To
mitigate the drawbacks of statistical methods, various machine learning-based meth-
ods including SVR, k-nearest neighbor, locally weighted learning, and traditional
neural networks (like MLP and CFBP, etc.) were applied. These models also appear
weak to solve time-series problems having large data with variations. RNN was able
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to learn the time-series information with the input of the previous time intervals from
time-series data. However, RNN has failed to deal with gradient vanishing problems
like remembering long-term historical information [2]. LSTM NN is known to deal
with temporal problems over long sequence data. But, LSTM NN has some disad-
vantages: (1) it is challenging to use and (2) it is slow in processing when input and
output sequences have a number of features. Similarly, CNN is known to deal with
image processing problems by extracting the effective pixels from the image and
it has been successful in object detection, segmentation, and image understanding.
Unlike LSTM NN, CNN is capable of processing high-resolution multi-feature data
because it has three abilities like local connectivity, weight sharing, and pooling.
Thus, a combined network of LSTM and CNN i.e. Conv-LSTM can be successful
to learn long-term time series data with a number of input features.

Till date, limited research exists associatedwith the deep learning approach to deal
with traffic congestion prediction. The aim of this study is the accurate prediction of
traffic congestion for short-term duration. In this article, Conv-LSTMneural network
has been applied for traffic speedprediction.Thenetworkuses time-series data,which
was collected at two different locations in Delhi city using video cameras. Then, the
developed congestion evaluation method was applied to the predicted speed for the
prediction of traffic congestion class.

3 Methodology

3.1 Study Data

Traffic data were collected fromMajnu ka Tila, Delhi. Figure 1a shows the identified
location. Selected location was having straight roads, clear site distance, and no traf-
fic restrictions like intersections and mid-blocks. Outer Ring Road is one of the most
important highways in Delhi. Its length is 47km with a three-lane road. It connects
Delhi areas as encircles like ISBT Kashmere Gate, Majnu ka Tila, Azadpur, Rohini,
Vikash Puri, IIT Delhi Gate, Kalkaji, Okhla, and ISBT Kashmere Gate (Azadpur
� ISBT Kashmere Gate). Traffic data were collected from the foot over bridge at
Majnu ka Tila using Sony Handycam 16.6 megapixels video cameras as shown in
Fig. 1b. These cameras were fixed at a suitable height using camera stands. Data
collection was done without disturbing the moving vehicles in the full traffic stream
from 16 to 22 November 2020 (during 8:00 am–11:00 am in the morning peak and
4:00 pm-7:00 pm in the evening peak). Vehicles were classified into seven categories
like Car/Van/Jeep, Motorcycle/Scooty, three-wheeler, Bus, Light Commercial Vehi-
cle/Minibus/ambulance, Truck, and Cycle/Rickshaw. Data extractionwas done using
Kinovea window software from the recorded video film. Categorized vehicular travel
time was calculated from a marked 30m road trap length and its corresponding speed
was obtained by using speed, time, and distance relationship. For further analysis,
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Fig. 1 Data collection locations with direction at the foot over bridge, Majnu Ka Tila, Delhi

Table 1 Summary of observed speed (in km/h) for different vehicle categories

Intervals of 5min Intervals of 10min

Vehicle
category

Min. Max. Mean SD Min. Max. Mean SD

C/J/V 2.13 83.08 30.76 11.05 5.89 81.82 30.76 10.12

S/M 3.56 81.82 32.67 12.06 10.06 70.26 32.68 11.10

3W 3.08 69.23 28.07 10.38 4.79 51.92 28.08 9.33

Bus 3.77 63.16 22.23 8.16 4.89 56.25 22.24 7.37

LCV 2.35 67.50 25.38 10.03 4.07 70.34 25.61 9.66

Truck 1.66 61.02 22.13 7.59 4.52 71.76 22.29 7.72

Cycle 0.18 14.03 13.09 4.76 3.68 16.42 13.09 4.30

Average
speed

4.46 49.56 24.96 7.24 7.97 43.46 24.97 6.91

a C/J/V—Car/Jeep/Van, S/M—Scooty/Motorcycle, 3W—Three-wheeler, LCV—Light commercial
vehicle, Min—Minimum, Max—Maximum, SD—Standard deviation

extracted data in the intervals of 5 and 10min were entered in an excel sheet for both
directions.

As per location information, two datasets named input dataset and target dataset
were prepared. Input datasets have 1008-time intervals and 504-time intervals (as
rows) for time intervals of 5min and 10min, respectively, and 9 features (as columns)
including timeof day, dayof theweek, and categorizedvehicular speed.Target dataset
has 1008-time intervals and 504-time intervals (as rows) of 5min and 10min, respec-
tively, and one features the average speed of categories vehicular speed. Variation of
categorized vehicular speed is represented in Table1. For all the models, previous
data was used for predicting traffic speed in the upcoming 5 and 10min of interval.

3.2 Conv-LSTM Neural Network

In this section, first, we give a brief introduction to LSTM NN and CNN. Then,
we describe the structure of the Conv-LSTM model. To deal with the research gaps
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Fig. 2 Representation of structures a LSTM b CNN

described in the Sect. 2, LSTM neural network was originally proposed by Hochre-
iter and Schmidhuber [10]. LSTM neural network was proved more efficient than
traditional RNN [19]. The hidden layer of the LSTM neural network is a memory
block (LSTM block), which consists of the cell state ct . The memory block also has
three special gates, which are known as the input gate it , forget gate ft , and output
gate ot . Due to the presence of gates and cell state, the output of LSTM NN gets
influenced at every moment. These gates are activated using the Sigmoid activation
function which produces the information in terms of a value lying in the interval of
[0, 1], which can be understood from Fig. 2a. The network processes input sequence
x = (x1, x2, . . . , xN ) by iterations from n = 1 to N in following equations (1)–(4):

it = σ(Ui xt + Viht−1 + WiCt−1 + bi ) (1)

ft = σ(U f xt + V f ht−1 + W f Ct−1 + b f ) (2)

gt = tanh(Ugxt + Vght−1 + bg) (3)

ot = σ(Uoxt + Voht−1 + WoCt + bo) (4)

where Us, V s, and Ws respectively are the weight matrices of input, recurring con-
nections, and cell state, bs are the bias vectors. σ and tanh are the Logistic (Sigmoid)
andHyperbolic tangent activation functions,whichhavebeenused forgates activation
and cell activation, respectively. Along with these gates, the current internal cell state
Ct and current hidden state (or output) ht is defined as in the Eqs. (5) and (6).
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Fig. 3 Representation of Conv-LSTM NN

Ct = ft � Ct−1 + it � gt (5)

ht = ot � tanh(Ct) (6)

During the training process, the weights and biases were initialized first. Afterward,
the parameters were trained using back-propagation and gradient boost method was
used to optimize the loss that occurred during this process. More description about
the LSTM neural network can be found in [19].

The Conv-LSTMNN has the advantage of both CNN and LSTM. It also captures
the spatial and temporal information of the traffic simultaneously. CNN is a type
of deep learning network, which is specialized for feature extraction (or processing
data). Detailed description about CNN can be found in [15]. The structure of CNN
is shown in Fig. 2b. Conv-LSTM has similar processing equations to LSTM pro-
cessing equations (1)–(6), but the variable dimension is different from the LSTM.
X1,X2, . . . ,Xt are the input tensors, and their corresponding C1, C2, . . . , Ct are cell
states, and H1,H2, . . . ,Ht are hidden states. Note that It ,Ft , and Ot are respec-
tively three gates named input, forget, and output while all lie in RP×Q×R where P
and Q respectively are the total rows and the total columns in the dataset; R is the
length of each feature vector. The methodology of Conv-LSTM NN is expressed by
Eqs. (7)–(11)
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Fig. 4 Representation of membership function with congestion states

It = σa(Ui ⊕ Xt + Vi ⊕ Ht−1 + Wi � Ct−1 + bi ) (7)

Ft = σa(U f ⊕ Xt + V f ⊕ Ht−1 + W f � Ct−1 + b f ) (8)

Ct = Ft � Ct−1 + It � tanh(Uc ⊕ Xt + Vc ⊕ Ht−1 + bc) (9)

Ot = σa(Uo ⊕ Xt + Vo ⊕ Ht−1 + Wo � Ct + bo) (10)

Ht = Ot � tanh(Ct) (11)

where ⊕ represents the convolutional operator, � represents the matrix multiplica-
tion; Us, V s, and Ws are the weight tensors; bs are the bias tensors. Structure of
Conv-LSTM is represented in Fig. 3 andmore details about the network can be found
in [18].

3.3 Traffic Congestion Measure

In this section, we derive a traffic congestion evaluation method, which is inspired by
the fuzzy method. Developed congestion evaluation method was applied to generate
evaluation sets in the form (low, medium, congestion, and serious congestion). In
this method, first, membership function is determined along with the weight coeffi-
cients of the evaluation factor. Congestion evaluation method considers one or more
traffic parameters as the evaluation factor. For simplicity and due to the availability
of data, only one traffic parameter was considered, i.e., traffic speed. It is believed
that the selected traffic speed parameter can characterize the traffic state accurately.
Traffic congestion state was measured by exploring the traffic speed parameter. Iden-
tified traffic states play an effective role in the trips and traffic management system.
Low, medium, congestion, and serious congestion categories were considered as the
evaluation set.

To achieve this objective, the trapezoidal membership function was selected. It
is a combination of piecewise linear and trapezoidal [29] as shown in Fig. 4, which
can express knowledge of ambiguity caused by linguistic assessments by objectively
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converting them into numerical variables. It determines the relationship between the
evaluation factor (traffic speed) and the evaluation set for traffic congestion. Graph
of membership function along with congestion states is shown in Fig. 4. In Fig. 4,
T1, T2, . . . T6 are the linear ending values of the four clusters and are obtained by
the K-means clustering technique and c1, c1, c3 are thresholds for four congestion
states corresponding to T1, T2, . . . T6. The expression of the proposed functional is
represented as

S1(v) =

⎧
⎪⎨

⎪⎩

1, v ≤ T1
T2−v
T2−T1

, T1 ≤ v ≤ T2
0, v ≥ T2

S2(v) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

v−T1
T2−T1

, T1 ≤ v ≤ T2
1, T2 ≤ v ≤ T3
T4−v
T4−T3

, T3 ≤ v ≤ T4
0, v ≥ T4

S3(v) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

v−T3
T4−T3

, T3 ≤ v ≤ T4
1, T4 ≤ v ≤ T5
T6−v
T6−T5

, T5 ≤ v ≤ T6
0, v ≥ T6

S4(v) =
{

v−T5
T6−T5

, T5 ≤ v ≤ T6
1, v ≥ T6

where S1(v), S2(v), S3(v), and S4(v), respectively, with the range of [0,1] are equiv-
alant to traffic congestion states like serious congestion, congestion, medium, and
low. Here, v1 is the value of traffic speed, and its corresponding set S = {s1, s2, s3, s4}
correspond to serious congestion, congestion, medium, and low (called evaluation
set). The value of proposed membership function r1 j , j = 1, 2, . . . , 4 is determined
for j th element of S with respect to traffic speed. Fuzzy evaluation set for a single
parameter is expressed as in Eq. (12).

R = (
r11 r12 r13 r14

)
(12)

After determining the fuzzy evaluation matrix, we can obtain the fuzzy comprehen-
sive evaluation matrix B, which is represented in Eq. (13).

B = W ◦ R = (
r11 r12 r13 r14

) = (b1, b2, b3, b4) (13)

where ◦ denote the fuzzy compositional operation and b j denote the j th element of
B. Applying max-membership principle, the biggest element b = b j of B represent
traffic congestion state, as follow in Eq. (14)

b = b j = max(b1, b2, b3, b4). (14)
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4 Experiments

4.1 Performance Evaluation Metrics

This section describes the evaluation metrics, which have been utilized to determine
the prediction performance and stability of applied models. During the experiments,
metrics values were calculated from the predicted and the actual traffic speed. Equa-
tion (15)–(18) define the following metrics:

Mean squared error (MSE) = 1

n

n∑

i=1

(ŷi − yi )
2 (15)

Mean absolute error (MAE) = 1

n

n∑

i=1

|̂yi − yi | (16)

Mean absolute percentage error (MAPE) = 1

n

n∑

i=1

∣
∣
∣
∣
ŷi − yi

yi

∣
∣
∣
∣ 100% (17)

Coe f f icient o f correlation (CC) =
∑n

i=1(ŷi − ¯̂y)(yi − ȳ)
√∑n

i=1(ŷi − ¯̂y)2 ∑n
i=1(yi − ȳ)2

(18)

where yi and ŷi , respectively, are the actual and predicted speed during the i th time
step from the test dataset; ȳ is the mean of values of the y-variable and ¯̂y is the mean
of values of the ŷ-variable; n is the total munber of predicted samples. Python 3.8.3
with the Keras 2.3.1, Tensorflow 2.0 was used for programming purpose.

4.2 Results and Discussion

To examine the prediction performance of applied NN models, each network was
trained on 80% time intervals of datasets and tested (validated) on randomly selected
20% time intervals from the same datasets. All models were generated having similar
architectures like input layers, output layers, and the number of the epoch which is
shown in Table2.

In a model, input layer receives the 9 features information (inputs) which includes
time of the day, day of the week, and categorized vehicular speed and the output layer
has one output i.e. traffic speed. In the process of information from inputs of the
input layer into the output of the output layer, we need the activation function. The
activation function produces a computer-understandable value. ReLU is a non-linear
function and its range is between 0 and infinity.

Five different configurations of each network were designed for the prediction of
traffic speed. Each configuration was having a single hidden layer and 150 epochs,
while the number of hidden nodes were different. Each network performance was



Traffic Congestion Prediction Using Categorized Vehicular Speed Data 377

Table 2 Structures of neural networks

Neural
networks

Input feature Output feature Hidden layer Epoch number Activation
function

MLP Vehicular
speed

Speed 1 150 Tansig

CFBP Vehicular
speed

Speed 1 150 Tansig

RNN Vehicular
speed

Speed 1 150 Tansig

LSTM Vehicular
speed

Speed 1 150 ReLU

CNN Vehicular
speed

Speed 1 150 ReLU

Conv-LSTM Vehicular
speed

Speed 1 150 ReLU

b Tansig—Hyperbolic tangent sigmoid, ReLU—Rectified linear unit

analyzed using metrics likeMAE,MSE,MAPE, and CC. These models were trained
by using the same training data of 5min and 10min intervals. Training and testing
progress of Conv-LSTM model is shown in Fig. 5.

Prediction accuracy in 5min and 10min of interval for Conv-LSTM NN with
other five neural network models MLP, CFBP, RNN, LSTM, and CNN is shown in
the Tables3 and 4. Best train of each model is highlighted in terms of hidden unit
number, MAE, MSE, MAPE, and CC. Difference in the values of MAE, MSE, and
MAPE between the best-performing model (LSTM) and Conv-LSTM are 0.2851,
0.2668, and 0.0124.

Table3 shows thatmodelsMLP,CFBP,RNN,LSTM,CNN, andConv-LSTMhave
highest coefficient of correlation values 97.47% (Train 4), 97.45% (Train 3), 96.46%
(Train 1), 99.76% (Train 3), 99.49% (Train 2) and 99.98 % (Train 1) respectively for
speed prediction in 5min of interval. Table4 shows that models MLP, CFBP, RNN,
LSTM,CNN, and Conv-LSTMhave highest coefficient of correlation values 97.12%
(Train 1), 97.70% (Train 5), 97.59% (Train 1), 99.79% (Train 4), 99.88% (Train
4) and 99.93 % (Train 1), respectively, for speed prediction in 10min of interval.
Experimental results clearly show that the Conv-LSTM can capture both weekday
and weekend time-series patterns. Furthermore, Conv-LSTM NN outperforms the
other applied models in terms of accuracy and stability.

To analyze the congestion pattern for time intervals of testing dataset, developed
congestion evaluation method was used. Congestion evaluation method has been
described in Sect. 3.3. K-means clustering technique was used to determine the vari-
ables of congestion evaluation method which are shown in Table5. In the values of
the cluster, the first and second entries are the minimum and maximum values of the
clusters, respectively.

Proposed congestion evaluation method classifies the traffic state (i.e., level of
congestion) into four different categories namely low, medium, congestion, and seri-
ous congestion based upon traffic stream speed. Figure6 represents a framework to
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Fig. 5 Training progress and validation of Conv-LSTM model a for 5min of intervals (Train 1) b
for 10min of intervals (Train 1)

predict the congestion state, in which the Conv-LSTMNN predicts traffic speed, and
then developed evaluation method analyzes the type of traffic congestion state on the
basis of the predicted speed. Table6 shows some congested and non-congested time
intervals using the developed congestion evaluationmethod.As per the time intervals,
observed speed (average speed of categorized vehicular speeds) is taken from testing
data, and predicted speed is the forecast speed corresponding to categorized vehic-
ular speed (excluding average speed) from Conv-LSTM neural network. After that
developed congestion evaluation method determines the congestion state according
to traffic speed in terms of s1, s2, s3, and s4; where s1, s2, s3, and s4 represent serious
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Table 3 Speed prediction for 5min of intervals

MLP CFBP

Model Train 1 Train 2 Train 3 Train
4

Train 5 Train 1 Train 2 Train
3

Train 4 Train 5

HUN 10 25 40 65 80 10 25 40 65 80

MAE 1.1631 1.2130 1.1751 1.1427 1.2136 1.1300 1.2470 1.1212 1.2080 1.1781

MSE 4.7519 5.2385 4.8316 4.7216 5.0793 5.6828 5.9179 5.5840 5.6148 5.6079

MAPE 0.0649 0.0628 0.0637 0.0623 0.0755 0.0293 0.07668 0.02346 0.1319 0.0867

CC 0.9743 0.9675 0.9733 0.9747 0.9690 0.9744 0.9655 0.9745 0.9725 0.9736

RNN LSTM

Model Train
1

Train 2 Train 3 Train 4 Train 5 Train 1 Train 2 Train
3

Train 4 Train 5

HUN 10 25 40 65 80 10 25 40 65 80

MAE 1.5213 1.5607 1.5795 1.5926 1.5703 0.5507 0.5217 0.3684 0.4043 0.4447

MSE 5.3077 5.3228 5.3325 5.3380 5.3257 0.5429 2.0247 0.2946 0.7866 1.9515

MAPE 0.0978 0.1750 0.1391 0.1269 0.1179 0.0250 0.02221 0.0165 0.0181 0.0199

CC 0.9646 0.9634 0.9630 0.9624 0.9633 0.9958 0.9841 0.9976 0.9939 0.9852

CNN Conv-LSTM

Model Train 1 Train
2

Train 3 Train 4 Train 5 Train
1

Train 2 Train 3 Train 4 Train 5

HUN 10 25 40 65 80 10 25 40 65 80

MAE 0.9609 0.5041 0.6867 0.5051 0.9023 0.0833 0.2865 0.4987 0.0921 0.7470

MSE 1.7442 0.6429 2.5866 0.9664 1.7014 0.0278 0.1371 0.3616 0.0271 0.7685

MAPE 0.0439 0.0223 0.0309 0.0227 0.0557 0.0041 0.0136 0.0272 0.0054 0.0409

CC 0.9861 0.9949 0.9814 0.9934 0.9927 0.9998 0.9998 0.9998 0.9998 0.9997

Fig. 6 Flow chart of traffic congestion state prediction with Conv-LSTM
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Table 4 Speed prediction for 10min of intervals

MLP CFBP

Model Train
1

Train 2 Train 3 Train 4 Train 5 Train 1 Train 2 Train 3 Train 4 Train
5

HUN 10 25 40 65 80 10 25 40 65 80

MAE 1.0239 1.0438 1.0430 1.0675 1.0535 0.9908 1.0345 1.0551 1.0256 0.9708

MSE 3.8924 4.1762 4.1719 4.1937 4.1788 4.2053 4.2750 4.0466 3.9742 3.8195

MAPE 0.0718 0.0762 0.1073 0.1266 0.0812 0.1217 0.0869 0.0621 0.04963 0.02848

CC 0.9712 0.9661 0.9663 0.9659 0.9662 0.9767 0.9720 0.9658 0.9711 0.9770

RNN LSTM

Model Train
1

Train 2 Train 3 Train 4 Train 5 Train 1 Train 2 Train 3 Train
4

Train 5

HUN 10 25 40 65 80 10 25 40 65 80

MAE 1.0525 1.1281 1.2525 1.3118 1.3263 0.9589 0.4232 0.3988 0.3373 0.3612

MSE 3.6755 3.7780 3.9629 4.0637 4.1008 1.7984 0.4566 0.5137 0.2785 0.2642

MAPE 0.0994 0.1027 0.0996 0.1185 1.1441 0.0478 0.0196 0.0179 0.0159 0.0187

CC 0.9759 0.9742 0.9710 0.9690 0.9687 0.9836 0.9958 0.9954 0.9979 0.9978

CNN Conv-LSTM

Model Train 1 Train 1 Train 3 Train
4

Train 5 Train
1

Train 2 Train 3 Train 4 Train 5

HUN 10 25 40 65 80 10 25 40 65 80

MAE 0.6871 0.3371 0.3468 0.3013 0.3261 0.1167 0.2827 0.2941 0.3428 0.1525

MSE 0.8405 0.2885 0.2465 0.2210 0.2382 0.1002 0.1945 0.1946 0.1956 0.1005

MAPE 0.0379 0.0151 0.0153 0.0144 0.0186 0.0069 0.0162 0.015 0.0205 0.0074

CC 0.9924 0.9982 0.9985 0.9988 0.9988 0.9993 0.9992 0.9992 0.9992 0.9993
c HUN—Hidden unit number, MAE—Mean absolute error, MSE—mean square error, MAPE—
Mean absolute percentage error, and CC—Coefficient of correlation

Table 5 Linear values of four clusters

No of cluster Values of cluster Variable

1 07.97, 15.41 T0, T1
2 15.45, 20.88 T2, T3
3 20.98, 28.21 T4, T5
4 28.39, 43.46 T6, T7

congestion (SC), congestion (C), medium (M), and low (L), respectively. Testing
datasets of 5min intervals and 10min intervals were used to generate Fig. 7 and it
shows the comparison between predicted congestion state by predicted speed and
estimated congestion state by observed speed. Figure7 confirms that the predicted
congestion state and observed congested state is almost the same. It affirms that the
proposed method can be applied successfully to the prediction of traffic congestion
state in non-homogeneous traffic.
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Table 6 Congestion class prediction

Time
intervals

Datetime Obs.
speed

b value Obs. state Pred.
speed

b value Pred. state

1 16-02-
202110:25

13.92 1 s1 14.12 1 s1

2 16-02-
202110:55

27.05 1 s3 26.96 1 s3

3 16-02-
202116:25

23.92 1 s3 23.90 1 s3

4 16-02-
202116:55

22.31 1 s3 22.30 1 s3

5 16-02-
202117:25

30.29 1 s4 29.92 1 s4

d Obs.—Observed, Pred.—Predicted, s1—Serious congestion, s2—Congestion, s3—Medium, s4—
Low

(a) Prediction with test data for 5
minutes

(b) Estimation with test data for 5
minutes

(c) Prediction with test data for 10
minutes

(d) Estimation with test data for 10
minutes

Fig. 7 Comparision between predicted and estimated congestion states
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5 Conclusion

In this study, six neural network architectures were constructed with required prop-
erties having the same training and testing datasets. Each lag of datasets contains
nine input features (e.g., Time of the day, day of the week, categorized vehicular
average speed) and one output (e.g., average stream speed or traffic speed). For
short-term traffic speed prediction, the performance of the networks was evaluated.
The prediction accuracy of these networks was measured by metrics such as MSE,
MAE, and MAPE, and stability by the coefficient of correlation (CC). Study results
suggest that the Conv-LSTM neural network can be successfully applied for short-
term prediction of traffic speed. In this article, our second aim was traffic congestion
state prediction. For this purpose, we developed a congestion evaluation method
based on the traffic speed using fuzzy comprehensive evaluation scheme. Finally,
the developed congestion evaluation method was combined with the Conv-LSTM
neural network which then predicted the traffic congestion state using categorized
vehicular speed data. Study results clearly demonstrate that the Conv-LSTM neural
network and congestion evaluation method can be successfully applied for traffic
congestion prediction.

More datasets are required to test the efficiency and robustness of the proposed
traffic congestion predictionmethod under diverse traffic conditions. Due to COVID-
19-induced conditions, it was difficult for us to collect more amount of data. Future
studieswill focus on the collection ofmore data so that the proposed traffic congestion
prediction method can be tested under different types of traffic conditions.
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Data Imputation for Traffic State
Estimation and Pre-diction Using Wi-Fi
Sensors

Sarthak Chaturvedi, S. Deepak, Dhivya Bharathi,
and Bhargava Rama Chilukuri

Abstract Real-time monitoring of traffic conditions is essential to support control
strategies and provide useful information to travelers. With the accelerated develop-
ment in transportation management systems (TMSs), traffic data collection methods
have progressed rapidly. Despite the development in the data collection systems,
there is missing data due to occasional sensor damage, trans-mission error, or a low
penetration rate of the probe vehicle, thereby affecting the reliability and effective-
ness of the Intelligent Transportation Systems (ITS). There is a need for effective data
imputation methods to ensure the integrity and quality of traffic data. Two clustering-
based methods for such traffic imputations are proposed in this paper—one using
k-means clustering and the other using speed bins. Mean Absolute Percentage Error
(MAPE) is used as a performance efficiency index for both methods. The Speed
bin method was found to be more effective with a maximum MAPE of 13.8%. The
maximum MAPE observed for the k-means clustering method is 22.6%.

Keywords Traffic data · Imputation · Clustering

1 Introduction

Traffic state monitoring is gaining potential interest from traffic management author-
ities. Travel time and the average speed of vehicles along a corridor are significant in
understanding the traffic state of the corridor at any time of the day. Transportation
managers and engineers use it for analyzing the performance of the corridors while
travelers use it to decide their routes and mode of transport. Missing traffic data has
been a cause of great concern and challenge for transportation professionals. Traffic
state prediction could be extremely limited and wrong in the presence of missing
traffic data. Hence, there is an urgency to find efficient traffic data imputation method
to fill the missing data.
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It has been observed that transportation institutes in different countries have
suffered different degrees of information deficit on traffic data starting from 15%
in the US to 10% in China [1, 2]. Such missing values hamper the task of traffic
forecasting. A random estimation or discarding of the cells with such missing values
will affect the subsequent results. However, there are numerous other fields, such as
statistics, medicine, hydro climatology, etc., which face similar problems. In recent
years, many ITS engineers and researchers have found out that most of the imputa-
tion methods used in other domains are suitable for traffic imputation [3, 4] however,
it lacks the theoretical reasoning/background. Imputation ideologies should be dealt
with more than just replacing a number and they should reflect the prevailing traffic
conditions in specific.

In this study, staticWi-Fi sensors capable of observing surrounding vehicles by the
Media Access Control (MAC) identifier are used for data collection. These sensors
can communicate traffic data to the server for real-time analysis. However, such
systems are highly prone to missing and erroneous data, resulting in diminished
datasets for analysis and real-time operation. Imputation is a technique to fill such
missing data points with suitable estimated/predicted values. In this study, the feasi-
bility and applicability of imputingmissing data from static sensors along the corridor
are studied. Further, imputation techniques used for homogeneous traffic conditions
are straightforward and commonly based on the average speed of all vehicles across
a period, as the speed variations are minimal. Heterogeneous traffic condition is a
challenging case wherein the speed ranges are different for different classes of vehi-
cles. This raises the need for analyzing the data for separate vehicle classes followed
by imputation. The present study hypothesizes speed-based clustering to represent
vehicle classes that reflect similar dynamic characteristics. In this study, a traffic
flow theory-based background is framed to understand the prevailing traffic condi-
tion and imputation is carried out for individual vehicle classes. Overall, this study
proposed an imputation methodology based on heuristics based on the traffic flow
theory concept and clustering-based on speeds to represent vehicle classes.

The paper is organized as follows. The paper is organized as follows. Section 2
discusses the reported studies on imputation methodologies, Sect. 3 describes the
data collection, description, and methodology while Sect. 4 discusses the results and
inferences.

2 Literature Review

The imputation methods are commonly classified into four categories: prediction-
based, interpolation-based, statistical learning-based method, machine learning-
based and tensor-based methods. Prediction methods use the historical database
to build models to predict the missing values in the database. A few studies [5–7]
carried out prediction-based imputations for traffic data. ARIMAmodels are themost
commonly used methods under prediction-based imputation. However, such models
are site-specific and require training at different locations [8]. The interpolation-based
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method uses the weighted average value of neighboring or historical data points to
handle amissing value. Averaging can be based on temporal neighboring, which uses
data from the same location, neighboring periods, or pattern neighboring, which uses
data from locations/times having similar patterns. In this, K-NN is a commonly used
method to identify suitable neighbors using appropriate distance metrics [9, 10].
A few studies [11, 12] have explored the feasibility and applicability of imputing
missing traffic data using heuristic and statistical imputation techniques.

Statistical learning-based methods use the observed data to identify statistical
properties like distributions and then inference the corrupted or missing value in
an iterated fashion. A classical method used for the imputation is the Markov chain
Monte Carlo (MCMC)methodwhich generates a series of values to impute corrupted
data points [13, 14]. Machine learning-based methods estimate the value by learning
some complex relations between data points in history [15]. However, many of these
methods fail to account for the spatial and temporal nature of the traffic data. They
either consider just the temporal or just the spatial relation in the traffic data. Tensors-
based methods have become increasingly popular in complex transportation datasets
as they can develop multi-dimensional tensors that can explore a cross-functional
relationship in spatiotemporal data [16]. However, such methods are highly data-
intensive to learn the multi-dimensional relationships and may not be suitable for
real-time implementations. Also, all of the above-said methods are based on data
and have not considered the traffic flow theory concepts to understand the nature of
prevailing traffic conditions. In addition, all of the above studies are carried out under
homogenous traffic conditions. Heterogeneous traffic conditions like the one in India,
are characterized by different vehicle classes traveling at different speeds. However,
traditional methods impute a single value for a period, but there are no methods to
address a range of values observed under heterogeneous traffic. Therefore, there is a
need to develop a method for imputing missing values under heterogeneous condi-
tions. In this regard, the present study attempts to develop an imputationmethodology
based on basic shock wave theory which infers the traffic condition. In the light of the
shortcomings in various methods discussed above and traffic segments with a greater
percentage of missing values for this end, we have proposed two clustering-based
methods that can explore the scheme of travel time relation for various classes of
vehicle in the traffic stream as a means to impute individual class speed and provide
traffic planners with more comprehensive information on the traffic speed of the
entire stream of vehicle.

3 Methodology

3.1 Data Attributes

Data from three consecutive sections of the road installed with staticWi-Fi sensors at
each end of the sections are considered for this study. The datawere obtained from the
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road sections Madhya Kailash to FOB1, FOB1 to Tidel Park, and Tidel Park to SRP
Tools which lay along the Old Mahabalipuram Road in Chennai, India, and is taken
from January and February of 2020. The lengths of the sections are 0.7 km, 1.9 km,
and 0.9 km respectively, and are three laned and contain three signals between them.
The data used for imputation is the speed of the vehicles corresponding to the travel
times as the three sections are of unequal length.

A network of static Wi-Fi sensors capable of sensing vehicles by their Media
Access Control (MAC) address is installed at signalized intersections approximately
1 km apart [17].MAC Ids recorded at sensor 1 are re-identified at sensor 2 to calculate
the travel time of the vehicle in the section between these two sensors. The data
obtained from these sensors is then used to prepare a comprehensive travel time
database with missing and corrupted data in between which needs to be imputed.

The MAC address captured at location A at time T1 and location B at time T2
would have T2–T1 as the travel time in the section between A and B. The number
of hits of a particular device’s MAC address at the Wi-Fi sensor are generally high
and spread across a few seconds. To pinpoint the timestamps T1 and T2, recording
corresponding to maximum signal strength is used. The recording which has the
maximum signal strength is assumed as the one closest to the sensor. This recording
at the largest signal strength is then taken into consideration for further calculation.
A minimum speed threshold of 5 km/h is kept during peak hours and 15 km/h during
off-peak hours to neglect the travel time of pedestrians. A maximum speed threshold
of 90 km/h (95th percentile value) is maintained in both cases to ignore errors. The
above thresholds remove the errors from vehicles that have detoured from the route
and have arrived at a later time, hence contributing to a slower speed. The thresholds
thus ensure that we filter the data of vehicles that pass through the sensors at location
A and location B without any stoppage or detour. The travel times are segregated
into five-minute time bins, thus contributing to 288 bins over 24 h. Figure 1 shows
the scatterplots of sample five-minute bin data at different periods. It can be seen the
travel time ranges from the 90s to the 1200s reflecting the nature of heterogeneity in
the samples observed.

The present study considered three consecutive sections of the road at three
consecutive five-minute bins to experiment with the proposed imputation method-
ology. Table 1 shows the complete data setup required for a single imputation. The
cells a11 to a33 comprise all the travel time data corresponding to that particular
section at that particular period. The value to be imputed is a22 and will be done
with the help of up-stream traffic (a11, a21, a12) and downstream traffic (a32, a13,
a23). Cells a11, a21, a12 contribute to the traffic properties from the upstream side.
Cells a32, a13 and a23 contribute to the traffic properties from the downstream side
in a congested scenario.
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a) Period=18:25-18:30 b) Period=18:30-18:35 

c) Period=09:00-09:05 d) Period=08:20-08:25 

Fig. 1 Scatterplot of samples in different periods

Table 1 Sample imputation
data representation

Interval Section 1 Section 2 Section 3

T1–T2 a11 a12 a13

T2–T3 a21 a22 a23

T3–T4 a31 a32 a33

3.2 K-Means Clustering Method

The cell to be imputed is bordered by three cells from the upstream traffic and three
cells from the downstream traffic. Each cell represents a five-minute bin for that
particular section of the road. Each of these six cells is clustered by the speed of
all the vehicles contributing to them to separate them into vehicle classes using the
k-means algorithm. Brief pseudocode is shown in Algorithm 1. The optimal k used
in the algorithm is obtained by finding the silhouette score [18] for different values
of k. The value of k for which the silhouette score is maximum is considered the
optimal k for the given data set. The silhouette score s(i) for point i is defined in
Eq. 1.

s(i) = (b − a)/max(a, b), (1)

where a =Mean intra-cluster distance, b =Mean nearest-cluster distance.
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The present study assumed the maximum k-value as five, limiting to five vehicle
classes on the section of the road considered. Table 2 shows a sample speed dataset
from a five-minute bin segregated into two clusters based on the k-means algorithm.
The silhouette scores obtained for this case are shown in Table 3.

As clustering of speed data does not directly take the vehicle class-specific features
and interactions, the clusters are combined in case themean cluster values are similar.
The clusters of the three cells upstream are combined to match clusters based on
similar properties. The heuristics comprise of the following set of rules:

Table 2 Sample clustered
data

Speed data Clustered data Cluster number Cluster
centroids

8.99 23.90 – –

23.90 32.70 – –

32.70 19.24 – –

19.24 23.31 – –

5.82 22.04 1 22.65

14.47 27.07 – –

23.31 17.57 – –

22.04 20.05 – –

27.07 17.94 – –

17.57 8.99 – –

20.05 5.82 2 9.76

17.94 14.47 – –
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Table 3 Sample silhouette
score

k-value Silhouette score

2 0.531

3 0.491

4 0.505

5 0.434

(1) Combine nearby clusters of the same cell if their difference is less than 3 km/h
for speeds less than 25 km/h, less than 5 km/h for speeds less than 50 km/h,
and less than 10 km/h for speeds greater than 50 km/h.

(2) Minimum cumulative difference of cluster centroids when combining different
clusters across cells

(3) Combining should not happen if the difference between cluster centroids is
greater than 5 km/h for speeds less than 30 km/h and greater than 10 km/h for
speeds greater than 30 km/h, however, it should be treated as a separate cluster.

The reason for this heuristic is that different traffic regimes exist in different cells,
but they may not be captured by the detector. Therefore, combining clusters with
similar characteristics are done to determine the clusters for imputation. The speed
of all the vehicles contributing to the matched clusters is combined to calculate an
overall centroid. Similarly, the three cells contributing to the downstream traffic are
clustered and combined to produce the output cluster centroids and are shown in
Table 4.

The above heuristics are explained below using Table 4.

Class1: D1
Class 2: A1 + B1 + D2
Class 3: B2 + B3
Class 4: A2

Table 5 shows the sample of imputed data from upstream and downstream and
the actual data. Vehicle classes 3 and 5 were not observed in the imputed data
from downstream traffic. The aforementioned heuristics were implemented for ten

Table 4 Sample of upstream
clusters

Cluster names Cluster centroids

A1 22.65

A2 9.76

B1 21.21

B2 15.32

B3 14.02

D1 67.35

D2 21.70
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Table 5 Comparison of
upstream and downstream
classes with the observed
classes

Vehicle class Speed (km/h)

Measured Upstream Downstream

Class 1 61.34 59.99 57.14

Class 2 38.80 39.54 32.24

Class 3 20.11 20.59 –

Class 4 12.05 14.85 10.76

Class 5 6.21 6.60 –

different periods, and the MAPE of the upstream and the downstream imputations
were calculated.

3.3 Speed Bin Method

Another method explored for imputation is to classify the vehicles with a predefined
number of clusters with predefined properties. To define the number of clusters, the
upper and lower bound of the vehicle’s speed captured by this network of static
Wi-Fi sensors were analyzed. The maximum speed limit was found to be as high
as 75 km/h, and the minimum speed was found to be 5–6 km/h. Considering the
maximum speed that could be captured as 75 km/h, we equally divided the speed
limits into five clusters, each representing a consecutive 15 km/h interval. To impute
the missing cell, the vehicles from the upstream cells (explained before) are pooled
together and classified based on their speeds into these five aforementioned clusters.
This pooling was done as these vehicles were found to affect the traffic properties
of the empty cell (a22) the most. Further, the mean of the speeds of each cluster
is taken as the imputed speed value specific to that cluster for cell a22. Similarly,
pooling was carried out in the downstream location, and clustering was performed
on pooled data to get the imputed values. The following figure (Fig. 2) shows the
upstream and downstream locations for the cell a22 (i.e., the red shaded cells are the
upstream locations and the green shaded cells are the downstream locations).

Fig. 2 Data imputation
based on speed bin method

a11 a12 a13 

a21 a22 a23 

a31 a32 a33 
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3.4 Performance Efficiency (PE)

The accuracy of imputed data to the actual observed data is evaluated using theMean
Absolute Percentage Error (MAPE) method. To evaluate the performance efficiency
of both the methods, some cells were randomly removed with known properties from
the database and the results obtained from the k-mean clustering and the speed bin
method were evaluated. The PE was obtained by comparing the values obtained in
each cluster in both the methods with the respective values obtained in the original
data. For this purpose, mean absolute percentage error (MAPE) was used as the
performance index. Equation 2 defines the MAPE.

MAPE = 1

n

n∑

t=1

|At − Ft |
At

(2)

where, At—Actual value, Ft—Forecast value, N—number of fitted points.

4 Results and Discussions

The scope of the present study is to impute the missing values in the real-time traffic
speed/travel time database using static sensors. The data attributed using both the
speed bin method and the k-means clustering method were statistically analyzed for
fit by theMeanAverage Percentage Error method. The results for the same are shown
in Table 6.

Table 6 Comparison of speed bin and k-means clustering method

S. No Time MAPE

k-means clustering method Speed bin method

Up-stream Downstream Up-stream Downstream

1 18:05–18:20 0.87 13.37 7.65 4.8

2 18:10–18:25 15.6 18.5 4.93 10.85

3 18:15–18:30 10.46 4.93 8.38 4.43

4 18:20–18:35 7.2 11.47 2.6 7.44

5 18:25–18:40 11.34 6.95 4.38 2.77

6 18:30–18:45 12.04 15.82 7.54 8.57

7 18:35–18:50 16.04 7.22 3.13 3.97

8 18:40–18:55 10.62 22.66 7.24 6.61

9 08:20–08:35 14.45 13.73 10.37 13.82

10 10:20–10:45 9.36 10.3 7.92 6.68
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The results suggest that the speed bin method performed significantly better than
the k-means clustering method. TheMAPE for the speed bin method was obtained in
the range of 2–14%. For the same data, the k-means clustering showed a higher degree
of variation from the original data, with MAPE ranging in the range of 0.8–23%.
One reason for k-means clustering having lower imputation efficiency was that the
properties and number of optimum clusters created in each surrounding cell differed
from the other cells because of a different class of vehicles observed in the segments
during the stipulated time interval. This problem is non-existent in the speed bin
method as the number of clusters, and their properties are the same across all cells.
One key observation made during this study suggests that the k-means clustering
could be more efficiently used to represent greater vehicle classes as it can classify
vehicles more efficiently in a closely spaced speed dataset. The predefined speed
bin method fails when the speed difference in the observed dataset is less than the
predefined limits. In such cases, k-means could make more and optimum number of
clusters in such data.

It was observed in half of the instances that the downstream location performed
better, whereas in another half upstream value was closer to the observed data on the
ground. Such observation was because of congestion arising in either upstream or
downstream locations, which doesn’t let the traffic fleet reflect its similar behavior
in the subsequent segment.

The results suggest that the speed bin method performed significantly better than
the k-means clustering method. TheMAPE for the speed bin method was obtained in
the range of 2–14%. For the same data, the k-means clustering showed a higher degree
of variation from the original data, with MAPE ranging in the range of 0.8–23%.
One reason for k-means clustering having lower imputation efficiency was that the
properties and number of optimum clusters created in each surrounding cell differed
from the other cells because of a different class of vehicles observed in the segments
during the stipulated time interval. This problem is non-existent in the speed-bin
method as the number of clusters, and their properties are the same across all cells.
One key observation made during this study suggests that the k-means clustering
could be more efficiently used to represent greater vehicle classes as it can classify
vehicles more efficiently in a closely spaced speed dataset. The predefined speed
bin method fails when the speed difference in the observed dataset is less than the
predefined limits. In such cases, k-means could make more and optimum number of
clusters in such data.

It was observed in half of the instances that the downstream location performed
better, whereas in another half upstream value was closer to the observed data on the
ground. Such observation was because of congestion arising in either upstream or
downstream locations, which doesn’t let the traffic fleet reflect its similar behavior
in the subsequent segment.
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Vehicle Actuated Signal Control System
for Mixed Traffic Conditions

Chithra A. Saikrishna and S. P. Anusha

Abstract Actuated signal control (ASC) works based on vehicle actuations that
utilize vehicle headway or count for signal control. However, under mixed traffic
conditions, it is nearly impossible to obtain such data from all the vehicles in the
traffic stream. Under such scenarios, the average delay of vehicles obtained from a
representative sample of vehicles can be used as an input for signal control. This study
evaluated the effectiveness of RFID sensors for real-time delay estimation where the
average approach delay obtained from RFID sensors was used as the control variable
for the working of an actuated signal control system at an isolated intersection. Based
on the simulation results, it was observed that a penetration rate of 80% of total car
volume in the traffic stream would effectively represent a vehicle actuated system
that works based on delay from all vehicles in the traffic stream along with better
performance in terms of percentage reduction in overall intersection delay.

Keywords Vehicle actuated signal control · Delay ·Mixed traffic · RFID sensors

1 Introduction

Increasing vehicle congestion in urban cities has demanded smart and real-time traffic
management strategies that would reduce the delay at an intersection thereby maxi-
mizing the efficiency of traffic network systems. For countries like India, where
highly heterogeneous non-lane based traffic system prevails, implementation of
traffic management measures is even more challenging. The inability of fixed signal
control strategies in handling the rising traffic demand and urban infra-structure
development paved the way for alternative, more responsive signal control systems.
Integration of advanced vehicle detection techniques in signal control has also lever-
aged the research in dynamic signal control systems. Vehicle actuated signal control
is one among the dynamic control strategy recommended for an isolated intersec-
tion with fluctuating demands. The applicability of Radio-Frequency Identification
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(RFID) technology in the estimation of traffic stream parameters also contributes
to the better management of traffic congestion. In this paper, the suitability of delay
obtained fromRFIDsensors for operating actuated signal control systems is evaluated
through simulation studies.

2 Literature Review

Existing real-time traffic control strategies such as actuated or adaptive require infor-
mation of the entire traffic. This necessitates an automated data collection process
that can collect data from the entire traffic. For example, actuated signals need
headway between vehicles and adaptive solutions need flow data. However, tradi-
tional location based sensors such as inductive loops or video image processing fail
to produce accurate data under mixed traffic conditions. This is because the sensors
fail to capture parallel vehicular movements passing through them and for the various
vehicle classes involved. Few research had been carried out in the past to explore
the feasibility of different sensors such as Radio-Frequency Identification (RFID)
system in Jayan and Anusha [1] and Wu and Yang [2], Bluetooth sensors in Abbas
et al. [3] and Mathew et al. [4] and Wi-Fi sensors in [5], for data collection under
mixed traffic conditions. Jayan andAnusha [1] conducted a study on the suitability of
using Bluetooth and RFID detectors in travel time prediction for mixed traffic condi-
tions which possessed several ITS applications. Reliability analysis of the sensor
data in travel time estimation along with determining the penetration rate and match
rate was conducted to analyze the performance of RFID sensors under mixed traffic
conditions. Based on the results of the study it was concluded that RFID sensors
can be used for real-time data collection for travel time studies under heterogeneous,
non-lane based traffic scenarios.

Several studies have explored the possibility of vehicle actuated (VA) signal
control for efficient traffic signal management at intersections due to their adapt-
ability to varying traffic demands. Wang et al. [6] developed an improved VA system
that used critical gaps for green extension after the queue clearance. The signal perfor-
mance using critical gap as the single control variable was analytically modelled and
evaluated at an isolated intersection. Moghimi et al. [7] predicted the varying signal
cycle length for an actuated signal control based on gap using time series models
with changing traffic demand levels. VISSIM traffic simulation software was used to
develop the different simulation scenarios where cycle length prediction was carried
out using the proposedmodel. Though implementation ofVA traffic signal controllers
for homogeneous traffic conditions are relatively easier the case is different for hetero-
geneous, non-lane based traffic prevailing in countries like India. Few researches
were conducted to adapt the VA control logic to heterogeneous vehicle mix so as to
develop an efficient traffic signal system. Ravikumar and Mathew [8] developed a
vehicle actuated signal control strategy based on headways for heterogeneous traffic
having limited lane discipline. Their study demonstrated algorithms for signal control
including changing the detector configuration and the loop size, logical grouping of
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signal phases, and the use of dummy phases. Oertel and Wagner [9] developed an
actuated signal control plan based on delay times obtained from vehicles entering
an isolated intersection. From the experimental studies conducted using the Simula-
tion of Urban MObility (SUMO) software, they demonstrated that for the efficient
working of delay based vehicle actuated signal control, the penetration rate of detec-
tors or the number of equipped vehicles in the traffic stream were not necessarily
a significant parameter. If the position of at least one vehicle on the approach was
determined, green times for the following phase can be estimated during the red
phase.

Simulation studies are necessary to evaluate various traffic management strate-
gies to improve the road transport network efficiency. Traffic simulators offer the
possibility to experiment with an existing or non-existing traffic system in a safe
and non-disturbing way [10]. Various traffic simulation softwares are available with
microscopic, mesoscopic and macroscopic modelling approaches such as CORSIM,
Paramics, AIMSUN,MATSim, SimTraffic, VISSIM, SUMO etc. Compared to other
traffic simulation softwares which provides a licensed version, SUMO is an open
source software, which is easy to understand and implement. The software provides
several tools for generating multi-modal traffic networks including foreign network
import, demand modelling and route generation from different sources, command
line application as well as a graphical user interface application for simulation visu-
alization. In order to model highly heterogeneous road traffic conditions prevailing
in India, SUMO offers a variety of vehicle types in addition to the sublanes feature
that renders traffic flows more realistic in the Indian scenario.

Lopez et al. [11] presented a methodology to prepare a simulation scenario in
SUMO based on real-time traffic data. The different concepts, models, tools and
applications available in SUMO to support the researchers to enhance the developed
simulation model were explained. Limited literature discussed about the calibra-
tion of SUMO for heterogeneous traffic flow. In order to validate the output of
the simulation with real data, it is necessary to calibrate the various parameters of
SUMO. Sashank et al. [12] presented a methodology for calibration of SUMO for
heterogeneous traffic by identifying the parameters that affect the model behavior
using sensitivity analysis and one-way ANOVA test and an optimal combination of
parameters using Genetic Algorithm (GA).

Based on the literature review, it is observed that there are limited studies that
evaluated the performance of an actuated signal control using delay data obtained
from sensors as an input. The present study focus on developing an actuated signal
control that utilizes delay from RFID sensors for heterogeneous traffic condition.

3 Objective

The objective of the study is to evaluate the reliability of RFID sensors for estimation
of delay at an isolated intersection and to analyze the performance of a vehicle actu-
ated signal control system operated by the delay obtained from RFID sensors. The
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challenges faced in the study are the poor lane discipline of the highly heterogeneous
Indian traffic condition in addition to the relatively lower proportion of RFID tagged
vehicles in Indian roads. The performance evaluation of a signalized intersection
operated using actuated signal control was carried out under varying sensor pene-
tration rates through traffic simulation carried out using an open source microscopic
simulation software Simulation of Urban MObility (SUMO).

4 Methodology

The work methodology comprises of four parts: the first section discuss the tech-
niques used for data collection and the data extraction process. The second section
is devoted to the development of a simulation network in SUMO and calibration for
field conditions. The third section involves the comparison of performance of Fixed
Signal Control (FSC)with the in-built Actuated Signal Control (ASC) in SUMO. The
last section illustrates the performance evaluation of ASC implemented via TraCI in
SUMO using delay obtained from RFID tagged cars at different penetration rates.

4.1 Data Collection and Extraction

A four-legged signalized intersection at Pattom in Trivandrum city of Kerala, India
was selected for the study. The approaches namely Kesavadasapuram, Marappalam,
Plamoodu and Medical College are four lane roads with median and operate under
pre-timed signal control. The traffic characteristics of the selected intersection are
shown in Table 1. The saturation flow for each approach was estimated as per Indo-
HCM2017. The cycle wise variation of traffic parameters at the intersection is shown
in Figs. 1 and 2. The proportion of RFID tagged vehicles in the traffic stream was
found to be 11.9% of the total vehicles and 40% of the total cars respectively.

Data collection was done using two RFID detector units placed on the Plamoodu
approach from 2:50 PM to 4:10 PM on a typical weekday. Each unit, comprising a
RFID reader, Raspberry Pi and GPRS was positioned at the stop line and at 70 m
upstream from the stop line. The time stamps of RFID tagged vehicles passing the

Table 1 Traffic characteristics for different approaches of the signalized intersection

Approach Saturation flow (PCU/hr) Turning Counts (PCU/hr)

Left Through Right

Kesavadasapuram 3155 387 1043 206

Marappalam 2678 59 290 255

Plamoodu 3919 640 1061 0

Medical college 3475 436 353 465
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Fig. 2 Cycle wise variation of vehicle delay

two points were recorded and the travel time was determined from matching the
unique ID of each vehicle obtained from the two detectors. The free flow travel
times of vehicles were subtracted from the travel time obtained by RFID sensors to
compute the delay experienced by the detected vehicles. The estimated vehicle delay
in seconds averaged over each cycle was validated by comparing it with field delay
obtained from video graphic techniques.

Traffic flow was recorded for the same duration as that of RFID detections on all
four approaches. Thevehicle entering avirtual trap of 70m length extendingupstream
from the stop line at the intersection was counted manually for every 5 s interval to
obtain the arrival count. Similarly, a vehicle leaving the stop line completely was
considered as its exit from the virtual trap. The number of vehicles in the queue in
Passenger Car Units (PCU) was determined from the arrival and departure counts
using the Input–Output method [13] and were plotted against cycle time to construct
a queue accumulation curve. Using Simpson’s one-third rule, the area under the curve
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was calculated and the average delay for each cycle was determined in seconds per
vehicle. The data analysis and results are discussed in Sect. 5.1.

4.2 Simulation Network

The microscopic simulation tool Simulation of Urban MObility (SUMO) developed
by the DLR institute in Germany was used to generate the road traffic network.

The signalized intersection under study namely, the Pattom intersection was
imported using Open Street Map and modified in NETEDIT. The traffic scenario
was built by adding the additional network elements including demand data, traffic
lights and detector files (Fig. 3).

The classified vehicle counts obtained from the video graphic data for an hour
constituted the input demand file. The traffic signal timings as observed in the field
were given as input with a cycle time of 120 s as indicated in Table 2. Detectors
were placed at the stop line and at a location of 70 m upstream from the stop bar for
retrieving simulation output.

Calibration. Calibration is the process of refining the input parameters of the model
to accurately replicate the observed traffic conditions [12]. The simulation software
SUMO by default works for homogeneous, lane based traffic networks. In order
to simulate the heterogeneous lane-less traffic condition that prevails in the field,
the network has to be calibrated by changing the default network parameters of the
software. The values were varied by trial and error method until the output results of

Fig. 3 Study site generated in SUMO
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Table 2 Signal timing for
different approaches of the
signalized intersection

Name of approach Red phase Green phase Amber phase

Kesavadasapuram
(Right-turn)

96 22 2

Kesavadasapuram
(Through)

54 64 2

Marappalam 95 23 2

Plamoodu 78 40 2

Medical college 91 27 2

the simulation matched with the field data. In order to represent the field condition,
network parameters of the model including desired speed of vehicles, acceleration
rate, deceleration rate, lateral resolution, minimum gap at jam conditions and driver
imperfection value were adjusted. The simulation was run multiple times and for
each simulation run the vehicle delay from the detector output was compared with
the field delay value determined from the video graphic survey. The errors between
the simulated values and the observed field datawere quantified usingMeanAbsolute
Percentage Error (MAPE). The calibration process was carried out until the MAPE
values were within 20%. The results are shown in Sect. 5.2.

4.3 Delay Based Actuated Signal Control in SUMO

The calibrated network was used for the performance evaluation of vehicle actuated
signal control. SUMO has an in-built actuated signal control plan based on time
loss. The control system works based on the logic that a running green phase is
terminated as soon as the first vehicle with a delay, d, smaller than a critical delay
time, dmin (about zero), passes the stop line, bounded by a minimum and maximum
green time (gmin, gmax). Based on this approach, the delay time of vehicles running
on each approach were constantly measured at an interval of 1 s and if the time loss
of a vehicle in an approach exceeds the threshold value of minimum time loss (by
default 1 s) a phase prolongation is requested for the current active phase. The control
switches to the next phase if the delay has dropped to zero [9].

The simulation run was performed for a duration of 90 min and output results
of 60 min duration were obtained after eliminating the first and last 15 min time
interval. The delay values obtained from the detectors for the four approaches were
then used to calculate the total intersection delay. This was then compared with the
intersection delay estimated from the calibrated network under fixed time signal
control for performance evaluation. The results are discussed in Sect. 5.3.
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4.4 Actuated Signal Control in SUMO Using TraCI

The in-built actuated signal control plan in SUMO utilizes the delay from all the
vehicles. Since the objective of the study is to analyze the performance of a vehicle
actuated signal control system operated by the delay obtained from RFID sensors,
TraCI (TrafficControl Interface)was used to access the running simulation in SUMO.
The interface provides a communication between the simulator and an external script
(controller). It allows retrieval of traffic states along with the detector data to the
controller where it is used to compute the signal timings. The adjusted signal timings
are then sent back to the simulator thus providing the possibility of controlling
running simulation online. In this study, a python script was developed to implement
the vehicle actuated signal control in the SUMO network using TraCI.

The algorithm used in the python script for implementing actuated traffic signal
based on delay fromRFID sensors was developed based on the queue clearing policy.
The flow chart for the signal control plan is illustrated in Fig. 4. The algorithm utilizes

  g > Gmin

D >1

RFID time stamp 

Phase shift 

Green phase ends 

Green Phase Begins 

g > Gmax

Unit extension 

Delay estimation 

Yes 

No 

Yes 

No 

No, next time step 

Yes 

Fig. 4 Flow chart for actuated signal control based on delay from RFID sensors
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the data obtained from two detectors, one unit placed at the stop line and the other
70 m upstream of the intersection on all the four approaches. Once the minimum
green time in a running green phase is reached, the time stamps of the first vehicle
approaching the stop line at the end of the minimum green time, obtained from
RFID detectors, is sent to the controller for delay estimation. The travel time of that
vehicle was calculated by finding the difference between the time stamps of stop
line detection and upstream detection. The free flow travel time of vehicles was then
subtracted from the actual travel time to determine the delay experienced by that
vehicle. If there exists a delay i.e., the delay value is greater than zero (threshold
delay value is set to 1 s), then the green phase is given a unit extension. If the delay
value is equal to zero which implies that the queue has cleared, then the green phase
is terminated and the right of way is shifted to the next phase. The signal controller
thus checks the delay of each consecutive vehicle approaching the intersection. The
green phase of an approach is terminated at the instant the first vehicle with a delay
close to zero approaches the stop bar detector or the maximum green duration is
reached.

The actuated signal control system implemented via TraCI, based on the above
logic employed delay from RFID sensors as the control variable to operate phase
shifts. Based on this, the overall intersection delay from actuated signal control was
evaluated and comparedwith the delay frompre-timed signal control. The percentage
reduction in overall intersection delay was also estimated. The results are shown in
Sect. 5.4.

Actuated Signal Control at Different Penetration Rates. A sensitivity analysis
was carried out to evaluate the optimum penetration rate of RFID cars that would
replicate the ASC based on the delay of all the vehicles in the traffic stream and to
identify their performance in terms of percentage reduction in overall intersection
delay compared to fixed signal control. The performance of actuated signal control
with different penetration rates of RFID cars with respect to the total cars in the traffic
stream was evaluated. The overall intersection delay for each penetration rate was
compared with that for an actuated signal control that used delay from all vehicles
and the MAPE values were determined. The percentage reduction in intersection
delay using actuated signal control for different penetration rates in comparison with
fixed signal control was also estimated. The results are discussed in Sect. 5.4.

5 Results and Discussions

5.1 Comparison of RFID Delay with Field Delay

The delay obtained from RFID sensors were compared with the actual delay to
estimate the effectiveness of RFID sensors for delay estimation under mixed traffic
condition (Fig. 5). The Mean Absolute Percentage Error (MAPE) was found to be
10.4%. According to Lewis’ scale of judgment of forecasting accuracy, any forecast
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with a MAPE value of less than 10% can be considered highly accurate, 11–20%
is good, and 21–50% is reasonable and 51% or more is inaccurate [14]. Thus it can
be concluded that the delay data obtained from RFID tagged cars can be used to
replicate the field delay.

5.2 Calibration Results of SUMO

The intersection was operated through fixed signal control by using the traffic signal
timings observed in the field. The simulation model was run for 90 min with the
calibrated parameters as input and the model was validated with field data. The
approach delay of vehicles averaged over the signal cycle from the simulation output
was validated by comparing it with the field delay extracted from the video graphic
data (Fig. 6). The MAPE and MAE for the delay were obtained as 16% and 6.7%
respectively indicating a good match between the simulated and field data. Thus, it
can be concluded that the simulation model is calibrated and can be used for the
evaluation of different traffic control strategies.

0

10

20

30

40

50

60

1 2 3 4 5 6 7 8 9 10

D
el

ay
 (

se
c/

ve
hi

cl
e)

Cycle number

Actual data
Simulated data

Fig. 6 Comparison of simulated delay with field delay



Vehicle Actuated Signal Control System … 407

10

15

20

25

30

35

40

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29

D
el

ay
 (

s/
ve

hi
cl

e)

Cycle Number

Fixed Signal Control
Actuated Signal Control

Fig. 7 Comparison of delay for actuated signal control with fixed signal control (Plamoodu
approach)

5.3 Performance Evaluation of Actuated Signal Control
in SUMO

Simulation was performed with the actuated signal control system available as in-
built in SUMO which used delay from all vehicles in the traffic stream. The delay
obtained from the simulation was compared with the delay obtained from the cali-
brated SUMO network operated using fixed signal control. The overall intersection
delaywas comparedwith thefixed signal control and itwas found that there is a reduc-
tion in overall intersection delay of 12%while implementing the actuated signal plan
at the intersection. For one of the study approach namely the Plamoodu approach the
average reduction in delay for actuated signal control was 19% compared to fixed
signal control (Fig. 7). Thus it can be concluded that for an isolated intersection
actuated signal is performing well with a reduced delay compared to fixed signal
control.

5.4 Performance Evaluation of Actuated Signal Control
Using TraCI

The objective of the study was to utilize the delay obtained from RFID tagged cars as
an input for actuated signal control. Since the signal control as illustrated in Sect. 5.3
utilized the delay from all the vehicles in the traffic stream, it was necessary to
execute the simulation using delay from a sample of RFID cars in the traffic stream.
For this purpose, the operation of actuated signal control was accessed using TraCI
in SUMO as explained in Sect. 4.4. The performance of the actuated signal system
implemented via TraCI was first evaluated by employing the proportion of RFID cars
as 40% which corresponds to the proportion of RFID cars in the field and the results
were compared with the delay obtained from fixed signal control delay from SUMO.
The percentage reduction in overall intersection delay was estimated as 20%. For
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one of the study approach namely Medical College approach the average reduction
in delay for actuated signal control using TraCI was found to be 41% compared to
fixed signal control (Fig. 8). This shows that in a heterogeneous traffic, ASC based on
RFID car detection from a representative vehicle sample renders better performance
compared to ASC utilizing delay from all vehicles in the traffic stream that resulted
in a reduction in overall intersection delay of only 12%.

The above analysis used the proportion of RFID cars as 40% of the total cars
(which corresponds to 11.9% of all vehicles in the traffic stream), based on the
observations from the field. Further, in order to investigate the optimum proportion
of RFID cars that would replicate the actuated signal control utilizing delay from all
vehicles in the traffic stream, the actuated signal system was operated under varying
penetration rates and the simulation was run via TraCI. The performance of the
actuated signal control was evaluated for different penetration rates of RFID cars
varying from 10 to 100% of total car volume in the traffic stream.

Table 3 shows the Mean Absolute Percentage Error (MAPE) of the delay values
for different penetration rates for the four study approaches of the intersection. It can
be observed that the MAPE value is lowest for the RFID penetration rate of 80% of
total cars (which corresponds to 23.8% of all vehicles in the traffic stream). Hence
actuated signal control based on RFID delay can be implemented in a heterogeneous
traffic where it would fairly represent an ASC system that works utilizing delay from
all vehicles in the traffic stream.

A performance analysis was also carried out to evaluate the percentage reduction
in overall intersection delay for ASC at different penetration rates of RFID cars
by comparing it with fixed signal control. Table 4 shows the reduction in overall
intersection delay for actuated signal control under different penetration rates.

Based on the results obtained from Table 4, it can be observed that for 80%
RFID car detection, the reduction in overall intersection delay was 22% which was
superior to that obtained while implementing actuated signal control that utilized
delay from all vehicles. Thus it can be concluded that delay based actuated signal
control with 80% penetration rate among total car volume (23.8% of total vehicles)
would represent an actuated signal control based on delay data from all vehicles in
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Table 3 Variation in MAPE for delay for varying penetration rate of RFID cars

RFID car
proportion
(of total cars %)

MAPE (%)

Keshavadaspuram Marappalam Plamoodu Medical college Average
MAPE

100 30 22 23 22 25

90 28 23 18 17 22

80 25 24 20 15 21

70 23 24 20 24 23

60 21 25 25 19 23

50 28 25 20 22 24

40 23 26 22 15 22

30 28 26 23 19 24

20 30 28 22 26 26

10 24 30 25 22 25

Table 4 Reduction in
intersection delay for varying
penetration rate of RFID cars

RFID car proportion
(of total cars %)

Reduction in overall intersection delay

100 25

90 20

80 22

70 24

60 21

50 25

40 20

30 18

20 17

10 16

the traffic stream and also render higher performance on the basis of reduction in
total intersection delay.

6 Conclusions

Traffic signal control plays an important role in managing the queue and delays
at intersections. The actuated signal control system works based on vehicle actua-
tions that utilize different parameters such as vehicle headway or count for signal
control. However, such signal control is ineffective under mixed traffic conditions
as prevailing in India where different vehicle classes move without lane discipline
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thereby render the difficulty in obtaining real-time vehicle data. Under mixed traffic
conditions, delays obtained from RFID sensors can be utilized for signal control.

This study evaluated the effectiveness of delay obtained from RFID sensors for
actuated signal control system for an isolated intersection. A microsimulation soft-
ware SUMO was used to replicate the signalized intersection under study. Delay
obtained from RFID detectors placed at upstream and downstream locations of the
intersection were compared with actual delay obtained and the MAPE value was
observed to be 10.4% indicating that the delay obtained from RFID sensors are
representative of the stream delay.

Based on this, evaluations were made to analyze the effectiveness of vehicle actu-
ated signal control using delay obtained from RFID sensors at different penetration
rates. The experiments were performed by controlling the simulation network under
the in-built actuated signal plan in SUMO as well as actuated signal control based
on delay for varying RFID car proportions operated via TraCI. The overall inter-
section delay evaluated using in-built vehicle actuated signal control in SUMO was
compared with the fixed signal control and it was found that there is a reduction in
overall intersection delay of 12% while implementing the actuated signal plan in the
intersection. The performance of the actuated signal control employing delay from
11.9% RFID tagged vehicles as observed in the traffic stream in the field, imple-
mented in SUMO via TraCI, was evaluated by comparing the average approach
delay experienced by vehicles with the corresponding delay obtained for fixed signal
control at the intersection. The percentage reduction in overall intersection delay was
estimated as 20%while implementing vehicle actuated signal control based on RFID
delay. Further, the performance of vehicle actuated signal control system utilizing
delay from RFID sensors at different penetration rates of RFID cars was evaluated
in SUMO via TraCI.

The results showed that even at penetration rates as low as 10%, actuated signal
control resulted in a 16% reduction in total intersection delaywhen comparedwith the
fixed signal control. From the simulation results, it was concluded that a penetration
rate of 80% of RFID cars (which corresponds to a penetration rate of 23.8% with
respect to total vehicles) would be effective in developing a delay based actuated
signal control for a heterogeneous and non-lane based traffic condition at an isolated
intersection.

The overall contributions of the study are as follows:

1. The study explored the applicability of delay from RFID sensors as input for
vehicle actuated signal control for an isolated intersection.

2. Based on the results of the study, it was observed that even with a lower pene-
tration rate, the delay based actuated signal control staged a better performance
in terms of reduction in overall intersection delay compared to the fixed signal
control.

3. Actuated signal control based on delay from a sample of RFID cars in the
traffic stream can replicate the delay based actuated signal control system that
utilizes delay from all vehicles in the traffic stream in addition to enhanced
signal performance based on reduction in overall intersection delay.
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Thus it can be concluded that vehicle actuated signal control systemoperated using
delay fromRFID detectors can be used as an application in Intelligent Transportation
System (ITS) under mixed traffic conditions.
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Design and Development of Bluetooth
Based Vehicle Scanner for Real Time
Traffic Control

Ashish R. Kulkarni, Narendra Kumar, and K. Ramachandra Rao

Abstract Measurement of traffic volume and control of traffic signal timing using
various technologies like inductive loops, pressure plates or tubes and vision-based
systems are common. Many of these sensing technologies are non-intrusive. In this
paper, the Author’s present an exploration of the Bluetooth devices and scanners and
attempt to fabricate one such unit and the results of the deployment of the prototype
in the field. The prototype Bluetooth vehicle scanner is based on an Arduino Mega
microcontroller. It consists of aBluetoothmodule and aWi-Fimodule interfacedwith
a microcontroller. Based on re-identification, filter rules and distance between the
scanners, the average speed is calculated and conveyed to the traffic signal controller.
The traffic signal controller determines the green time offset required for the main
corridor under consideration within the set cycle time. The prototype system has
shown promising results and can be used effectively in the existing traffic signal
control system.

Keywords Bluetooth · BTS ·MAC id · Hardware

1 Introduction

Urban traffic control is a challenge which mankind has tried to control using various
methods or techniques in various eras. Themode of transport has changed or evolved,
and so has the traffic control measures and devices. Still, the emphasis is on safety
and smooth travel with minimum delay. The first traffic light dates back to the year
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1868 [1]. Electric traffic lights started in 1914 and since then urban traffic control is
seen as a challenge. Only mechanisms have changed, the problem still remains. It
was a concern then and is still a concern till date. History also tells us that people at
that time also thought about how tomake road travel smooth and ensure that stoppage
at intersections is a minimum. Vehicle actuated traffic lights became a reality in the
year. Measurement of volume of traffic and control of traffic light timing accordingly
using variousmethods like inductive loops, pressure plates or tubes, vision, Bluetooth
etc., at an isolated intersection or group of intersections or an area or an arterial or a
city wide network is still a work under progress. Problem is that no one method of
traffic detection is seemingly complete in itself and secondly the nature of traffic is
ever evolving. Today’s developed methods may be inadequate or obsolete tomorrow.

If we review the literature, only the scale i.e., magnitude of the problem has
changed. That the nature of traffic changes during the day, the week, period of the
month, season or year on year, is a fact known to early researchers in the area. A series
of articles have appeared in transactions of AIEE in the year 1932. It discusses the
flexible progressive traffic signal systems and new developments in the area during
that period [2]. For the record, the first progressive traffic light systemwas in place in
1918 in Salt Lake City, Utah. It was felt then also that the average traffic speed should
be known for the satisfactory performance of the progressive traffic light system. This
was essential to achieve maximum bandwidth in one particular direction based on
the time of the day. Same is true today also. With the increase in population, both of
people and automobiles, the fight for road space has become very difficult. Average
speed has changed, traffic infrastructure and technology have changed from manual,
synchronous motor based to fully electronic and computer based one. What remains
constant is the quest for the best way to get a feedback about traffic conditions in
real time.

Recent advances speak about camera vision, inductive loops, etc., eventually
camera vision will prevail. Other sources of data are GSM based location services,
GPS, Wi-Fi in smartphones and Bluetooth. This is all apart from the traditional road
surveys. Camera vision suffers from the problem of processing time to be effective in
real time. At the network level, the delay is only bound to increase. Also, the solution
is costly as it includes costly night vision cameras, communication links, the cost of
which will increase with video transmission and other components. The search for
a cheap, easy to deploy and useful real time, traffic monitoring system is still on.

Bluetooth based vehicle scanners offer such features. The solution can be cheap,
quickly deployable and really useful in real time. This paper discusses the design and
development of a low cost Bluetooth based vehicle scanner for measuring average
traffic speed and its use for controlling the green time of traffic lights in real time.
The work done is specific to India, but can be used anywhere in the world. The main
attraction is the low cost compared to the available professional systems.
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2 Literature Survey

As mentioned in the above section electric traffic lights came into practice in 1914.
The progressive traffic light system was operational in 1918. Vehicle actuated and
pedestrian signals were also a reality by the 1930s.

A 1932 paper in Transactions of AIEE by Vickery and Leonard mentions that
“sufficient flexibility should be built into traffic signal timing apparatus to insure that
such apparatus shall not shortly become obsolete”.

A very true statement. Despite all advances in various traffic light system schemes
to make them adaptive and responsive in real time, the majority of the signals
worldwide are fixed time signals. To make them traffic responsive in real terms
is a mammoth task. The main element is the sensor which measures the traffic in real
time and secondly the software-hardware to make it real time responsive. It’s a huge
investment.

A solution which is cheap and quickly deployable is the need of the hour. Albeit
there are so many developed solutions worldwide. The main question is how to
augment the infrastructure that is already in place. In the case of Delhi, there are
more than 400 traffic light controlled intersections. Complete overhaul is a huge
financial task, augmenting the capabilities of the existing infrastructure seems a
good alternative.

Three colour four way traffic light, in operation officially since 1920, in itself
hasn’t changed much. Earlier lamps are now replaced with Led’s to reduce power
consumption and enhance visibility in all conditions, day or night. These changes
are already accommodated in various places.

Feedback regarding traffic conditions is essential to make a traffic control system
a responsive one. Various methods listed in the literature are:

i. Pressure plates
ii. Inductive loops
iii. Ultrasonic sensors
iv. Lasers
v. Camera vision
vi. ANPR
vii. GSM based
viii. GPS based
ix. Bluetooth
x. Wi-Fi based

Pressure plates were the first to be used. Inductive loops of single loop type are the
most prevalent ones. Ultrasonic sensors are also used. Currently, more focus is on
camera vision and ANPR. The problemwith camera vision for intersection control is
the file size for transmission, its processing and feature extraction and then the post
processing to be implemented in real time. It’s quite a challenging and costly affair.
It’s good for offline processing and issue of challans for traffic light violations.
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With the advent of smartphones and the development of communication tech-
nologies, especially mobile communication, the use of wireless techniques for travel
time detection, surveillance etc., is in demand. A recent paper discusses the use of
crowd sourcing techniques using smartphones for generating data related to travel
time and traffic conditions.

Of all the wireless techniques, Bluetooth based vehicle reidentification seems to
be an attractive proposition.

Bluetooth, a short range communication protocol was under development since
1989 in Ericson and launched formally in 1994. It works in the unlicensed ISM band
at 2.4 GHz with FHSS technology.

Out of all the communication modes supported by Bluetooth, Inquiry Scan is
of particular interest and to be of use for ITS technology. Under Inquiry scan, a
Bluetooth device set as a Master keeps on enquiring the devices in its vicinity. All
devices which are discoverable are noted with theirMAC (Media Access Control) ID
which is unique to each Bluetooth device. A time-stamp needs to be put-up with each
discovery, so that the data can be further used meaningfully. No formal communica-
tion or pairing is required as no data is to be transferred. Only the presence of a device
is to be recorded with the time-stamp. Since no further enquiry or communication
takes place, issues of privacy violations do not hold. This is similar to a person’s pres-
ence being recorded in the crowd by the CCTV cameras placed at various locations.
It doesn’t amount to a privacy violation.

This simple approach has interested researchers and government agencies to use
Bluetooth for various applications/uses in the field of ITS.

The use of Bluetooth in ITS has gathered interest since the year 2002. In a
research paper published in 2002 [3], the utility of BT devices for RVC (road side
to vehicle communication) has been discussed. It has discussed about three major
characteristics of BT devices:

i. estimation of maximum range,
ii. effects of vehicle speed and multipath fading, and
iii. estimation of connection set up delays.

They have concluded that vehicle speed may not affect the detection, but SNR, the
power dissipated and connection delay of the order of seconds may degrade the
performance.

A research paper by Sawant et al. in the year 2004 has studied the use of Blue-
tooth for intra-vehicle communication, forming an ad-hoc sensor network for data
exchange and enhancing road safety in view of increasing car crashes in the USA [4].
Since then, many applications of Bluetooth have been studied, early focus was on
intra-vehicular communication, then trip generation, O–D formulation, travel time
estimation, data fusion for instant traffic information, electronic toll system etc.

Extensive work on the use of Bluetooth, analysis of data generated, removal of
duplicate data, methodology to be used for using collected data, filtering techniques
etc., appear in the literature post the year 2012.Most of thework focuses on how to use
Bluetooth as a complimentary source of data and how that data can be made reliable
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[5]. How to increase the probability of capturing data correctly, the development
of a simulation framework and microscopic modelling of control delay were the
topics delved on by the researchers. Many papers and reports have discussed the
deployment of BTS on arterials or urban intersections. Improvements in prototypes
and the problems solutions encountered, development of software for collecting the
field data and filtering the data for presentation are discussed in the 2011 report
by Oregon DOT [6]. A 2019 paper discusses setting up a simulation framework
considering multiple inquiry scans and distance from the detector [7].

In this proposed work we’ve developed an integrated end-to-end development of
low cost BTS, online collection of data, filtering of data and working out green time
offset of traffic signal for a particular approach and implementing the same on an
intersection within 2–3 cycle times in real time. Details are presented in the next
section. In order to support our view that Bluetooth devices can act as a good source
of traffic data and to validate our findings presented in the following sections, we
have done a traffic survey using a commercial grade Bluetooth/Wi-Fi/Xbee scanner
and correlated it with the traffic videos recorded during the same time. The findings
are presented in Table 1 below. The unique MAC ids are around 10–15% of the
vehicle count recorded in the video and the same can be extrapolated to figure out
the traffic volume on the road.

Table 1 Summary of comparison of video analysis and field data collection using commercial
scanner

Date and day Location Start time End time Total no. of
vehicles

Total mac ID
scanned

Unique mac
ID

02–03-2021
Tuesday

K.N. Katju
Marg PS

9:30 AM 9:40 AM 1010 359 151

GNDIT
Gate-2

10:07 AM 10:08 AM 75 46 14

06–03-2021
Saturday

K.N. Katju
Marg PS

9:15 AM 9:23 AM 714 207 46

GNDIT
Gate-2

10:10 AM 10:22 AM 988 489 145

07–03-2021
Sunday

K.N. Katju
Marg PS

9:59 AM 10:09 AM 785 256 112

GNDIT
Gate-2

9:35 AM 9:40 AM 567 178 98

08–03-2021
Monday

K.N. Katju
Marg PS

9:48 AM 9:58 AM 940 349 120

GNDIT
Gate-2

10:22 AM 10:30 AM 689 263 113

GNDIT
Gate-2

10:39 AM 10:49 AM 851 401 146

09–03-2021
Tuesday

K.N. Katju
Marg PS

10:55 AM 11:02 AM 655 232 58
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This development becomes all the more important and interesting in view of the
data released in March 2020 by Bluetooth.com [8]. Their report projects that by the
year 2024 2/3rd of the automobiles will have on-board Bluetooth modules. With
the new automotive standards and solutions, each vehicle will have 3–4 Bluetooth
devices. As such a huge data set will be readily available which can be leveraged to
the fullest with minimum investment.

Considering that the driver has a smartphone, awearable device (like fitness band),
on-board hands-free Bluetooth connection, a tire pressure monitor and an internal
sensor network of the car i.e., sensor mesh on Bluetooth; future vehicles can have
more than 4 Bluetoothmodules. There will be a problem of plenty. As such Bluetooth
Traffic Scanners will be very useful in the near future.

3 System Description and Working

The prototype Bluetooth vehicle scanner is based on an Arduino Mega microcon-
troller. The prototype consists of the microcontroller, HC-05 Bluetooth module,
EPS8266 Wi-Fi module and power supply board. The block diagram representa-
tion is shown in Fig. 1, whereas the actual hardware assembly is shown in Fig. 2.
The HC-05 is set in Master configuration and continuous enquiry scan mode. No
handshaking is done. It scans its vicinity for Bluetooth devices. The scanning is done
every 5 s and MAC ids of all identified devices is communicated to the Arduino.
Arduino then sends all the MAC ids with a time-stamp to the Server. The screenshot
of the serial monitor response and the web page used to display the MAC id, Time-
Stamp, Scanner id and time of first and last detection is shown in Fig. 3. The server
screenshot displaying the Bluetooth addresses captured is shown in Fig. 4 separately.
The server after collecting the data runs a filter algorithm and retains the last entry of
a MAC id received from a particular scanner id. Further, it runs the reidentification
algorithm to separate the MAC ids which are detected by multiple scanners in a time
window of max of 30 min. Based on the physical distance between the scanner’s
deployment, the speed and direction of travel for a particular MAC id is calculated

POWER SUPPLY

HC-05  Bluetooth Module Arduino Mega Microcontroller ESP8266 Wi-Fi Module

External 
World

Internet

Fig. 1 Block diagram representation of the prototype Bluetooth scanner module
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Fig. 2 Actual Hardware implementation of Bluetooth vehicle scanner

Fig. 3 Screenshot depicting the serial monitor response on left and web page displaying the
Bluetooth addresses on right

and displayed on another web page of the same server. Screenshot of the web page
is shown in Fig. 5. The process of finding the average travel speed is shown in Fig. 6
and the steps of the algorithm are as follows:

i. Sensors placed on the roadside scan the surroundings and collect the MAC ids
of discoverable Bluetooth devices every 5 s.
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Fig. 4 Screenshot of webpage displaying the captured MAC addresses by the Bluetooth Scanner
[10]

Fig. 5 Screenshot ofwebpage displaying the direction and speed of travel for reidentifiedBluetooth
MAC addresses [11]

ii. Collected MAC ids are sent to the Arduino microcontroller over the serial
port. The microcontroller sends the MAC ids along with the scanner id and
time-stamp to the server using the Wi-Fi module EPS 8266.
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Field scanners
collect MAC id’s
of discoverable

Bluetooth devices

Arduino Microcontroller
Appends scanner id and 

time-stamp

Wi-Fi Module 
communicates to 

server

Server receives and 
filters data for unique 

id’s

Based on the 
scanner id’s 

appended, MAC 
id’s are 

reidentified

Direction and speed of 
travel for individual 

MAC id’s is determined

Average speed in the 
direction of interest 

is found by 
aggregation and 

conveyed to the TLC

Fig. 6 Process flow for finding the average traffic speed on the server

iii. Time-stamp can also be appended at the server end. It can cause a delay of
2–3 s for every device.

iv. Server filters the received data for unique ids. Multiple detections of same
MAC ids are quite possible within a scan cycle or in multiple scan cycles. The
last entry for a given scanner id is retained and other instances are deleted.

v. Next, the server processes the filtered data for reidentification of devices across
the two scanners ids in the vicinity. Based on the time difference, the direction
of travel can be determined and speed can be calculated if the distance between
the two scanners is known. The direction of travel can be determined based
on which scanner out of the two (say, scanner A and B) identifies the device
first: the direction can be from A to B or B to A.

vi. Average travel speed can be found out in a given time interval by aggregation.
Before aggregation, the speeds are filtered and outliers like excessive high and
low speeds are filtered out.

vii. Average speed thus calculated is sent to the traffic light controller at an interval
of 5 min over SMS.

The workflow is depicted through the block diagram as shown in Fig. 7 Actual
hardware implementation done in the controller cabinet is shown in Fig. 8 and the
corresponding change in real time on a working traffic light is shown in Fig. 9.

Fig. 7 Block diagram representation depicting the work flow for real time implementation of
adaptive traffic lights
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Fig. 8 External hardware connected to the Traffic Signal Controller to make it adaptive: a
Components placed in controller cabinet b Relay board connections

Fig. 9 Real time control of existing Traffic Lights with modified hardware
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The calculation for the green time offset for a particular approach based on the
time of the day can be calculated as follows:

Average speed received from the server is 25 km/h.
Distance from the stop line to be cleared in the green time = 300 m.
Therefore green time offset is = dist/time = (0.3 km/25 km/h) * 3600 = 43.2 =

43 s.
Similarly, a speed of 30 km/h yields a green time offset of 36 s, whereas a speed

of 20 km/h yields a green time offset of 54 s. The program will check for the solution
to be within the minimum and maximum green time constraints. Limits need to be
imposed so as to make the calculations realistic. The minimum green time is set to
15 s [9] and the maximum green time is 50 s. Traffic flow rate, saturation flow rate
etc., are not considered here while deciding the minimum green time. They will be
considered when we fine tune our algorithm and give weightage to the historical data
as well. The purpose here is just to check if the limits are imposed properly or not.
The calculated green time will change again after 5 min on receiving the new average
speed from the server. So, the implementation algorithm will change accordingly. In
this particular, the geometry and other details of the intersection under consideration
are shown in Fig. 10.

In this particular project, there is one differencewith respect to the normal progres-
sion algorithm. Normal progression assumes a definite speed of travel along the
corridor and calculates the offset for subsequent signals basedon the distance between
the consecutive intersections. Here we calculate the upstream speed and then deter-
mine the green time. Based on this speed, the other offsets can be calculated, or each
intersection can calculate its green time based on the upstream average speed. There
are many variations to it, which can make the program more adaptive in real time.
Authors are yet to apply the corridor level control and only single intersection control
is considered.

Fig. 10 Three-way traffic signal at Sachdeva Public School
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4 Conclusion

Bluetooth scanners deployed in the field are able to capture theMAC ids satisfactorily
and send the same to the central server using the connected wi-fi module effectively.

The proposed hypothesis that a Bluetooth vehicle scanner can be used effec-
tively, has been validated by correlating a vehicle survey done by deploying a
state-of-the-art commercial Scanner capable of Bluetooth, Wi-Fi and XBee Scan-
ning with video recordings of traffic at the same time and place. The findings
are tabulated in Table 1. The penetration of Bluetooth devices without asking the
commuters to turn-on their Bluetooth devices is between 10 and 15%. This can be
further extrapolated to determine the traffic volume and used to determine the cycle
time.

As such, Bluetooth vehicle scanners can prove to be a low cost and good source
of traffic data and the same can be used to realize a low cost adaptive traffic light.
This device acts as an input sensor to the existing traffic control system. The existing
traffic light controller can be replacedby themodified controller proposed in thiswork
enhancing the performance of the traffic light control system.Moreover,modification
of existing traffic signal controllers without affecting the existing traffic light signal
infrastructure is also possible.
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of Motorised Three Wheelers Travel
Time in Urban Roadways
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Abstract Motorised three wheeler is one of the most popular paratransit vehicles
in India, due to its small size, cost-effectiveness, manoeuvrability, and availability. It
provides the most flexible, rider-friendly, quick travel even in traffic-choked streets
and narrow roads, exhibiting entirely different characteristics in terms of travel
speed, and trip lengths compared to other paratransit modes like taxicabs. Reported
studies on the behaviour of paratransit mainly concentrated on taxicabs and hence
there is a need to analyse the travel behaviours of motorised three wheelers. In this
regard, the present study aims to understand and characterise the travel patterns of
motorised three wheelers. In addition, travel time prediction is an inevitable aspect
for demand-responsive paratransit services like motorised three wheelers, taxicabs
etc. It helps both the drivers and passengers to make smart choices about the routes
by avoiding congested streets and to have information about the pickup and arrival
time. The present study proposes a methodology using Support Vector Regression
(SVR) to predict the travel time of motorised three wheelers by incorporating the
trip characteristics under heterogenous lane less traffic conditions. The performance
of the proposed method showed a clear improvement when compared with a Median
based prediction methodology that was reported to be working well for travel time
prediction problems.
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1 Introduction

Last-mile connectivity is an important factor that influences/encourages travellers
to choose a particular mode of transport to reach their preferred destination. In this
regard, paratransit is the most sought-after mode to travel to /from the mass transit
services, due to its cost-effectiveness, last-mile connectivity, comfort, flexible routes,
and timing. Though, taxi cabs are popular in western countries, motorised three
wheelers (popularly known as Auto-rickshaws) are the most preferred paratransit
in developing countries like India due to its lesser cost and flexibility. However,
commuters prefer certain information like travel time, distance, fare, etc. to be known
before the start of the trip to plan their activity. The availability of such information
may help the commuters to make better trip-related decisions ahead of the journey.
Also, the travel timepredicted for the corridor/or the streamof vehiclesmaynotmatch
with the travel time experienced by the motorised three wheelers in real time, as they
exhibit a completely different driving characteristic and travel behaviour. Hence, the
travel time of motorised three wheeler needs to be analysed and predicted separately.
The present study aims to analyse the travel time of motorised three wheelers to
understand their trip characteristics and to develop a methodology to predict the
same by incorporating the identified trip characteristics, under heterogeneous and
lane less traffic conditions. The current study focused on route level travel time
prediction for any given time and day, to enhance the mobility service and to reduce
the travel time uncertainties of the motorised three wheelers on Indian roads.

Literature reported the use of various prediction methods such as historical
methods, statistical methods like regression analysis and time series analysis,
machine learning techniques like support vector machines and artificial neural
networks, traffic flow theory-based methods etc. for the prediction of travel time in
general. A few studies were reported on the prediction of travel times of paratransit
vehicles like taxi cabs. However, there are no studies reported on the prediction of
motorised three wheelers. In addition, almost all of them were tested on homoge-
neous and lane-based traffic conditions. The present study developed a methodology
to predict the travel time of motorised three wheelers under heterogeneous lane
less traffic conditions using support vector regression, a machine learning technique.
The study analyses the travel time data of motorised three wheelers to understand the
patterns that data exhibits and incorporated the same into the predictionmethodology.
Further, the proposed methodology is compared with a Median based prediction
approach [1] to understand its efficiency. Results show the proposed methodology
as a viable solution for the development of a route planner solution for paratransit
service under Indian traffic conditions. The prediction methodology presented in this
study can be readily implemented for real time implementations like the development
of on-demand mobility applications.

The paper is organised as follows. Section 2 discusses the reported studies on travel
time prediction, Sect. 3 describes the data collection and pre-processing carried out
before the implementation, Sect. 4 details the methodology while Sect. 5 discusses
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the results and comparison with the existing models. Finally, Sect. 6 concludes the
paper by summarising the results and inferences.

2 Literature Review

Travel time prediction has been a major area of research for the past several years.
Studies focusing on travel time prediction of public transport [2–10], car [11–13] and
taxis [14–19] are reviewed here. Methodologies reported for travel time prediction
can be broadly classified as parametric models (linear regression, time series models
andKalmanfilter) andnon-parametricmodels (neural network, support vector regres-
sion, nearest neighbours and ensemble learning). Bai et al. [19] compared these
methods in terms of data, prediction range and accuracy.

Several studies on predicting the travel time of buses were reported and some
of the major ones are discussed here. Jeong and Rilett [2] introduced a historical
average travel time model for predicting link travel time between two links of bus
stops. Historical average models are mainly based on the historic travel time data
and are useful where the traffic flow is relatively less. Patnaik et al. [3] developed
a multivariate regression model to predict the bus arrival time, using the vehicle
automatic passenger counting system combined with factors such as station distance,
detention time, and station number. Bae and Kachroo [4] simulated the dynamic
characteristics of a bus driver, based on passenger arrival rate and the passenger
boarding rate. This study has used the least-squares estimation method to predict
the boarding time and the parameter adaptation algorithm to predict the arrival time.
Cathy and Dailiey [5] developed a prediction model based on the Kalman filter.
Bie et al. [6] presented a forecast model based on the GPS data to predict the bus
arrival time at a signalized intersection. Chen et al. [7] developed a neural network
model considering the weather and time period to predict the bus arrival time. A
few studies [8–10, 20] reported the SVR technique to be more accurate in predicting
travel time than other machine learning algorithms. Yu et al. [8] proposed a SVM
based predictionmodel to predict the travel times of buses. Yu et al. [9] compared four
general models (SVM, ANN, k-nearest neighbours (k-NN) algorithm, and regression
model). They reported that the SVM model outperformed the other models for the
arrival time prediction of the bus. Thissen et al. [10] and Wu et al. [20] also used
SVM as a prediction tool for bus arrival time. However, the above studies were on
bus travel time. In the last decades, a few studies have been reported on the travel
time prediction using data from floating cars and are discussed next.

Przemysław and Andrzej [11] have focused on the travel time prediction of
personal car using online navigation system by creating a dynamic model. Mingjun
and Shiru [12] used a non-parametric regression model for short-term travel time
prediction of cars. Li et al. [13] used a gradient boosting model for travel time
prediction of freight vehicles. A few studies on travel time prediction of taxi cab
services in different regions were also reported [14–18]. Kankanamge et al. [14] and
Gupta et al. [15] used an isolated XG Boost regression model for the travel time
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prediction of a taxi. Dietmer and Mirsad [16] used the least square method for travel
time prediction using floating car data. Jammula et al. [17] investigated travel time
estimation under heterogeneous traffic conditions using a multi-linear regression.
Gui and Yu [18] aimed to forecast the trip travel time of a certain origin and destina-
tion location at a future start time of a day based on the past trip travel time of that
day using selective forgetting extreme machine learning techniques.

As discussed under the bus travel time prediction, several studies showed SVR as
a good predictionmodel for travel time. Similar conclusions weremade in the case of
the prediction of taxi travel time in [21, 22]. Liu et al. [21] showed that the prediction
method based on SVRhas better tracking ability and dynamic behaviour compared to
ANNmodels. Laha and Putatunda [22] suggested support vector regression as a good
choicewhen the dataset is small tomoderate. They haveworked onNYCYellowTaxi
GPS Data, San Francisco black cars GPS traces and Porto GPS data. They compared
different algorithms for travel time prediction in different situations and showed SVR
working well with small size training dataset considering both prediction accuracy
and total computation time.When continuous prediction of remaining travel time and
continuous updating of total travel time along the trajectory of a trip was considered,
the SVR method had the best predictive accuracy.

From the literature review, it was observed that for the travel time prediction of
different vehicles (bus, taxi) support vector regression is a good prediction technique
as it can handle high variability and can perform with sparse dataset [8–10, 20, 19,
21]. Support Vector Machines (SVM) is an advanced machine learning technique,
introduced by Vapnik [23]. The key features of SVM include the capability of gener-
alisation, efficiency in computation, and robust prediction with a smaller number
of datasets. Bhaskar et al. [24] suggested that regression-based modelling is fast
to compute and favourable for several transport applications. Vanajakshi and Rilett
[25] and Wu et al. [26] used this technique for forecasting travel time for the limited
dataset. The support vector regression technique was reported to have greater gener-
alisation ability and guaranteed global minima for a given training data. Among
various data-driven methods, support vector regression is shown to predict travel
time with better accuracy [25–27]. SVR method is reported to be able to capture
variations more efficiently than ANN and moving average method [27]. Vanajakshi
and Rilett [25] reported that SVM is a viable alternative for short-term prediction
problems when the amount of data is less or noisy in nature. Based on these, SVR is
selected as the prediction tool in this study.

Thus, the objective of the current study is to predict segment wise travel times
of paratransit vehicles. Based on the literature review, support vector regression is
chosen,mainly because the data is sparse and dispersed,where SVR is recommended.
Details of the data used are discussed next, followed by the analysis and results.
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3 Data Description and Preliminary Analysis

The data used in this study is from a motorised three wheeler aggregator group
from Chennai, India. GPS data from 10 motorised three wheelers collected for a
period of three months (April, May and June) were used. The raw data consist of
the month of the year, trip date, day of the week, trip number, start time of the
trip, end time of the trip, latitude and longitude coordinates of the routes travelled
for every time stamp and status of the trip (start, ready, end). The attributes of the
raw data were ‘IMEI_Number’, ‘curr_date’, ‘curr_time’, ‘msg_type’, ‘lat’, ‘long’,
‘trip_start_time’. A sample screenshot of the raw database is shown in Fig. 1.

Individual trips from each device were identified using the information from the
“msg_type” column. If the “msg_type” is ‘Ready’, the trip has started whereas the
“msg_type” = ‘Place’ denotes an ongoing trip, and the “msg_type” = ‘End’ implies
the end of the trip. Similarly, the start time, end time, latitudes and longitudes of
origin and destination are identified. The geographic distance between the origin and
destination was obtained by calculating cumulative distances between the successive
latitude and longitude coordinates using Haversine formula [28]. This distance is
considered as trip length. Further, the data were processed to extract travel time and
journey speeds for all the trips. Travel times of the trips were extracted by taking
the difference between the starting and ending time stamps of the trip. The journey
speeds are then calculated from the travel time and trip length. The raw data contained
a total of 8,98,643 data points that resulted in 3208 trips among different origins and
destinations. Out of the total trips, 2351 trips were made during weekdays and 857
trips were made on weekends. Out of all the data, 54% of the trips were in the month
of May, 34% of the trips were in the month of April and 12% of the trips were in the
month of June. Motorised three wheelers were marked as “Auto ID 1 to 10” based
on the unique IMEI number and trips made by each “Auto ID” was separated for
analysis. The number of trips made was found to vary from a minimum of 1 trip to
a maximum of 28 trips in a day.

The present study conducted a preliminary data analysis to understand the char-
acteristics and patterns in the data. The datasets were processed in three stages to
remove the outliers. In stage one, IDs with very less data points are removed. In

Fig. 1 Screenshot of raw database
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this stage, Auto ID 2, 6 and 9 got removed from the database. In the second stage,
trip lengths and journey speeds were analysed. Para transits are usually preferred for
short distance commuting within the city and hence, longer trips are unusual. Hence,
a threshold of 20 km was adopted and it was found that less than 1% of trips (11
trips) were beyond the threshold and were removed. Further, trips with trip lengths
less than 0.5 km were also removed. A total of around 70 trips were removed based
on longer and shorter trip length thresholds. In the next stage, trips with journey
speed more than 60 km/hr (speed limit) and less than 0.5 km/hr were identified and
removed. After this, outliers were detected usingMedianAbsolute Deviation (MAD)
method [29], which considers the distribution followed by the data. To identify the
outliers in the data, standard z-score and modified Z-score are commonly used. In
general, if the dataset follows a normal distribution, a standard z-score is used and if
the dataset follows log-normal distribution modified z-score is used.

For this, distribution fitting was carried out using Easy-fit software [30] and the
best fitting distribution was identified using Kolmogorov–Smirnov (K-S) test. Based
on the K-S test statistic value, it was observed that the data follow a log-normal
distribution. Figure 2 shows a sample distribution fitting for the considered data using
normal and log-normal distribution and Table 1 shows the corresponding parameters
of these distributions. From the values, it can be seen that the value of K-S Statistics
for log-normal distribution (0.0745) is less than the value of K-S Statistics of Normal

Fig. 2 PDF of the travel time distribution

Table 1 The parameters of the log-normal and normal distribution of the travel time data

Distribution Number of samples Parameters K-S value P-value

Log-normal 3021 σ = 0.3175, μ = 1.6234 0.0745 0.000

Normal 3021 σ = 2.3154, μ = 5.6517 0.1414 0.14
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distribution (0.1414). It implies that Log-normal distribution better fits the travel time
data than normal distribution.

As the data follow log-normal distribution, a modified z-score, which uses median
as a measure instead of mean making it resistant to abnormally deviated values
compared to the standard z-score, is used. The modified z-score was calculated for
each day of the week separately and outliers were removed independently. Figure 3a
and b show scatterplots of data with and without outliers for weekdays. Figure 4a
and b show the scatterplot of data with and without outliers for weekends. It can be
observed from the figures (after removing outliers) that weekdays data exhibit promi-
nent morning and evening peak whereas weekend does not show any of such trends.
Thus, it reveals weekdays and weekends may need separate models for prediction.

These cleaned data were analysed, and the descriptive statistics obtained for travel
time, trip length, and journey speed are shown inTable 2. In the next stage, the number
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Table 2 Descriptive statistics
of the variables

Distribution Variables

Travel time
(minutes)

Speed (km/hr) Trip length
(km)

Mean 18.78 10.96 4.72

Median 13.27 16.16 3.66

Mode 10.36 11.4 3.23

Standard
deviation

20.93 9.87 4.66

Minimum 5.07 4.51 2.231

Maximum 19.28 22.62 19.47

25th
Percentile

7.4751 11.38 2.16

75th
Percentile

23.3 21.53 4.98

of trips over different time periods of the day was analysed and it was observed that
in the middle of the day (10 to 18 h), the number of trips was higher than the rest of
the day. Also, it was found that the majority of trips (86.26%) were in the range of
0–30 min. 12.82% of trips were between 30–60 min. 93.89% of the trips were within
10 km. 32.23% of the trips had a speed within 10 km/hour. 59.10% of the trips had
a speed range between 10–20 km/hour.

The data were further analysed to identify the peak and off-peak hours within
a day. For this, the travel time data were grouped and averaged over an hour and
analysed across different time periods of the day. Removing the late night and early
morning hours in which trips were not there, there were 18-time bins from 6.00 AM
to 11 PM. Figure 5 shows the variation in average journey time across different times
of the day. From Fig. 6, it can be observed that the travel times from 9 AM to 1 PM
and 4 PM to 9 PM are relatively high, indicating morning and evening peaks. Based
on this, the travel times are grouped with respect to the starting time of the trip as:
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Fig. 6 Average hourly travel time over the time of the day for the weekdays trip

Morning off-peak (before 9 AM), morning peak (9 AM - 1 PM), afternoon off-peak
(1 PM - 4 PM), evening peak (4 PM - 9 PM), and evening off-peak (after 9 PM).

Following this, the most travelled route was identified and selected from the list of
origin–destination pairs for the implementation of the proposed prediction method-
ology. Maximum number of trips were observed from Besant Nagar, a recreational
area, in the central part of the city, to Madipakkam, a residential area in the suburbs.
Around 24 trips were found between this origin and destination during the study
period of three months. Out of these 24 trips, 75% trips were kept for model building
and the remaining for testing. To account for the travel time variations along the
identified route, the selected route was disintegrated into 7 different segments of
varied lengths using major landmarks. Figure 7 shows the map of the selected route
with segments marked. Table 3 shows the list of segments with its details. The time
taken by the motorised three wheelers to traverse each of these segments was calcu-
lated and used for modelling and prediction. To increase the data points for training,
overlapping trips were also considered and segment travel times were extracted.

4 Prediction Methodology

The present study developed a support vector regression-based prediction method-
ology and compared the performance with the median based travel time prediction
method.
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Fig. 7 Segmentation (A-B, B-C, C-D, D-E, E-F, F-G, G-H) of the most travelled Route. Source
Open Street Maps

Table 3 Description of the
segments

Description of
the link

Number of
trips

Number of
overlapping
trips

Length(km)

Link 1 (A-B) 24 38 1.08

Link 2 (B-C) 24 34 1.16

Link 3 (C-D) 24 24 1.12

Link 4 (D-E) 24 20 1.24

Link 5 (E–F) 24 28 1.91

Link 6 (F-G) 24 30 2.11

Link 7 (G-H) 24 24 2.78

4.1 Support Vector Regression

The baseline of a regression problem is to find a particular function that estimates
mapping from the input features to real numbers on the basis of a training sample.
The Support Vector Regression (SVR) uses the same principles as of the SVM for
classification, with only a few minor differences. First of all, in SVR, the output is
a real number. In the case of regression, a margin of tolerance ( 1) is pre-defined.
The main idea of SVR, as in SVM, is to minimise error, by individualising the hyper
plane which maximises the margin. The performance of SVR depends on several
hyperparameters such as penalty parameter, intensive loss function parameter and
the parameter for kernel function. The cost function helps in controlling the trade-off
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between the maximisation of the margins and the minimisation of error. The kernel
function helps to map the non-linearity of the problem into feature space. In this
study, radial-basis-kernel-function with a soft margin [22] was used to deal with the
non-linearity of the dataset. The radial basis function uses a non-linear hyperplane
for prediction.

In a linear SVM model, the general SVM equation is written as Eq. (1).

f (x) = w.x + b, (1)

where ‘w’ is the weight vector and ‘b’ is the bias. f(x) is the function associated with
the hyperplane. In this study, the training data, T has a set of n number of points
Eq. (2), i.e.

T = {(xi , yi )} | xi ∈ RT , (2)

where yi belongs to -1 or 1, in which the point xi belongs to a T-dimensional space
Rt. A simple form of non-linear SVR model in higher dimensional space is given by
Eq. (3)

y(x, w) = w∅(x) + w0, (3)

where ∅(x) represents the high dimensional feature spaces.
The travel time of a segment is predicted based on the input features,which include

the historic travel time, real time data and the predicted value. The input features
selected are travel time data of the previous trip of the same segment, average travel
timeof 30min interval of that segment, travel timedata of the same trip of the previous
segment or Predicted travel time value of the previous segment, weekdays/weekend,
and peak hour/off-peak hour. The performance of this model was compared with a
median based model as discussed below.

4.2 Median Based Prediction Method

A median based model which uses particle filtering technique as a recursive esti-
mation tool was developed for predicting travel time of auto-rickshaws. As stated
already, the entire routewas divided into smaller segments of different lengths and the
time taken to travel each of these segments was considered for prediction. The model
considers the predicted segment travel time as the sum of the median of historical
travel times, and random variations in travel time over time, as shown in Eq. (4).

T i
t+1 = mi

t+1 + xit+1, (4)
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where Ti
(t+1) is the time taken to travel the section i in the next trip (t + 1), mi (t

+ 1) is the median of the historical travel time of section i in the next trip (t + 1),
xi(t+1) is the random variation of (t + 1)th trip travel time from the corresponding
historical median travel time. The steps for obtaining the aforementioned variables
are discussed next.

For any trip (t), the median was calculated using the one-hour of historical data
considering ± 30 min around (t −30 to t + 30 min). The one-hour time window
changes with respect to the start time of the trip. The algorithm automatically detects
the start timeof the trip and calculates themedian in real time.Themodel hypothesises
that the median of historical travel times captures the primary traffic patterns specific
to the time of the day and hence predicting the actual travel time will be equivalent
to forecasting the variations in travel time according to the current conditions. The
evolution of the random variation in travel time was modelled and represented in
state space form as Eq. (5)

xi(t+1) = xi(t) + wi
(t+1), (5)

where, xi(t+1) is the variation of (t + 1)th trip travel time from the corresponding
historical median travel time, xi(t) is the variation of (t)th trip travel time from the
corresponding historical median travel time, wi

(t) is the associated process distur-
bance with the (t)th trip travel time. The measurement process was assumed to be
governed by Eq. (6)

zi(t+1) = xi(t) + vi(t+1), (6)

where zi (t) is the measured variation of (t)th trip travel time from the corresponding
historical median travel time for the section i, and vi(t) is the measurement noise
associated with the (t)th trip travel time for the section i. As per the model, the
previous trip connecting the same origin and destination would not have happened
in the one-hour window of the same day. Hence, to identify significant inputs for the
variation prediction, the current framework used the historical travel time of trips
that happened in the one-hour window. The algorithm identifies the two closest trips
based on the time of entry into the segment and assigns them as inputs to predict the
variations in travel time over time. The prediction methodology was integrated with
the particle filtering technique to recursively predict and update in real time. The
above scheme was implemented in MATLAB and the results are discussed below.
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5 Results

The performance of the proposed method was quantified using Mean Absolute
Percentage Error (MAPE) and compared with the median based prediction method-
ology using the particle filtering technique. Figure 8 shows the comparison of the
measured and predicted travel times using the SVR method and Median method for
a sample trip. Figure 8 shows a very good matching of predicted travel time values
with the measured travel time values by SVR based method compared to Median
based method. It is very evident from the figure that SVR captures the variations in
travel time better than the Median based method.

Further, the performance was evaluated for all the trips during the test period.
Figure 9 shows the comparison of MAPE values of the SVR method and median
method for all the considered test trips. From the figure, it can be seen that the trip
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wise performance of both the methods are comparable with slight superiority by
SVR method with an error advantage up to 4% (Trip index no:8). Also, it can be
seen that all the trip wise MAPE values are lesser than 12% for SVR method, which
is considered to be good, as per Lewis’s scale of prediction accuracy [31].

As the current methodology predicts the travel time of segments along the route,
it is important to evaluate and compare the accuracy over segments. Hence, in the
next stage, the performance of the individual segments was analysed for both the
support vector regression-based method and median based method. Figure 10 shows
theMAPE values of both the methods for all the trips that happened on each segment
along the considered route. From the figures, it can be seen that SVRmethod outper-
forms the median method in majority of segments. In particular, MAPE values of
SVR method are less than 15% on segment 6, which is one of the most congested
corridors with an oversaturated signalized intersection. Next, the average MAPE
values of each segment were analysed and shown in Fig. 11. A clear superiority
by SVR method can be seen in most of the cases revealing the efficiency of the
proposed method to predict the travel time of auto-rickshaws under heterogenous
lane less traffic conditions.

6 Conclusion

The present study analyses the travel time data of motorised three wheelers collected
from a heterogeneous lane less traffic condition to understand the patterns that data
exhibits and incorporated the same into the prediction methodology. A machine
learning based methodology was developed to predict the travel time of motorised
threewheelers accurately in real time and compared the performancewith an existing
median based methodology. The raw data attributes were studied and analysed to
understand the nature of the data and test bed. The pattern analysis of motorised
three wheelers travel time revealed that the morning peak is around 09:00 AM to
01.00 PM and the evening peak is from 04.00 PM to 09.00 PM. These time periods
showed higher travel times compared to the rest of the day. Further, different trip
characteristics such as trip length, journey speed, and number of trips were analysed,
and it was found that the majority of trip travel times (86.26%) were in the range of
0–30 min. 12.82% trips were between 30–60 min. 93.89% of the trips were within
10 km. 32.23% of the trips had a speed within 10 km/hour. 59.10% of the trips had a
speed range between 10–20 km/hour. In the next stage, the study developed a SVR
model for the real time prediction of the travel time of motorised three wheelers.
The results derived from the study showed that the SVR model is able to predict the
paratransit travel time with an accuracy of 15%. For comparison, an already existing
median based model was used. Comparison results showed the SVR outperforming
the median based modelling approach. The prediction methodology presented in this
study can be readily implemented for real time implementations like the development
of on-demand mobility applications. In the next stage, more data frommultiple cities
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can be used along with considering other influencing factors such as human and
environmental characteristics.
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