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Preface 

The rise of Vietnam’s economy and the digital world in recent years has increased 
interest in information systems within the country. Yet, there was little literature 
and information on the Vietnamese context. Practitioners and researchers needed to 
refer to outside sources and adapt and apply them to the country’s social–economic 
environment, ecosystem, and culture. There was a lack of systematic, centralized, 
and definitive source of peer-reviewed, quality, and curated research on information 
systems to provide guidance on the application of technology and digitization in 
Vietnam. 

As a result, the aim of this book was to create a Vietnam-oriented body of research 
on information systems to meet the needs of managers, researchers, and policy-
makers to make a positive impact on Vietnam. The book aims to highlight not only 
successful cases, but also factors which are relevant to Vietnam, advance theoretical 
contributions, and provide insights. 

To encourage diversity and collaboration, the editorial team consists of academics 
and researchers from RMIT Vietnam, University of Economics and Law (UEL), and 
The University of Hong Kong. The book received 22 submissions with authors from 
Vietnam, Japan, Ireland, Finland, Australia, and Canada across a variety of topics 
including COVID-19 readiness and adoption, blockchains, education, consumer 
behavior, digitization, and start-up ecosystems. While the methodologies heavily 
leaned toward quantitative research using surveys, there are plenty of opportuni-
ties to conduct empirical and applied research using machine learning approach and 
design science research. 

The editorial team recruited expert reviewers within Vietnam as well as expert 
academics and researchers from Hong Kong, Singapore, China, Japan, the Republic 
of Korea, Italy, and Sri Lanka. The international panel of reviewers was satisfied with 
the quality of the submissions and recommended some for publication. The authors 
also worked hard to revise the papers and took constructive feedback to improve the 
manuscripts. Overall, the review process produced positive outcomes to improve the 
quality of research which merits publication. 

In addition to the book, the Vietnamese academic community has recently 
formed the Vietnam Association of Information Systems (VAIS) to support academic
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vi Preface

research, organize conferences and events, and create a collaborative research 
community. Through conferences, invited overseas researchers, and editors, VAIS 
and this book can act in conjunction to encourage quality research on information 
systems with a Vietnamese orientation. VAIS has generously supported this book 
through their time, commitment, and network. In going forward, VAIS hopes to 
continue support of the book and other forms of publications to support quality 
research and publish impactful projects. Based on the success of this first book, there 
are plans for a second book and possibly an annual publication. 

While this book has turned out exceeding our expectations, there are also oppor-
tunities to increase the quality of research. While the current methodology has been 
dominated by survey and qualitative research methods, researchers can adapt more 
modern methodologies including empirical and economic approaches including the 
use of econometrics and causal inference on high-quality primary historical datasets 
through collaborations with companies. Econometrics can also be used on publicly 
available datasets to analyze the causal impact of policies. Secondly, there are also 
opportunities to collaborate with industry partners to conduct field experiments and 
randomized controlled trials (RCT) to better isolate causal factors. For example, an 
RCT conducted on an educational digital platform can test psychological and causal 
mechanisms on students’ learning to guide policies. Third, Vietnam information 
systems communities can benefit from design science research to create machine 
learning and artificial intelligence methods which have a Vietnamese orientation. 
For example, how can deep learning be adapted for natural language processing 
(NLP) on Vietnamese text? How can this be used for different business outcomes? 
Can image analysis on Vietnamese social media be used for better marketing and 
targeting, identify Vietnamese food dishes, and find local fashion trends? Can optical 
character recognition (OCR) be used to recognize Vietnamese handwritten medical 
notes from doctors which can save lives, increase efficiency, and build resilience in 
the healthcare system? While the information systems literature discusses use of big 
data and artificial intelligence, Vietnam researchers can take the lead by innovating 
on methodologies, demonstrating its applications, and quantifying its impact. 

Overall, this book has shown a tremendous potential in the Vietnam information 
systems research community. Readers can sample a wide variety of topics related to 
the Vietnam context. This book can have a wide appeal for other researchers to find 
inspiration for new research, policy-makers can use it to guide decisions, managers 
and practitioners can find the chapters to guide strategy, and students can learn how 
to do research in the Vietnam context. I hope you will find the book useful and 
interesting. 

Ho Chi Minh, Vietnam 
Ho Chi Minh, Vietnam 
Ho Chi Minh, Vietnam 
Hong Kong 

Nguyen Hoang Thuan 
Duy Dang-Pham 

Hoanh-Su Le 
Tuan Q. Phan
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Introduction to Information Systems 
Research in Vietnam: A Shared Vision 

Nguyen Hoang Thuan, Duy Dang-Pham, Hoanh-Su Le, 
Prasanta Bhattacharya, and Tuan Q. Phan 

Abstract Information Systems (IS) have been widely applied in Vietnam, and the IS 
advent has received much attention from Vietnamese practitioners and researchers. 
However, a shared account of IS knowledge in Vietnam is still lacking. Addressing 
this gap, we need a shared understanding of what we know and what we are doing, 
which can help coordinate our future actions. This introductory chapter sets a back-
ground for this shared understanding by reviewing the main themes of IS research 
in Vietnam. The chapter then updates the progress of the field by introducing nine 
current IS studies that are based in Vietnam. As a result, it contributes a contemporary 
reference and outlines future research directions for IS research in Vietnam. 

Keywords Introduction · Information systems · Literature review · Vietnam 

1 Introduction 

Information Systems (IS) has received much attention over the years from Viet-
namese practitioners and researchers. Since the early times, Vietnamese researchers
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have studied diverse IS topics, including user acceptance model, ontology, infor-
mation processes, informatics, and system analysis [1, 2]. Recently, the IS field in 
Vietnam has continued to progress in diverse and emerging research topics, including 
artificial intelligence, learning analytics, collective intelligence [3, 4]. Aligning to 
this progress, the Vietnam Association for Information Systems (VAIS) has recently 
been launched,1 offering more opportunities for Vietnamese researchers to collabo-
rate, research and promote their work. All of these indicate the key role of IS research 
in Vietnam. 

The IS development in Vietnam can also be seen from a practical perspective 
where multiple Vietnamese companies have made significant advances in the devel-
opment and adoption of information systems to support their business success. For 
instance, most banks in Vietnam have achieved digital transformation [5]. The uptake 
of IS innovations by Vietnamese companies is also fast catching up with others 
in the region. For instance, AhaMove has successfully leveraged its mobile appli-
cation to become the largest last-mile delivery provider in Vietnam [6]. Further, 
Vietnam has steadily emerged as a massive market for developing, applying, testing, 
and expanding different information system applications, including mobile payment, 
blockchain, and digital transformation [6, 7]. It is now more than ever that compa-
nies in Vietnam feel the need for further IS innovations, digitalization strategies, and 
guidance on value creation using IS applications. 

While IS research and practice is an increasingly vibrant community in Vietnam, 
a shared account of IS knowledge in Vietnam is still lacking. As of this writing, 
we are not aware of any study or book that describes the structure of the IS field 
in Vietnam. We can only find a few studies that have analyzed Vietnamese research 
in general [8, 9], without an in-depth investigation of the IS field. Consequently, a 
comprehensive picture of the state of art in IS research is still missing. 

Addressing this gap, the current chapter aims to develop a shared understanding of 
what we know and what we are doing, as part of the IS community in Vietnam. This 
shared understanding will provide us with a solid background for coordinating our 
future actions. As so, the chapter objectives are twofold. First, it sets a background 
for developing a shared understanding by reviewing the main themes of IS research 
in Vietnam. Second, it presents the current progress by introducing nine contributed 
chapters on current IS studies in Vietnam. The contributed chapters can be grouped 
into two categories: IS value creation, and IS in the time of Covid-19. As a result, it 
contributes a contemporary reference and outlines future outlook for the IS field in 
Vietnam. 

The remainder of this chapter is structured as follows: Sect. 2 sets up the back-
ground of the IS research. Section 3 briefly reviews some key studies to illustrate 
the development of IS Research in Vietnam from 2011 to 2021. Section 4 introduces 
the nine chapters on new IS studies based in Vietnam. Finally, Sect. 5 provides some 
concluding remarks on future outlook and opportunities.

1 https://vn-ais.org/. 

https://vn-ais.org/
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2 Background 

IS research studies the use of information technology (IT) within a socio-
technical system that comprises individuals and organisations. The primary ques-
tions addressed by IS research include those that inquire how IS can affect and 
generate value in our personal lives, businesses, and societies. Given its broad focus 
and the fast-changing nature of technologies and social phenomena, IS research 
has been attracting important contributions from both scholars and practitioners in 
multiple disciplines, including computer science and engineering, behavioural and 
psychological sciences, management science, to name only a few. 

First appeared in the 1960s, the field of IS research has made significant progress 
and achieved maturity as an applied discipline. According to the most recent statis-
tics from the Association for Information Systems (AIS), more than 54,000 research 
papers have been published and archived in the eLibrary of AIS, which received 
close to a total of 10 million downloads. Within the IS community, there exists 
multiple leading conferences including the International Conference on Information 
Systems (ICIS), Americas Conference on Information Systems (AMCIS), Pacific 
Asia Conference on Information Systems (PACIS), and European Conference on 
Information Systems (ECIS). In terms of journals, notable venues include the Senior 
Scholars’ Basket of Eight which comprises eight top tier journals in the IS field, 
namely: MIS Quarterly (MISQ), Information Systems Research (ISR), European 
Journal of Information Systems (EJIS), Information Systems Journal (ISJ), Informa-
tion Systems Research, Journal of AIS (JAIS), Journal of Information Technology 
(JIT), Journal of MIS (JMIS), and Journal of Strategic Information Systems. 

To understand the diversity of research topics within the IS field, studies have 
performed text mining on bibliographic data about IS publications. For instance, 
Jeyaraj and Zadeh [10] identified the following 13 prevalent topics from 2962 articles 
retrieved from the Basket of Eight journals: IS implementation, IT adoption, IS 
development, business value of IT, research methodology, e-commerce, social media, 
IS usage, online trust, IT capability, knowledge management, IT outsourcing, and 
IS security. Similarly, Dang-Pham and Kautz [11] analyzed 2528 publications that 
appeared in the Australasian Conferences on Information Systems (ACIS) between 
1990 and 2016, from which they identified 84 topics that were categorized into the 
following 16 themes: IS management, mixed topics, IT, public IS, IS development, 
method and theory, IS security, other topics, education, IS process, e-commerce, 
healthcare, people and IS, data management, knowledge management, informatics, 
and sustainability. 

By examining publication trends, Jeyaraj and Zadeh [10] found that topics such 
as business value of IT, IS security, IS usage, online trust, and social media had 
gained attention over the years, whereas the number of publications in the areas 
of e-commerce, IT adoption, knowledge management, IS implementation, and IS 
development had observed a downward trend. Indeed, as new data-driven technolo-
gies such as artificial intelligence and fintech become more popular and accessible 
to users, it is expected that IS research on the characteristics and usage of these
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technologies will likely attract greater interests. Likewise, research on other trending 
topics such as sustainable IS e.g., implementation of green IT, digital transformation, 
and social media will generate important implications as well. 

As seen from the above studies, the IS discipline is dynamic and diverse by nature. 
At the local level, we expect to find a similar dynamic and diverse set of IS-related 
phenomena in Vietnam. To further understand this dynamic, the next section will 
review recent IS research in Vietnam. 

3 An Overview of IS Research in Vietnam 

This section aims to explore what we know about IS research in Vietnam. To do 
so, we conduct a brief review of recent IS studies that are based in Vietnam, and 
published between 2011 and 2021. Adopting a scoping literature review [12], the 
review process is elaborated below. 

Literature search. In order to facilitate this review, we extracted research papers 
published in proceedings of leading IS conferences (e.g., ICIS, PACIS, AMCIS, ACIS 
etc.), leading AIS journals (e.g., MIS Quarterly, Journal of AIS) as well as related 
journals from INFORMS (e.g., Management Science, Organization Science etc.). We 
used a keyword search to identify papers with the terms “Vietnam” and “Information 
Systems” in either their title, subject, author affiliations, abstract or keywords. Our 
initial search gave us multiple papers across 33 journals and conferences. 

Literature refinement. We filtered the papers to focus specifically on those that met 
the following inclusion criteria: (i) papers that specifically focus on the development 
or application of an IS in Vietnam, (ii) papers that specifically discuss an IS-relevant 
theme with an explicit reference to its application in Vietnam, and (iii) IS research on 
a broader topic but using Vietnamese companies or users as an empirical context. We 
did not include papers by Vietnamese authors on research topics that do not explicitly 
concern Vietnam-based companies or research themes critical to Vietnam. Similarly, 
we did not include papers that do not specifically focus on Vietnam, but include it as 
part of a large cross-country analysis. As a result, our final review dataset consisted 
of 39 papers (see Appendix). 

Analyze of selected papers. We analyzed the selected papers based on their key 
themes, which provided us with an overview of the IS field in Vietnam. The analysis 
consisted of three steps. First, we extracted main themes and sub-themes relevant to IS 
research in Vietnam. Second, we synthesized duplicated themes, such as information 
security and security awareness. Third, we mapped the sub-themes into their main 
themes. In addition to analyzing themes, we also analyzed and synthesized the related 
theories and methods. The results of this analysis are presented next.
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3.1 Main Themes of IS Research in Vietnam 
from the Reviewed Dataset 

We now report the review results, starting with the most popular research themes. 
Our analyses show that IS research in Vietnam has focused on a number of critical 
organizational contexts, spanning traditional industry sectors (e.g., shipbuilding or 
supply chain) as well as emerging internet-enabled industries (e.g., cloud computing 
and e-commerce). The results identify six themes and 18 sub-themes, as extracted 
from the review dataset. Table 1 shows the main research (sub) themes of IS research 
in Vietnam. 

As in clear from Table 1, IS and IT usage is the dominant theme in the reviewed 
papers. A growing number of studies have investigated the use of IS and IT in 
different contents in Vietnamese companies. In this theme, Enterprise system (ES) 
and enterprise architecture (EA) have received considerable attention [13, 14]. For 
instance, in their study, Trinh and Tran look at how customer agility is perceived by 
managers in Vietnam, and the relationship between enterprise systems and customer 
agility in ten organizations [14]. The authors found that while most organizations 
use some form of EA for customer data storage, very few effectively exploit it 
to improve customer agility. Recent studies have also investigated more emerging 
themes concerning mobile technologies, information security, cloud-computing

Table 1 Overview of reviewed studies (refer to appendix for the illustrative papers) 

Theme Sub-theme Illustrative papers 

IS and IT usage Enterprise systems [6, 7, 8, 38] 

Mobile technologies [5, 28, 36] 

Information security [9, 31] 

Cloud computing [14, 37] 

Knowledge management [18, 19] 

IS adoption [6, 21] 

Business intelligence [17] 

Dynamic capability [11] 

Green IS [20] 

Supply chain Supply chain management [25] 

IS outsourcing Outsourcing in Vietnam [34] 

IS education Knowledge resources, sharing & management [33] 

Online learning [1] 

IS application in economics Retail [28] 

E-commerce [5] 

Travel [10] 

Microcredit [14] 

IS in health care Health record digitalization [32]
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and software-as-a-service (SaaS) platforms, business intelligence and analytics, IS 
adoption, and green IT.

Given Vietnam’s strategic location as a manufacturing hub, two other key themes 
are supply chain management and outsourcing. In a study on customer collaborative 
practices, the authors have tried to study the information exchange and collaborative 
patterns between a ship-building company and its customers, focusing particularly on 
the degree, context and nature of information exchange [15]. Similarly, a summary 
paper of a panel discussion on outsourcing in the Asia–Pacific region have high-
lighted the “importance of the Asia–Pacific region as an important contributor to the 
outsourcing world”, and the challenges, opportunities and innovations that would 
be important to consider for outsourcing success in countries like Vietnam [16]. 
For a country like Vietnam, building successful and sustaining collaboration models 
with global partners is critical for not just logistics and trade, but also in promoting 
multi-country initiatives in areas like fintech and microcredit [17]. 

There have also been a number of studies looking at important questions in the 
fields of education and health. The ongoing disruptions to education systems in light 
of the Covid-19 pandemic, as well as increasing demands on our healthcare systems, 
have increased the need and criticality for research in this space. Studies on education 
in Vietnam have focused on creation of online teaching and learning frameworks 
to ensure seamless transition to online education during Covid-19 [18, 19]. Within 
healthcare, researchers have studied the design and development of a gamified system 
to improve treatment adherence as well as well-being for tuberculosis patients in 
Vietnam [20]. In other work, Phung et al. have developed a neural network-based 
approach to recognizing medical records written in Vietnamese handwriting [21]. 

3.2 Key Theories and Research Methodologies 

In our review, we discover that researchers have leveraged a wide collection of 
individual-level and organizational-level theories. Regarding the former, a number 
of studies have used, adapted or extended IS adoption and success theories such as 
the Technology Acceptance Model [22], the IS Success Model and the Expectation-
Confirmation Model [23]. Interestingly, we also find evidence for wide use of cogni-
tive and behavioral theories, such as the classic Theory of Planned Behavior [24], 
Cognitive Evaluation Theory [20], as well as Bandura’s Social Cognitive Theory 
[25], to name a few. 

Regarding organizational-level theories, a number of reviewed studies have drawn 
on the resource-based view of firm to discuss the competitive advantage of devel-
oping IS/IT resources, and if these can be considered to be rare and inimitable for 
organizations [26]. Other studies have looked at organization-level adoption theories 
such as Diffusion of Innovation Theory and Technology-Organization-Environment 
Framework that look at the processes as well as the contextual factors affecting adop-
tion of technological innovations within organizations [27]. A few studies have also
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used new institutional theories to study IS/IT adaptation, development and change 
[13]. 

In terms of methodology, the reviewed studies have adopted both qualitative and 
quantitative approaches. Among the qualitative approaches, the reviewed studies 
used multiple methods, including single case studies, multi-case studies, focus 
groups, and in-depth interviews [13, 15, 28, 29]. For quantitative studies, surveys 
were the most commonly reported research method [22, 24, 25]. In addition, a few 
studies also reported big-data or machine learning [21, 30] based methods. Lastly, a 
small number of studies focused on the IS development and discussion at a conceptual 
level, without any associated empirical studies. 

Overall, the above review shows that IS research in Vietnam has addressed diverse 
research themes, and used different theories and research methods. The review, to 
some extent, presents what we know about the emergence of IS research in Vietnam. 
Yet, it also raises a question of what is the current state of the field? This question 
will be addressed in the next section. 

4 Introduction to Book Chapters 

This section aims to address the question of what the current state of the IS field in 
Vietnam is. We believe that no individual study can potentially answer this question 
in isolation. With this in mind, we issued a call for chapters on IS research in Vietnam, 
with a specific aim of compiling and synthesizing current IS research in Vietnam. 
The call for chapters resulted in 22 manuscript submissions. Following two rounds of 
peer-review and revisions, we selected a total of nine chapters for the current edited 
book. 

As the call for chapters coincided with the peak of the Covid-19 pandemic, the 
contributed chapters focused largely on two categories: IS value creation and IS in the 
time of COVID-19. The first group considers the usage, application, and expansion 
of IS to create value for different Vietnamese industries. The second group concerns 
how IS research continues to play a role in dealing with the COVID-19 pandemic. 
In both groups, the chapters cover relevant and timely research themes that are 
pertinent for Vietnamese companies, as well as the wider IS community. Table 2 
offers an overview of the themes, methodological approaches and key contributions 
from these chapters. 

As seen via Table 2, the chapters in this book have researched important and 
contemporary themes of IS research in Vietnam. Following the current introduction 
chapter, Chapter “Optimising Business Process by Multi-method Modelling: A Case 
Study of Customer Support Centre for Fashion Omnichannel e-Retailing” studies 
omnichannel e-retailing, referring to the integrated and simultaneous use of multiple 
online and offline customer touchpoints to sell products, and interact with customers. 
The chapter specifically focuses on the problem of optimizing customer support effi-
ciency and effectiveness for such omnichannel retailers. This comprises a rather
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complex business process involving the allocation of customer support representa-
tives, managing multiple channels, and performing time sharing of key personnel. 
The chapter uses the context of the customer support team at “G fashion”, a large 
fashion retailer in Vietnam, who are faced with a high call rate, and an increasing 
rate of call loss. Using a combination of discrete event and agent-based models,

Table 2 Overview of the book chapters (refer to the book for the detailed chapter) 

Chapter number Theme/sub-theme Methodology Main contributions 

IS value creation 

2 E-retailing, 
Omnichannel retailing, 
business process 
optimization 

Multi-method analysis 
involving discrete event 
modeling, agent based 
modeling, and 
qualitative interviews 

The chapter offers a 
modeling strategy to 
optimize the related 
customer service 
allocation during normal 
and promotional periods 
with increased demand 

3 Entrepreneurship, 
digital innovation 

Critical case study 
involving secondary 
data analysis and 
informal interviews 

The chapter uncovers 
main ways by which 
Quang Trung Software 
City can support 
high-tech startups 

4 Enterprise architecture 
(EA) 

Qualitative case study 
involving interview, 
participant observation, 
informal discussions 

The chapter documents a 
case study of how EA 
adoption changed the 
process and style in a 
Vietnamese public sector 

5 Blockchain enabled 
traceability (BET), 
blockchain adoption 

Qualitative case study 
involving literature 
analysis and interviews 

The chapter identifies a 
list of important 
challenges in the 
implementation of BETs 
in the food supply chain 
industry in Vietnam 

Information systems in the time of Covid-19 

6 Information security 
behavior, remote work 
practices 

In-depth interviews The chapter identifies a 
number of important 
factors that can affect 
employees’ protection of 
organizational 
information security 
while working from 
home 

7 Digital transformation, 
remote work practices 

Self-administered 
surveys and informal 
interviews 

The chapter investigates 
the factors associated 
with working-from-home 
productivity in the 
aftermath of Covid-19

(continued)
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Table 2 (continued)

Chapter number Theme/sub-theme Methodology Main contributions

8 Mobile commerce Online survey The chapter finds that 
Gen X consumers’ 
buying intentions via 
mobile commerce are 
positively associated 
with mobile shopping 
efficiency, effort 
expectancy, and the 
perceived severity of 
Covid-19 

9 Mobile app adoption, 
food delivery 
applications 

Survey The chapter finds that the 
intention to use the Go 
Food app in Vietnam was 
positively associated 
with the perceived ease 
of use, perceived 
usefulness, subjective 
norm, service 
performance, and 
perceived price fairness 

10 e-Learning, digital 
transformation 

Analysis of secondary 
survey 

The chapter explores the 
students’ readiness for 
digital transformation in 
the aftermath of 
Covid-19 

the chapter provides prescriptive suggestions to G fashion on how to maintain high 
utilization rates and low call loss rates.

Chapter “High-Tech Start-Up Ecosystems in Vietnam: The Case of Quang Trung 
Software City (QTSC)” analyzes the emergence and growth dynamics of high-tech 
start-up ecosystems in Vietnam, by using the case of the popular Quang Trung Soft-
ware City (QTSC). High-tech start-ups constitute a rapidly emerging and high-value 
digital innovation ecosystem in not just Vietnam, but many other countries in South 
East Asia. This chapter seeks to expand our understanding of what factors are impor-
tant for the survival and continued success of such innovation ecosystems. Based on 
interview data collected from managers in QTSC and its constituent start-ups, the 
chapter theorizes four key affordances that QTSC provides for its constituent orga-
nizations: (i) Management capabilities and expertise, (ii) Knowledge management, 
sharing, and protection, (iii) Measurement of key performance indicators, and (iv) 
Increased collaboration and networking opportunities. 

Chapter “Organizational Change and Enterprise Architecture Adoption: A Case 
Study in the Public Sector seeks to understand the factors and organizational change 
outcomes associated with the EA adoption in public sector organizations in Vietnam. 
The chapter points out that while EA offers the Vietnamese public sector an oppor-
tunity to improve their administrative effectiveness and transparency, the lack of
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explicit guidance on how to adopt and apply EA has led local agencies to develop 
their own usage patterns. The chapter uses a qualitative case study to illustrate how the 
successful adoption of EA led to a sustained improvement in how the organization 
provided services and communicated with its customers. The successful adoption 
also created an increased impetus for other organizations to adopt such technologies 
in reforming their administrative processes. 

Chapter “Blockchain-Enabled Traceability in Sustainable Food Supply Chains: 
A Case study of the Pork Industry in Vietnam” presents a study of a blockchain-
enabled food supply chain system that is being used in the pork industry to improve 
traceability, monitoring, ingredient tracking, payments and compliance. The chapter 
argues that the application of blockchain technologies in developing countries, such 
as Vietnam, remain understudied, even though the potential benefits from its adoption 
remain high. The chapter lists four key application areas for blockchain adoption that 
might be relevant to organizations in Vietnam: (i) digital registration of assets, (ii) 
digital identification of people and personal records, (iii) supply chain transactions 
that are automated and fully traceable, and (iv) secure solutions for data exchange. 

Chapter “Protecting Organizational Information Security at Home During the 
COVID-19 Pandemic in Vietnam: Exploratory Findings from Technology-Organiza-
tion-Environment Framework” revisits the context of employee productivity during 
COVID-19, but focuses on the organizational information security concerns, which 
have become salient with the increased popularity of remote working arrangements. 
The chapter highlights the growing information security challenges and threats aimed 
at home-based workers, in the aftermath of the pandemic. Through in-depth online 
interviews with a group of professional workers, the chapter uncovers a number 
of factors such as (i) use of secure remote working software, (ii) flexible work 
arrangement at home, (iii) lack of social interactions with colleagues, and (iv) orga-
nizational culture, which exert considerable influence on employees’ information 
security behavior. 

Similar to the previous chapter, Chapter “Technology Readiness and Digital Trans-
formation: A Case Study of Telework During COVID-19 Pandemic and Future Work 
in Vietnam” focuses on the impacts of Covid-19 on the telecommuting or teleworking 
behavior of employees in Vietnam. While existing surveys show that a majority of 
employees prefer to work from home, the chapter notes that indirect estimates suggest 
that only about a third of all jobs in Vietnam can be feasibly done remotely. This 
creates an organizational dilemma for decision makers in balancing business needs 
with employee expectations. By combining data from a self-administered survey 
spanning employees from 52 companies based in Vietnam, and informal interviews 
with mid-level managers and senior executives, the authors show that the employees’ 
technology readiness, as well as the availability of suitable equipment and training 
are important drivers of remote productivity. 

Chapter “Generation X’s Shopping Behavior in the Electronic Marketplace 
Through Mobile Applications During the Covid-19 Pandemic” investigates the 
factors that associate with Gen-X users’ adoption of mobile commerce. Using the 
Theory of Acceptance and Use of Technology model (UTAUT), and the Task-
technology fit model (TTF) as a theoretical foundation, the chapter performs a survey
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to elicit mobile shopping behavior and preferences for users during Covid-19. Their 
results show that the Gen X consumers’ mobile shopping intentions were positively 
associated with mobile shopping efficiency, effort expectancy, and the perceived 
severity of the pandemic. 

Chapter “Factors Influencing the Intention to Use Food Delivery Application 
(FDA): The Case Study of GoFood During Covid 19 Pandemic in Vietnam” looks 
at the fast growing and hypercompetitive market for food delivery apps in Vietnam, 
which features well known organizations like Now (Foody), GoJek, and Grab Food. 
Particularly, in light of Covid-19 induced movement restrictions, food delivery apps 
have witnessed a surge in popularity and sustained use. In particular, this chapter 
investigates the factors that affect customers’ intention to use food delivery apps 
(FDA). Drawing on the popular Technology Acceptance Model (TAM) and the 
Theory of Planned Behaviour (TPB), the authors show that subjective norms (SN) 
constituted the most significant factor affecting customers’ intention to use Go Food, 
a popular FDA, while perceived price fairness was found to be the least important 
factor. 

Finally, Chapter “Digitization of Education in Vietnam in the Crisis of Covid-19 
Pandemic” discusses the critical importance of digital transformation of educational 
institutions in Vietnam during Covid-19. The chapter contends that in dealing with 
the pandemic, crisis management in educational institutions has remained an under-
studied area, when compared to other organizational contexts. In the backdrop of a 
steadily digitalizing education sector, the pandemic has served to catalyze the transi-
tion to online platforms and processes. The chapter further analyzes students’ readi-
ness for digital transformation on six dimensions, and show that their readiness is 
positively associated with COVID-19, their self-study ability, perceived ease of use, 
perceived usefulness and attitude. The chapter will likely help educators and policy 
makers better understand and predict the impact of Covid-induced digitalization 
policies among Vietnamese students. 

5 Conclusion and Future Outlook 

Information systems as a scholarly discipline has witnessed growing interest from 
several researchers in Vietnam, who are currently studying its adoption and applica-
tion within Vietnamese organizations and society. There is a strong consensus on the 
critical role of IS research and applications among both academics and practitioners 
in Vietnam. Given this backdrop, we believe that it is important to have a shared 
understanding of what we know so far, and what we hope to achieve as a community. 

This chapter looks back of what we know by reviewing published papers in the 
IS field in Vietnam (Sect. 3). The review shows that the IS field in Vietnam has 
studied diverse topics, ranging from the essential themes of information systems 
to the interdisciplinary applications of emerging technologies. While the review is 
by no means comprehensive, it begins to paint an overall picture of the IS field in
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Vietnam. Over time, with the growing maturity and popularity of the field, we will 
develop more structured and systematic reviews. 

To understand what the IS community in Vietnam is doing, we called for chap-
ters to collect and synthesize current IS research in Vietnam. Through a rigorous 
blind review process, we have selected nine chapters that reflect contemporary topics 
covering the IS field in Vietnam (Sect. 4). These chapters have shown how IS imple-
mentations create values in business, and how IS has helped in our response to 
Covid-19. This also shows the timeliness of the field in reacting to the pandemic. As 
such, these chapters provide theoretical and practical implications that reflect unique 
characteristics of IS research in Vietnamese business and society. These included 
chapters will serve to provide a resource for those who plan to research, educate and 
learn about IS in Vietnam. 

Regarding future directions, we will continue to witness and track the dynamic 
evolution of IS research and practices in Vietnam. While the detailed directions can 
be found in each chapter, we wish to highlight two important research directions. 
First, multiple chapters in this book have presented accounts of how IS research can 
help with dealing with the Covid-19 pandemic. We expect that this line of research 
will continue post Covid-19, with IS staying at the forefront of the recovery in 
Vietnamese businesses and society. Second, while the IS discipline draws on two 
complementary paradigms: behavioral science and design science [31, 32], the IS 
community in Vietnam has mainly adopted behavioral science approaches. With 
the increasing importance of design science [33, 34], we expect to see more design 
science research being used for building innovative artifacts by the IS community in 
Vietnam. 
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Optimising Business Process 
by Multi-method Modelling: A Case 
Study of Customer Support Centre 
for Fashion Omnichannel e-Retailing 

Tram T. B. Nguyen and Huy Quang Truong 

Abstract Optimising business processes (BP) is the essential task of any business 
organisation. However, it is not easy for managers to adjust limited organisational 
resources to achieve a specific business goal with the desired level of efficiency and 
effectiveness. Multi-method modelling, combined between discrete event and agent-
based modelling, is used to illustrate how it helps simulate real situations emphasising 
limitations in resources to optimise business processes for the fashion e-retailing to 
satisfy their customers through omnichannel. Customer support centre (CSC) plays a 
crucial role in serving e-consumers by high volumes of service and support requests, 
common questions related to products, fulfilment, and returns with fast response to 
different communication channels (e.g., phone, email, live-chat, social media) (Ilk 
et al in Decis Support Syst 105:13–23, 2018, [1]). Allocating and assigning service 
workforces across channels with different skill requirements (e.g., talking over the 
phone, text-based messaging, social media monitoring) is a complex task to optimise 
human resources. In this study, multi-method modelling is applied to design and opti-
mise a customer support centre for a fashion omnichannel e-retailing to deal with 
customer requests. Several scenarios are established to adjust the number of workers 
as organisational resources and analyse the efficiency and effectiveness based on lost 
calls and utilisation in fulfilling customers’ requests. Multiple scenarios are anal-
ysed for normal conditions and promotional events using the software AnyLogic. 
The results of these scenarios are discussed, compared, and contrasted to iden-
tify the model’s outcomes in each scenario and to suggest many practical recom-
mendations for managers in designing and optimising business processes. BP can 
contribute to overall business performance by satisfying and attracting customers 
while maintaining efficient and effective organisational resources. Also, the role of 
CSC in fashion omnichannel e-retailing is highlighted in fulfilling customer requests.
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Finally, through the study, multi-method modelling shows its strengths and limita-
tions in facilitating managers in designing business processes and optimising the 
company resources to maximise efficiency and effectiveness in the dynamic fashion 
business environment. 

Keywords Designing business process · Omnichannel · Customer support centre ·
Multi-method modelling · e-retailing · Optimising resources 

1 Introduction 

Business process (BP) is the combination of several initiatives and approaches, 
namely systems thinking, operations research, data processing, socio-technical 
systems, systems modelling, process reengineering, TQM, Lean and Six Sigma 
systems and so on [2]. The ultimate purpose of BP is to innovate and continuously 
transform businesses and entire cross-organisational value chains besides produc-
tivity gains [3]. Hence, cross-functional business processes are usually core to the 
organisation, including a significant number of nonmanufacturing-related activities. 
Designing BP is a complicated and cross-functioned task involving multi-levels to 
create goods or services of value to a market. 

According to Laguna and Marklund [4], there are two main requirements for 
BP design. Designing BP is to establish how to do things in a good way, reflecting 
process efficiency and effectiveness. BP design is all about satisfying customers’ 
requirements [4]. In other words, a well-designed BP does the right things in the right 
way to deliver customer value; otherwise, it is useless. For this purpose, coordination 
and suboptimisation across the functional or departmental lines of the organisation 
are considered the most valuable in dealing with complex horizontal processes to 
reach the end customer. 

In addition, a poorly designed BP might be the main reason for long response 
times, low service levels, unbalanced resource utilisation, unhappy customers, 
backlog, damage claims, and loss of goodwill. To this end, BP design can contribute 
to overall business performance through the fundamental need for any business, profit 
maximising through satisfying and attracting customers while maintaining efficient 
use of organisational resources. 

Omnichannel retailing refers to the integrated use of multiple buying and delivery 
channels to fulfil customer demands and provide a seamless experience [5]. Customer 
support centre plays a crucial role in selling clothes to consumers by high volumes of 
service and support requests, common questions related to products purchase, fulfil-
ment, and returns with fast response to different communication ways (e.g., phone, 
email, live chat on social media) [1]. Allocating and assigning service workforces 
across channels with different skill requirements (e.g., talking over the phone, text-
based messaging, social media monitoring) can be a complex task to optimise their 
efforts and time. Therefore, optimising a process for the customer support centre is
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essential to increase the efficiency and effectiveness in fulfilling customers’ requests 
for different events of e-commerce businesses. 

Taking this research objective, discrete event modelling combined with agent-
based—a multi-method modelling is used to model the lowest level—task level for 
omnichannel fashion e-retailing to support their customers and generate turnover. 
For the reason that multi-method modelling is able to represent a complex system 
behaviour. Also, low efforts and expenses for designing and optimising BP is the main 
reason for using simulation software as the primary tool to optimise the organisational 
resources [6]. In other words, this chapter uses a pragmatism approach to identify 
how multi-method modelling enhances business performance in optimising their 
resources to find the best solution for the current problems instead of analysing in-
depth the technical aspect of process modelling. The chapter is constructed as follow. 
The following section is a relevant literature review on designing and optimising 
BP, omnichannel e-retailing in the fashion industry. Next, the research method-
ology is introduced, containing problem formulation, concept model and experiment 
configurations. After that, the findings emerging from the analysis are presented and 
discussed along with their implications. Finally, the conclusions, including the iden-
tification of limitations and possible further developments of the study, are stated in 
the final section. 

2 Theoretical Backgrounds and Research Context 

2.1 Designing Business Process 

According to Bastenie et al. [3], the top-level is the entire organisation as a 
system. The second level depicts the organisation’s Value Creation System (VCS), 
which is how the organisation creates, sells, and delivers products/services. The 
three lower levels include processing sub-systems level, process level and subpro-
cess/task/subtask level, from separated organisation functions to specific tasks. Ordi-
narily, the process architecture or structure is formed based on five main elements: the 
inputs and outputs, the flow units, the network of activities and buffers, the resources, 
and the information [4]. First, inputs and outputs can be tangible or intangible within 
an organisation. Second, the flow unit can be a unit of input (a customer or raw mate-
rial) or output (e.g., a serviced customer or finished product) or intermediate products 
or components. Third, a process is a network of activities and buffers through which 
the flow units or jobs have to pass to be transformed from inputs to outputs. Fourth, 
resources are necessary tangible assets to perform activities within a process. The last 
element is the information structure specifying which information is required and 
available to make the decisions necessary for performing the activities in a process.
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2.2 Omnichannel e-Retailing in Vietnam 

In Vietnam, e-commerce is one of the most developed markets. According to e-
Conomy SEA 2020 report, Vietnam e-commerce in 2020 increased by 16% and 
reached over 14 billion USD. In detail, online retail sales increased by 46%, ride-
hailing and food delivery increased by 34%, online marketing, entertainment, and 
online games went up by 18%. In comparison, online travel services declined by 
28% due to the Covid-19 pandemic [7]. It is predicted that the average growth rate 
throughout 2020–2025 will be 29%, and the e-commerce scale will reach 52 billion 
USD by 2025. Along with e-commerce development, online-offline channel integra-
tion leads to channel synergies rather than channel cannibalisation [8]. Omnichannel 
e-retailing is the synergetic management of the numerous available channels and 
customer touchpoints to optimise the customer experience and the performance 
across channels [9]. This has revolutionised the way retailers operate to gain a 
competitive advantage by integrating and optimising different channels. 

2.3 Challenges in Fashion Omnichannel e-Retailing Industry 

Concerning the study background, this paper focuses on the fashion industry, which 
is one of the most critical sectors of the world economy, a key element in the interna-
tional financial markets, and a unique tool of contemporary cultural movements [10]. 
In this industry, fashion brands usually face several challenges to provide a seamless 
experience for customers [11, 12]. First, the relationship between online and offline is 
more complex for businesses to create pathways of physical and digital as a customer 
may switch between digital and bricks-and-mortar several times [13]. Second, using 
data to create a personalised customer experience based on their preferences and 
buying history is critical for offers and suggestions. Additionally, creating a luxury 
experience on digital is challenging, especially for high-end brands [14]. Usually, 
fashion companies use 24/7 hotlines and live chat available to online shoppers, along 
with social media, like Facebook, Twitter, and Instagram for responsive and person-
alised customer service. Fourth, controlling the consistent brand message and style 
across all channels ensures that the customer knows what to expect and is never left 
disappointed. Lastly, giving customers more ways to shop is required to approach 
and encourage more buying. Subsequently, a customer support centre (CSC) is 
inevitable for the fashion industry in assisting, supporting, encouraging more buying 
personalised products as well as gaining more satisfying experiences.
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3 Research Methodology 

3.1 Problem Formulation 

In order to investigate BP design from a practical view, a fashion brand company is 
used as the focal case study for this research. The company information is provided 
by an anonymous manager in charge of operating its CSC. Established in 2015, G 
fashion brand has been firmly positioned in the market and has become the fastest 
growing fashion brand in Vietnam, with nearly 90 showrooms nationwide. G fashion 
is the best-seller brand on the most popular e-marketplaces in the country, such as 
Tiki, Lazada, Shopee, Sendo, and goes global on Amazon shortly. It establishes 
the business model grounded on a fashion supermarket for everyone, every family 
in Vietnam. G fashion aims to provide customers with high-quality products in a 
homelike shopping space. Although nearly 100 stores are temporarily closed due to 
the impact of Covid-19, the company is still doing well thanks to e-retailing about 
6000 up to 10,000 orders per day in the second quarter of 2021. 

Currently, its website records the most significant number of customers, with an 
average of 1.2 million monthly visits across the country. The number of customer 
inquiries related to purchase, return and refund at the CSC each day is enormous. 
Consequently, according to the focused interview with the manager at G fashion, there 
are several critical issues in customer service. The first challenge is slow response time 
because no customer wants to wait on hold. They also do not want to spend time being 
rolled among departments or agents for searching solutions. Second, incompetent 
CSC staff might lead to wrong offer/support to customers as well as fail to meet 
their expectations. Thus, the company applies omnichannel CSC, a synchronised 
operating model of aligned communications channels to deliver consistent CSC. 
It expects that CSC effectively operates as a single channel, delivering high-value 
customer experiences across all the touchpoints no matter how a customer reaches 
out to the company. 

Among all factors, human resource is the centric element of any CSC. At G 
fashion, a team of ten employees working in CSC are overloaded due to the number 
of inquiries and the high rate of lost calls. G fashion determines to solve these 
problems to optimise the number of employees at CSC with the lowest cost solution 
identification. Discrete event modelling is a method to model process—a sequence of 
operations being performed across entities, including delays, usage of resources, and 
waiting in queues [15]. It is familiar to the business world and has become the most 
successful method in penetrating the business community. At the same time, agent-
based is used to model the behaviours of adaptive actors who make up a social system 
and who influence one another through their interactions [16]. This combination is 
created to get a deeper insight into systems that are not well-captured by a single 
modelling method. The model is established based on AnyLogic modelling, version 
8 PLE and Java programming language with the real inputs from G fashion to run 
the experiment in the model.
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3.2 Tasks Specification 

To describe the work of the CSC at G fashion, requests from customers come to the 
centre based on three popular methods via calls (hotline), chat messages (Facebook, 
Zalo), and emails. Each request has different tasks with diverse complexity levels 
related to G product categories: male products (MP) and female products (FP). Calls 
get the highest priority among the inquiries since customers cannot wait too long. 
Waiting time is required to be short; otherwise, customers will hang up. It also 
depends on the maximum task complexity in the request. Chat has higher priority 
than emails, but both can wait, and employees can answer any time. They queue at 
the next level if they are not fulfilled depending on its prevailed product category 
(Fig. 1). Arrival rate requests during the daytime are usually higher than the night 
shift. 

At G fashion, task complexity is divided into three levels: 1—entry levels for all 
requests, 2—easy (e.g., checking order status, size consultation) and 3—complicated 
(e.g., return, refund, and complaints). The mean processing time for each task is based 
on this complexity. Also, each employee has a specialisation for only one product 
category and is assigned to one level of task complexity. There are four processing 
tiers following task complexity. In detail, tier 0 is for trainees; tier 1 is the entry-level 
in charge of redirecting requests to a suitable tier. Tier 2 processes basic inquiries, 
and tier 3 handle complex requirements from customers. 

Among different communication methods, calls via hotline can be redirected to 
employees at the next Tier only if there are any free employees. If not, the employees 
from the last Tier keep customers busy until an employee from the next Tier is free. 
Chats and emails will work similarly to call requests and go to queue at the next 
Tier if not fulfilled, depending on their prevailed product categories. If there are 
several free employees, chats go to the one with the corresponding specialisation. In 
case the request requires employee speciality in different product categories, there 
is an additive multiplier (m) for time processing tasks TP = (1 + m) * normal_time, 
which is longer than usual. To this end, working employees are at various skill levels. 
After a while, they will get promoted to a higher Tier when they can deal with more 
complex requests. Employees have different states: at work, on vacation and retire (or 
quit) following the national labour law through agent-based statecharts in AnyLogic

Fig. 1 Processing tiers



Optimising Business Process by Multi-method … 23

Fig. 2 Employee’s statechart 

(Fig. 2). Four shifts of employees ensure that at least one is working while three 
resting shifts. There are different turnover rates associated with different tiers.

3.3 Designing Processing Flowcharts 

Discrete models to process all inquiries are divided into two separate ones. The 
first one is to handle all customer requests no matter which method. The process 
of handling requests is illustrated in Fig. 3 for Tier 1, which is the entry-level 
for all inquiries. Inquiries are agents, while employees and their supervisors are 
resources. Calls get the top priority along with delay and expire if there is no response 
from employees. Then inquiries are processed by getting supervisors’ approval and 
then providing employees’ decisions. There are several decisions related to further 
requests from customers, which can be done, or the process starts over if the customers 
request again. The output data is generated, and statistics are collected at the blocks, 
as well as by the agents while they move through the process flowchart. Each inquiry 
measures time spent in the process by making a timestamp when employees handle

Fig. 3 Tier 1
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a task until it has been done. Similarly, the process of handling requests is designed 
for Tier 2 and 3 to handle customer inquiries with different priorities for calls, chats, 
and emails.

4 Analysis and Results 

4.1 Current Condition 

Based on the provided information from the manager, each month, G fashion has 6000 
to 12,000 orders. In normal conditions (no promotion or big events), inquiries are 
stable as demands, which are about 6000–8000 orders per month generating approxi-
mately 100–150 requests per day (nightshift arrival rate equals 20% of dayshift). Each 
week they have new employees for CSC, processing inputs are average numbers, as 
seen in Table 1. The formula for utilisation rate is the number of actual working 
hours divided by the total number of available hours. Customers usually hang up 
after five minutes of waiting at Tier 1 and 2, 10 minutes at Tier 3. Currently, G 
fashion has twelve employees, including four at Tier 1, four at each other tier and 
two trainees working at CSC. The current condition has been run and analysed in 
AnyLogic within one month (30 days). The results show that the team could process 
8947 inquiries per month; however, it is ineffective since only 12% of inquiries were 
finished while losing 45% inquiries (3987 calls) and 44% inquiries in waiting. Tier 2 
is overloaded with over 90% utilisation while Tier 1 is 78%, and the rest only reach 
from 12 to 43% utilisation. 

Table 1 Model input of the current condition 

Number of 
employee 
(person) 

Mean of 
processing 
time 
(minutes) 

Arrival rate 
(per hour) 

Time to tier up 
(days) 

Monthly 
turnover 

Other inputs 

Tier 0 
(trainee): 2 
Tier 1: 4 

Level 1: 10 • Calls:  4  
• Chats:  3  
• Email: 1 

To Tier 1: 15 Tier 1: 0.5 Max task 
quantity at 
request: 5 

Tier 2 MP: 2 
Tier 2 FP: 2 

Level 2: 15 To Tier 2: 60 Tier 2: 0.3 Additive 
multiplier m = 
0.5 

Tier 3 MP: 2 
Tier 3 FP: 2 

Level 3: 20 To Tier 3: 90 Tier 3: 0.2 Request routine 
time = 2 
(mins)



Optimising Business Process by Multi-method … 25

4.2 Experiment Configurations 

There are two specific scenarios for running experiments in AnyLogic. First, in 
normal condition, there is a need to improve the current situation by identifying how 
many employees are optimal at each Tier. Second, when there are promoting events, 
demands increase sharply in a concise time, how many employees are suitable to 
handle excessive inquiries. G fashion concerns how many employees at each Tier are 
suitable to maximise utilisation rate and reduce lost calls and customer waiting time. 
Several scenarios with different employees have been run and analysed in AnyLogic 
within 1 month (30 days) following inputs of current condition except for the number 
of employees and arrival rate for promotion events. According to G fashion, the arrival 
rate will be doubled during promotional events. The number of employees at each Tier 
has been increased from the number of the current condition to identify the optimal 
number of employees for each Tier during normal and promotional conditions. 

Normal condition 

The number of employees at all tiers is needed to increase significantly since they 
cannot handle all inquiries. The experiments have been run with the number of 
each Tier increasing limited from 2 to 15 due to the difficulties in human resource 
management. In detail, the constraint in human resource poses many challenges for 
G fashion regarding time and cost for hiring and training new employees. Therefore, 
the company does not want to increase the number of employees too quickly in a 
short time. The experimental results show that lost calls decrease significantly when 
each Tier reaches 10 and 14 employees for Tier 1. Raising the employees of Tier 1 
over 14 is not efficient as lost calls increase and the employees of other tiers are the 
same as utilisation rates decrease Table 2. 

In detail, in scenarios N2, N3, and N4, lost calls increase; even more employees are 
added to each Tier, which is ineffective in using human resources. Other experiments 
generating inefficient results are not fully presented in the paper. Concerning the 
effectiveness of the solution, turnover generating scores are calculated as monthly 
turnover multiplied by finished inquiries at each Tier. As seen in Fig. 4, scenario 
N1 has the highest turnover generating score, which is the most effective for doing 
business. 

Promotion events 

Similarly, the arrival rate will be doubled during the promotional period. Keeping 
the optimal number of employees from the above subsection is inefficient since the 
team will lose 5202 calls, as seen in scenario P1 in Table 3. 

The number of employees at all tiers is needed to increase accordingly. The exper-
iments have started with doubled employees of each Tier following the increasing 
arrival rate of inquiries. Scenario P2 shows that lost calls decrease significantly with 
96% finished inquiries. P3 represents increasing more employees for female products 
instead of increasing employees for Tier 1. Lost calls drop significantly even though 
only two more employees are needed compared to P2. However, there is about 70 in
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Table 2 Experiments of normal conditions 

Scenario Number of 
employees 
(person) 

Total 
inquiries 

Inquires status Lost calls Utilisation 
rate 

Finished 
inquiries 

N1 Tier 1: 14 
Tier 2 MP: 5 
Tier 2 FP: 5 
Tier 3 MP: 5 
Tier 3 FP: 5 

8.953 Finished: 82% 
Lost: 18% 
Waiting: 0% 

881 Tier 1: 52% 
Tier 2 MP: 
68% 
Tier 2 FP: 
84% 
Tier 3 MP: 
60% 
Tier 3 FP: 
71% 

Tier 1: 
2016 
Tier 2: 
2665 
Tier 3: 
3421 

N2 Tier 1: 15 
Tier 2 MP: 5 
Tier 2 FP: 5 
Tier 3 MP: 5 
Tier 3 FP: 5 

8.953 Finished: 82% 
Lost: 18% 
Waiting: 0% 

1611 Tier 1: 67% 
Tier 2 MP: 
53% 
Tier 2 FP: 
94% 
Tier 3 MP: 
51% 
Tier 3 FP: 
64% 

Tier 1: 
1770 
Tier 2: 
2438 
Tier 3: 
3130 

N3 Tier 1: 14 
Tier 2 MP: 6 
Tier 2 FP: 6 
Tier 3 MP: 6 
Tier 3 FP: 6 

8.868 Finished: 86% 
Lost: 12% 
Waiting: 2% 

1056 Tier 1: 75% 
Tier 2 MP: 
64% 
Tier 2 FP: 
79% 
Tier 3 MP: 
68% 
Tier 3 FP: 
75% 

Tier 1: 
1951 
Tier 2: 
2474 
Tier 3: 
3227 

N4 Tier 1: 15 
Tier 2 MP: 6 
Tier 2 FP: 6 
Tier 3 MP: 6 
Tier 3 FP: 6 

8.916 Finished: 88% 
Lost: 10% 
Waiting: 1% 

914 Tier 1: 65% 
Tier 2 MP: 
70% 
Tier 2 FP: 
78% 
Tier 3 MP: 
52% 
Tier 3 FP: 
48% 

Tier 1: 
1960 
Tier 2: 
2523 
Tier 3: 
3393

total inquiries decreasing compared to P2. Other scenarios have been run; the results 
show they are inefficient as lost calls increase and the employees of other tiers are the 
same as utilisation rates decrease. Hence, turnover generating scores are calculated 
as seen in Fig. 5, and scenario P2 has the highest turnover generating score, which 
is the most effective for doing business. 
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Fig. 4 Turnover generating score for normal condition 

Table 3 Promotional experiment running 

Scenario Number of 
employees 
(person) 

Total 
inquiries 

Inquires status Lost calls Utilisation 
rate 

Finished 
inquiries 

P1 Tier 1: 14 
Tier 2 MP: 5 
Tier 2 FP: 5 
Tier 3 MP: 5 
Tier 3 FP: 5 

17,795 Finished: 42% 
Lost: 29% 
Waiting: 29% 

5202 Tier 1: 87% 
Tier 2 MP: 
51% 
Tier 2 FP: 
92% 
Tier 3 MP: 
81% 
Tier 3 FP: 
64% 

Tier 1: 
1967 
Tier 2: 
1767 
Tier 3: 
3768 

P2 Tier 1: 28 
Tier 2 MP: 
10 
Tier 2 FP: 10 
Tier 3 MP: 
10 
Tier 3 FP: 10 

17,909 Finished: 96% 
Lost: 4% 
Waiting: 0% 

706 Tier 1: 67% 
Tier 2 MP: 
78% 
Tier 2 FP: 
92% 
Tier 3 MP: 
71% 
Tier 3 FP: 
84% 

Tier 1: 
4277 
Tier 2: 
5517 
Tier 3: 
7392 

P3 Tier 1: 25 
Tier 2 MP: 
10 
Tier 2 FP: 11 
Tier 3 MP: 
10 
Tier 3 FP: 11 

17,830 Finished: 95% 
Lost: 3% 
Waiting: 2% 

549 Tier 1: 52% 
Tier 2 MP: 
79% 
Tier 2 FP: 
85% 
Tier 3 MP: 
63% 
Tier 3 FP: 
71% 

Tier 1: 
4283 
Tier 2: 
5504 
Tier 3: 
7209
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Fig. 5 Turnover generating scores for promotional events 

5 Discussion 

Implementing an omnichannel strategy helps fashion e-retailing businesses better 
understand customer needs and wants based on their buying history and behaviour 
to deliver personalised support by integrating the reactive channels with the digital 
channels. Hence, CSC plays a critical role in supporting and generating revenues for 
the company as it becomes the helpful touchpoint for customers via hotline (calls), 
live chats and emails. With the multi-modelling method, the study uses a pragmatic 
approach to optimise CSC’s business process at a Vietnamese fashion e-retailing 
business. In particular, the company’s process was simulated and run several exper-
iments to find the optimal number of employees for each Tier to handle customers’ 
inquiries during both the normal condition and promotional events. To increase the 
effectiveness and efficiency of CSC and contribute to overall business performance, 
several scenarios have been analysed to compare measurable assessment criteria of 
the BP, in this case, lost calls, utilisation rates, the number of finished inquiries, and 
their revenue-generating scores. 

In the following, the findings highlight the role of BP design using multi-method 
modelling in satisfying customers while optimising the efficient use of organisa-
tional resources. Although multi-method modelling is not a new method in designing 
and optimising BP, the findings highlight the paper’s novelty aspects in identifying 
optimal solutions for G fashion’s CSC with several input variables. The multi-method 
modelling showed that the employee number of the current CSC team is not efficient 
since there are 45% lost calls based on the inputs from the company in the simulation 
experiment. The simulation suggests that G fashion should hire more employees for 
each Tier accordingly, especially for Tier 1, to increase finished inquiries up to 82%. 
Also, when there are promotional events, G fashion also prepares new employees 
to deal with the excessive demand by keeping the same employees as the optimal 
normal condition associated with 29% lost calls. G fashion also does not need to 
double the employee number of CSC team regardless of the doubled inquiries, only 
increasing 56% employees at Tier 1 and doubling employees at Tier 2 and 3.
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In the literature, omnichannel retailers need to efficiently manage both direct 
distribution and reverse channels to ensure success in their logistics operations and 
customer satisfaction [17]. In this study, the case was conducted in the context of 
Vietnamese fashion industry. It is also illustrated that among all consumers’ requests, 
return and refund—the main dealing tasks for Tier 3 of G fashion—is the most diffi-
cult working level but generates lower revenue compared to others. The processing 
times for these tasks are usually longer and more complex than other requests. 
However, these activities will improve customers’ perception of the buying process 
and increase their confidence in the company [18]. In addition, designing and opti-
mising BP for CSC of G fashion plays a vital role in providing this e-retailer more 
opportunities to understand customers’ needs better, improve post-sales services, and 
handle product returns. Last but not least, the most desirable outcome of CSC is to 
generate more sales while assisting customers. 

Through the case study, it is evident that multi-method modelling brings a lot 
of advantages for businesses to design their BP and optimise the organisational 
resources. First, the combination between agent-based and discrete event simulation 
creates the opportunities for G fashion to observe and determine how small changes 
in the number of employees at each Tier may influence revenue generation and util-
isation. Whereas discrete event simulation in the model takes account of variability 
in the time taken to process consumer inquires and changes of all inputs. In line with 
other research, this study illustrates that multi-method modelling is able to represent 
a complex system behaviour where its different parts can be better captured by two 
or more simulation methods [19, 20]. Second, considering efforts and expenses for 
designing and optimising BP, this study showcases how to design BP with minimum 
effort by AnyLogic software as the primary tool and considerable time for inter-
views to collect data from G fashion to run the model. Third, the modelling for BP 
is highly flexible when the business needs to change. The model can be changed 
quickly by adjusting the existing conceptual model under-taken by a modeller, such 
as the objectives, inputs, outputs, and model content. 

Finally, the study contributes to the literature of business process, simulation, 
and e-commerce by the use of multi-method modelling in solving practical issues of 
designing business processes for e-commerce companies, which could be applied for 
cases similar to G fashion. In particular, the study illustrates a business process of CSC 
for fashion e-retailing in optimising human resources to increase customer satisfac-
tion. The role of the effective simulation method is explored and applied to solve the 
challenges that fashion omnichannel e-retailing is dealing with. Furthermore, some 
of the issues emerging from the study’s findings relate specifically to practitioners in 
the fashion business. First, the complex mixture between physical and digital touch-
points for customer require responsiveness in e-retailing service. Consequently, a 
CSC is vital to support and encourage more buying and gaining more satisfying 
experiences. Second, human resource is a critical element of any business process 
when customers try to reach the company regardless digital business environment 
of e-retailing. Frequent training activities and flexible replacements are indispens-
able for meeting customers’ expectations and gaining a competitive advantage by 
integrating and optimising different channels.
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6 Concluding Remarks 

With the increase of e-commerce and the growing trend for omnichannel in the 
retailing industry, it is crucial that companies pay attention to designing BP for CSC 
as the seamless touchpoint to process all customer requests via hotline, live chats, 
and emails. This case study illustrates applying multi-method simulation with the 
aim of optimising human resources for the fashion e-retailing fulfilling customers’ 
inquiries. Hence, the findings of this research provide insightful implications for 
fashion e-retailers and researchers in designing BP. 

First, the study contributes to our understanding of BP design and optimisation 
through multi-method modelling and specific issues of the business limitations. It 
can contribute to overall business performance by satisfying and attracting customers 
while maintaining efficient organisational resources. Second, these findings highlight 
the role of CSC in fashion omnichannel e-retailing. It is expected to assist customers 
and enhance their confidence in buying as well as post-sale processes. Finally, this 
study strengthens the idea of what simulations are and how it contributes to business 
analysis to identify the best solution for specific business problems. This study is 
an illustrated experiment in fashion e-retailing, in which simulation modelling is 
flexible, easy to use, low cost and suitable for running different scenarios to optimise 
the company resources while enhancing effectiveness and efficiency for CSC. 

The generalisability of these findings is subject to certain limitations, which has 
thrown up several questions in need of further investigation. The main limitation of 
this study is the use of the focal case. Future studies can extend the current study 
by investigating other industries or e-commerce marketplaces with more diverse 
customer requirements. They can also explore further how to design BP and optimise 
other organisational resources, such as cost, space, revenue, profit and so on. Further-
more, this study combines discrete and agent-based modelling to design the process 
using AnyLogic software. There are a few drawbacks in interpreting the results due 
to the assumptions and simplifications of the model. In this study, assumptions are 
made based on the focal case. Also, simplifications in the unit of analysis are incor-
porated in the model for rapid model development, ease usage, and improved trans-
parency. Future research could use different methods and approaches to anticipate 
these limitations and elaborate the model. 
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High-Tech Start-Up Ecosystems 
in Vietnam: The Case of Quang Trung 
Software City (QTSC) 

Long Hai Nguyen Lam, Thinh Gia Hoang , Dat  Anh Le,  
and Nam Hai Vu 

Abstract The start-up ecosystems have emerged in different countries and areas 
all over the world since the 2000s, including key facilitators and essential capa-
bilities that gravitate toward growth ventures. These ecosystems focus on partic-
ular disciplines, present a variety of features and dynamics, and have their own 
variety of evolution over time. Since Vietnam has pushed strategies and incentives 
to take advantage of digital technology in order for the country’s start-up sector and 
supporting technical adaptation to grow, the high-tech sector has been dominating 
the start-up ecosystem in Vietnam. This chapter sheds light on the dynamics of the 
high-tech start-up ecosystem in Vietnam by taking the Quang Trung Software City 
(QTSC) as a critical case. By adopting a qualitative research inquiry based on inter-
view data collected from managers in QTSC, and start-ups operating and located in 
QTSC, this chapter highlights several facilitators that QTSC has delivered to digital 
start-ups. Our chapter contributes to the emerging literature on the development of 
the high-tech start-up ecosystem and our case ecosystem also contributes highly to 
improving the maturity of Vietnam tech start-ups. 
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1 Introduction 

Although the past decade has seen the rapid development of innovation in many 
business areas, innovation is actually reported as usually taking place outside the 
organization’s boundary through collaboration and engagement with a wide range 
of different parties, thereby overcoming the limitations of capability and resources 
of a single company [19, 25]. In addition, the innovation is embedded and developed 
in the extent of an ecosystem which enables the accumulation of available resources 
including both tangible and intangible resources such as intellectual or policies and 
incentives [20, 28]. In fact, high-tech entrepreneurship ecosystems have been reported 
as being able to accelerate ventures based on their technology-enabled advantages. 
Some examples of high-tech ecosystems include Silicon Valley in California, US, 
Cambridge Science Park, Cambridge, UK; and Medicon Valley, Sweden. Other 
developing countries around the world, especially Asia, have also seriously started 
to develop technological and high-tech entrepreneurship ecosystems to leverage the 
national economy, industrial and information technology (IT) capabilities such as 
Zhangjiang Hi-Tech Park in Shanghai, Zhongguancun Science & Technology Zone 
in Beijing, China; Technopark, Trivandrum, India. 

Existing research high-tech entrepreneurship ecosystems create a significant 
contribution to the development of the economy as well as accelerating the devel-
opment of digital start-ups [26, 27]. Nonetheless, existing research on innovation 
and technology management favors the research in the level of organization (for 
instance, see [4, 19] and disregards innovation and technological advancement at 
the ecosystem level [9]. The traditional thoughts of innovation or R&D develop-
ment in an organization were that the boundaries in the organization may reduce 
the transaction costs required for innovation and R&D activities. However, the 
transaction costs can in fact only be reduced when there are clear distributions of 
resources, labor, and efforts following a clear action agenda [10, 24]. In the context 
of the entrepreneurship ecosystem, the involvement of a variety of parties inside an 
ecosystem is clearly recognized, although a comprehensive investigation of how tech-
nological entrepreneurship ecosystems manage such involvements and support the 
development of digital start-ups, requires further examination. In other words, unlike 
the organizational structure, a start-up ecosystem lacks the managerial authority for 
management and supervision, thus, how a startup ecosystem can perform division 
of labor and task allocation may need further investigation. In addition, start-up 
ecosystems may include a variety of startups that do not share the same goal and free 
decision-making depending on their interests, which may result in potential conflicts 
rather than cooperation [16]. Thus, the insights into how tech startup ecosystems 
facilitate and manage coordination and collaboration among participating startups 
may need further investigation. 

As a result, this chapter intends to explore how a digital entrepreneurship 
ecosystem is able to support the development of digital start-ups. To fulfil this 
purpose, a critical case study of Quang Trung Software City (QTSC), a successful
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business and technological park, and a number of digital start-ups located and oper-
ated inside QTSC, were approached. The aim of this research is twofold; first, 
we explore the current difficulties and challenges that digital start-ups have faced. 
Second, we also examine how QTSC is able to support the digital start-ups to over-
come these challenges, which therefore facilitates development of digital start-ups. 
Our chapter extends the digital entrepreneurship literature by investigating digital 
entrepreneurship at the ecosystem level, which highlights that a digital entrepreneur-
ship ecosystem is able to accumulate support and available resources to facilitate the 
development of digital start-ups. 

This paper is organized as follows: in the next section, this chapter reviews relevant 
literature on digital entrepreneurship and the digital entrepreneurship ecosystem. 
The research methodology of this paper is introduced next. In Sect. 4, the research 
background of the case study is discussed. Section 5 presents research findings. 
Finally, a brief conclusion is provided in Sect. 6. 

2 Literature Background 

2.1 Digital Entrepreneurship 

Digital entrepreneurship can be understood to be an entrepreneurial venture that takes 
place digitally through technology-enabled applications and platforms rather than 
original direct forms [18]. Given that digital entrepreneurship, products, services, 
distribution channels, business activities, interaction and communication, or even 
the workplace and operations could be enabled or facilitated by digital or technolog-
ical advancement [11, 13], these digital ventures have developed or adopted different 
business models, suffered from different challenges, and faced different opportuni-
ties. However, the current interest in digital entrepreneurship mainly focuses on the 
marketing operation in the digital environment (e.g., also known as digital marketing), 
although in most of the aspects of digital ventures, entrepreneurs can face new busi-
ness opportunities and unexpected advantage competitiveness associated to manage-
ment, branding, and resources, which directly influence the overall performance of 
their businesses [12, 15, 26, 27]. 

Market orientation is at the heart of any digital enterprise, it is the higher extreme 
digital feature of a business and also the most vital component of market orientation 
[14]. This can be explained by adding that digital enterprise may focus on advancing 
the digital features, products or services, forgetting the fact that consumers are more 
interested in the applicable aspect of those features, products, and services [18]. 
In addition, given the recent increase in competitive and rapid expansion of digital 
businesses and marketplaces, the focus on market orientation on customers’ demands 
is a fundamental characteristic to define whether a new digital venture can survive 
and continue growing [21].
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Given the emergence of this popular use of technology, and the technology-
enabled applications, platforms, and social media among global citizens, any digital 
venture can be accessed by a wide range of customers [12]. However, the nega-
tive implications of technology-enabled platforms and applications can also deliver 
negative effects to businesses, and continue to reshape all aspects and features of 
digital enterprises or start-ups. More research is needed to explore how new digital 
ventures develop as well as how the surrounding support and facilitators challenge 
the development of digital start-ups. 

2.2 Innovation and Digital Entrepreneurship Ecosystem 

Digital Innovation involves the integration of digital capability and available 
resources, including physical resources, human capital, and intellectual capital to 
develop evolutionary products, services, and operation processes. Due to the limita-
tions of resources, management, and intellectual capital from a single organization, it 
is challenge for a single firm to generate a significant innovation [19, 26, 27]. Instead, 
collaboration and participation work from a number of organizations enables us to 
expand boundaries and overcome limitations of resources and capabilities from a 
single firm, which results in a huge leap in innovation [5]. As a result, an ecosystem 
consisting of available resources, network, and collaboration can be seen as a nest 
for digital innovation activities. The nexus between innovation and entrepreneurship 
came from digital businesses or start-ups, which are grounded by the unique digital 
innovation [13]. 

According to Allen [1], digital entrepreneurship can be defined as a multi-
dimensional phenomenon, which contains three intertwined aspects, including the 
business aspect, the knowledge aspect, and the institutional aspect. The first dimen-
sion, the business aspect, involves the establishment of a new business, which is a 
typical type of entrepreneurship. Second, the knowledge aspect involves the construc-
tion of a new venture based on creative knowledge or an innovative idea, in which 
a unique competitive advantage of a business is maintained. Innovators and inven-
tors are typical examples of knowledge entrepreneurs [18]. Finally, the institutional 
aspect enables the transformation of a traditional business model into a new one 
through leveraging available resources or technological tools, for instance, a number 
of companies such as eBay, Amazon, or Airbnb have developed new types of busi-
ness based on the traditional retail sector. A number of scholars suggest that digital 
ventures need to integrate these three aspects of a business in order to construct 
a successful digital enterprise, which is firstly based on a typical business form, 
with additional creative technological features products, services, or features and 
then transforms the regular business form into a new and innovative one, embracing 
institutional implications. 

The digital entrepreneurship ecosystem can be defined as an ecosystem nurturing 
and facilitating the establishment and development of new digital ventures. As an 
ecosystem integrates sufficient resources, facilitators, and supporting factors beyond
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the organizational boundary, a digital entrepreneurship ecosystem is thus vital for 
the success of digital enterprises as well as new ventures [15]. Similarly, Elia et al. 
[7] argue that a digital entrepreneurship ecosystem comprises a technology-enabled 
infrastructure and available support that enables the utilization of technologies and 
digital platforms to support knowledge transfer and opportunities generation to stim-
ulate the digital business ecosystem. Finally, Steininger [22] distinguished the digital 
entrepreneurship ecosystem from other entrepreneurship ecosystems as the digital 
entrepreneurship ecosystem enables digital enterprise chasing opportunities based 
on the advancement of innovative technologies and digital species rather than other 
regular business and institutional aspects, enabled by the regular entrepreneurship 
ecosystem. Nonetheless, extant researches on digital entrepreneurship have focused 
on organizational innovation, in which business processes, internal and external insti-
tutional contexts are the critical aspects [9, 11], and there is a scarcity of research 
focusing on digital entrepreneurship in the ecosystem level. Besides, ecosystem-
enabled innovation capabilities to support new digital ventures should be given 
more attention to shed light on the innovation supporting capabilities offered by 
the entrepreneurship ecosystem in Vietnam. 

Early research attempts of the digital entrepreneurship ecosystem classified the 
implications of digital entrepreneurship ecosystem for startups into three main 
aspects: “task allocation”, “task division” and “information flow” (Puranam et al., 
2014) [16, p. 2].  

“Task division” relates to the managerial tasks that divide the primary goal of 
an organization into detailed tasks for each part of an organization. Put differently, 
this process results in a list of duties that all parts of an organization need to fulfill. 
Researchers in this research stream highlight a number of aspects that directly relate 
to “task division”, such as “excluding members that do not fit the system goal”; 
“no essential tasks remaining incomplete”, and “little redundancy among subtasks” 
(Puranam et al., 2014) [16, p. 2], maintaining the co-specialization and effective 
collaboration between members [23], and transparency of task division [2]. 

“Task allocation” is associated with allocating tasks to those with appropriate 
specialization and capabilities. The proposed mechanisms for performing task allo-
cation are selected based on appropriate capability, resources, and other advantages 
[16]. The process of task allocation can be impacted by both external and internal 
influences such as competition, environment, and resources [25]. 

“Information flow” implies the supply of information that a member in the 
ecosystem may require to perform the operation and development [9]. Furthermore, 
in the digital startup, the information flow also relates to the protection of sensi-
tive commercial information that directly relates to the intellectual property inside 
each startup organization [7]. The information flow constructs the connection among 
parties to integrate efforts that facilitate the collaboration and information exchanges 
[15]. The technological communities such as the digital startups’ ecosystems play a 
fundamental role as a place for information exchange and collaboration [16, 26, 27].
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3 Methodology 

A large and growing body of case-based research has investigated the digital 
entrepreneurship and entrepreneurship ecosystem [15, 16, 26, 27]. This study adopts 
Flyvbjerg [8]’s critical case study methodology, and aims to highlight the supporting 
role of QTSC for the digital start-ups in Vietnam. The adoption of critical case 
research facilitates the investigation of the “how” research question, and is suited 
for conducting research with the aim of theory contribution and development in a 
new phenomenon, i.e., the digital entrepreneurship ecosystem in Vietnam. In addi-
tion, the case research method is also appropriate for exploring complex phenomena 
such as how entrepreneurship including start-ups organization and entrepreneurs are 
intricately embedded into the social context of start-ups ecosystems, in which the 
comprehensive settings of the background can be illuminated [17, 19]. 

We choose QTSC as a critical case target as the digital entrepreneurship ecosystem 
for a number of reasons. First, QTSC is typical of a technological park with given 
incentives and support from the government in terms of development strategy, infras-
tructures, human resources, intellectual, and financial capitals. In addition, organiza-
tion members gathered in QTSC have supported the development of QTSC as well as 
the entrepreneurship ecosystem in QTSC. Second, most infrastructures, communi-
ties, and activities in QTSC are related to the technological development, digital busi-
ness, and entrepreneurship in the technological area. Besides, QTSC is a successful 
digital business park in Vietnam and is well-known as a typical example of the digital 
ecosystem, thereby other areas in Vietnam try to imitate QTSC’s development agenda 
to develop their own entrepreneurship ecosystems. 

3.1 Data Collection 

While the qualitative critical case study had been adopted as the primary research 
method, our data collection includes two main stages. In the first stage, which 
took place from January 2021 to March 2021 we gathered archival documents and 
published information regarding the development, business operation, and engage-
ment with entrepreneurship and the development of digital start-ups. After collecting 
and synthesizing the data source of archival records, a holistic picture was created 
about QTSC’s operation in the context of Vietnam’s digital transformation and 
business environment. 

In the second phase, informal interviews have been conducted in terms of conver-
sation; informal conversations are conducted without the use of any structured inter-
view guide of any kind. The research team either takes note or tries to remember 
content in conversations with respondents in the field. According to Cassell et al. 
[6], informal interviews should be conducted in the early stages of development of a 
research, where there are a few studies describing the field and the issue of interest. 
Through informal interviews, the researcher is able to develop the foundation of
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rapport and build an understanding of the field [17]. A total of 10 informal inter-
views were conducted with two main groups from March 2021 to May 2021, the 
first group includes the founders, business managers, and technological experts from 
digital start-ups at QTSC; and the second group consists of a number of managers 
and staff members of QTSC. Each conversation lasted between 45 min to an hour 
and was conducted by at least two researchers. These archival records, published 
information, and interviews yield 85 pages of documentation and notes. 

3.2 Data Analysis 

Data analysis began in August 2021, whereby the qualitative data analysis techniques 
including open coding, axial coding, and selective coding were adopted to systemat-
ically analyze all data sources [3]. While the open coding is used to segment data into 
meaningful expressions and then classified into terms or short sequence, different 
relationships and connections among all of the categories are developed through 
axial coding. Finally, selective coding is adopted to select a typical category and link 
other categories to the typical one in order to construct a consistent storyline of a 
phenomenon of interest. In detail, open coding is employed to highlight the funda-
mental themes from all data sources such as “market orientation experienced by start-
ups”, “ambiguous prototype design”, “lack of involvement of potential customer”, 
and “inconsistent visions”. Axial coding and selective coding are conducted together, 
and this requires the review of previous literature, so that findings are supported by 
relevant literature. This analysis stage requires the researcher to identify a connection 
among the themes, for instance, “ambiguous prototype design”, “lack of involvement 
of potential customer”, and “inconsistent visions” to reflect the difficulties and chal-
lenges that start-ups have faced during the completion of their products and services, 
thus we linked and organized them as “completion of digital products and services”. 

To ensure a certain level of reliability, data were triangulated by interviewing and 
reviewing available literature and archival records. In order to achieve validity, we 
adopted the Intercoder procedure, whereby two researchers were involved in the data 
analysis stage and they coded material and data sources independently. Following 
this, these researchers presented their results to other researchers to get feedback, 
thus subsequently enhancing the validity of our results. 

4 Case Narrative 

4.1 Overview 

Quang Trung Software City (QTSC) has been established since March 2001, and was 
intended to operate as a business and technology park covering an area of 43 ha (or
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43 ha). In 2017, QTSC was ranked third out of the eight technology parks in Asia in 
terms of providing preferential policies and incentives for attracting investors, tech-
nology firms and also digital enterprises. In 2018, QTSC was the first state-owned 
enterprise in Ho Chi Minh City to be recognized as the science and technology 
enterprise. Currently, after nearly 20 years of operation, there are 165 technology 
companies, including 6 corporations with over 1000 staff members, 52 foreign enter-
prises, and several technology universities and research centers have operated and 
been located in this park. These organizations have combined to build and provide 
more than 250 digital products, services, and solutions for various sectors. The prod-
ucts and solutions have been exported to over 20 foreign countries. Up to now, QTSC 
is the first, largest, and most successful software park in Vietnam. Besides, QTSC 
has currently and officially become a “software learning city” serving approximately 
22,000 experts, engineers, and students, who are working and studying regularly. 

Given a clear intention from the very beginning, QTSC was planned, designed, and 
built as an urban model of a software city with three main infrastructure foundations, 
including: 

1. Technology infrastructure: this comprises elements related to value creation, 
value-added for the IT industry as well as other technologies such as the internet 
infrastructure, data centers, R&D departments, IR applications and experimental 
areas, software business incubation centers, technology research institutes, and 
universities and colleges. 

2. Urban infrastructure: this is the technical infrastructure foundation designed and 
constructed to create the environment and basic amenities for production and 
business activities of enterprises, roads, office buildings, parks, power sources, 
fiber optic infrastructure, and waste treatment system. 

3. Service infrastructure: this is a set of utilities serving the needs of the community 
which is living, working and studying in the area such as finance and banking 
services, sports areas, restaurants, cafes, convenience stores, and apartments. 

At the preliminary time in 2000, the design of QTSC was an outstanding, boldly 
designed, and planned model, with a long-term strategic vision. This planning of this 
model was based on these three foundations and it is the foundation to help QTSC 
develop, connect and provide support to Vietnam, foreign digital businesses, and 
start-ups to grow continuously. 

Along with the sustainable development of businesses in the community organized 
by QTSC, the number of technical experts, IT engineers, scientists, and software 
enterprises has increased continuously over the years, which is the premise and 
foundation for QTSC to make fundamental changes in alignment with the latest 
trend in global innovations such as the emergence of the fourth industrial revolution, 
which introduces a new phase in the design, organization and supervision of the 
industrial value chain. 

Besides the primary roles of performing as a data center and ensuring cyber-
security for the city of Ho Chi Minh’s e-government programs, QTSC has participated 
in the Start-up of Seeding Programs proposed by the Vietnamese government with 
the overreaching aim to support digital start-ups in Vietnam, due to a number of
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incomparable advantages: (i) QTSC is among the top technology parks in Asia; (ii) 
QTSC owns the largest IT business community ecosystem in Vietnam with hundreds 
of technical products, solutions and services, connecting with partners around the 
world; (iii) QTSC has a community of highly qualified IT human resources, including 
experts, IT engineers, and scientists; (iv) QTSC has a modern IT infrastructure, 
which is synchronized with the internet infrastructure directly connected to many 
international gateways; the Wi-Fi network system covers the entire buildings and the 
optical fiber system is underground; (v) QTSC is designed and built with a software 
city model as a miniature city, providing full technical infrastructure and utility 
services for the community. 

4.2 Start-Ups Development Agenda at QTSC 

To support digital start-ups, the management team at QTSC outlines a strategy with 
several layers with the aim being to support start-ups to complete their digital prod-
ucts or services, as well as supporting them through the market orientation and 
growing stages. At the core of the operation and development of QTSC are the avail-
able infrastructures and technical communities. As a corporation is responsible for 
ensuring the provision of services related to data center and information security for 
the e-government and smart city activities of Ho Chi Minh city and some southern 
provinces, QTSC must fully meet the highest requirements for the technology and 
business park, meeting the international standards. Besides, the fact that the strong 
technical community of software engineers and technical experts has been continu-
ously growing over the years, it has become a premise and powerful human resource 
for QTSC to make a fundamental foundation to support digital businesses. 

In order to provide the support for digital start-ups, QTSC develop and implement 
a fully integrated system including technology development, technology connection, 
and analysis and sharing of information, which allows both QSTC to support tech-
nology completion, and also digital start-ups to connect to partners and segments, 
as well as analyzing and providing feedback and ideas for digital start-ups for 
completing products and penetrating markets, toward the three highest goals of 
the digital start-ups supporting process. These aspects are improving the quality 
of management and internal operations, increasing customer satisfaction, and devel-
oping the brand, which therefore contributes to the success of the Vietnamese digital 
business sector.
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5 Findings 

5.1 Challenges Faced by Digital Start-Ups 

Completion of digital products and services 

Ambiguous prototype design 

The first challenges that respondents from start-ups have faced were the ambiguous 
prototype designs. In the initial stage of digital start-ups, long-term planning for the 
prototype is usually disregarded, and instead, the designer aims to create prototypes 
that either attract attention from the users or quickly satisfy market orientation needs. 
Nonetheless, the main challenge of swift prototyping came from the great efforts 
needed to spend to advance the prototype conception sufficiently. When each proto-
type is designed to serve different ad-hoc purposes without considering the number 
of required prototypes as well as the essential criteria, it may lead to an increase in 
expenses, risks, and waste of time and effort. The ambiguous prototype design has 
appeared in several start-ups, in which entrepreneurs and their working teams have 
worked without pre-determined goals or detailed planning with an optimal product 
roadmap. As a result, when processing ideas into real products or services, many 
different prototypes were created. In other words, the roadmap of product/service 
development has diverged from the original thoughts, where prototypes were devel-
oped one after another, which led to a long prototype development process with 
additional costs, thus wasting effort and time. 

Inconsistent visions 

The idea of an inconsistent vision between the entrepreneurial team have also been 
indicated by respondents as a critical challenge for product/service completion. The 
founder team of start-ups is typically a set of talented members with diverse exper-
tise, perceptions, and experience. Entrepreneurial idea development requires a lot of 
discussions and conceptualization. A diverse group with different business and tech-
nical expertise and experience may lengthen the development of the entrepreneurial 
idea and prototypes. Similarly, internal communication among people with diverse 
expertise and experience during development stages is time-consuming and some-
times unsuccessful due to misunderstandings. Furthermore, the diversity in experi-
ence and expertise in entrepreneurial groups may lead to diverged ideas and devel-
opment strategies among the founders. Thus, the completion of digital products, 
services and prototype development time should also take into account the time taken 
to pursue, convince, and create harmonization between the start-up team members. 

Lack of involvement of potential customers 

The final idea related to the completion of digital products and services raised by 
informants was the lack of understanding of the customer need from start-ups. To
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understand and identify end users fully, the start-up must be able to solve two prob-
lems, first to identify potential lead users, and second, to understand whether there is 
an actual market for their products or services. This idea came from the fact that not 
all customers’ experiences are valuable input for the prototype development. Find-
ings gathered from typical user groups are vital for developing market-driven digital 
products or services. Those users are defined as the lead customers, and they can play 
as a trigger for a new market segment through their experience of new technology 
at the early development stage. Accessing those potential customers and the market 
segment is not an easy task for start-ups. Instead, most entrepreneurs believe that this 
is a bottleneck for their start-ups to identify potential market segments. Challenges 
from finding the potential market segment may reflect the limitation of the capability 
in business and communication experience of founders, or it came from the fact that 
the products and services of start-ups can only satisfy small demands from the user, 
otherwise it is difficult to find the relevant potential customers. 

Market orientation 

In addition to the challenges related to digital products and service completion, 
market orientation was another significant concern highlighted by the respondents. 
Market orientation is one of the main obsessions relating to customer demands and 
competitors’ strategies and activities. It is an approach for the enterprise to under-
stand and identify the desires and requirements of customers clearly and to create 
or enhance products/services to satisfy these demands. The founders of start-ups 
consider the desires of the customer as a significant component of their design, 
research, and development (R&D) for new products and services. While market 
orientation is vital for every business, it is even more essential for new enterprises, 
because regardless of their particular type of business structure, they all need to 
develop their own market segment and to compete with the existing competitors in 
the market. 

Market orientation is considered as the most conventional and appropriate strategy 
for start-ups in terms of marketing strategy as well as product development, as 
the existing enterprises focus on a typical marketing strategy which develops the 
main selling points to promote existing products and services, rather than creating 
or enhancing products/services with characteristics that desired by the consumer, 
thereby maintaining a high level of customer satisfaction and promoting brand 
loyalty and corporate reputation, leading to a long term competitive advantage. To be 
successful in market orientation, the entrepreneurial team need to identify the stake-
holders’ experience and demands, including customer needs, competitors’ strategies 
and activities, employees and corporate performance, so that a future agenda can 
be developed to address the insights gathered from these assessments. In addition, 
the management team also need to ensure that all business functions and units can 
understand and proceed with the market orientation so that market orientation can 
become a part of corporate culture. These concerns have moved beyond matters of 
profit and loss, and emphasize that firms need to satisfy stakeholders’ needs from 
where the future benefits will come. In case of digital businesses, this involves a 
number of technical and managerial aspects which do not currently exist in regular
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firms such as technical expert communities, digital customer management platforms, 
and virtual value chain management. 

Market orientation in digital start-ups can be distinguished from regular start-ups 
through a number of aspects. First, digital start-ups require and demand technolog-
ical skills and competencies. The more that start-ups developed, the more advanced 
the demand was for the technological features of their products or services. Thus, 
entrepreneurs and their enterprises can be allured to the improvement of technolog-
ical advancement, causing them to ignore the fundamental aspect of market orien-
tation. Second, although the advance in some technological applications such as a 
business intelligence and analytics system can be developed in a few start-ups to 
report insights of customer needs and forecast customer expectation, the digital area 
is information-rich and contains far more insights than the regular market. Besides, 
given the limitation in input data, experience and knowledge of the existing business 
environment, these applications may not deliver accurate results. 

5.2 How QTSC Can Support Digital Start-Ups 

Through the corporation and partnership with QTSC, a number of challenges from 
operations, management and technological capabilities of digital start-ups can be 
addressed and improved. 

Management capabilities 

Management capability is one of the significant challenges for start-ups only in the 
initial stage, although it is also a challenge in managing development in start-ups 
toward a mature business. In many start-up cases, founders are not equipped with 
managerial experience to lead their digital enterprises. Although the initial competi-
tive advantage of digital start-ups came from unique technological features, products, 
and services, when the start-ups began to grow older, their innovative features and 
business models need to be managed in an appropriate balance. The growing start-
ups should have different experts in both technical and management areas which 
may trigger innovative and entrepreneurial capabilities for a start-up. The lack of 
experts with the knowledge of an entrepreneurial mindset have been recognized in 
many digital startups. However, a connection with QTSC can deliver useful manage-
ment knowledge through interaction and consultancy with a network of founders 
and experts from other successful digital start-ups and enterprises, as it allows 
managers from start-ups to learn from each other continuously about succeeding 
while completing digital products or services as well as penetrating the market. 

These results are consistent with those of other studies by Puranam et al. (2014) 
and Thomas and Autio [23], which suggest that the continuous learning from founders 
and experts from startups can help to reduce the redundancy among subtasks as well as 
sustaining the co-specialization and collaboration between new and existing startups 
in the digital ecosystem.



High-Tech Start-Up Ecosystems … 45

Intellectual management, exchange, and protection 

The management, exchange and protection of intellectual knowledge is critical to 
maintaining business development and success. New ventures need to develop an 
organizational learning culture, in which managers and staff members are able to 
learn from past experiences, gather and utilize information from both internal and 
external aspects, exploit the intellectual systems developed by their expertise, and 
join a knowledge exchange network which also protects start-up’s sensitive digital 
knowledge and intellectual property. For start-up businesses, knowledge and intel-
lectual exchange and acquisition are fundamental resources for them to develop into 
a mature company; knowledge and intellectual ability are unable to transform into 
technological creations or be competitive themselves (and then take advantage of 
that competitiveness). They need to integrate with another capability through inter-
action and collaboration with other partners and experts. These findings match those 
observed in earlier studies of Baldwin and Clark [2], Thomas and Autio [23] and Li 
et al. [16], which highlight the collaboration between existing firms with startups as 
an essential feature for reducing the efforts for entrepreneurs as well as other staff in 
startups. 

Furthermore, intellectual protection is also a critical point for the success of a 
digital business, because cyber-attacks and other related risks may damage the rest 
of the company, which create both a threat on the intellectual and also a loss of sensi-
tive knowledge and business know-how. QTSC have supported their start-ups by 
developing communities of digital mature businesses and start-ups, in which leaders 
can exchange intellectual knowledge with the aim of building learning organiza-
tions and a culture of digital knowledge sharing. The findings observed in this study 
mirror those of the previous studies which indicated that a digital entrepreneurship 
ecosystem comprises a technology-enabled infrastructure and available support to 
facilitate the development of digital startups [7]. Moreover, the cyber security proce-
dures and corresponding applications have also been developed and introduced by 
experts from QTSC, who are able to help managers from start-ups to build the appro-
priate cyber security procedures for their start-ups. This support helps to sustain start-
ups’ capabilities during the completion of digital products and services processes, 
and it also offers cyber-protection methods for start-ups during their initial devel-
opment as well as the market orientation stages. These results agree with the find-
ings of previous research which distinguish the digital entrepreneurship ecosystem 
from other entrepreneurship eco-systems as the digital entrepreneurship ecosystem 
enables digital enterprise-chasing opportunities based on the advancement of innova-
tive technologies rather than other regular business and institutional aspects, enabled 
by the regular entrepreneurship ecosystem. 

Measurement of performance and KPIs 

Another concern from the start-ups’ founders was the development of appropriate 
KPIs and business performance measurements. Unlike regular corporate types, 
digital start-ups grounded their business on unique and creative technological prod-
ucts and services, thus KPIs and performance may need to be customized to meet
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specific organizational contexts. In addition, it is vital to measure the influence 
of corporate performance continuously to understand whether creative products or 
services are able to deliver valuable outcomes, and also consider the possible actions 
to be introduced to enhance the business performance. Furthermore, in the growing 
stage, the other business indicators should be more focused to ensure that the start-
ups continue to develop and become mature firms. In these cases, QTSC have helped 
start-ups to address this concern by introducing the technological application to facil-
itate the KPIs and business performance measure, thereby allowing the management 
team to understand their start-up’s performance, which means allowing manage-
ment to take further valuable actions during the market orientation stage. These 
findings match the “task allocation” aspect, which referred to the allocation of appro-
priate specialization and capabilities for fulfilling the development of digital startups 
[16]. The process of task allocation is influenced by the infrastructure and available 
resources provided by the digital startups ecosystem [25]. 

Networks development 

In the initial establishment stage and the transformation stage toward mature business, 
the networks of investors, support, and people of know-how have a strong impact for 
all of the new ventures. From the very beginning, the management team in a start-up 
needs to develop external connections with potential consumers, investors, business 
partners, and also with people of know-how in the digital area. Such networks both 
allow start-ups to create and expand the market segment, and they also allow them to 
receive support from experts to complete their digital products and services, adding 
valuable features and possibilities, thereby enhancing the competitiveness advantage 
for their company. Network development is a critical feature and support that QTSC 
has delivered for their start-up partners and, in addition to multiple teams of tech-
nology experts and information technology engineers, QTSC has developed collab-
orative programs with several training centers and universities specializing in tech-
nologies in QTSC, including FPT University, Hoa Sen University and SaigonTech 
(University of Houston branch). Given the great human resource and expert support, 
digital start-ups can receive tremendous chances and opportunities for network devel-
opment. Thus, support from the network achieved through collaboration with QTSC 
can help start-ups with technical insights for product or service completion, and 
also offer opportunities to reach and expand market segments to deal with market 
orientation concerns. This study produced results which corroborate the findings of 
a great deal of previous work in this field, such as Li et al. [16] and Zaheer et al. [26, 
27], by highlighting the role of QTSC in enhancing the connection among parties to 
integrate efforts that facilitate the collaboration and information exchanges [15]. 

6 Conclusion 

Our chapter indicates the current challenges faced by digital start-ups and highlights 
the supporting role of QTSC for the digital start-ups in Vietnam through enhancing
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management capabilities; intellectual management, exchange, and protection; devel-
oping measurement of performance and KPIs; and network development. Our work 
also documents the start-ups development agenda at QTSC and indicates antecedents 
for digital start-ups development, including available infrastructure and strong tech-
nology communities which can contribute significantly, and makes ground for the 
development of digital businesses and start-ups at QTSC. While this chapter high-
lights a detailed investigation of how QTSC is able to support the digital start-
ups to overcome these challenges, which therefore facilitates the development of 
digital start-ups, the results are not directly generalizable. However, as a critical case 
research, our findings can be transferred to other similar contexts with similar settings 
in Vietnam. 

This chapter makes a number of contributions to research into digital start-ups 
and the start-ups ecosystem in Vietnam. First, we indicate two main challenges 
being faced by digital start-ups, including completion of digital products and services 
and market orientation. Through this, we demonstrate that digital start-ups have 
faced significant business and management challenges such as inconsistent visions 
and seeking potential market segment rather than technical difficulties during their 
initial development stage. In addition, findings from our work suggest that, given 
the available advantages such as digital infrastructure and a strong community of 
experts, scientists, and business leaders, QTSC is able to support digital start-ups 
to deal with both technical competition and development, as well as business issues 
such as market orientation. Finally, our research also identifies explicit resources 
and processes inside QTSC, giving great internal resources, a clear development 
agenda and vision. As well as incentives and support from the government, QTSC 
has become a place to nurture and support the development of digital business and 
start-ups in Vietnam. 
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Organizational Change and Enterprise 
Architecture Adoption: A Case Study 
in the Public Sector 

Duong Dang and Samuli Pekkola 

Abstract Enterprise architecture (EA) adoption initiates broad changes in organi-
zations and organizational functions. However, the existing literature on how and 
what factors influence the changes in EA adoption remains limited. Our study aims 
to fill in this gap. We study how the EA-initiated changes occur and what are the 
factors influencing it. Our process-oriented perspective, our data from a qualitative 
case study, and the lens of organizational change illustrate how the changes occur in 
organizations, what the factors are, and how especially managers and their activities 
influence the change. We show that the change is both sociotechnical and punctuated, 
oscillating between different organizational levels. 

Keywords Enterprise architecture · Organizational change · Public sector 

1 Introduction 

Enterprise architecture (EA) adoption refers to how the organizations get introduced 
and start to use and use EA [1]. It takes place through EA programs, schemes, or 
projects that develop and operationalize EA features and functionalities into the orga-
nization’s real-life practices. Many organizations have adopted EA to improve their 
operations, such as strategic management, decision making, information technology 
(IT)–business alignment, and IT consolidation. Also, public sectors in several coun-
tries, for example in the United States, Netherlands, and Denmark, have implemented 
laws or master plans to advance EA adoption [1]. 

Although EA is said to improve organizational operations, EA initiatives are 
struggling with several challenges, including slow utilization, ineffective adoption, 
and even failures [2]. To facilitate EA initiatives, an in-depth understanding about EA
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adoption and its practices is needed [3, 4]. Like other large-scale implementations 
[5, 6], EA adoption initiates changes in organizational functions and forms [7, 8]. 
However, the relationship between EA adoption and organizational change is unclear 
because both EA adoption processes and organizational change unfold over years 
[9]. 

The EA literature mostly focuses on EA, on EA concepts, or its frameworks and 
success factors [1, 10]. In addition, EA research often concentrates on a specific phase 
of adoption, such as the design [11], implementation [12], or post-implementation 
phase (e.g., EA management [EAM] usage [13]). Little emphasis has been placed 
on the adoption process or the relationships between EA adoption and the organi-
zation. As a result, cross-sectional studies taking, for example, a process-oriented 
perspective spanning from the EA investment decision to its implementation and 
full legitimization, are missing. We attempt to fill this gap. We aim at answering the 
following research question: How does the change unravel in organizations when 
they adopt EA? 

We present a qualitative case study on a large EA project in Vietnam, interviewing 
the EA project’s key personnel. We supplement the interview findings with several 
documents, informal discussions, and observations to deepen our understanding of 
the relevant political, social, and contextual issues. Organizational change theory is 
employed as an analytical lens because it provides an appropriate means of examining 
exogenous and endogenous factors in the adoption process. We analyze the stake-
holder activities and behaviors in relation to the EA project’s activities and events 
throughout the project. Our analysis ranges from the macrolevel (sector level) to the 
microlevel (e.g., organizational level and even individual level) to provide compre-
hensive understanding about the relation between EA adoption and organizational 
change [14]. 

The paper continues with the literature review and theoretical framework section, 
followed by the research context and methods section. Then, we present our empirical 
findings, and the paper continues with the discussion. Finally, the paper ends with a 
concluding section. 

2 Related Research and Theoretical Framework 

2.1 Conceptual Basics 

EA is “an approach to improve the alignment between the organization’s business 
and their information technologies. It attempts to capture the status of the orga-
nizations’ business architecture, information resources, information systems, and 
technologies so that the gaps and weaknesses in their processes and infrastructures 
can be identified, and development directions planned” [1, p. 130]. The term EAM 
refers to “management activities conducted in an organization to install, maintain
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and purposefully develop an organization’s EA” [13, p. 412]. In this respect, the EA 
project and its activities can be understood as being a part of EAM. 

EA stakeholders range from users to project members and managers. They 
produce, use, or facilitate EA artefacts, which include models, principles, strate-
gies, and EA layers (e.g., architectures). EA artefacts can be understood as project 
products. 

2.2 EA Adoption and Organizational Change 

EA adoption studies focus on concepts and frameworks, and how EA is used [1, 10]. 
Some specific phases of EAM are also usually considered [11–13]. They contribute 
to outcomes [3], benefits, and value [13] in those phases. The literature also takes the 
IT perspective [12] or the project or organizational level of analysis [13]. We extend 
this by adopting a process-oriented perspective instead of focusing on some specific 
phase of EA adoption, and concentrate on macro- (e.g., sector) and microlevels 
of analysis (e.g., individuals, projects, and the organizational level), from both the 
business and IT perspectives. Thus, in the spirit of EA, we adopt a holistic view. 

EA adoption is argued to help in changing organizations [7, 9]. However, those 
studies often neglect the issue of how the change actually occurs. One reason for 
this ignorance is the multidisciplinary characteristics and longitudinal nature of EA 
adoption [9, 15], which makes the phenomenon difficult to study. The key contri-
butions of EA adoption and organizational change studies are summarized in Table 
1. 

2.3 Theoretical Lens 

There are several factors to be considered when examining change [21]. We adopted 
[14]’s approach to study change management in public organizations. This approach 
helps to identify the process, content, leadership, context, and outcomes of change in 
our context, the public sector. The process of change indicates the interventions and 
processes that are involved in the change implementation. The content refers to what 
the change is about, such as the organization’s strategies, structures, and systems. 
The leadership of change explains the leaders’ influence on the change. The change 
context and outcomes describe the settings and results of change.
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Table 1 Summary of enterprise architecture (EA) adoption and organizational change literature 

Selected reference Focus; main 
contributions 

Stake-holders Scope 

[16] Whole EA process; 
methods for managing 
EA changes 

All stakeholders Organization, project 

[17] Design of EA; technical 
framework for analyzed 
changes in an EA model 

EA designers Project 

[18] Design decision in 
information systems (IS) 
change projects; 
dimensions and 
characteristics of design 
decisions in IS change 
projects 

Decision makers Project 

[19] EA adoption process 
(preparing for 
implementation stage); 
EA success model based 
on the organizational 
change framework 

Various roles involved in 
the EA adoption process 

National 

[20] EA design (business and 
information 
architecture); EA for 
integration, agility and 
the ability to change 

Various roles involved in 
EA design 

Project 

3 Research Context and Methods 

3.1 Research Methodology 

We conduct a single case study in a province in Vietnam. We call this province 
Ceta. We follow an interpretive research approach, as this will allow us to under-
stand the phenomenon thoroughly in its context [22]. It also allows us to understand 
internal and external factors, including organizational rules, stakeholders’ behavior 
and activities, and the cultural context. The approach equips us with a comprehen-
sive understanding of the topic in a case organization. Consequently, our focus on the 
process in EA adoption is studied through an EA project and by considering factors 
in relation to the organizational change when the organization adopts EA [23]. 

To support our findings from a single case, we also analyze 16 other provinces in 
Vietnam with a similar administrative structure as Ceta, those provinces adopted EA 
only after Ceta’s EA project and products were legitimated. This is done by analyzing 
the provinces’ EA project documents and other secondary data sources [23].
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Fig. 1 Administrative structure and scope of Ceta’s EA project 

Fig. 2 Timeline of the EA project 

3.2 Case Sites and Their Context 

Ceta is a Vietnamese province with about 2 million inhabitants. EA was adopted 
there as one of the first provinces in the country. An EA project was established as 
a response to the state administration reform, encouraged by a master plan to use 
information and communication technology (ICT) to promote electronic govern-
ment (c.f., Decision No. 1605/QD-TTg, 2010). Ceta’s EA project covers the whole 
administrative structure (Fig. 1) [23]. 

Ceta’s EA products include strategy, plans for IT–business alignment, a new model 
for administrative services (cf., CPS model), and new IT (hardware and software). 
Figure 2 illustrates the project timeline we followed [23]. 

3.3 Data Collection and Analysis 

We first contacted a senior manager in Ceta to secure top management support and 
gain access to data collection. We then interviewed the Head of ICT department. 
He was also the Ceta’s chief information officer (CIO) so he understood the project
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activities and the stakeholders’ roles. Then, we asked him about other stakeholders 
participating in the project. They were interviewed in a similar manner. Consequently, 
we used snowball sampling, which continued until no new insights emerged. Ulti-
mately, we interviewed stakeholders who either directly participated in the project 
or were affected by the project activities. All the interviewees had participated in the 
project throughout its lifecycle, so they understood the activities, events, and possible 
consequences [23]. 

Altogether, eight interviews were conducted in June–August 2015, two in August 
2016, and three in July 2017. All the interviews ranged from 45 to 60 min and 
were audio recorded. In addition, notes were taken during the interviews. After the 
interviews, we verified the data with the interviewees [23]. 

The interviews, focusing on the process of EA adoption in relation to organiza-
tional change, followed a semi-structured interview protocol based on the literature 
and prior theory (see the appendix for themes and questions). We used theory in a 
loose way so that it did not steer the data collection but allowed the interviewees to talk 
freely about the topic and different issues [22]. This approach ensured appropriate 
knowledge to us. 

Table 2 lists our interviewees and the secondary data sources used to comple-
ment the interviews [23]. Especially discussions with people familiar with the EA 
project helped us to interpret political, social, and contextual issues. Consequently, 
the triangulation technique was used. Moreover, secondary data from EA projects in 
16 provinces were used: six provinces in the North, four provinces in the center of 
the country, and six southern provinces were included. 

Data analysis was begun by transcribing the data and uploading it to ATLAS.ti 
software to help us in analyzing the unstructured data. The first author initially coded 
the data (open coding technique). The findings were then discussed among the authors 
to generate insights and interpretations. The coding process was refined when we 
decided to focus on the change through EA adoption and the factors influencing 
the change. As a result, the data were coded thematically following the interpretive 
research approach.

Table 2 Main data source Interviewees (job role, no. of 
interviews) 

Selected main secondary 
sources 

CIO, 3 Ceta’s documents 

Project manager, 2 Project plans 

Enterprise architect, 1 Project proposals 

Enterprise architect, 1 Deliverables reports 

IT specialist, 2 Project reports 

IT specialist, 2 Project diaries and internal 
meetings 

Civil servant, 1 Regulations and news in 
official sites 

Civil servant/user, 1 Ceta’s informal discussion
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Table 3 Example of the coding data 

Selected quotation Category Theoretical concept 

“According to the basic ideas [from 
the Decision No. 1605/QD-TTg, 
2010] we [Ceta’s information and 
communication technology (ICT) 
department] have proposed 
solutions based on our skills, 
experiences [and socio-political 
conditions, financial status, and IT 
infrastructures]. The proposal then 
was chosen and approved by the 
board manager.” CIO 

Leadership of change Explains the leaders’ influence on 
the change [14] 

“The EA project is an 
unprecedented project as it helped 
[Ceta] to successfully reform [their 
administrative] procedures and the 
way to provide [public] services. 
The product of the project was 
approved by the Prime Minister, 
which rarely happens [in this 
country].” CIO 

Content of change Refers to what the change is about, 
such as the organization’s 
strategies, structures, and systems 
[14] 

Table 3 illustrates an example of our coding process. During this, we moved 
between the transcripts, secondary data sources, and theoretical lens to check for 
inconsistencies between the sources and explanations with the theoretical lens. 
Finally, we grouped the issues into larger themes (axial coding). Three distinct 
themes emerged from the case. These were the process, the content of change, and 
the leadership of change.

4 Findings 

To understand the process and content of change in the relation to EA adoption, we 
analyzed the EA’s timeline, especially the process and content of change in EA adop-
tion. We constructed an EA adoption change model as the change was initiated at the 
organization level (e.g., EA adoption causing changes in Ceta’s strategy and plan-
ning), which then spread out to subsystem level (e.g., the organizations materialize 
their strategies to establish projects in subsystems level causing physical changes), 
and finally expanding the change to the sector level (e.g., other provinces adapt Ceta’s 
model). Each phase of the change has its own content and leaders. For example, at 
the organizational level, the role of the business department is emphasized while at 
the subsystem level, the IT department is a key factor when it comes to the leadership 
of changes.
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4.1 Process and Content of Change in EA Adoption 

To understand the process and content of change, we examined the EA project 
timeline. Four main events regarding the organizational change are listed in Table 4. 

Change initiated at the organization level. The project was initiated in September 
2012. The deputy director of the ICT Department acted as the director of the Project 
Management Unit. However, project responsibility was quickly transferred to the 
deputy mayor, making him a project manager that oversees all project activities. 

The EA team was granted permission to use all necessary resources in Ceta (e.g., 
from level 1 to level 3; Fig. 1). For example, the Project Management Unit was 
allowed to employ people from other state agencies in Ceta and recruit highly skilled 
people when needed (Decision No. 3152 by Ceta’s mayor). 

The lack of common standards and practices caused difficulties and challenges 
when choosing tools, techniques, and approaches. To cope with them, an external 
consultant was hired to propose new solutions and conduct feasibility studies. In 
addition, a business trip to other areas where similar projects had been deployed was 
organized. 

This helped Ceta to facilitate their work better because they were expected to 
deploy the new model (cf. CPS model) for their services as a part of the EA products. 
This was a result of the agency leaders participating in the project and supporting 
the project teams in problem solving. They were also allowed to choose appropriate

Table 4 Changing status and main project activities in Ceta 

Timeline Main activities Change status 

2012.9–2013.6 Standardizing procedures and 
services, proposing centralized 
model for services 

No operational changes but plans and 
documents how to do them. Change 
level: 2 

2013.6–2014.3 Reforming and standardizing 
services; one agency in level 1 and 
five agencies in level 2 successfully 
used enterprise architecture (EA) 
products, including CPS model, and 
went live on 457 services there 

Changes in the central administration 
(level 1) and five agencies (level 2). 
Change level: 1 and 2 

2014.3–2015.10 Reforming, standardizing services; 
expanding 15 agencies, and going 
live on 965 services 

Changes in 15 agencies. Change level: 
1 and  2  

2015.10– The authority approved the EA 
products, including CPS model and 
its services and procedures; Ceta’s 
approach now became applicable to 
all state agencies; Ceta’s approach 
was approved as being effective for 
services providers, e.g., time to 
process applications was reduced by 
70% 

Services model in Ceta have been 
changed completely; The change was 
approved by the authority; Other 
provinces used Ceta as a model for 
their EA. Change level: 1, 2 and 3
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services for experimentation that were standardized later in their agencies. Thus, their 
work focused on the standardization of services and administrative procedures for 
internal and external stakeholders. By June 2013, there were no operational changes 
but only strategies, plans, and documents on how to do them.

The change spread from organizational level to subsystem level. The EA products 
were then deployed in the agencies by implementing different EA products, including 
a CPS model. This took place from June 2013 to March 2014. Ceta established four 
CPS instantiations in four agencies (level 2) and one at the administration center 
(level 1) and went live on 457 services. This solved many previously faced problems: 
different services being provided by different agencies, or enforcing the customers 
to visit numerous agencies several times for accessing the services they wanted. Ceta 
reformed procedures, aligned business and IT, and established a proxy agency via 
the CPS model, making single-time visits possible. Austin, a project manager, stated, 
“This [approach, including the CPS model] not only differs from the old ones, but 
it also differs from some recent electronic government models [in Vietnam]. For 
example, in the model of a “one desk government” the customers’ applications are 
received in the administrative section, and then [the employees] transfer them to 
other agencies. In contrast, [in our model, we] received and processed applications 
at CPS by instructing, checking, receiving, processing, deciding and returning them. 
We eliminated “intermediate” steps that just passed the applications from one agency 
to another”. 

By implementing EA products, the changes took place at the organizational level 
(second order) and subsystem level (first order). All services were put online, and 
senior managers and agency leaders were able to manage every step of each applica-
tion taken by the civil servants. An enterprise architect articulated, “Our management 
activities completely changed with the EA products (CPS). First, our new slogan is 
“services provision with highest citizen satisfaction.” This indicates that our staff 
have to change their attitude, improve their professional skills, and gain training 
carefully. Second, now citizens can directly assess the person in charge of their 
applications. Third, top officials are able to know the status of every application at 
any time. They also know the status of each agency or section so that they can make 
appropriate decisions or establish solutions”. 

The management style changed significantly. Although new processes were appre-
ciated by the citizens, sometimes the agency employees disagreed. They feared 
losing their jobs as the new model required less manpower. This was further empha-
sized when the activities related to the citizens’ applications were recorded, and the 
managers could monitor and manage the processes and progress. The fear was not 
groundless—the agency leaders moved employees to other sections or even laid them 
off if their performance and customer satisfaction did not meet the expectations. 

EA products received a positive response from the customers and professional 
groups, as well as visibility in the press. The number of agencies using EA products 
in Ceta expanded to 15 and the number of services to 965 in just 20 months. Ceta’s 
EA approach became an example of how to use ICT in state agencies. The project 
report summarized this as follows, “EA products in central administration [level 1
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in Fig. 1] processed 38,890 applications with an on-time-rate being almost 99%. 
Fourteen agencies [levels 2 and 3 in Fig. 1] processed 110,280 applications and their 
on-time rate was more than 98% […] the [average] time to process the applications 
decreased by 70% in comparison with the previous model. For example, the time to 
handle the investment certification applications was reduced from 25 working days 
to 7–10 days, and applications in the place of investment decreased from 40 working 
days to 9 days”. 

The EA adoption changed how the organization provides services and communi-
cates with customers. It also significantly changed the management style, with a move 
from a distributed approach to centralized, monitored, and controlled operations. 

Change expanding to the sector level. The Ministry of Information and Commu-
nications (MIC) considered Ceta’s EA practices and products (including the CPS 
model) as recommendations and suggested them to other provinces in October 2015. 
This legitimized Ceta’s process and the content of change. This affected not only 
Ceta but also all provinces with similar administrative structures, political systems, 
and services in Vietnam. The change could now happen in other provinces. In other 
words, the change has become a sector change, causing a “revolution” for using 
ICT as a tool for administrative reform. A part of the success can be explained in 
that the model combines both business and IT perspectives with the organization’s 
management structure. It has changed the administrative procedures and services 
completely. Ceta’s CIO put this, “The EA project is an unprecedented project as it 
helped [Ceta] to successfully reform [their administrative] procedures and the way 
to provide [public] services. The product of the project was approved by the prime 
minister, which rarely happens [in this country]”. 

4.2 Leadership of Change in EA Adoption 

The central government (level 0, Fig. 1) had a master plan on reform administrative 
procedures and business services. It suggested that using ICT in the state agencies is 
one of the key priorities for achieving these aims (cf. Decision No. 1605/QD-TTg, 
2010). However, the master plan did not include instructions or formal regulations 
to adopt EA. As there was no law or policies on EA or its implementation, Ceta 
chose EA as an approach to respond to the master plan independently from their 
perspective and objectives. This emphasizes the role of senior managers in choosing 
the approach for how EA is interpreted and implemented. The lack of defined or 
agreed frameworks, standards or software leaves a lot of room and responsibility for 
senior managers for choosing suitable EA approaches. This was voiced by the CIO, 
“According to the basic ideas [from the Decision No. 1605/QD-TTg] … we have 
proposed solutions based on our skills, experiences [and sociopolitical conditions, 
financial status, and IT infrastructures]. The proposal was then chosen and approved 
by the top manager”.
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Similarly, many local governments (provinces) proposed new IT projects or 
approaches in response to the master plan. However, they usually mimicked each 
other and adopted similar approaches for their needs. For example, they purchased 
single, disconnected software applications for managing electronic documents, 
upgrading web portals or digitalizing services, as they had done before. In that sense, 
they took an IT perspective without considering the business perspective. 

Like Ceta, some local governments chose EA (16 provinces). They focused on 
both business and IT issues to reform their services and procedures. These attempts 
can be seen as responses to the policies from the central governments, as their ultimate 
aim was to secure resources (e.g., finance, political will). In doing so, they perceived 
that EA improves citizens’ services, increases enterprises’ convenience, and makes 
administrative procedures more effective, efficient and transparent. The CIO stated, 
“Speeding up the administrative reform and using IT in the agencies through an EA 
project to transform paper-based services to on-line services reduced the number of 
times the customers have to visit the agencies for their services”. This also emphasizes 
the role of leadership in adopting EA and deciding its directions and products. 

5 Discussion 

5.1 Triggers of Change 

The change can be initiated and triggered by various factors, such as increasing 
customer satisfaction, enhancing the organizational core, or responding to external 
pressures [24]. The change may also start with social upheaval, technological change, 
market forces, or legislative change [25]. Although these factors were not explicit in 
Ceta, they appeared in some forms of policies. 

First, policies influence the organizations when they choose EA as an approach to 
reforming administrative procedures and services. This was indeed the case in Ceta, 
where the project proposal referred to two central government policies, as follows: 
a master program on administrative reform and the master plan on IT applications. 
However, these policies did not enforce the organizations’ use of EA in general or 
any specific EA framework or approach. 

Second, market force did not seem to be the main source of the change. However, 
later, when Ceta was regarded as an example of successful EA implementation in the 
country, it was constantly referred to, “One of the objectives [of the EA project] is 
that Ceta becomes the leading local government [top 10] in using and developing IT 
applications in operations”. (Ceta’s project report). This quotation refers to one of the 
most prominent indexes in Vietnam, the Vietnam ICT Index. It ranks the state agen-
cies by IT infrastructures, IT applications within the agency, online services, human 
resources, policies for IT applications, and portals/websites. It also provides a basis 
for benchmarking. The index is regularly followed and reflected in our interviews.
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Senior managers and leaders played important roles as forms of regulative pres-
sure, driving and influencing the change in the early stages of the change process. For 
example, the senior managers chose EA. Their expectations and assumptions gave 
directions to the EA projects in terms of frameworks and products, emphasizing 
leadership in EA adoption. 

When looking at the content of change, EA adoption took place first at the orga-
nizational level, as Ceta standardized and reformed its business model. Ceta then 
implemented the model in selected agencies. At the same time, different strategies 
and IT plans were proposed. This triggered the change in the organizational culture 
from the “ask-given” approach to the “be ready to serve” approach and started to 
change the stakeholders’ behavior. Civil servants had to be more responsive than 
before, and their services had to be more professional and transparent. Furthermore, 
organizational level change, that is, second-order change, triggered the standardiza-
tion of business services and administrative procedures in the physical system when 
the agencies deployed the physical model (CPS). In other words, it triggered the first 
order of changes [24]. 

5.2 Process of Change 

From the viewpoint of the process of change, that is, how the content is implemented 
in organizations, it seems that EA adoption follows incremental change [14], as it 
is continuous, incremental, and cumulative [14, 24]. The change began with new 
procedures, top-down driven services, and bottom-up emerging structures that were 
later legitimized. For example, the first set of 457 services in five agencies in Ceta 
were legitimized in June 2013. The number of services was later increased to 965 
services in 15 agencies in March 2014. This means that the new approach was first 
tested out and improved in smaller settings and then expanded to broader audiences. 
Ultimately, more than 98% of the citizens and enterprises were pleased. 

New procedures, services, and structures become norms. For example, when the 
central government approved CPS, EA practices became legitimized and norma-
tive. This was a significant step, as now, all state agencies throughout the country 
perceived they could use Ceta’s approach. As a result, the EA project not only had an 
impact on a certain organization, but it also influenced the sector in the country. The 
secondary data from other provinces show that 10 provinces (out of 16) mimicked 
Ceta’s approach. Thus, Ceta’s EA adoption influenced other organizations and the 
public sector throughout the country (third order of change). 

We illustrate this development in Fig. 3. We mapped the main events of Ceta’s EA 
adoption with the change process (e.g., time and project phases on the horizontal axis) 
and the level of change (vertical axis). The change was triggered and started by an 
organizational level model, where from it got gradually spread out to the subsystem 
level when the EA initiatives were implemented. This took place in the implementa-
tion phase (period 2012–2013), the content of change mainly focusing on strategies 
and plans. Then, the model was expanded to a broader scope in both organizational
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Fig. 3 Changes in EA adoption: process and content of changes 

level and subsystem level. In our case, this means that one agency (level 1) and its 
four agencies (level 2) went live with 457 services, and 15 agencies went live with 
965 services. Also, the content of change evolved: now it included strategies, plans, 
and sets of processes (e.g., CPO model—a new administrative services). Finally, EA 
expanded to the sector level when the positive signal of EA adoption was approved. 
In our case, the MIC took Ceta’s model to other provinces within the country in 
October 2015 and those other provinces were started to implement Ceta’s model. 

6 Conclusions 

We study the change in organizations when they adopt an EA approach. We empha-
sized that the change is triggered by senior managers who act under some form of 
external forces, which in turn, were caused by the broader policies and plans. As 
with most large-scale change endeavors, EA change begins at the organizational 
level. Yet, prior literature has argued that the change starts from social upheaval, 
technology change, market forces, or legislation change [25]. While these factors 
have their effects, the importance of senior managers is evident. Their role is empha-
sized in situations where the change is voluntary to the organization, that is, it is 
driven by the organization causing negative psychology inertia or socio-cognitive 
inertia [26], in comparison with situations where EA adoption is compulsory [27]. 

We illustrated that EA adoption and the changes there are complex phenomena. At 
the early stages of the EA adoption process, the change takes place from the top down, 
and later, it occurs from the bottom up when new EA features and functionalities 
are implemented, expanded, and regulated. This means that the change can be seen 
as a punctuated change in the subsystem levels of the organizations [24]. However, 
EA-driven change is also a situated sociotechnical change. This finding can also
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help understanding changes in other large-scale implementations as in digitalization 
[28, 29]. 

In addition to understanding the unravelling of EA enabled change, we contribute 
to EA literature. Previous EA literature has focused on the organizational level [12], 
or organizational and project levels [13]. Our analysis ranged from individual and 
project levels to organizational and sector levels to comprehensively understand EA 
adoption in relation to organizational change. 

This study has practical implications. Our study provides understanding about 
the real-life organizational EA practices, which are seen as being dominated by 
normative frameworks (e.g., TOGAF, FEA) describing top-down EA practices, one-
way communication, and control of how, why, where, and what should be done 
[30, 31]. In that sense, our findings benefit managers by highlighting the need for 
additional views on EA adoption as the current view on EA norms and frameworks 
might not be applicable. Instead, the managers also need to consider other directions 
of adoption as shown in Fig. 3, in a flexible way. 

A single case study has limitations. This underscores the need for more research 
in a broader set of cases—in different countries, cultures, and contexts. For example, 
future research can utilize our findings in analyzing and comparing them to countries 
where EA is mandatory, such as Finland or the United States. From this perspective, 
examining and comparing our findings with different models of changes in IS can be a 
starting point for a broader set of qualitative studies to validate or revise them. Future 
research can also focus on different angles (e.g., sectional, subsectional changes) or 
look at stakeholders’ roles and behaviors in the EA adoption. 
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Blockchain-Enabled Traceability 
in Sustainable Food Supply Chains: 
A Case Study of the Pork Industry 
in Vietnam 

Chi Pham, Thanh-Thuy Nguyen, Arthur Adamopoulos, and Elizabeth Tait 

Abstract Blockchain-enabled traceability has been widely touted as having a 
great potential for improving food supply chains. Proposed benefits include: 
outbreak tracing, verifying ingredient origins, monitoring environmental compli-
ance and automating payments. Blockchain-enabled food supply chains have not 
been widely studied in developing countries. Therefore, a comprehensive evaluation 
of blockchain-enabled traceability in food supply chains was conducted to gain a 
deeper understanding of the potential impacts on food supply chain sustainability. 
A case study of a pork supply chain in Vietnam was analysed to understand the 
context in a developing country. The analysis was conducted through the lens of a 
triple-bottom-line blockchain framework for supply chains. 

Keywords Blockchain traceability · Blockchain technology · Food supply chain ·
Triple-bottom line 

1 Introduction 

Blockchain technology (BCT) applications have been implemented in a wide range 
of industries such as: pharmaceuticals [1], construction [2], reverse logistics [1, 3], 
manufacturing/distribution [1, 4], food sectors [4, 5], diamonds, art, and valuables 
[1, 4], energy [4, 6], tourism [4, 7] and financial services [1, 4, 6]. The most impor-
tant BCT features identified are traceability, provenance, immutability, transparency, 
disintermediation, and the automation potential through smart contracts [6, 8 and 9]. 

In supply chains and food supply chains specifically, it is proposed that BCT can 
significantly contribute to the supply chain by facilitating improvements in account-
ability, transparency, and traceability [1, 10]. Blockchain-enabled traceability is the 
main application of blockchain in food sectors, enabling sustainable food supply

C. Pham · T.-T. Nguyen (B) · A. Adamopoulos 
RMIT University, 124 La Trobe, Melbourne, VIC, Australia 
e-mail: thuy.nguyen21@rmit.edu.au 

E. Tait 
Charles Sturt University, Boorooma, North Wagga, New South Wales, Australia 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2023 
N. H. Thuan et al. (eds.), Information Systems Research in Vietnam, 
https://doi.org/10.1007/978-981-19-3804-7_5 

65

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-3804-7_5\&domain=pdf
mailto:thuy.nguyen21@rmit.edu.au
https://doi.org/10.1007/978-981-19-3804-7_5


66 C. Pham et al.

chains [5]. Blockchain traceability not only empowers the control of safe food prac-
tices, as distributed blockchains can inform the entire supply chain of any incidents 
and mitigate potential damages [5, 10], but also enhances trust, monitoring and eases 
supply chain friction [11]. 

Blockchain implementations have not been widely studied in developing coun-
tries, despite the fact that food supply chains are crucial elements of their economies. 
Blockchain adoption in developing countries may face more challenges, such as 
lack of information technology infrastructure, financial and human resources, power 
distribution between actors and regulatory change of institutions [5, 12]. 

To provide a deeper understanding of blockchain implementation, this study inves-
tigated a case study of blockchain adoption in the pork supply chain in Vietnam. This 
study reviewed the literature to identify the challenges in implementing blockchain 
enabled traceability (BET) in food supply chains (FSCs). Then the study determined 
the key indicators to examine BET adoption in FSCs for sustainability. Finally, the 
study developed insights of pork industry practices in Vietnam from the case study. 

2 Literature Review 

To examine the literature, the researchers conducted a review of articles on the Web 
of Science and Scopus databases to get insights on blockchain adoption or blockchain 
implementation in FSCs. Papers were grouped into five areas: (1) the overview of 
BCT, (2) BCT adoption in supply chain management, (3) BET implementation in 
FSCs, (4) challenges in the adoption of BCT and BET in sustainable FSCs, and (5) 
Triple bottom line perspective in sustainable FSCs. In total, 35 relevant references 
were selected and analysed. 

2.1 Blockchain Technology 

Blockchain technologies are peer-to-peer, decentralised and immutable database 
networks with smart contracts [1, 8, 9]. According to Wamba et al. there are 13 
intrinsic characteristics of BCT, namely “secure, shared, immutable, decentralised, 
distributed, authenticated, encrypted, open-source, incorruptible, integrated, publicly 
visible, chronological and permanent” [6]. Among those, ‘distributed/decentralised 
ledger’ and ‘trust, security and transparency’ were the most widely mentioned 
features in the literature [4, 9, 12]. According to [8, 13], the most important BCT 
features are immutability, transparency, disintermediation, irreversibility, and the 
automation potential through smart contracts. In conclusion, blockchain definitions 
are varied and described by different synonyms [6].
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2.2 Blockchain Technology Adoption in Supply Chain 
Management 

BCT adoption in supply chain management shares similar traits to adoptions in other 
industries, which have been categorised into four domains: Digital registry of assets, 
Identity, transactions and traceability and data security (see Table 1). 

The first domain is blockchain adoption in digital registry of assets, in which 
blockchain is integrated with Internet of things (IoTs), radio frequency identification 
data (RFID), and other sensors for the digital registration of ownership (i.e. property, 
farm animals, certificates, and intellectual properties) [14, 15]. The secure and accu-
rate records of asset information on blockchain enable a clear history of assets [15]. 
The second domain is the digital identity of people and private records (i.e. IDs, health 
records, contracts), which also can be securely encoded on blockchain and enables 
smart contract execution and further functions [1, 4, 6and 14]. The third domain is 
to register and confirm supply chain-related transactions through blockchain appli-
cations, including orders, inventories, products, services and payments [4, 7]. This 
makes it possible for all relevant stakeholders to trace back all transactions, ensuring 
transparency for auditing purposes [1, 4and 16]. Contract and payment activities can 
be more transparent, minimising risks of abuses and fraud [2, 16]. Accepting cryp-
tocurrencies eases cross-border payments for global trading [1, 4and 6], tourism and

Table 1 Applications of blockchain in supply chain management 

Blockchain adoptions Specific adoptions/applications Publications 

Digital registry of asset—machine, 
animal, intellectual property 

Smart product IoT configuration [14, 15] 

Digital rights management [14, 15] 

Identity—materials, people, machines, 
distributors 

Identity management [6, 14] 

Dynamic smart contract [1, 14] 

Letters of credit [1, 4] 

Part of quality records [4, 14] 

Transaction and traceability Inventory control transactions [1, 4, 14, 16] 

Product origin assurance [14, 16] 

Supply chain traceability [1, 2, 14, 16] 

Smart grids of solar energy [4, 9] 

Manage booking and reconciliation [4, 7] 

Contract management, project 
funding 
Crypto payment—cross border 

[2, 16] 
[1, 4, 6] 

Customer loyalty [4, 7] 

Data security Protection of IoT data/personal 
information 

[1, 4] 

Source Literature
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loyalty programs [4, 7]. Finally, the fourth domain provides data security solutions 
for data exchange from internal software and IoTs to external business parties [1, 4].

2.3 Blockchain-Enabled Traceability Applications in Food 
Supply Chains 

Food traceability has been one of the most sought-after applications of blockchain 
because food contaminations and outbreaks prevail and impact society [5, 17]. 
There have been various blockchain-enabled applications proposed and developed 
to address food supply chain traceability problems: QR code traceability, B2B plat-
forms, resource management and automated verification and payment (see Table 
2). 

The first application is QR code or RFID code-based traceability, which are 
attached to the food packaging and scanned via a smartphone-based blockchain 
application. This application helps stakeholders trace back the ingredients, verify 
food safety certifications and identify sources of contamination quickly [10, 11and 
18–21]. Such an application supports FSC operation controls, prevent counterfeits 
and increases customer confidence in food products [10, 11]. 

The second application is using a B2B blockchain platform for a consortium of 
business parties to share data, which enhances trust, monitoring and eases supply 
chain friction [11]. This includes traceability data and enables parties to track real-
time operational data and monitor other stakeholders [4, 10, 11, 18 and 22]. 

The third application aims to record sustainability-related data [4, 11], in which 
the sustainable traceability aims to efficiently manage the sustainable resources and 
monitor environmental issues [4, 5and 11]. 

Finally, the fourth application is to use smart contracts to quickly verify transac-
tions and process payments. This can ensure faster and fairer payments to support 
the living of small farmers and fairly distribute value along the FSC [1, 4]. 

Table 2 Blockchain-enabled traceability applications in FSC 

Applications Publications 

QR code traceability: food provenance, ingredients’ safety certificates, food 
recall 

[10, 11, 18–21] 

B2B platforms: location, temperature tracking, management of scheduling, 
supply—demand marketplace, logistics and delivery tracking, suppliers’ 
compliance standards 

[4, 10, 11, 18, 22] 

Resource management: water management, environment standards, animal 
welfare, recycling 

[4, 5, 11] 

Automated verification and payment: decentralised crop insurance, fair 
selling price for small farmers 

[1, 4] 

Source Literature
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2.4 Challenges in the Adoption of Blockchain Technology 
and Blockchain-Enabled Traceability in Sustainable 
Food Supply Chains 

Challenges in the adoption of blockchains in food supply chain have been categorised 
into three groups: BCT performance, FSC management, and value (see Table 3). 

Blockchain technology performance 
Lack of storage and processing capability (scalability limitations). Blockchain plat-
forms can have limitations in recording sensor data and FSC traceability transac-
tions [6]. Such limitations are due to low throughput, low data storage capability and 
latency in record processing in blockchain environments [4, 6, 13]. 

Data format inconsistency. A traceability solution integrates data from multiple 
stakeholders in the FSC, requiring data format compatibility and high data quality [17, 
18, 22]. However, when technologies are not equally advanced among stakeholders’ 
firms, ranging from manual records to sensor data, the format of data records can 
be inconsistent [22]. Also, there are no comprehensive interoperability standards to 
support blockchain integration [1, 6, 13]. 

Lack of confidence in data security and privacy. Blockchain technologies are still 
emerging and immature. Traceability solutions, however, have complex requirements 
such as sensor data [5, 20]. If a blockchain-enabled traceability solution is not well

Table 3 Challenges of blockchain-enabled traceability in sustainable FSCs 

Aspects Challenges Publications 

Blockchain technology performance Lack of storage and processing 
capability (scalability limitations) 
Data format inconsistency (enterprise 
systems to blockchain, and between 
blockchains) 
Lack of confidence in data security 
and privacy 
Energy consumption of blockchain 

[4, 6, 13] 
[1, 6, 17, 18, 22] 
[4, 5] 
[1, 6] 

Food supply chain management Lack of expertise and knowledge 
Conservative mindset 
Different systems of standards and 
regulations 
Lack of trust and collaboration for 
data sharing 

[4, 5, 22] 
[17, 18, 22] 
[5, 21] 
[4, 22] 

Value High costs (IT infrastructure, 
implementation) 
Low benefits and returned values 
(poor productivity, buyers not willing 
to pay) 

[4, 5] 
[11, 22] 

Source Literature
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developed, data privacy and security are not ensured both on the blockchain and the 
application layers, creating cyber attack risks [4, 5].

Energy consumption. Blockchain solutions can potentially make the supply 
chain more efficient and use less energy [3]. However, the energy consumption of 
blockchain operations is still a question for blockchain adoption [1, 6]. 

Food supply chain management 
Lack of expertise and knowledge in using blockchain in food supply chain. Stake-
holders in FSC—particularly small organisations—need skilled staff and knowledge 
in blockchain [4, 5, 22]. It is not only essential to employ them to develop the 
blockchain-enabled solutions, but they must know how to adopt and use blockchain 
in specific FSC traceability contexts [4, 5, 22]. 

Conservative mindset. Stakeholders in FSC may be resistant to change or trans-
forming to such a new technology as blockchain [17, 18, 22], due to the pressures 
from disintermediation, job loss and converting from familiar methods to a digital 
blockchain application, impacting many stakeholders [4, 5, 17]. 

Different systems of regulations and standards. When regulations and standards 
are different among countries, and the data required to be captured can be different 
for the safety of different food types, a blockchain solution has no guideline from 
governments and associations to follow [5, 21]. 

Lack of trust and collaboration for data sharing. The issue of trust among stake-
holders is serious in collaboration and data sharing [4, 22]. Stakeholders are only 
confident to join if the blockchain-enabled FSC consortium is reliable and trust-
worthy [5]. However, this can be a challenging negotiation among stakeholders to 
share data, while balancing transparency and privacy [5, 21]. 

Value 
Low benefits and returned value. It can be challenging to tailor BET solution in 
FSC that can be beneficial and sustainable to all FSC stakeholders [22]. There are 
also concerns about inefficiency and unproductivity when adding more steps (i.e. 
scanning, data entry and verification) into the operation process [22]. Traceability 
for premium products is accepted as customers are willing to pay more to ensure food 
provenance, but it is questionable whether customers will pay more for common food 
products [11]. 

High cost. The cost used to implement blockchain and peripheral technologies 
(i.e. IoT, sensors) for traceability solutions can be expensive in some FSC contexts 
and for developing countries [4, 5]. 

2.5 Theoretical Framework: Traceability 
in a Triple-Bottom-Line Context 

Triple-bottom-line (TBL) has been widely adopted to measure sustainability under 
three dimensions: economic, social and environmental [23]. Various indicators or
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Table 4 Indicators for triple bottom line sustainability 

Economic indicators Social indicators Environmental indicators 

1. Total costs and returned 
profit 
2. Organisational resources 
3. Flexibility, responsiveness, 
on-time delivery 
4. Reliability of services, 
forecast and products 
5. Quality of products, service 
capability 
6. Returned goods, customer 
satisfaction 

1. Employment practices 
2. Health and safe standards 
3. Respect of policy and justice 
4. Fair trade, animal welfare, 
community influence and 
responsibility 
5. Stakeholder engagement and 
satisfaction 

1. Natural environment 
2. Green SC management and 
processing 

Source Literature [24–26] 

goals to achieve sustainability under the TBL dimensions have been used in various 
industries, for instance, foods [24], plastic film [25], fuel oil [26], etc. These indicators 
are presented in Table 4. 

There have been relatively few previous studies introducing a specific TBL list of 
indicators focusing on BET solutions [3, 27]. Therefore, for this study, the researchers 
developed a theoretical framework by categorising the indicators of blockchain-
enabled FSC traceability under the context of the TBL perspective (see Fig. 1). This 
was done by mapping out and combining the important aspects from BET (Table 2), 
challenges of BET (Table 3) with the common indicators from previous studies in 
TBL (Table 4). 

Fig. 1 Framework and Indicators for blockchain-enabled FSC traceability in TBL context, Source 
Literature
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3 Methodology 

The TBL model in supply chains is implemented as a literature review-based frame-
work Fig. 1 from a wide range of research disciplines researching blockchain tech-
nologies in supply chains. The study uses a qualitative case study approach to explore 
the gap between the literature and practice in blockchain adoption, focusing on BET 
in FSCs. Theoretically, a case study explores a phenomenon within a particular 
context and undertakes the situational evaluation to examine various facets of the 
phenomenon that can contribute to the topic [28, 29]. Because the purpose of this 
study was to analyse and understand the under-explored aspects of BET in emerging 
country FSCs, a case study of the pork industry in Vietnam was chosen. The case 
study approach was deemed to be suitable for conducting an in-depth investigation 
on the research phenomenon. 

3.1 Case study—The Pork Industry in Vietnam 

Vietnam is a developing country, in which the economy consists of three main sectors: 
services, industry, and agriculture/forestry/fishery. According to official statistics, 
the agriculture, forestry and fishery industries have steadily grown and account for 
23.52% of Vietnamese GDP in 2021 [30], despite the Covid-19 pandemic. 

Vietnam is transitioning towards an industrial economy and urban development in 
Vietnam is burgeoning. Husbandry plays an important role to support consumption 
and social development [31]. The pork industry has transitioned from collective 
farming to smallholder farming and more recently to larger-scale industrial farming 
[31]. However, the pork industry is still a mixture of small-scale and large-scale 
farms. 

Among meat industries in Vietnam, pork production plays a critical role in the 
food market. For the first 9 months of 2021, pork production was 3,060,000 tonnes, 
compared to beef production of 332,000 tonnes and poultry production of 1,402,000 
tonnes [30]. These increased by 5%, 2.4% and 4.3% respectively compared to the 
same period in 2020 [30]. Pork is the most consumed meat in Vietnam [31]. Therefore, 
the pork industry in Vietnam was selected as the case study for this research. 

In Vietnam, the pork production process usually contains six key stakeholders: 
suppliers (farmers), traders (middlemen), producers (slaughterers), wholesalers, 
retailers, and end-customers. Veterinary control is conducted at critical stages of the 
supply chain. In the traditional pork supply chain (from farms to wet-markets), farms 
are mainly small-household farms. Middlemen procure pigs from many households, 
to send to the slaughterhouse. In contrast, modern farms raise pigs in large numbers 
and have contracts to supply directly to producers or supermarkets. The modern 
chain (from modern-farms to producers/supermarkets) is operated as a closed-cycle 
supply chain (Fig. 2).
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Fig. 2 Diagram of pork supply chain in vietnam, SourceLiterature 

The existing loopholes in the pork supply chains in Vietnam contain some serious 
risks and pork traceability for quality and food safety assurance is still an issue [32]. 
The fragmented small farm and middlemen supply chain results in poor traceability 
and transparency [32]. For example, traders can deliver pigs to other provinces for 
processing, or the intermediaries may mix pork products of unknown origin in with 
well-regarded sources. At any stage before slaughter, hazardous chemicals for pig 
fattening can be used [32]. 

3.2 Data Collection 

Due to the limited BET applications in the pork industry in Vietnam, the researchers 
collected both primary data and secondary data following a specific pork supply 
chain. This guaranteed that the data was triangulated from different sources and 
reflects ideas raised from many perspectives, ensuring data accuracy and minimising 
bias [29]. 

Data Collected From Interviews 
There are three blockchain providers in Vietnam for food traceability. The researchers 
selected the largest and most well-known blockchain provider associated with pork 
supply chains to interview for this study. At the same time, to compare the contexts 
of developed countries with Vietnam as a representative of developing countries, the 
researchers also conducted individual interviews with international experts working 
on BET in FSCs. In total, 12 interviews were conducted. Each interview was from 
45 min to an hour. The backgrounds of the interviewees are provided in Table 5. 

Data collected from secondary sources of interview 
The secondary data collection was conducted by sourcing interviews done by jour-
nalists relating to a selected blockchain provider and its’ pork supply chain, published 
in Vietnamese newspapers. The stakeholders in the articles included three farmers, 
two traders, two processing firms, two slaughterhouses, two end consumers and eight 
government officials (animal health, food safety and local government).
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Table 5 Background of interviewees 

Interviews with stakeholders associating with the BET in a pork SC in Vietnam 

Stakeholders in SC Position Type of company 

Supplier (farmer) 
Blockchain provider 
Retailer 
Government Agency 

Project executive (I1) 
Chairman (I2) 
Director (I3) 
Innovative manager (I4) 
Project executive (I5) 
Deputy Director (I6) 

Feeding, manufacturing 
Blockchain developer 
Supermarket 
Feeding, manufacturing, retailing 
Province department 

Interviews with international experts in BET in food supply chains 

Stakeholders in SCs Position Type of company 

Supplier 
Blockchain providers 
Retailer 

Innovation manager (I7) 
Chairman (I8) 
Founder (I9) 
CEO (I10) 
CEO (I11) 
COO (I12) 

Agriculture association 
Blockchain solution (BS)-beef traceability 
BS—agriculture traceability 
Traceability solution—agriculture 
BS–seafood traceability 
E-commerce platform—chicken traceability 

CEO: Chief executive officer, COO: Chief operating officer. 

3.3 Data Analysis 

The researchers split the data into three groups: primary data of Vietnamese inter-
views, primary data of international experts’ interviews and secondary data of jour-
nalist interviews and articles. Each group was coded independently, which enabled 
later triangulation and comparison. The indicators proposed in the theoretical frame-
work in Fig. 1 were used as the initial coding scheme [33]. To analyse the data, 
the researchers firstly read and analysed line-by-line to identify relevant concepts of 
the research interest. At this stage, the researchers employed the NVivo 12 software 
tool to assist with the analysis. Searches were performed for word cluster and word 
frequency, which provided further codes at the beginning of the coding process. This 
phase, known as open coding, aimed to identify, name and describe events, keywords, 
phrases, or sentences where appropriate, to reflect the in-depth meaning of concepts 
within each interview [34]. In the axial coding phase, the fractured data from the 
open coding phase was constantly compared and contrasted to identify relationships 
between concepts and to re-assemble these concepts into themes [34]. The selective 
coding phase was replaced by the analysis of the arising themes following the TBL 
context in Fig. 1. This process enabled the researchers to close the analysis cycle by 
comparing the meaning of the findings with the theoretical lens [33, 35]. The themes 
and categories that arose from the analysis are presented in the next section, along 
with a comparison with the literature and appropriate discussion of implications.
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4 Findings and Implications 

The study’s findings are discussed following the BET framework in the TBL 
context, associating the literature outcomes, interviews of international experts, and 
Vietnamese experts for implications. 

4.1 Economic Dimension 

Cost of Blockchain Infrastructure and Transaction 

The literature illustrates that BCT implementation can be extremely costly for a 
traceability solution in FSCs when the FSCs have many transactions [4, 5, 12, 13]. 

In practice, all the experts from developed countries confirmed the high cost 
of blockchain transactions regarding a specific blockchain network. While three of 
them recommended using a private blockchain as a lower cost solution, the other 
experts advised to minimise the cost by using cloud-based environments, using on-
chain/off-chain mechanism and posting only essential data on the blockchain (I7–12). 
In Vietnam, the interviews with the Vietnamese blockchain developer confirmed that 
if the blockchain solution in the FSC is costly there would be no clients willing 
to pay to use it, due to the developing country context. Nevertheless, the cost for 
IoT devices and AI for animal face recognition as an identification method could 
be high at the beginning. The suggested solution is to “build a separate and private 
system—a trust chain to lower the solution cost, not a pure blockchain” (I2) while 
the secondary data mentioned the on-chain/off-chain mechanisms. 

Therefore, both groups of interviewees were concerned with ensuring the cost of 
the blockchain solutions was minimised. 

Cost for Stakeholders in FSCs 
When implementing BCT, each stakeholder in SC requires modifications of IT infras-
tructure, changes in organisational processes, use of IoT devices, maintaining and 
training employees, which adds cost to all stakeholders in the FSC [4, 22]. In addition, 
remote smallholder farmers may have to tolerate extra costs [12]. 

In developed countries, almost all experts (I7–11) believe that IoT can be a solution 
for premium food provenance, which is costly but can provide a much higher return 
value to stakeholders if adopted. The cost of IoT, however, is expected to be lower 
in the future. The majority agreed that the government, association or the host of the 
solution should sponsor the traceability solution to alleviate cost impacts on farmers. 

In Vietnam, according to the blockchain provider, pork products using trace-
ability solutions are more expensive than the traditional methods, requiring additional 
devices such as tracing bracelets. Such costs are shared among farmers, processors 
and other middlemen, so that the cost for farmers is reasonable and much lower than 
that of the processors and other beneficiaries (I2, 3). However, the secondary data 
reveals that the investment for each IoT device of BET can be a challenge for small
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and medium enterprises. Even if the government supports fully or partly the cost for 
the farmers, the traders and wholesalers must bear the cost themselves. 

Our priority is not to make money on farmers, but I will allocate them the cheapest cost and 
I will share that cost with richer stakeholders…to reduce costs for all (I2). 

Blockchain Technology 
As mentioned in the literature, there are number of major challenges in BCT adoption. 
The first challenge is the lack of storage and processing capability, which means the 
limitation of data storage on blockchain may restrict the speed of processing high 
numbers of transactions in FSC [4, 6]. In developed countries, this issue still exists. 
The solution is to split data into on-chain and off-chain layers or using big data and 
AI to filter data and solve the bottleneck issue (I9–11). In Vietnam this problem 
was bypassed by relying on the traceability solution that already existed (QR code, 
DNA test kits, near field communication (NFC), big data and cloud computing) and 
integrating it with a blockchain layer to only record critical events. 

Without blockchain, a traceability solution still works fine. In 2016, we did not have 
blockchain, until 2018 we developed blockchain (I2). 

The second challenge named in the literature is that blockchain immaturity results 
in risks to security and data privacy [4, 5]. Most blockchain vendors in the devel-
oped countries are confident with their security solution, even though there are still 
concerns about the quality of the data posted on the blockchain by stakeholders (I9– 
11). Unexpectedly, the Vietnamese blockchain provider indicates that the blockchain 
is the most secured part of their technology now. The traceability data of FSC have 
quite low value making them not worth the hacking effort. 

No one would be crazy enough to change the information that a food product wasn’t from a 
specific farm on the blockchain (I3). 

The third challenge relates to the data format inconsistency due to the wide range 
of data formats derived from enterprise systems [17, 18, 22], and data manipulation 
[12]. The solution of the developed countries is to integrate the enterprise systems 
with blockchain via a global standard language such as Global System of Supply 
chain standards (GS1) (I7, 9–11). However, the blockchain experts indicate the need 
to direct IoT data into the blockchain network to mitigate the risk of fraud when inte-
grating enterprise systems to blockchain (I9–11). In Vietnam, this challenge exists 
specifically when stakeholders do not have equally advanced systems. The solution is 
to prescribe GS1 as an international product language to collect and standardise prod-
ucts’ information. It also solves the problem of data exchange between blockchains, 
particularly when blockchain interoperability is not possible or desired (I1, 3). 

We’re working with a firm that exports to China. China doesn’t want to use our traceability 
system… They just want the data from us to be compatible with their system. It also happens 
within Vietnam… supermarkets have their own system (I2).
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Service Productivity and Efficiency 
By its’ nature, BET adds more steps in operational processes (i.e. scanning, data entry 
and verification), which constrains the productivity of FSC [4, 22]. The interviews 
with both Vietnamese and international experts agree with the literature relating to 
the reduction of productivity. There is also the problem of data entry errors that can 
happen at any stage, even when using IoT devices (I1–5, I7–12). For instance, in 
Vietnam the farmers must make records at each step, which can consume a lot of 
time. They may use tracing devices for pigs (bracelets) but if they do not enter data 
using the mobile app, the traceability solution is useless. In the case of data entry 
errors, they must be reported to the blockchain provider to fix (I1–5). 

Now the farmers have to do one more stage…take a phone to record the process! It is 
time-costly for them… they are not used to it and a lot of people do it wrong (I3). 

Customer Satisfaction with Blockchain Solutions 
In the literature, it is commonly reported that customers are willing to pay for 
premium products and food safety, thanks to the use of blockchain [11, 32]. The 
reason being that BET products ensure customer trust, which increases the revenue 
and reputation of the brand [5, 19]. The international interviews agreed with the 
literature in relation to premium products, that customers demanding transparency 
and provenance monitoring and are willing to pay more (I6–12). However, the Viet-
namese context provides a different conclusion in that end-consumers do not pay 
much attention to traceability solutions. Pork prices at supermarkets are fixed, and 
therefore manufacturers and suppliers absorb the blockchain cost. Even though QR 
codes are imposed under regulations for food safety, consumers do not pay much 
attention (I1–5). 

Vietnamese consumers have little understanding of blockchain traceability. They buy goods 
mainly based on emotions… from a store that is up-market, the price is a bit higher, the 
packaging is a bit nicer, they automatically believe it is good (I3). 

4.2 Social Aspects 

Stakeholder Engagement and Satisfaction 
In the literature, trust is an important factor for stakeholders collaborating and sharing 
data on a blockchain, and lack of trust is a serious issue in collaboration and data 
sharing [4, 22]. The international expert interviewees had differing opinions on this. 
Some thought that only FSC consortiums with a high level of trust can implement 
blockchain solutions, while others believe that the blockchain solutions themselves 
create trust by providing more transparency among stakeholders. In Vietnam, stake-
holders and government officers believe that collaborative standards should be estab-
lished among all SC members, and it is the responsibility of the Animal Husbandry 
Association and provincial veterinary offices to encourage engagement. The case 
study also confirms that traceability activities are more successful in a high trust 
environment.
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The government participates to build trust, but they must create the consensus among the 
society and the supply chain (I2). 

One of the biggest challenges for the stakeholder engagement is the conservative 
mindset of stakeholders in transforming towards a blockchain solution [17, 18, 22]. 
Even in the context of developed countries, there is challenge in changing existing 
practices and business processes to using BET in their FSCs. If the stakeholders do 
not see real benefits, they will not accept such a transformation. In the Vietnamese 
context, changing the mindset of the farmers is the most critical task. This task is more 
easily achieved in large farms, when the values brought to the farmers are visible 
(e.g. greater opportunity to export aligned with the stringent export standards). 

General managers see blockchain as a way to compete with other companies... so the adoption 
of blockchain is a long-term investment (I5). 

However, small household farmers, traders and slaughterhouses may not accept 
this transformation due to the higher cost and more working time (I1). 

Respect of Policy and Regulation 
When implementing BET, it could be problematic in proposing policies and regula-
tions because blockchain adds more dimensions to control [5, 21]. Both international 
experts and Vietnamese interviewees agree with the literature. Each country has its 
own food standards and food safety programs, and the digital transformation in which 
converting paper to digital documents experiences challenges as “meat supply chains 
are still heavily reliant on paperwork” (I7, 8). In Vietnam, the regulation on trace-
ability is not detailed and each organisation has its own interpretation. Both paper 
forms and BET are used, which causes duplication. Regulation of traceability for 
pigs is not mandatory, so farmers still do not fully comply. Data entry into the trace-
ability mobile app is not always complete, which brings less traceability values (I1, 
2, 3, 4 and 5). 

The bureaucratic system is arranged in written documents, which must be stamped and 
signed, which takes time. The regulations are only for prior technologies of the last century— 
but this century the technologies are different (I2). 

Human Resource Development Practices 
Because blockchain is an emerging technology which is not well understood by many 
stakeholders, training is a must [4, 5, 22]. The interviews with experts in the devel-
oped countries confirm that many development staff must find documents online, 
attend webinars and self-learn from peers (I7, 8 and 10). There is also considerable 
collaboration between academia and blockchain practitioners (I9, 10 and 12). 

In Vietnam, it is the blockchain provider who established the training programs 
to support other stakeholders including B2B users, farm managers and veterinar-
ians. These trainees can then train their workers. “The veterinarians can understand 
the solution data entry and circulate it to the farmers” (I5). In the manufacturing 
organisation, “IT department employs new staff yearly to develop the capacity and 
knowledge” (I5) to gradually improve their staff competency.
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4.3 Environmental Aspects 

While most of the literature widely discusses a dilemma between the energy 
consumption of blockchain and potential benefits for the environment [1, 3, 6], 
the interviewees reported that other environmental solutions are considered when 
implementing BET in FSCs. For instance, a common discussion of the interna-
tional experts was the potential to measure environmental issues by using BCT to 
track sustainability data. However, these are not prioritised in their current projects 
(I7–12). 

In Vietnam, beside pork traceability for food safety the blockchain provider states 
that “tracking and tracing an animal disease outbreak was a proud experience and 
an important lesson for the husbandry industry” (I3). According to the journalists’ 
interviews, in 2019 the blockchain solution was used to prevent the “African swine 
cholera outbreak” in pigs in Vietnam. Farmers used the mobile app to report their 
infected pigs and this allowed authorities to track, control and prevent the disease. 
This new technique is extremely useful for developing countries where infectious 
diseases can spread quickly due to traditional husbandry methods (I2, 3, 5 and 6). 

Also, the blockchain solution supports verifying that environmental standards 
have been followed, which is essential for certified organic and export products, “we 
know the coordinate-latitude of that farm, the climate, soil, whether the area is near 
a garbage factory, as well as information about fertilisers and seeds” (I4,6). 

5 Conclusions 

BET has been widely considered as having a great potential for improving FSCs. The 
most well-known potential benefits are the visibility for efficient operation, checking 
ingredient origin, monitoring environmental compliance, and automated payments. 
This study examined and qualitatively evaluated BET adoption in FSCs generally, 
and in the pork industry in Vietnam specifically, to gain a deeper understanding of 
the impacts on FSC sustainability in a developing country. Theoretically, the study 
provides a comprehensive literature review and literature-based framework with key 
indicators regarding BET adoption in FSCs under the TBL context. While blockchain 
is still a new concept, this analysis can be used to overcome the lack of expertise and 
experience of relevant staff. The proposed indicators in the framework can be used 
to diagnose problems in practice and develop suitable measures. 

Practically, the case study shines more light on the adoption of BET in pork 
supply chains in the developing country context, which has not been thoroughly 
discussed in current academic and practical literature. Through the challenges and 
innovations introduced in the case study, other organisations could gain insights for 
their future practices. While the wet market (or traditional supply chain) is a part 
of Vietnamese culture, the case study shows that the adoption of blockchain and 
the returned values of traceability are more significant in the modern supply chain
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(supermarkets) than those of the traditional supply chain. In conclusion, BET is a 
tool to facilitate food safety control, to enhance the SC management capability, and 
promote the collaboration amongst all the stakeholders of the SC and the government. 
The FSCs generally and the pork SC specifically will be more sustainable when there 
is higher demand for food safety in communities. 
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Abstract While prior research has examined the cognitive factors that influenced the 
information security behaviors of remote workers, little was known about the impact 
of the different work environments on these behaviors. Moreover, organizations and 
employees were abruptly forced to embrace working from home due to the ongoing 
COVID-19 pandemic, which created unprecedented problems and inconvenience in 
how employees perform daily work at home that could jeopardize organizational 
information security. This study adapts the technology-organization-environment 
(TOE) framework to investigate the factors that influence how employees in Vietnam 
protect organizational information security while working from home during the 
COVID-19 pandemic. Our qualitative findings drawn from in-depth interviews with 
20 respondents reveal several factors that influence the employee protection of orga-
nizational InfoSec at home, such as the use of secure software for remote work, the 
flexible yet distracting work environment at home, and the lack of social interactions 
with colleagues that could demotivate personal information security efforts. We offer 
practical recommendations for organizations to prepare for flexible and secure work-
places in the future, especially to meet the continuing demand for working from home 
after the COVID-19 pandemic. In terms of theoretical implications, future studies are 
encouraged to focus on exploring the contextual and situational factors that influence 
employee information security behaviors. 
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1 Introduction 

The COVID-19 pandemic has changed every single aspect of our lives. In Vietnam, 
the first case of COVID-19 was reported on January 23, 2020. The country is experi-
encing the fourth wave of infection, in which Ho Chi Minh City is the epicenter [37]. 
Many organizations were abruptly forced to work-from-home (WFH) since April 
2021. While organizations are struggling to sustain operation with this working 
mode, the employees face many challenges in both work and life. In the new work 
environment at their own home, employees may not be well protected by adequate 
information security (InfoSec) measures, and thus exposed to various InfoSec risks. 

Prior to the pandemic, there were mixed opinions regarding the future of remote 
working. On one side, there is ample evidence to support this work mode at the 
individual and organizational levels. Working remotely can increase productivity, 
job satisfaction, and performance [2, 16]. Remote workers are also reported to be 
more committed, though the level of commitment depends on the telecommuting 
arrangement [26]. It is worth noting that telecommuting is associated with reduced 
turnover rates and reduced absenteeism across firms with different characteristics 
[27]. The non-work environments, however, pose many challenges for workers. 
Burnout, defined as “a prolonged response to chronic emotional and interpersonal 
stressors on the job” is common during the WFH period [25]. The lack of a profes-
sional working environment and the distractions from family make it difficult for 
workers to stay focused [21]. In addition, many of them experience social isolation 
which hinders collaboration and teamwork [7]. 

An increasing number of sophisticated cybersecurity threats, aiming at at-home 
workers during the pandemic have been reported [17, 23]. Prior studies have focused 
on exploring employees’ information security practices in the professional work-
place, such practices in non-work environments are not thoroughly examined [24, 
29]. Non-work environments can influence InfoSec behaviors of remote workers 
in more nuanced ways. Our research complements the scarce literature on InfoSec 
behavior across different working environments. In particular, we examine the factors 
that influence how Vietnamese remote workers protect organizational InfoSec while 
working from home. Understanding how InfoSec behaviors differ across contexts 
provides practical implications for organizational leaders to adjust their work policies 
and offer suitable support for remote workers. 

2 Literature Review 

2.1 Information Security Challenges of Working from Home 

Recent advances in technology have made telecommuting a viable option for 
employees around the world. In the broad term, telecommuting refers to the use 
of telecommunication technology to partially or completely replace the need to
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commute to and from work [3]. Numerous studies also have shown the positive 
impacts of telecommuting on job satisfaction, organizational commitment, and iden-
tification with the organization [25]. Working remotely can reduce work-role stress 
and work exhaustion [16, 34]. However, this work mode requires individuals to have 
self-discipline, self-motivation, and adaptability [19]. 

Scholars have examined different cyber security challenges of working from home 
and highlighted the need for training and interventions [5, 15]. While virtual programs 
have been shown to increase productivity and decrease cost, virtual employees 
often experience social isolation as they are separated temporally and spatially from 
their colleagues [30]. As they feel excluded and isolated from other organizational 
members, they are more likely to perceive themselves as immune to any deterrence 
program, thus lowering perceived sanction costs of violating InfoSec policies [11]. 
Similarly, compliance intentions are influenced by the external cues of situational 
support, verbal persuasion, and vicarious experience, which makes the discrepan-
cies between remote and in-house employees towards policy compliance exist [38]. 
For example, although virtual employees indicate that they feel some pressure, but 
overall are fairly neutral on pressure from co-workers to adhere to InfoSec policies 
and practices [18]. 

When employees work virtually, they rely on digital technology for work and 
communication [11]. Digital technology makes it easier for managers and subordi-
nates to contact each other at all times, thus increases productivity [2]. However, this 
leads employees to the situation of constant workplace monitoring due to being on 
the job continuously [14]. Employees may feel technostress as they have to learn to 
use new technologies, be available on mobile device for work at almost all times, and 
cope with multi-tasking [14]. These demands create time pressure, task overload, and 
stress to their primary tasks, which are the root causes of InfoSec violation [6, 10]. As 
employees may share the living space with their families, the risk of a cyberattack 
is also shared among the family members [28]. When organizations change work 
practices to enable employees to work from home, there is a risk that children may 
click on malicious links on their parents’ computers [28]. 

The lack of WFH experience and pandemic pressure are other challenges for 
InfoSec compliance. Studies have discussed the necessities of organizations’ aware-
ness and support sessions to avoid attacks from cyber criminals [1]. This is because 
not all employees have the skills and experience with working remotely, which create 
opportunities for attackers [1]. In fact, 44.44% of the employees have no virtual 
working experience before the crisis, and they receive no InfoSec advice on their 
new working reality [17]. In addition, COVID-19 has brought personal stress and 
anxiety to workers, which can increase the chance of them being a victim of cyber-
attacks [23] For example, cyber criminals may claim to have a cure for COVID-19, 
or offering financial support to attract people and ask them to click on malicious 
links or attachments [1]. Victims are more likely to share unverified information due 
to information overload and online information trust [22], in which such an attack 
may result in data loss on a big scale [1]. 

Although the pandemic brings numerous challenges that may impede InfoSec 
compliance, not all organizations have paid sufficient attention to this change [25].
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While companies have to improvise new working structures, some leave corporate 
assets less protected than before for the sake of inter-operability [23]. About 53% 
of the participants report not having received any InfoSec guidelines from their 
employers regarding working from home. More than 50% of hardware assets with 
no strict InfoSec rules and apparent surveillance are used for remote working gaining 
access to corporate networks [17]. The inadequate uses of InfoSec tools have limited 
their effectiveness [32]. Recent studies have also discussed the importance of orga-
nizations applying InfoSec updates to protect their networks [1, 32]. This is because 
network gateway devices and virtual private networks (VPN) are vulnerable targets 
to ransomware campaigns, which allow attackers to steal credentials and access to 
compromised networks [1]. When organizations had to obtain new technological 
solutions to facilitate their operations in the new working reality, employees were 
requested to use applications or services that they were unfamiliar with while working 
remotely [17]. 

2.2 Technology-Organization-Environment (TOE) 
Framework 

Technical and administrative measures are two key components of organizational 
InfoSec management. The former refers to the enforcement of InfoSec practice 
on users of IT systems through implementing authentication, authorization, data 
encryption and antivirus software. The second component, administrative measures, 
refers to encouraging safe InfoSec practice while deterring malicious computer 
abuses, through InfoSec policies and procedures, awareness training, and supervision 
[9]. Employee self-efficacy in performing InfoSec behaviors is required to achieve 
InfoSec compliance [36]. InfoSec awareness and skills are generally referred to as 
self-efficacy, which encompasses one’s belief in their capability to protect infor-
mation systems from InfoSec threats [36]. Employees who have a high level of 
self-efficacy can effectively and frequently carry out InfoSec tasks. On the other 
hand, those who report to lack self-efficacy were found to disengage from compli-
ance with InfoSec policies [29]. The awareness about InfoSec of the employees 
and their compliance with InfoSec policies are commonly regarded as key determi-
nants of administrative measure effectiveness. To improve InfoSec awareness and 
compliance with InfoSec policies, it is necessary for companies to nurture an orga-
nizational culture that encourages knowledge sharing among employees [12, 33]. 
Given the increasing number of InfoSec risks, effective knowledge sharing can help 
employees to stay vigilant against those risks [33]. 

Despite the relevance of these theories in exploring employees’ compliance 
behavior, general deterrence theory, protection motivation theory, and theory planned 
behavior focus on the cognitive processes and attributes, rather than other important 
factors of organizational InfoSec protection by individuals such as the work envi-
ronment and technology. The surging COVID-19 pandemic has brought significant
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influences at macro and micro levels which impact both businesses and employees. 
This justifies the need to investigate further the protection of organizational InfoSec 
by employees, not only by examining their cognitive processes and attributes but also 
the larger picture including the different contexts and environmental factors. To this 
end, our study uses the Technology-Organization-Environment (TOE) framework to 
analyze how employees protect organizational InfoSec while being forced to work 
from home during the COVID-19 pandemic. 

Originally, the TOE framework is used to explain how organizations make the 
decision to adopt information systems [13]. The framework suggests that existing 
technology (e.g. IT resources and technology dissemination), organizational charac-
teristics (e.g. organizational structure and culture, governance, size, and geographic 
location, IT leader behaviors), and environmental factors (e.g. industry charac-
teristics, government regulations, organization’s relationships with its partners, 
customers, and competitors) could affect an organization’s decision to adopt IS [13]. 
These three categories of factors not only affect the adoption decision but also interact 
with and influence one another [13]. By drawing on the TOE framework, this research 
aims to explore the factors that influence the employee protection of organizational 
InfoSec from technology, organization, and environment aspects, which then provide 
managerial implications to improve InfoSec during the COVID-19 period. 

3 Research Method 

We follow the qualitative research approach to obtain rich insights into the 
phenomenon under investigation [8]. Purposive sampling was used to recruit these 
employees from our professional networks, who were forced to work from home 
by their company during the pandemic. We conducted online interviews with open-
ended questions with a total of 20 employees in various industries until theoret-
ical saturation was reached i.e. the respondents stopped providing significantly new 
insights. The online interviews lasted 1.5 h on average. 

The demographics of the respondents are summarized as follows. The gender 
ratio, comprising male and female respondents, is balanced. The average age of the 
sample is 30 years old. On average, each respondent lives with three other family 
members and has no children. Half of the respondents reported to share a large 
amount of daily chores with their family members during the WFH period. We asked 
the respondents to rate their WFH environment suitability and IT skill on a scale 
ranging from 0 (most inadequate) to 10 (most adequate). The average scores for both 
these questions are 7.25 out of 10. Most of the respondents work in either education 
(6 respondents), banking and finance (4), advertising and marketing (3), or IT (3). 

Interview transcripts were reviewed by the research team and consolidated into a 
single spreadsheet, where each column stored the respondent answers provided for 
a specific interview question. Thematic analysis was performed to detect prevalent
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concepts and themes that naturally emerged from the data. We followed the five-
phase process of thematic analysis proposed by [4]. This inductive analysis approach 
allowed the key concepts and themes to naturally emerge from the data. 

We used the qualitative data analysis software NVivo 12 Pro for our analysis. 
Two researchers in our team conducted the thematic coding process independently 
from each but followed a similar process: they both began with open and inductive 
coding to generate an initial set of key concepts. This initial set contained generic 
concepts related to respondents, such as the difficulties they encountered in regard to 
technology, work environment, and organizational procedures. Then, the researchers 
carefully reviewed each coded concept to identify more specific and prevalent themes 
that repeatedly appeared across the respondents. This review process was performed 
iteratively to refine the themes, by merging similar concepts and removing those with 
a low number of occurrences in the cases. Finally, the whole team met to discuss and 
consolidate the themes. 

4 Findings 

We first explored the differences in terms of the work arrangement at home as 
compared to at work. Almost all respondents, except respondent #3, reported to 
have sufficient technologies to work from home. The mentioned WFH technologies 
include laptops (either personal or provided by their company), smart device (smart-
phones and tablets), home Internet, VPN software, communication software (e.g. 
Microsoft Teams, Telegram, Google Meet, Zoom, Webex). Two respondents (#7 and 
#14) said that their companies did not provide any specific requirements regarding 
WFH equipment. Respondent #8 shared that her company encouraged employees 
to use work-issued equipment, but employees may also use their own device if it 
satisfies the company’s requirements. 

Fourteen out of 20 respondents reported to feel confident about protecting orga-
nizational InfoSec while working from home. Respondents #12 and #14, whose 
company enforced InfoSec policies and daily tasks involved handling strictly confi-
dential information, believed that they are well-equipped to perform work securely 
at home. Respondents #9 and #15 felt unsure about ensuring InfoSec at home, since 
their companies did not provide any formal guidelines and protecting organizational 
InfoSec had so far relied on individuals’ own awareness. 

In general, most––except four––respondents believed that there was no major 
difference in protecting organizational InfoSec in office (before the lockdown took 
place) and at home during the forced WFH period. Some reasons for this indifference 
include the fact that several work routines had been carried out both in office and at 
home before the lockdown (respondent #1), and the WFH equipment is secured by 
the company’s InfoSec software (respondent #4). Respondent #6 explained that the 
protection of organizational InfoSec relies on personal InfoSec awareness rather than 
the work environment. Moreover, respondent #5 explained that she lives by herself, 
and thus the cyber risks associated with sharing work device are minimized.
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Four respondents mentioned some differences between protecting organizational 
InfoSec at work and at home. For instance, respondents #9 and #10 experienced a 
more complicated work process with extra steps to ensure InfoSec when trying to 
access work data remotely. In contrast, respondents #14 and #15 found accessing 
work data to be easier, and they warned about the risk of leaking confidential infor-
mation to people outside of work e.g. family members and friends. Despite their 
self-reported responses to not find any difference in protecting organizational InfoSec 
across the two contexts i.e. at work and at home during the pandemic, the respondents 
identified several factors that could affect the protection of organizational InfoSec 
when working from home. 

4.1 Technological Factors 

The availability of the technologies that enable communication and sharing of data 
in a secure manner was highlighted by most of our respondents as one of the most 
significant factors for protecting organizational InfoSec at home. Specifically, respon-
dents #7 and #8 suggested that companies need to provide technological solutions 
to classify information and establish different layers of security for each type of 
information, so that unintended exposure of critical information can be avoided. 
Respondent #2 further concurred that the information needs to be filtered and only 
shared with relevant employees. To respondent #2, the uncontrolled distribution of 
information not only creates InfoSec risks but also information overload, which may 
lead to employees ignoring important communication such as announcements of 
InfoSec risks that are directly related to their work. 

Respondents #3, #4, #9, and #14 agreed that companies must provide appropriate 
support for working remotely, including InfoSec software on personal computers 
and management systems for remote work. They believed that these solutions would 
block InfoSec threats and warn employees about risky actions, as well as enable them 
to work from home comfortably while maintaining productivity. Several respondents 
also mentioned the lack of effective communication methods when working from 
home besides using email. To overcome this limitation, they used social media plat-
forms such as Facebook and Zalo for communicating and sending files, which would 
create more InfoSec risks of leaking important information. 

4.2 Organizational Factors 

Organizational culture was mentioned by the respondents as an important factor 
for InfoSec compliance when working from home. According to respondent #2, 
an oppressive organizational culture would make employees disclose confidential 
information of the business. Moreover, respondents #3, #5, and #7 shared that a 
well-developed InfoSec policy, including strict sanctions for violations, is critical for
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ensuring compliance with InfoSec requirements at home. Instructions and supervi-
sion from managers, who can provide timely advice and explanations for unclear poli-
cies, are also vital for InfoSec compliance (respondents #3 and #13). InfoSec training 
programs are recommended, especially those that focus on identifying confidential 
information and devices that are allowed to connect to the company networks while 
working from home (respondent #8). Respondents #2, #4, and #10 highlighted the 
importance of taking into consideration the impact of workload on InfoSec compli-
ance at home. Managers should be mindful about the disadvantages and disruptions 
that employees may encounter while working from home, and thus offer the flexi-
bility in workload and work deadlines to maintain employee motivation and work 
efficiency (respondents #2, #4, and #10). 

4.3 Environmental Factors 

The respondents identified several factors of the work environment at home that are 
advantageous for ensuring the protection of organizational InfoSec while working 
from home. According to respondent #9, working from home provides a safe working 
environment which minimizes InfoSec issues such as eavesdropping and the acci-
dental reveal of confidential information. Respondents #5 and #8 also enjoy their 
working environment at home, where they can focus on work and are not distracted 
by unscheduled meetings or occasional requests from colleagues. This focused envi-
ronment allows these respondents to complete the work faster while paying atten-
tion to avoid InfoSec threats. Moreover, the respondents can flexibly adjust their 
work pace without the pressure of being under constant supervision, which reduces 
their cognitive load and helps them to focus more on meeting InfoSec requirements 
(respondents #1, #4, and #7). Other benefits, such as the freedom to wear flexible 
clothes and not being required to physically meet other people, thus reduces the risk 
of COVID-19 infection, all contribute to the pleasant WFH experiences, according 
to the respondents. 

Nonetheless, not all respondents could receive the advantages offered by working 
from home. For instance, respondents #1 and #8 experienced difficulties when trying 
to seek IT support, while others reported to have low bandwidth and unstable Internet 
connection at home (respondents #3, #7, and #8). For inexperienced IT users, inap-
propriate and careless troubleshooting may expose themselves to more InfoSec risks. 
Although some respondents mentioned the benefit of not being under close supervi-
sion all the time, respondents #3, #7, #8, and #12 found themselves to be more easily 
distracted and less productive without the supervision pressure when working from 
home. Since accessing business information from home is restricted, some employees 
may try to find workarounds that allow them to access the necessary information, 
which can expose organizational InfoSec to more risks (respondents #4 and #5). 

The flexibility of working from home also works against some respondents, as 
they reported to feel more stress from working overtime. One respondent complained 
that “there is almost no ‘stop’ on a working day; there is only the end of the day
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but never the end of work” (respondent #12). Other respondents also shared that 
they often received business calls and additional tasks outside of business hours. 
Respondents #3, #9, and #10 found it difficult to keep the mood for work outside of 
the office atmosphere, while respondents #12 and #13 were distracted by the noises at 
home and having to share daily chores. All these negative experiences discourage the 
respondents to pay attention to meeting InfoSec requirements when working from 
home. 

4.4 Individual Factors 

Ten out of 20 respondents mentioned that individual factors contribute to the protec-
tion of organizational InfoSec while working from home. Most of these mentions 
highlight the importance of having a strong sense of responsibility over organizational 
InfoSec and the employees’ personalities. Respondent #14 explained that people may 
feel more relaxed when working at home, and depending on their personality, they 
may access any websites without considering the risks of that. InfoSec skills were 
mentioned by respondents #4, #5, #13, and #20, such as knowing how to make file 
backups in secure places, check for security indicators of networks and websites 
when making important communication and transactions. 

5 Discussion 

As shown in Fig. 1, the issues mentioned in one category were identified to relate 
to one another. For instance, respondents highlighted the importance of being well-
equipped with secure technologies such as VPN and online systems for classifying 
information, which was related to the organization category since there was also need 
for management to provide clear guidelines about acceptable use of technologies as 
well. Likewise, low bandwidth and poor Internet connection, or restricted access 
to work resources, are technology-related issues, but they only take place in the 
home context i.e. belonging to the work environment category. Therefore, there is 
a dependency between the technology and work environment categories. According 
to the respondents, although the work environment at home provides flexibility, it 
also results in the feelings of being disconnected from the work atmosphere and 
interactions with colleagues and supervisors, leading to poor attention to work and 
InfoSec tasks. The individuals play the central role in making use of the tools, InfoSec 
knowledge and skills, and their work environment at home to determine the effective 
protection of organizational InfoSec while working from home. 

Before the COVID-19 pandemic, research has examined how remote employees 
perceive organizational InfoSec requirements and perform InfoSec behaviors outside 
of the office. Our findings about the feeling of social isolation, which affects the 
employees’ perceptions of organizational InfoSec, mirror those of prior studies such
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that employees feel under less supervision while working from home [11, 18, 30]. The 
abrupt demand for WFH caused by the pandemic left organizations with little time to 
equip employees with adequate resources to ensure their protection of organizational 
InfoSec at home [17]. The stress associated with working from home, which is 
caused by the distractions and reduced work-life balance, adds to the technostress 
that further distract employees from performing secure behaviors [14]. Our findings 
reveal that in such situation, the protection of organizational InfoSec relies much on 
the employees’ personal sense of InfoSec duty and work ethic to ensure that their 
performance of daily work at home is safe and secure.

Many companies have announced their permanent post-COVID remote work or 
hybrid home/office policies, and adoption of WFH practice is expected to be 75% 
higher than the current situation [20, 35]. As such, our findings about the impact 
of WFH on InfoSec compliance at home would remain relevant even when the 
pandemic fades and people adapt to the new normalcy. Organizations should focus 
on preparing for flexible and adequate arrangements for remote work that allow 
employees to work either at home or in the office. Organizations also need to review 
their business processes to determine the operations and activities that would be 
significantly impacted or altered by the continuing demand for WFH. These oper-
ations and tasks may need to be re-designed to fit the employees’ capabilities and 
work contexts outside of the regular office environment, so that work-life balance 
and effective InfoSec can be achieved. 

Our study calls for more managerial attention to maintain an adequate level of 
social interactions for remote workers e.g. through providing leadership, frequent 
communication, or leveraging technologies for managing virtual workplaces. Our 
analysis shows that there is little variation in the impact of WFH on the employee 
InfoSec compliance, despite their different demographics such as age, gender, the 
number of children they have, and the self-rated quality of their work environment 
at home. Such indifference might have been due to the limited sample size of our 
qualitative study, which does not reveal the variations that would take place if a 
larger sample is surveyed quantitatively. Moreover, we anticipate that the different 
impacts of WFH on InfoSec compliance at home would be more profound across 
job roles whose access to confidential data and InfoSec responsibilities are varied. 
Future studies are thus invited to continue identifying the contextual determinants of 
InfoSec compliance at home, which can inform management practices to maintain 
organizational InfoSec while working from home. 

In terms of theoretical implications, we believe that it is timely and practical 
for behavioral InfoSec research to adopt theoretical frameworks that explain the 
impacts of task design and the work environment on employees’ InfoSec behav-
iors. Employee compliance with InfoSec policies has been one of the most widely 
studied factor in the behavioral InfoSec literature. In the post-COVID period, where 
employees can be expected to work remotely and away from the formal office 
setting, novel and situational InfoSec behaviors that do not necessarily follow the 
prescribed actions may emerge and impact organizational InfoSec differently. As 
evident in our findings, the respondents exchanged work files and communicated 
with each other via social media platforms while considering these channels as
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secure and more convenient than the remote working solutions recommended by 
their companies. Future behavioral InfoSec research should investigate the situational 
InfoSec behaviors performed by the employees while working remotely, including 
their antecedents and consequences. Another research direction that may be worth 
pursuing is examining management models that can maintain the synergy between 
remote and onsite employees in protecting organizational InfoSec, especially by 
helping them to achieve work-life balance and reducing the stress associated with 
the increasing demand for InfoSec in any work context. 

6 Limitations and Conclusion 

By following the qualitative research approach, our study inevitably has some limita-
tions. First, our qualitative findings, which are drawn from a small sample size, would 
not be generalizable to a larger population. By doing so, we focus on extracting in-
depth and rich understanding about the examined phenomena from the small sample 
rather than aiming for statistical generalization. This limitation subsequently leads to 
an opportunity to conduct quantitative research to further validate these findings. For 
instance, future research may employ statistical analysis techniques to determine the 
antecedents of employee InfoSec compliance and misuse while working from home. 
Second, the sample of our study comprises young professionals (with an average age 
of 30 years old) who work in Vietnam, and therefore, our findings would reflect most 
accurately the unique characteristics of this sample. Future studies are thus invited 
to examine the InfoSec behaviors of employees having different demographics and 
cultural traits while working from home. 

From the respondents’ perspectives, the majority of them did not see any major 
difference in performing secure behaviors while working from home, as compared 
to working in the office. Nevertheless, they identified several factors in four areas, 
technology, organization, work environment, and individual, that influenced their 
InfoSec behaviors at home (see Fig. 1). Based on these findings, we offer practical 
recommendations to organizations, which aim to provide flexible and secure work 
arrangements in different contexts to meet the continuing demand for WFH after 
the pandemic. Future research is also encouraged to explore further the contextual 
and situational factors that influence employee InfoSec behaviors beyond the formal 
work context. 
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Abstract The COVID-19 pandemic has highlighted how the adaptability to tele-
work has become the key to resilience for businesses and workers. In this chapter, 
we study how organizations can implement telework effectively to both enhance 
organizational resilience and improve workers’ productivity and welfare. To that 
end, we conducted a self-administered survey in Vietnam with five-hundred and 
fifty-four employees across 52 companies based in Ho Chi Minh City and Ha Noi. 
The quantitative analysis is further supported by informal interviews with by mid-
level managers and senior executives in the University of Hawaii—Shidler Vietnam 
EMBA program. We identify workers’ technology readiness as an important driver 
for the productivity telework in that technology readiness has a positive and statisti-
cally significant impact on working from home productivity. Furthermore, adequate 
equipment and training positively and significantly influenced working from home 
productivity. This increase in productivity leads to higher individual performance 
expectations and company performance. Given strong evidence presented in this 
study supporting telework, senior management and executives participated in the 
survey recommend digital transformation strategy to cope with the new normal must 
consider the following tasks: (1) Technical capacity enhancement; (2) Categorize 
employees into different groups; (3) Change the management mindset; (4) Build a 
corporate culture for telework; and (5) Organize periodic virtual events such as team 
building, and open forum.
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1 Introduction 

The COVID-19 pandemic has highlighted how the adaptability to telework has 
become the key to resilience for businesses and workers. Disruptions caused by 
the pandemic has pushed companies to enable and scale up remote work, as well 
as to accelerate digitalization [29]. Global business leaders have quickly come to 
acknowledge the importance of flexible workplaces as a significant factor to main-
tain productivity and performance to cope with the “new normal” [21]. Anecdotal 
evidence during the COVID-19 pandemic has shown that telework is a tenable solu-
tion for businesses to survive and thrive under the “new normal” of limited travel 
and restricted face-to-face interactions. Beyond the pandemic, it is expected that 
telework designs will allow businesses to recruit from a wider pool of talents beyond 
their corporate bases as traditional physical barriers become less relevant. It can also 
help organizations develop nimble structures where problems could be addressed in 
a timely manner through the partnerships of human, virtually instantaneous informa-
tion communication technology (ICT) and mobile tools. On the flip side, the general 
challenges of transitioning from the physical space to telework must be adequately 
addressed to keep remote employees engaged, productive, and connected [25]. 

The unprecedented availability of large scale remote and flexible works forced by 
the pandemic presents a unique natural experimental for companies to examine their 
telework settings and to further reimagine how work could and should be done. This 
also opens new opportunities for research to systematically examine the complexity 
of emerging practices and advance fundamental understandings of how teleworks can 
enhance the resilience of future work and workers. It is, however, noteworthy that not 
all types and classes of workers may benefit from telework. As Saltiel [23] demon-
strates, demographic factors such as educational attainment, employment status in 
the formal sector and household wealth are positively associated with the possibility 
of working from home. This creates a concern of employability of various groups 
of workers during the pandemic. Dingel and Neiman [10] also report that based on 
occupational classifications in 85 countries, lower-income economies have a lower 
share of jobs that can be done at home. As such, it is important to understand not only 
how telework can be implemented effectively across organizations, but also when 
and how it can benefit a wider set of workers. In this chapter, we look to further that 
understanding by answering the following research questions. 

1. How can organizations create the most positive telework outcomes for workers? 
2. How can the concept of telework be expanded to support a wider set of workers 

and businesses to enhance organizational resilience? 
3. How to prepare future workers for telework?
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Answering these questions is particularly important for developing countries, 
where the economy is mostly dominated by lower-skilled jobs within small-and-
medium enterprises (SMEs). Before the pandemic, telework arrangement has been 
a low strategic priority for both the Vietnamese businesses and its workers, given 
the country’s idiosyncratic limited digital infrastructure and a dominating workforce 
of lower-skilled workers in SMEs. A recent estimate by the market research firm 
Deloitte indicates that only about 13% of the Vietnamese workforce may switch 
to remote work, the lowest in the South-East Asian region, trailing behind Thai-
land (15%), Indonesia (16%), and the Philippines (22%). Singapore leads the region 
with a potential remote workforce of up to 45% [9]. Cultural preference is an addi-
tional barrier for telework adoption in Vietnam, as research has found that workplace 
culture in East Asia prioritizes managerial control, as well as in-person training and 
supervision [1]. 

However, anecdotal evidence shows that Vietnamese businesses have adopted a 
wide range of telework practices during the on-going pandemic. This started in 2020 
when the country experienced the first nation-wide government-mandated lockdown 
in March, followed by a few additional localized social distancing orders due to 
case spikes in July and November 2020. Overall, the spread of telework practices in 
Vietnam in 2020 was unexpected because the country did very well in maintaining 
a low records of COVID cases as well as COVID-related deaths. During the 2020 
lockdowns, the government left it open for the businesses to decide whether they 
would have their workers work remotely. Those requiring workers to work in person 
must provide a letter specifying that the worker must travel to the office. Only high-
risk settings (such as daycare centers and schools) were required to operate remotely, 
so all children must stay home. 

In Vietnam, the most common form of telework, which is working from home, 
is adopted by businesses whose work nature lends itself well to home-based offices 
and virtual meetings. This practice has greatly benefited workers in the big cities, 
namely Ha Noi and Ho Chi Minh City. The two cities also withstand the hardest 
pandemic hit in the early waves, as they are major hubs for international arrivals to 
Vietnam. Beyond the immediate function to support public health social distancing 
measures, the impacts of the sudden transition to telework in Vietnam on both the 
workers and the businesses remain unknown. The answers to these questions are 
key for envisioning how telework can become a strategic priority for businesses in 
Vietnam to develop in the face of uncertainty, such as in the on-going pandemic. 

To address these questions, we conducted a self-administered survey in Ho Chi 
Minh City and in Ha Noi, in December 2020 and in January 2021, respectively. 
The questionnaires were circulated to 52 mid-level and senior executives of leading 
MNCs and local companies, who distributed to 554 co-workers in their organizations. 
With this diversity in the sample, the survey extracted a wide-range of information 
from the workers, including productivity, technology readiness, work-life integra-
tion, business profitability and individual performance expectations. This dataset 
helps to shed light on the impact of telework on workers, and ultimately to identify 
key technology readiness and management practices that can lead to more favorable 
performance and productivity outcomes. For example, the survey revealed that over
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70% of the respondents preferred remote work, and 30% reported that their perfor-
mance has improved due to working from home. However, indirect estimates suggest 
that only about 30% of all jobs in Vietnam can feasibly be adapted into telework as 
the work is done through a computer and does not require face-to-face interactions. 

2 Brief Literature Review 

The full or partial lockdown measures in 2020 to contain the spread of the coronavirus 
have impacted 2.7 billion workers, representing around 81% of the workforce world-
wide [15]. Before the pandemic, telework has long remained a low-order strategic 
priority for many organizations for two reasons. First, telework is typically equated to 
its most common form, which is remote work from home, by definition, the workers 
live within commuting distance from the office [3]. Within this narrow conception, 
few jobs can feasibly be reconfigured into remote work, and they typically confer 
higher pay, allow more schedule flexibility, as well as more work autonomy. Such 
job characteristics have been shown to correlate strongly with social privileges in 
terms of social class, gender, race, and ethnicity. The narrow conception of telework 
thus limits its application and potential contribution to future work. Second, orga-
nizations hesitate to adopt telework designs because there are few insights on how 
telework may interact with organization structure and existing business management 
practices. 

Telecommuting has clear beneficial effects on the workers, including perceived 
autonomy, lower work-family conflict, stress, and turnover intent; and higher job 
satisfaction and performance [13]. From a management perspective, productivity is 
a key concern when considering a more flexible work arrangement for the workers. 
There is growing evidence during the pandemic that provides positive reassurances 
on productivity. According to recent research by McKinsey, 80% of the participants 
in the survey reported that they enjoy working from home, 41% asserted that they are 
more productive than they had been before, and 28% claimed that they are as produc-
tive [4]. Furthermore, Harvard Business Review reports that knowledge workers are 
more productive working from home [2]. Given a wide-spread adoption of tele-
work, emergent practices have resulted in diverse changes in business management 
practices. Some management practices are shown to enhance worker’s productivity, 
promote worker’s well-being, increase work-life integration, and boost workplace 
cohesion. 

As companies around the world are preparing to bring their workers back to the 
offices in a new normal conditions, McKinsey has recommended organizations to 
reclassify the worker segments into four categories based on ‘people to work’ or 
‘work to people’ ([4], p. 4): (1) fully remote (net positive value-creating outcome); 
(2) hybrid remote (net neutral outcome); (3) hybrid remote by exception (net negative 
outcome but can be done remotely if needed); (4) on site (not eligible for remote 
work). Brynjolfsson et al. [5], and Fadinger and Schymik [11] find that during the 
pandemic, younger workers in management, professional and related occupations
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were more likely to switch to telework. These young professionals will continue to 
have a strong preference for working remotely in the post-pandemic environment. 
To achieve the highest productivity, integration between these four groups must be 
achieved. Insights from both individual workers and collective work teams thus are 
crucial to fully understand the human-technology partnership in telework. 

Technology readiness is fundamentally important in a remote working environ-
ment. The pool of available information communication technology (ICT) and mobile 
tools that enable telework has been very well developed, with many user-friendly and 
easy-to-implement options readily available. This technology readiness has allowed 
organizations to develop multiple telework designs within a short timeframe to cope 
with disruptions during the pandemic. Less affected businesses are the ones that 
have invested on digital transformation, even before the outbreak. The effective use 
of existing ICT to accomplish needed tasks and maintain productivity is the key 
determinant of individual performance and company’s profitability. However, the 
abrupt yet wide-spread adoption of telework technology has also exposed several gaps 
in business management practices, organizational structures, and business models. 
Existing evidence indicates that the transition to remote work has only been applied 
narrowly—in relatively more privileged occupations and in developed countries with 
mature digital infrastructures and high-skilled workforce. According to the World 
Bank [28], in response to the COVID-19 pandemic, 34% of firms increased their 
use of digital platforms and only 17% of firms invested in digital solutions. Despite 
the well-developed pool of user-friendly ICT and mobile tools readily available 
to support telework, inadequate knowledge on how to successfully integrate tech-
nology and telework to optimize work design and organization structure has limited 
the potential of telework. 

3 Survey Methodology and Data 

The data collection efforts integrate both quantitative and qualitative data on emer-
gent telework practices and outcomes in Vietnam during the two waves of lockdown 
in 2020. The first national lockdown was between March and April, and the second 
partial lockdown was between July and August. Primary quantitative and qualitative 
data were collected to facilitate conceptual development and rigorous analyses, incor-
porating well developed measures such as worker’s productivity, technology readi-
ness, as well as potential new measures uncovered through in-depth conversations 
with senior management and executives. 

The online survey was conducted between December 2020 in Ho Chi Minh City 
and January 2021 and Ha Noi. Twenty-eight mid-level and senior executives in 
the University of Hawaii—Shidler College of Business Vietnam EMBA cohort in 
Ho Chi Minh City, and twenty-four students from the cohort in Ha Noi supported 
in designing the questionnaires and distributing the survey to their co-workers. The 
Shidler Vietnam EMBA has 20 plus years of presence in Vietnam with a large alumni 
network of more than 1000 leaders across industries. Many of them are currently held



102 Q. V. Le et al.

Table 1 Demographic 
profile of 
participants—personal 

Indicator Frequency (%) 

Age 

20–29 28.2 

30–39 43.9 

40–49 23.6 

50–59 3.8 

60 or above 0.5 

Gender 

Male 51.0 

Female 47.7 

Prefer not to say 1.3 

Education level 

Post-graduate 13.4 

College 72.2 

Other education 14.4 

Children 

No 37.5 

Yes, youngest child under 11 46.4 

Yes, youngest child 11 + 16.1 

Access to childcare (among those with children) 

No 31.8 

Yes 68.2 

Commute time from home to office 

Less than 30 min 51.3 

More than 30 min 48.7 

Note N = 554 

senior management positions in leading MNCs, local public and private companies 
in Vietnam, including IBM, HP, Intel, Cargill, Abbott, HSBC, Vinamilk, FPT, The 
PAN Group, VNPT, PVN, etc. 

Fifty-two students from both cohorts in Ho Chi Minh City and Ha Noi repre-
sented a wide range of companies from different industries. In addition to the survey, 
we asked the students how their companies were responding and adapting to the 
lockdowns in 2020. The qualitative data is used to support the quantitative results. 
In total, 554 employees across 52 organizations participated in the survey, of which 
277 employees were from Ho Chi Minh City, and another 277 employees were from 
Ha Noi. Tables 1, 2, 3 and 4 present the demographics of the respondents. 

Table 1 reveals that many of the respondents are in the middle-aged group. Fifty-
one percent of the respondents are male, 48% are female, and 1% unspecified. Many 
of them have their youngest child under 11 years old and 68% of them have access
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Table 2 Demographic 
profile of 
participants—work-related 

Indicator Frequency (%) 

Position 

Executive 12.0 

Manager 30.0 

Supervisor 19.0 

Staff 39.0 

Time with the company 

Less than 1 year 11.6 

1–3 years 28.2 

>3–5 years 19.0 

>5–10 years 21.0 

>10 years 20.2 

Work arrangement 

Mostly office-based 69.9 

Flexible 22.7 

Mostly factory/site-based 7.4 

Work outside of the office 

Not at all 27.6 

10–30% of work hours 48.6 

31–50% of work hours 14.7 

51–70% of work hours 5.1 

Over 70% of work hours 4.0 

Work overtime 

No 9.7 

Sometimes 59.3 

Frequently 31.0 

Note N = 554

to childcare. Fifty-one percent of the respondents spend less than 30 min commuting 
between home and office. In Table 2, 30% of the respondents reported they are 
in a management position, only 12% reported they are in executive position. The 
remaining 58% are in supervisors and staff positions. About 40% of the respondents 
have 5–10 plus years with the company, while 60% have between 1 to less than 
5 years. Seventy percent of the respondents have an office-based work schedule, 
while 23% have a flexible work schedule. About half of the respondents spend 10– 
30% of work hours outside of the office for work-related activities, while 28% spend 
all their time in the office. Less than 10% of the respondents spend between 50% 
to more than 70% outside of the office. Many of the workers reported that they 
sometimes or frequently work overtime. In terms of education level, over 70% of the
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Table 3 Company profile Indicator Frequency (%) 

Sector 

Private 51.1 

Public 30.7 

FDI 18.2 

Industry 

Finance/accounting/insurance 15.3 

IT 23.8 

Healthcare 5.2 

Real estate/construction 9.4 

Marketing/management/consulting 8.3 

Manufacturing 10.6 

Education 9.4 

Others 18.01 

Number of employees 

Less than 50 employees 21.0 

51–100 employees 15.3 

101–200 employees 11.0 

200+ employees 11.7 

500+ employees 13.2 

1000+ employees 27.8 

Note N = 554 

Table 4 Work arrangement 
during and after COVID-19 
social isolation 

Indicator Frequency (%) 

A. Work arrangement during COVID-19 social isolation 

Was given the choice to work from home 38.4 

Was required to work from home 40.3 

No change 18.8 

Other arrangement 2.5 

B. Work arrangement after COVID-19 social isolation 

The company went back to pre-pandemic 
arrangement 

49.5 

The company kept the during-pandemic 
arrangement 

24.4 

The company created a new work 
arrangement 

26.1 

Note N = 554
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respondents are college-educated, 13% have post-graduate education, and 14% has 
other education (such as high school and vocational certificates).

Table 3 reports approximately 51% of the respondents work in the private sector, 
31% work in the public sector, and the remaining 18% work in the FDI sector. A 
quarter of the respondents work in the IT-related industry, 15% work in finance, 
accounting, and insurance industry. Other industries represented less than 10% of 
the respondents. About 28% of the respondents work in companies with more than 
1000 employees, and 21% work in companies with less than 50 employees. Other 
respondents work in companies with 51 to 500+ employees. 

In Table 4, we provide the responses on the work arrangement during and after 
COVID-19 social isolation period. Forty percent of the respondents reported that 
they were required to work from home during social isolation, 38% were given the 
choice to work from home, while 19% reported no change in the work arrangement. 
After the social isolation period, about half of the respondents reported that their 
companies returned to the pre-pandemic arrangement, 24% kept the during-pandemic 
arrangement, and 26% created a new work arrangement for the employees. 

Having physical infrastructure at home to create an effective working environment 
is important to productivity. In Table 5 Part A, using Likert type five-point scales with 
5 indicating “strongly agree” and 1 indicating “strongly disagree”, the respondents 
reported a mean score 3.77 on the question “I have adequate equipment and training 
to effectively perform my work at home”. This implies that the respondents are not 
behind on technology and training when working from home during the lockdown. 

Utilizing a set of indicators based on Bloom et al. [3], the survey asked the 
respondents on the perceptions of working from home productivity. The respon-
dents answered the questionnaires on Likert type five-point scales with 5 indicating 
“strongly agree” and 1 indicating “strongly disagree”. Accordingly, at the aggregate 
level, a mean score higher than 3 indicates more likely towards agreeing with the 
question. Table 5 Part B reports the results with the mean scores ranging between 
3.10 and 3.63 on the perceptions of working from home productivity. The respon-
dents reported the highest mean score on happiness, while reporting the lowest mean 
score on productivity. They are more likely to agree that working from home leads 
to lower stress, and less likely to take time off from work. 

In terms of technology readiness, selected indicators based on Parasuraman and 
Colby [19]; and Parasuraman [20] were employed to ask the respondents using 
similar Likert type five-point scales defined in Part B. The authors define technology 
readiness as the tendency to embrace and use new technologies as an important factor 
affecting adoption and usage of technology in various contexts. The mean scores for 
technology readiness ranging between 3.28 and 4.17 are reported in Part B of Table 
5. The respondents reported the highest score on the importance of technology and 
efficient in their work. They also reported high score on technology gives them more 
control over their daily lives. In general, the respondents are comfortable with using 
new technology and they receive benefits from it. 

Regarding the perceptions of returning to work in the office or continuing working 
from home under the new normal conditions, the respondents reported a higher mean 
score for the status quo, being 3.60 versus 3.24. However, they reported a highest



106 Q. V. Le et al.

Table 5 Descriptive statistics of indicators 

Indicator Mean Std. deviation 

A. Infrastructure 

I have adequate equipment and training to effectively 
perform my work from home 

3.77 1.06 

B. Working from home productivity 

Working from home leads to an increase in 
performance 

3.17 1.05 

People who work from home report higher 
productivity 

3.10 1.02 

People who work from home are more likely to 
report lower stress 

3.57 1.05 

People who work from home are less likely to take 
time off from work 

3.48 1.06 

People who work from home periodically are happier 3.63 0.96 

C. Technology readiness 

I can usually figure out new hi-tech products and 
services without help from others 

3.64 1.03 

I like the idea of working via computers because I am 
not limited to regular business hours and location 

3.81 0.96 

Technology gives people more control over their 
daily lives 

4.03 0.86 

Technology makes me more efficient in my 
occupation 

4.17 0.78 

In general, I am among the first in my circle of 
friends to acquire new technology when it appears 

3.28 0.99 

D. Perceptions of status quo or the “new normal” 

I prefer to return back to work in the office under the 
status quo conditions prior to the pandemic 

3.60 1.02 

I prefer the working from home conditions under the 
new normal, using technology to connect with 
colleagues, instead of being in the office 8 h a day 

3.24 1.08 

I prefer a balance and flexible option between 
working from home and in the office 

4.13 0.93 

Note N = 554 
Likert scale: 5 = Strongly agree; 4 = Agree; 3 = Neutral; 2 = Disagree; 1 = Strongly disagree 

mean score for the preference of a balance and flexible option between working from 
home and in the office as revealed in Table 5 Part D. 

To measure company performance, indicators based on Wiklund and Shepherd 
[27] were utilized to compare the current business performance to the condition 
prior to the pandemic: net profits, value, cash flows, and sales. These indicators 
are generally considered to have validity and have been successfully used in other 
studies in the Vietnamese context [16, 17, 22]. Not all participants have access to
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Table 6 Performance and outlook 

Indicator N Mean Std. deviation 

A. Company performance1 

Your company’s net profits 506 3.11 0.97 

Growth of the company’s value 505 3.28 0.92 

Your company’s cash flow 503 3.08 0.96 

Your company’s sales 506 3.04 0.96 

B. Company outlook2 

What is your outlook on the prospect for 
growth of your company in the 
post-pandemic period? Would you say 
you are … 

554 3.76 0.80 

C. Individual performance expectation3 

In general, in terms of productivity 
during COVID-19 pandemic and now 
compared to the pre-pandemic period, 
my performance: 

554 2.26 0.75 

Notes (1) 5 = Much better; 1 = Much worse; (2) 5 = Optimistic; 1 = Pessimistic; (3) 4 = Signif-
icantly exceeds the expectations; 3 = Exceeds the expectations; 2 = Meets the expectations; 1 = 
Does not meet the expectations 

the company’s financial information, thus N is around 500. The Likert type 5-point 
scales were used, where 5 implies “much better” and 1 implies “much worse”. In 
general, the mean score is slightly above 3 on business performance as reported in 
Table 6 Part A, despite low economic activities during the lockdowns, indicating that 
the respondents have a relatively positive view of the company performance at the 
aggregate level. 

Surprisingly, in terms of company outlook reported in Part B, the respondents 
are relatively optimistic (mean score = 3.76) about the prospect for growth of the 
company in the post-pandemic period. However, the respondents reported a mean 
score slightly above 2 in Part C, suggesting that they only meet expectations in 
terms of individual performance during the pandemic and at the time of the survey 
compared to the pre-pandemic period. 

Principal components analysis (PCA) described in Nardo et al. [18] is employed 
to construct three indices, depicting: (1) working from home productivity index, (2) 
technology readiness index; and (3) company performance index. Varimax rotation 
with Kaiser normalization is utilized to uncover the latent dimension of a set of 
indicators. All items loaded over 0.70 using Cronbach’s alpha reliability test. 

The working from home productivity index is constructed from a set of five indi-
cators presented in Table 5 Part B. PCA indicated the computed measure is unidi-
mensional. Cronbach’s alpha indicated this measure had a satisfactory reliability 
of 0.80. The technology readiness index is constructed using PCA on a set of five 
indicators presented in Table 5 Part C. Cronbach’s alpha indicated technology readi-
ness index had a satisfactory reliability of 0.73 and the measure is unidimensional.
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Company performance index is measured by four indicators presented in Table 6 
Part A. PCA indicated the computed measure is also unidimensional. Missing values 
were replaced with the mean score. Cronbach’s alpha indicated this measure had a 
satisfactory reliability of 0.92. 

4 Analysis and Results 

This section analyzes how technology readiness and management practices create 
positive work from home outcomes for the workers and companies, and how the 
concept of telework be expanded to enhance organizational resilience in the post-
COVID-19 pandemic. In addition, we discuss how to prepare future workers for 
telework. The results for the multivariable regressions are reported in Tables 7 and 
8. 

Technology readiness index has a positive and statistically significant impact on 
working from home productivity as revealed in Table 7. Thus, accelerating digi-
talization and supporting the workforce are important success factors of working 
from home during and post-COVID-19 pandemic. Having adequate equipment and 
training to work effectively from home positively and significantly influenced the 
productivity of the workers. It is important to provide workers with adequate equip-
ment and offer continuous training to increase productivity as part of the companies’ 
digital transformation strategy. Anecdotal evidence from the mid-level managers 
and senior executives in the Vietnam EMBA program strongly support the empir-
ical results. One executive of a manufacturer noted, “In the early stage of COVID-19 
productivity was relatively low. However, after investment in technology, productivity 
and overall company performance soared.” 

In addition to technology readiness, cybersecurity readiness is another concern 
in remote work [14]. The respondents raised pressing issues of data privacy and 
cybersecurity, particularly individuals who work in the IT and financial industry. 
Information privacy and security of both individuals and organizations need further 
investigation in the post-pandemic working environment. A manager who works 
in the consulting industry expressed this concern as follows, “Company needs to 
ensure the availability of equipment and the quality of the internet access as well 
as necessary applications to ensure security, data privacy, and fraud protection.” 
This is also recommended by another executive in a payment processing center, 
“The company purchased the best cybersecurity solutions globally to access internal 
systems without losing information.” 

Other statistically significant indicators in the model that have a positive impact 
on working from home productivity are respondents who reported having a college 
education, working outside of the office 31–50% of work hours, having a youngest 
child 11+ years old, and spending more than 30 min commuting to work. These 
statistically significant results are confirmed by the executives as one commented, 
“Technology has made it possible for people to work from home, thus increases 
productivity by reducing the amount of time wasted on the road, mostly for business
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Table 7 Multivariable regression model of technology readiness and working from home produc-
tivity 

Indicator Model 1 

Constant −1.295*** 
(−4.151) 

Technology readiness index (TRI) 0.354*** 
(8.456) 

I have adequate equipment and training to effectively perform my work from home 0.179*** 
(4.617) 

In general, people prefer to work alone 0.206*** 
(5.957) 

Gender (Ref = Male) 

Female 0.070 
(0.913) 

Prefer not to say −0.121 
(−0.381) 

Age (Ref = 20–29) 
30–39 0.063 

(0.570) 

40–49 0.152 
(−1.071) 

50–59 0.098 
(0.415) 

Above 60 0.805 
(1.596) 

Education (Ref = Postgraduate) 
College 0.145* 

(1.729) 

Other education levels −0.074 
(−0.266) 

Work position (Ref = Executive) 
Manager 0.063 

(0.497) 

Supervisor 0.078 
(0.560) 

Staff 0.181 
(1.322) 

Work Nature (Ref = Other arrangements) 
Mostly office-based −0.151 

(−1.34) 

Flexible −0.058 
(−0.347)

(continued)
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Table 7 (continued)

Indicator Model 1

Work Outside of Office (Ref = Not at all)  
10–30% of my work hours −0.009 

(−0.106) 

31–50% of my work hours 0.249** 
(1.967) 

51–70% of my work hours 0.013 
(0.068) 

Over 70% of my work hours 0.028 
(0.135) 

Overtime (Ref = No overtime) 
Sometimes −0.309*** 

(−2.486) 

Frequently −0.321** 
(−2.334) 

Children (Ref = No children) 
Yes, youngest child under 11 −0.071 

(−0.629) 

Yes, youngest child 11 + 0.256* 
(1.670) 

Childcare (Ref = No childcare) 
Yes childcare 0.101 

(1.172) 

Commute Time (Ref = Less than 30 min) 
More than 30 min 0.164** 

(2.237) 

Observations 554 

Adjusted R-squared 0.340 

Notes Dependent variable: Working from home productivity; t-stats in parentheses; * significant at 
10%; ** significant at 5%; *** significant at 1% 

meetings.” Working overtime negatively influenced working from home produc-
tivity and the result is statistically significant. Thus, a senior manager of a securi-
ties brokerage recommended, “Continue focusing on employee assessment based on 
performance, allowing flexible working schedule instead of rigid work hours.”

Finally, it is important to recognize that telework is not applicable to everyone. 
People who prefer to work alone and capable of completing the tasks indepen-
dently can significantly increase productivity when working remotely. The statistical 
evidence in the model supports this assessment. Managers tend to agree with the 
statistical result as noted by an IT manager “Most of the managers prefer employees 
to work in office so they can easily supervise. [However], a new managing system 
must be developed. Training should be carried out periodically to help managers
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Table 8 Multivariable regression model of working from home productivity, company perfor-
mance, and individual performance expectations 

Indicator Model 2a Model 3b 

Constant −1.775*** 
(−5.689) 

0.981*** 
(3.594) 

Working from home productivity index 0.253*** 
(7.149) 

0.157*** 
(5.063) 

Outlook on the prospect for growth of your company in the 
post-pandemic period 

0.391*** 
(8.902) 

0.188*** 
(4.877) 

Sector (Ref = Public) 
Private −0.310*** 

(−3.832) 
0.071 
(0.994) 

FDI −0.035 
(−0.325) 

0.216** 
(2.296) 

Industry (Ref = Others) 
IT 0.300*** 

(2.725) 
0.233** 
(2.424) 

Real estate/construction −0.125 
(−0.887) 

0.088 
(0.713) 

Marketing/management/consulting −0.005 
(−0.037) 

0.345*** 
(2.729) 

Manufacturing 0.182 
(1.324) 

0.320*** 
(2.668) 

Finance/accounting/insurance 0.414*** 
(3.437) 

0.233** 
(2.207) 

Healthcare 0.033 
(0.188) 

−2.027 
(−0.176) 

Education 0.219 
(1.567) 

0.464*** 
(3.794) 

Number of Employees (Ref = Less than 50 employees) 
51–100 employees −0.179 

(−1.540) 
−0.129 
(−1.270) 

101–200 employees 0.141 
(1.080) 

−0.177 
(−1.550) 

200+ employees 0.382*** 
(3.013) 

0.038 
(0.343) 

500+ employees −0.013 
(−0.101) 

0.026 
(0.238) 

1000+ employees 0.108 
(1.034) 

0.133 
(1.464) 

Work Arrangement During Social Isolation (Ref = Other arrangement) 
I was given the choice to work from home 0.257 

(1.140) 
0.323* 
(1.634)

(continued)
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Table 8 (continued)

Indicator Model 2a Model 3b

I was required to work from home 0.255 
(1.124) 

0.369* 
(1.860) 

No change 0.555** 
(2.388) 

0.433** 
(2.128) 

Work Arrangement After Social Isolation (Ref = The company created a new work arrangement) 
The company went back to pre-pandemic arrangement −0.080 

(−0.927) 
−0.064 
(−0.841) 

The company kept the during-pandemic arrangement −0.093 
(−0.925) 

−0.157* 
(−1.175) 

Observations 554 554 

Adjusted R-squared 0.315 0.143 

Notes a Dependent variable: Company performance index; b Dependent variable: Individual Perfor-
mance Expectations; t-stats in parentheses; * significant at 10%; ** significant at 5%; *** significant 
at 1% 

be able to supervise employees remotely.” Furthermore, “Under the new normal, 
company leaders must change their mindset to create a working trend with flexibility, 
combining work from home and in the office to achieve both goals of productivity and 
create comfort for employees,” commented by a senior executive of a manufacturing 
company.

Table 8 reports the impacts of working from home productivity on company 
performance, and on individual performance expectations. The results indicate that 
the coefficient of working from home productivity has a positive and statistically 
significant impact on company performance, and on individual performance expec-
tations. Anecdotal evidence by a senior manager of a bank seems to support the empir-
ical evidence, “Allowing employees to work from home means giving them greater 
autonomy in their job and protect them from the pandemic; therefore, employees 
feel trusted and cared for by the management. This would motivate them to be 
more productive.” The statistical results and supporting evidence from the senior 
management are consistent with the McKinsey Report by Boland et al. [4]. 

The coefficient of private sector negatively and significantly affected the perfor-
mance of the company, indicating that privately-owned businesses were facing diffi-
culties during the pandemic. Respondents in the FDI sector reported a negative and 
statistically significant impact on individual performance expectations. The coeffi-
cients of the industries, including IT, and finance, accounting, insurance industry 
have a positive and statistically significant impact on company performance. With 
respect to individual performance expectations, respondents in the industries such as 
IT; marketing, management, consulting; and finance, accounting, insurance reported 
to have a positive and statistically significant sign. The results are supported by senior 
executives in the related industries, “The impact of a flexible work arrangement was 
very positive, and the productivity of individuals and organization were higher than 
prior to the pandemic.” This is because, “Employees were willing to handle more
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workload and maintained a higher quality of work since they had more control over 
the schedule and the environment,” noted by an IT executive. Consistent with the 
findings reported in Harvard Business Review by Birkinshaw et al. [2], which indicate 
that knowledge workers are more productive working from home. 

Other statistically significant indicators are: Mid-size companies with 200+ 
employees reported to have a positive and statistically significant impact on company 
performance. Work arrangements during the social isolation period whether by 
choice, required to work from home, or no change in work arrangement are posi-
tively affected individual performance expectations, but only the coefficient of no 
change in work arrangement has a positive and statistically significant impact on 
company performance. Interestingly, respondents who reported that the company 
kept the during-pandemic arrangement after the social isolation period revealed 
negative and statistically significant impact on individual performance expectations. 
Further investigation must be done to confirm these findings. 

Finally, the positive and significant sign on the coefficient of company outlook 
in the post-pandemic period suggests that the respondents are optimistic about the 
recovery of the economy. Vietnam gained international accolades for its successful 
campaign against COVID-19 in 2020. The country’s remarkable success in control-
ling the first two waves of the pandemic accounted for the government’s fast learning 
and a decisive lockdown in March and April during the first wave of the pandemic, 
and the partial lockdown during the second wave in July and August. As a result, the 
Vietnam’s economy achieved the second highest economic growth in the region at 
3% only after China in 2020. 

Within a resilience framework described in Coutu [8], the capacity of organi-
zations and individuals to embrace new technology, innovations, and resourceful 
practices is the key for future businesses and workers to take an active role, in 
contrast to a reactive role, when faced with challenges in the fast-changing social 
and environmental context. The COVID-19 pandemic has redefined the concept of 
remote work, transitioning from a work-from-home model surveyed in this chapter 
to a work-from-anywhere model, which provides the workers the opportunity to 
have more flexibility to choose where to live [7]. Their study reveals that workers 
experienced higher productivity after shifting from work-from-home to work-from-
anywhere mode, with no significant increase in rework. This increase in productivity 
is a result of geographic flexibility, which allows the workers to relocate to lower 
cost-of-living locations, thus a higher increase in real wages. 

In this context, workers in certain professions in Vietnam are recommended to have 
the flexibility of working from everywhere. This is well noted by an HR manager 
of a foreign-owned manufacturer, “Flexibility in working arrangement is gaining 
more weight on working professionals, and it is gradually becoming an appreciated 
benefit that organizations should consider offering in order to attract and retain their 
talents.” However, adoption of the new working arrangement must also consider, 
“Different employees with different nature of work will adopt telework at different 
level to be most productive,” noted by a senior analyst at an investment firm. This 
is further support by another senior manager, “For those whose job nature is more 
independent such as data analyst, designers, and those who prefer to work alone, the
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flexible work arrangement really creates a significant impact on the individual perfor-
mance, and thus impact positively on the overall business performance.” Regardless 
of the workplace model, telework is the future work in the new normal. In a recent 
study, 38% of companies stated that they will adopt a hybrid model with both remote 
and office-based work; 27% will reduce staff density in the workplace; only 8% will 
not change their workplace environment [21]. 

5 Conclusions 

In this chapter, we study how organizations can implement telework effectively 
to both enhance organizational resilience and improve workers’ productivity and 
welfare. To that end, we conducted a self-administered survey in Vietnam with five-
hundred and fifty-four employees across 52 companies based in Ho Chi Minh City 
and Ha Noi. The quantitative analysis is further supported by informal interviews 
with by mid-level managers and senior executives in the University of Hawaii— 
Shidler Vietnam EMBA program. We identify workers’ technology readiness as an 
important driver for the productivity telework in that technology readiness has a posi-
tive and statistically significant impact on working from home productivity. Further-
more, workers with adequate equipment and training are positively and significantly 
influenced working from home productivity. This increase in productivity leads to 
higher individual performance expectations and company performance. These find-
ings contribute crucial insights on the worker’s perspectives, filling an important 
gap in the literature on telework which has typically focused more on organizational 
strategies [24]. 

The mid-level managers and senior executives surveyed in this study have shared 
a consensus that businesses will face numerous unpredictable situations caused by 
the pandemic in the future, thus work-from-home, as one type of agile model, 
will provide companies with more flexible work arrangements to better prepare for 
such challenges in the new normal. By allowing periodical work-from- home also 
helps employees well prepared for future potential catastrophe events similar to the 
COVID-19 pandemic. The executives also emphasized that the pandemic has proved 
some weaknesses in the current model of telework and thus, it is also very important 
not to overlook the significance of this opportunity for developing and implementing 
new models. In addition, it is important to empower the leadership for managing 
teams in remote collaboration, and to facilitate the working environment in both 
virtual and reality. 

Given strong evidence presented in the statistical analysis supporting telework, 
senior management and executives participated in the survey recommend digital 
transformation strategy to cope with the new normal must consider the following 
tasks: (1) Technical capacity enhancement for remote workers to improve efficiency; 
(2) Categorize employees into different groups to prioritize telework arrangement; 
(3) Change the management mindset to lead in the new work environment; (4) Build 
a corporate culture for telework to enhance diversity, equity, and inclusion; and (5)
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Organize periodic virtual events such as team building, and open forum to support 
employees’ mental health and wellness. 

There are some limitations in this study. First, the survey was conducted in only 
two major cities, Ho Chi Minh City and Hanoi. Future study should also examine 
other big cities across Vietnam, including Hai Phong, Da Nang, and Can Tho. Second, 
only technology readiness was addressed in the study. Cybersecurity readiness should 
also be examined in future study. Third, the current fourth wave of the pandemic 
started in April 2021 with no sign of ending as the time of writing this chapter 
in September has posted many challenges to the economy and the workforce. The 
current nationwide lockdown is imposed with more severe restrictions and limited 
mobility. It would be interesting to draw a comparison between the Vietnam EMBA 
cohorts in Fall 2020 with the new cohorts in Fall 2021 on the perceptions of working 
from home, productivity, and performance. 
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Generation X’s Shopping Behavior 
in the Electronic Marketplace Through 
Mobile Applications During 
the COVID-19 Pandemic 

Bui Thanh Khoa 

Abstract Thanks to the prevalence of mobile applications (mobile apps), consumer 
behavior is shifting from conventional to online. Globally, mobile commerce has 
taken precedence over other forms of transaction due to the impact of the COVID-19 
pandemic except for Generation X (Gen X) customers. They have restricted access 
to modern technologies and are critically impacted by the COVID-19 pandemic. 
Hence, this chapter applied the Theory of Acceptance and Use of Technology model 
(UTAUT), and Task-technology fit models (TTF) to determine how the pandemic 
and Gen X characteristics affect buying behaviors in the electronic marketplace. The 
primary research method was the quantitative approach, in which data was collected 
from 467 respondents through a structured questionnaire. The findings indicate that 
Gen X consumers’ mobile commerce buying intentions are influenced favorably 
by mobile shopping (m-shopping) efficiency, effort expectancy, and the perceived 
severity of COVID-19. Generation X’s shopping behavior in the e-marketplace 
through mobile apps was also affected by the usability of mobile applications and 
their desire to purchase online. Additionally, the Gen X consumers’ expectation of 
effort was negatively impacted by the usability of mobile apps. 

1 Introduction 

Technology changes consumer behavior from traditional to online through mobile 
applications (apps). Mobile commerce (m-commerce) has become a prior transac-
tion form worldwide. Also, various elements may influence how people use and 
interact with technology, especially their ages, classifying customers into genera-
tional cohorts. Cohorts of people born simultaneously have similar views, goals, 
values, and behaviors. These differences create a generational identity that can influ-
ence how people use technology, interact with it, and behave [1]. There are significant 
differences in how different generations utilize technology; as a result, the genera-
tional cohort may influence how individuals use and interact with technology. In
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cohort-based categorization, people are often divided into younger members like the 
millennials (Gen Y) or who?—Generation Z (Gen Z) and older members like those 
in Baby Boomer and Generation X (Gen X) [2]. As “digital natives” and techno-
logically aware, Gen Y and Gen Z have been proven to be different from previous 
generations; hence, the bulk of study has focused on perceptions of technology of 
Gen Y and Gen Z. Research on the motives of previous cohorts, such as Gen X and 
Baby Boomer, to use and interact with technology is lacking. Gen X is the group of 
people born between 1965 and 1980 known for their scepticism, pragmatism, and 
a desire to avoid taking risks [3]. This generation was not exposed to the internet 
or digital technology from an early age and has recently become proficient users. 
As personal computers became more common in schools and the internet expanded, 
Gen X had little trouble integrating new technology into their everyday routines. 
Gen X, as opposed to Millennials or Gen Z, was not born into the digital age but has 
embraced many, if not all, of its new features of it as they have progressed through 
life; as a result, Gen X might be referred to as “digital immigrants,” because they 
were not born into a technologically advanced society but have instead learned to 
live with it [4]. 

As the primary method of preventing the pandemic, people have been advised 
to stay at home while social distance is applied across the globe. The elderly is 
unquestionably one of the most vulnerable populations throughout this unprece-
dented pandemic, putting them in danger of bodily and mental harm. Along with the 
chronic illnesses group, they are dealing with the most significant risk of mortality 
because of the most severe symptoms, with a mortality rate of 3.6% among those 
60–69 years old, rising to 18.6% for those over 80 [5]. 

In light of the continuing COVID-19 pandemic, mobile apps solutions are now 
more critical than ever to minimize the danger of cross-contamination from close 
contact. COVID-19’s proliferation has been slowed by various strategies using 
mobile technologies. Mobile devices, which may help with social isolation, are 
widely available, accepted, and easy to use. Due to the COVID-19 pandemic, addi-
tional evidence suggested the risk and perceived difficulty of utilizing Gen X apps on 
m-commerce [6]. Hence, Gen X customers have reexamined their purchasing patterns 
or have developed new ones entirely. As a result of stringent containment procedures 
and safeguards, customers have been forced to explore alternatives such as internet 
shopping, home delivery, and cashless payments. In the wake of the COVID-19 issue, 
Gen X customers have become more reliant on apps in m-commerce to communicate, 
get information, and cope with the COVID-19 pandemic. The perceived severity 
of COVID-19 is developing not only in health [7] but also in education [8], and 
economics [9]. Most Chinese individuals engage in health-protective behaviors such 
as remaining at home, severely limiting their social life due to the perceived severity 
of COVID-19 [10]. While individual health-protective activities have effectively 
prevented the spread of Coronavirus, they have also resulted in a major increase in 
psychological strain, resulting in varying degrees of mental stress [11]. If COVID-19 
spreads extensively across the population, nobody knows what will happen, espe-
cially among those who feel they are susceptible or believe the risks are substantial 
[12]. Evidence supports the hypothesis that social norms contradicting behavior
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might prevent the implementation of preventive measures. As a result, there are 
strong arguments for merging the Unified Theory of Acceptance and Use of Tech-
nology model (UTAUT) and the Task-technology fit model (TTF) and adding m-
commerce characteristics, mobile app characteristics, and COVID-19’s perceived 
severity to study Gen X’s buying behavior in the e-marketplace through applications 
in COVID-19. 

Based on UTAUT and TTF, this chapter explored the impact of COVID-19 and the 
Gen X characteristics on consumers’ shopping behavior in the electronic marketplace 
(e-marketplace) through mobile apps. The research results have theoretical and prac-
tical contributions as combining UTAUT and TTF to assess Gen X consumers’ shop-
ping behavior. In addition, the study also pointed out the influence of the perceived 
severity of COVID-19 on shopping intention in m-commerce. Finally, some manage-
rial implications were proposed for businesses in the e-marketplaces to enhance Gen 
X consumers’ shopping behavior. 

2 Literature Review 

2.1 Theoretical Background 

Venkatesh et al. [13] developed the UTAUT model to test technology acceptance and 
use a more unified approach. UTAUT asserts that behavioral intention is determined 
by effort expectancy, performance expectancy, and social influence and that these 
factors, together with facilitating conditions, impact how to utilize technology. It was 
discovered that UTAUT was the second most common theoretical lens for analyzing 
consumer acceptance of mobile payment, online shopping, and online education. TTF 
was first introduced in the mid-1990s by Goodhue and Thompson [14]. Individuals 
may accomplish specific activities or groups of tasks with the help of technology 
if task needs and technology features are aligned or fit, according to the model’s 
presumption that technology’s value/performance is generated by the alignment or 
fit. TTF has been extensively utilized to better understand how information systems 
are used and the outcomes of their usage in a variety of scenarios, including mobile 
browsers [15], online shopping [16], and social media use [17]. Although UTAUT 
is considered more efficient than previous models such as the Theory of Planned 
Behavior, Technology Acceptance Model, And Innovation Diffusion Theory, it still 
has limitations in explaining technology adoption behavior. For example, even if 
consumers find technology useful and simple to use, they will not utilize it in the 
present environment if it does not meet their wants or gadgets. As a result, the combi-
nation of TTF and UTAUT will well describe the technological adoption behavior. 
This combination has been emphasized through the studies related to the banking 
industry [18, 19], online learning [20], and health care [21]. 

Task specifies what must be done in response to stimuli, described as a stimulus 
complex. The instructions specify what subjects should do in response to stimuli
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and the overall objective. It is following Hackman’s “task as behavior description” 
that information system researchers have usually relied on the viewpoint of “task 
as behavior requirement” that sees a task in terms of which response should be 
emitted by the subject [22]. In commerce activities, shopping is the main task of the 
buyer. The customer always wants to purchase the best product and get a fair price 
in transactions. In m-commerce activities, shopping in apps is expected to benefit 
customers who decided to use apps during the COVID-19 pandemic. 

Furthermore, e-commerce has come a long way in the past decade and is sure to 
do so for the foreseeable future. Mobile devices have become the primary purchasing 
instruments as a result of the unique benefits offered by mobile internet technology, 
including ubiquity, convenience, localization, and customization; therefore, mobile 
devices have become the main facility to connect the buyer and seller in m-commerce. 
The perceived severity of COVID-19 is growing not just in the health business but 
also in the general public [7] but also in education [8] and economics [9]. Because 
of the perceived severity of COVID-19, most Chinese individuals engage in health-
protective behaviors such as remaining at home, severely limiting their social life, 
i.e., Chinese citizens’ social participation levels have decreased to less than 2 out 
of 5 [10]. While health-protective practices of individuals have successfully halted 
the spread of Coronavirus, they have also generated a dramatic surge in psycho-
logical strain, leading to various degrees of mental stress [11]. Anyone’s guess is 
what happens when COVID-19 spreads widely across the community, particularly 
among people who believe they are vulnerable or see the hazards as serious [12]. 
Evidence supports the theory that social norms that conflict with the behaviour can 
prevent the implementation of preventative measures. As a result, there are strong 
arguments for merging TTF and UTAUT and adding m-commerce characteristics, 
mobile app characteristics, and COVID-19’s perceived severity to study Gen X’s 
buying behavior in the e-marketplace through applications in COVID-19. Figure 1 
depicts the theoretical model used in this study. 

Fig. 1 Theoretical model
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2.2 Hypotheses Development 

According to previous research, attitudes regarding shopping malls may directly 
impact purchasing behavior at shopping malls; however, the link between these two 
constructs is weak. It is conceivable that an intention omits to blame. Several theo-
rists believe that purpose, rather than attitude, is the most closely related cognitive 
precursor to actual behavioral execution [23, 24]. “The degree to which a person 
has created conscious intentions to conduct or not execute some specified future 
activity” is defined as “intention” [25]. A few meta-analyses of empirical research 
have shown that behavior may accurately predict intentions [25, 26]. Many different 
forms of behavior have provided evidence for a link between intentions and subse-
quent behaviors/actions [27]. Their buy intention for online shopping measures the 
willingness of a customer to purchase in apps. As indicated by theories like the Theory 
of Planned Behavior, this research aims to learn how Gen X customers use mobile 
apps to buy products from the e-marketplace. In numerous m-commerce research, 
intention, first introduced by Ajzen and Fishbein [23], has been employed to predict 
online purchase behavior or an outcome variable in place of actual buy behavior [28]. 
According to Taylor and Todd [29], for persons with prior experience and familiarity 
with technology, User behavior is well predicted by behavioral intention. Hence, this 
study proposed the H1: 

H1: Shopping Intention has a positive impact on Generation X’s shopping 
behavior in the E-marketplace through mobile apps 

Shoppers may use their mobile devices to access the wireless internet through 
mobile shopping (m-shopping), a new sales channel that makes responsive websites 
available on mobile devices (e.g., location-based technology). M-shopping refers to 
customers making purchases while connected to the wireless internet on their mobile 
devices [30]. With their unique characteristics in shopping environments, mobile 
devices give customers more convenience than conventional online shopping done 
with desktop or laptop computers, despite privacy and security concerns. Modern 
customers are increasingly using their mobile devices to pay for things, according to 
recent research on the topic of “m-shopping” [31]. M-shopping has distinct benefits 
over traditional e-commerce, such as better convenience, localization, and imme-
diacy, only possible with mobile internet technology [32]. In m-shopping, customers 
must choose, order, and pay for things on their mobile devices; these activities can 
be challenging for Generation X; however, Gen X customers ought to use apps to 
make transactions in COVID-19. M-shopping activities are expected to finish the 
shopping in the COVID-19 pandemic. Hypothesis H2 was proposed: 

H2: M-shopping efficiency has a positive impact on Generation X’s shopping 
intention in the E-marketplace through mobile apps 

A user’s desire to do a task on a portable device is strongly influenced by percep-
tions of utility, security, and fun. The perceived ease of use for information system 
adoption in a workplace and an e-commerce setting has been studied before [33, 34]. 
The user design in mobile apps is improved day by day, especially for the elders
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[35]; consequently, it is easy for Gen X customers to interact with shopping activ-
ities. UTAUT pointed out that effort expectancy and performance expectancy will 
positively impact user intention [13]. Hence, hypothesis H3 was formed as: 

H3: Effort expectancy has a positive impact on Generation X’s shopping intention 
in the E-marketplace through mobile apps 

Customers’ attitudes, interests, and opinions are shaped by their perceptions of 
things, behaviors, and events. Decisions are influenced by how people perceive risk 
and safety [36]. The desire to direct activities as travel decreases as the severity of 
a disease or the associated health risks become more apparent [37]. The COVID-19 
pandemic is dangerous to older customers; hence, Gen Z customers intend to shop 
through mobile apps to ensure their safety. The apparent severity of the COVID-19 
epidemic predates internet purchase through an electronic marketplace or mobile 
applications [9]; hence, the hypothesis H4 was proposed: 

H4: Perceived severity of the COVID-19 pandemic has a positive impact on 
Generation X’s shopping intention in the E-marketplace through mobile apps 

Mobile apps are often the mobile counterparts of internet sites. Businesses often 
create and launch applications closely related to their online sites when they extend 
their operations to the mobile platform [38]. Despite this, cellphones and personal 
computers continue to have significant disparities. Information search habits on 
mobile phones vary from desktop computers [39] because mobile material is shown 
on smaller displays; people only read it when they have time. Ghose et al. [40] 
came to a similar conclusion because the lower display size of mobile devices raises 
search costs, making the first search result more attractive than the second on mobile 
devices than on desktops in the long term. Mobile phone users who value ubiquitous 
availability choose their phones over desktops [41]. These results highlight the differ-
ences between internet and mobile platforms. Inferring mobile behavior from online 
behavior research, on the other hand, may provide erroneous findings. Consequently, 
mobile apps characteristics were predicted to decrease Gen X’s shopping behaviour 
and effort expectancy in m-commerce as they purchase from e-marketplace apps. 
So, the hypotheses H5 and H6 were proposed: 

H5: Usability of mobile apps has a negative impact on Generation X’s shopping 
behavior in the E-marketplace through mobile apps 

H6: Usability of mobile apps has a negative impact on Generation X’s effort 
expectancy as shopping in the E-marketplace through mobile apps 

3 Research Method 

The speculative model was examined using a cross-sectional design in this research. 
To build our sample, we used a non-probabilistic sampling strategy (purposive 
sampling). The data was acquired in Vietnam for five months, from February to 
June 2021, for a mobile shopping app of Tiki, Lazada, Sendo, and Shopee, the four 
leading e-marketplaces in Vietnam. From a total of 500 replies, 467 legitimate and 
full consumer responses were obtained, and each one was given instructions on how
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Table 1 The respondent information 

Characteristics n % 

Gender Male 258 55.2 

Female 209 44.8 

Age group 41–50 201 43.0 

51–56 266 57.0 

Times of using m-shopping apps (in months) 1–2 114 24.4 

3–6 111 23.8 

6–12 134 28.7 

>12 108 23.1 

Screen size of the mobile device (inches) ≤5 248 53.1 

>5 219 46.9 

Occupation Lecturer 146 31.3 

Office worker 163 34.9 

Housewife 158 33.8 

to use the equipment before being asked to complete a brief questionnaire. Table 
1 summarizes the participants’ sociodemographic characteristics. Participants were 
asked to complete a questionnaire that contained assessments of the variables under 
research after being instructed on the goal of the study. 

This research used a survey questionnaire that examined 20 different items for six 
research constructs. The research carefully selected and verified all metrics using data 
from previous studies to meet the study’s objectives. All questions were scored from 
1 (“strongly disagree”) to 5 (“strongly agree”) on a five-pointed Likert scale. Some of 
the items were slightly reworded to better meet our research’s objectives. In addition, 
the survey asked respondents a series of demographic and app use questions. The 
detailed scale items and their corresponding sources include m-shopping efficiency 
(3 items, ME, [32]), Effort expectancy (4 items, EE, [13]), perceived severity of 
COVID-19 (3 items, PS, [42]), the usability of mobile apps (3 items, US, [43]), 
shopping intention (4 items, SI, [42]), Generation X’s shopping behavior (3 items, 
SB, [13]). 

The results were investigated using Anderson and Gerbing’s two-step structural 
equation modeling technique [44]. At first, the validity and reliability criteria were 
verified, and then the structural model was evaluated. The data in the study was 
analyzed using SPSS 21.0 and SmartPLS. The data was processed in two phases. 
In the first stage, the measurement model’s validity and reliability were evaluated. 
Second, the weight and size of the connections between variables were assessed by 
evaluating the structural model.
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4 Data Analysis 

4.1 Measurement Scale Assessment 

To begin, this research evaluates construct reliability using Cronbach’s Alpha (CA) 
and the composite reliability measure (CR), both of which had values more than 
0.7. The average variance collected was used to test for convergent validity (AVE). 
According to the findings, all of these components’ loads were significant and larger 
than 0.7, with an average extracted variance (AVE) value greater than 0.5. Further-
more, the outer loading (OL) of all products was greater than 0.708. In view of this 
conclusion, Fornell and Larcker [45] measurement models show adequate conver-
gent validity. The results in Table 2 allow us to establish the convergent validity and 
reliability of the scales used to measure the different components in the research 
model. 

The discriminant validity has to be checked using the Fornell and Larcker criteria, 
which stipulates that the square root of the AVE of each variable must be greater than 
the correlations between that variable and the other variables in the model. As shown 
in Table 3, the square root AVE of each construct is greater than its correlation with 
any other construct; hence, there is discriminant validity between all constructs in 
the study model. 

Table 2 Convergent validity and reliability 

CA CR AVE OL 

EE 0.877 0.915 0.73 [0.850–0.862] 

ME 0.883 0.928 0.811 [0.863–0.937] 

PS 0.917 0.948 0.858 [0.918–0.939] 

SB 0.81 0.888 0.727 [0.746–0.925] 

SI 0.912 0.938 0.791 [0.868–0.931] 

US 0.808 0.887 0.724 [0.805–0.885] 

Table 3 Fornell and Larcker criterion 

EE ME PS SB SI US 

EE 0.855 

ME 0.368 0.901 

PS 0.486 0.419 0.926 

SB 0.607 0.529 0.575 0.852 

SI 0.423 0.404 0.439 0.736 0.889 

US −0.452 −0.54 −0.556 −0.672 −0.544 0.851
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4.2 Structural Model Assessment 

The structural model evaluation procedure was followed in this work, which included 
collinearity assessment, structural model path coefficients, coefficient of determina-
tion (R2 value), effect size (f2 value), blindfolding, and predictive relevance (Q2 

value) [46]. 
A standard tool for assessing the degree of collinearity among formative indicators 

is the variance inflation factor (VIF). If the VIF score is more than 5, there are severe 
difficulties with indicator collinearity among the assessed components. Even with 
VIF levels as low as 3, collinearity problems might emerge. The VIF values should 
ideally be less than or equal to 3. In Table 3, all maximum VIF is 1.434, which is 
less than 3; hence, there is no collinearity issue in this research. 

Next, this study assesses the endogenous construct’s R2 value if collinearity is 
not a concern. A model’s explanatory power may be measured by looking at the R2, 
which calculates the variance explained by each endogenous component. Acceptable 
R2 levels depend on context, and an R2 value of 0.20 is regarded as satisfactory in 
certain areas as a stock return or behavior [47]. Usability of mobile apps explained 
20.4% of the change of effort expectancy (R2 

EE = 0.204); m-shopping efficiency, 
effort expectancy, and perceived severity of COVID-19 impact 28.9% of the change 
of m-shopping intention (R2 

SI = 0.289); finally, the usability of mobile apps and 
m-shopping intention create 64.6% change in Generation X’s shopping behavior in 
the E-marketplace through mobile apps (R2 

SB = 0.646). 
The Q2 value may be used to evaluate the predicting accuracy of the partial least 

squares path model. The Q2 score for an endogenous construct is more significant 
than zero; it indicates that the structural model for that construct is accurate (Q2 

E E  = 
0.144; Q2 

SB = 0.46; Q2 
SI  = 0.222). 

When a predictive construct is removed, researchers may see how the R2 value of 
the endogenous construct changes. This measure is redundant with the f2 effect size 
in route coefficients. The relevance of the predictor construct in explaining the depen-
dent construct in a structural model is often equivalent in rank order to comparing 
path coefficients and effect sizes in f2 models, which are more precise measurements 
of effect size. Values larger than 0.02, 0.15, and 0.35, respectively, imply minor, 
medium, and large f2 effect sizes. Based on Table 4, m-shopping efficiency, effort 
expectancy, and perceived severity of COVID-19 pandemic has a negligible effect on 
m-shopping intention ( f 2 E E→SI  = 0.053; f 2 M E→SI  = f 2 E E→SI  = 0.054); usability 
of mobile apps has a medium effect on the effort expectancy and shopping behavior 
( f 2 U S→E E  = 0.256; f 2 U S→SB = 0.296); m-shopping intention has a significant effect 
size on Generation X’s shopping behavior in the E-marketplace ( f 2 SI→SB = 0.551). 

The Smart PLS 3.2.7 software was used with 5000 subsamples of the original 
sample size for a Bootstrapping study using partial least squares structural equation 
modeling to verify the assumptions (PLS-SEM). Table 5 showed that all hypotheses 
had a 99% confidence level (t-value >2.58).



126 B. T. Khoa

Table 4 VIF, R2, f2, Q2 

VIF R2 f2 Q2 

EE SB SI EE SB SI 

EE 1.368 0.204 0.053 0.144 

ME 1.268 0.054 

PS 1.434 0.054 

SB 0.646 0.46 

SI 1.42 0.289 0.551 0.222 

US 1.000 1.42 0.256 0.296 

Table 5 PLS-SEM result 

Relationship Beta Standard deviation t-value Hypothesis Result 

SI → SB 0.526 0.046 11.367 H1 Supported 

ME → SI 0.222 0.053 4.203 H2 Supported 

EE → SI 0.227 0.062 3.642 H3 Supported 

PS → SI 0.236 0.059 4.015 H4 Supported 

US → SB −0.386 0.053 7.282 H5 Supported 

US → EE −0.452 0.069 6.533 H6 Supported 

5 Discussion 

Based on the UTAUT, this research result reaffirmed the relationship between effort 
expectancy, m-shopping intention, and shopping behavior [13]. To begin, effort antic-
ipation has a favorable influence on Gen X consumers’ m-shopping intention (Beta 
= 0.227, t-value = 3.642, p-value = 0.000); hence, hypothesis H3 was accepted 
with 99% confidence. Furthermore, m-shopping intention influenced Generation 
X’s purchasing behavior in the E-marketplace through mobile applications (Beta 
= 0.526, t-value = 11.367, p-value = 0.000); as a result, hypothesis H1 was vali-
dated in 99% of cases. In the COVID-19 pandemic, Gen X consumers’ choices for 
using a portable device are inextricably tied to their perceptions of its utility, security, 
and even entertainment aspects; hence, perceived ease of use for the office and online 
shopping is critical [33, 34]. The less they effort to learn or use the shopping apps, 
the more customers want to use them for their shopping activities on mobile. Mobile 
app user interfaces and functions are becoming better, particularly for the elderly in 
Gen X, who has a simple time interacting with the online retail environment [35]. A 
relationship between intentions and subsequent behaviors has been found in a wide 
range of behaviour [25, 48]. Gen X customers’ desire to make purchases via mobile 
applications is gauged by their buy intention when shopping online, particularly in 
the COVID-19 pandemic. Gen X shoppers are using mobile applications to acquire 
things from the e-marketplace, as well as intention was used as a predictor of online
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purchase behavior or as an outcome variable instead of actual purchase behavior in 
various m-commerce studies [28, 49]. 

The result pointed out similarities and differences under the integration of TTF 
in UTAUT. Firstly, M-shopping efficiency influences m-shopping intention posi-
tively (Beta = 0.222, t-value = 4.203, p-value = 0.000); therefore, hypothesis H2 
was supported with the 99% of confidence level. M-shopping efficiency can be the 
performance expectancy in UTAUT [13], which positively impacts the technology 
adoption intention. In the COVID-19 pandemic, m-shopping helps Gen X customers 
shop easily and make them safer at home. These benefits have a large impact on 
the shopping intention of Gen X [50]. For Gen X customers, the mobile apps bring 
difficulties in usability, which are mentioned as four aspects: navigation, communica-
tion, visual recognition, or screen reading. The mobile apps screen is small for Gen X 
customers to read the product information or touch to shop the product; furthermore, 
some Gen X users are not familiar with the navigation in the smartphone. Hence, 
the mobile apps in the e-marketplace do not receive high agreement about usability, 
which negatively impacts Generation X’s shopping behavior in the E-marketplace 
through mobile apps (Beta = −0.386, t-value = 7.282, p-value = 0.000). Moreover, 
the negative usability can create many disadvantages for Gen X customers, so the 
customers in this generation must invest more effort to learn or use the apps. The 
empirical result in this study supported the H6 as the usability of mobile apps nega-
tively impacts Generation X’s effort expectancy as shopping in the E-marketplace 
through mobile apps (Beta = −0.452, t-value = 6.533, p-value = 0.000). 

Lastly, the perceived severity of COVID-19 has a positive factor in improving 
the m-commerce intention (Beta = 0.236, t-value = 4.015, p-value = 0.000); hence 
hypothesis H4 was supported by the empirical result. The perceived severity of 
COVID-19 is the part of threat appraisal, which is popular with Gen X customers. 
Consumers were more likely to take the copying activity to escape the dangerous 
scenario when it was severe. Therefore, the perceived severity of COVID-19 strength-
ened the capacity to regulate one’s actions [9]. Consumers’ conviction in their ability 
to manage their conduct grew due to the threat motive to avoid COVID-19 [51]. 
Because of this, Gen X customers would believe they have more influence over their 
buying behavior if they experience high risks from COVID-19, such as shopping in 
the e-marketplace the mobile apps [10]. 

6 Conclusion 

Smartphones, which are becoming more common, provide a third option for shop-
ping and the traditional offline and internet options. A conceptual model was estab-
lished that considers both the advantages and disadvantages of mobile shopping [52]. 
Mobile shopping’s perceived value rises due to their model’s time-related advantages 
in efficiency, leading to increased buy intent. Gen X’s behavioral intention to utilize 
mobile applications was influenced by the four indicators studied in this research. 
Research results pointed out that the shopping intention of Gen X customers in
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mobile commerce is positively affected by shopping efficiency, effort expectancy, 
and perceived severity of COVID-19. 

Moreover, the customer’s m-shopping behavior on e-marketplace through m-apps 
was influenced by the usability of mobile apps and the intention to shop online. 
In addition, the usability of mobile apps was negative antecedence of the Gen X 
consumers’ effort expectancy. The study’s results have theoretical and practical impli-
cations for the acceptability and development of mobile applications for individuals 
with vision impairments. 

In theoretical contribution, this study combined the UTAUT and TTF model in 
generation X’s shopping behavior in the E-marketplace through mobile apps. The 
root of the theoretical model is UTAUT; however, some constructs related to mobile 
apps, m-shopping, and the COVID-19 pandemic were added to achieve the research 
objective. M-shopping efficiency and usability of mobile apps as task characteristics 
and technical characteristics in TTF; and as performance expectancy and facilitating 
conditions in UTAUT. Moreover, this result discovered the negative relationship 
between the usability of mobile apps and (1) effort expectancy and (2) shopping 
behavior in the E-marketplace through mobile apps. 

Some managerial implications were proposed for managers who manage the e-
marketplace. Regarding effort expectancy and usability of mobile apps, businesses 
might enhance mobile technology’s usability and, in particular, its learnability. 
Animated training is helpful for Gen X customers who are unfamiliar with touch-
screens—because of this, completing the recommended activities will take longer if 
users are not provided with training sessions on how to utilize the apps. The apps 
should provide less information on a screen and be easier for new users. Simplified 
apps do not rely on scrolling or swiping for navigational purposes. Many publica-
tions advocate improving usability by making texts more intelligible and increasing 
font sizes for Gen X customers. In both cases, the text of the apps is a common 
thread. Applications should utilize terminology that matches that of intended Gen 
X consumers. E-marketplace businesses should update the information on news, 
benefits of m-shopping, or coordinate with other businesses to generate promotion 
campaigns, emphasizing the role and benefit of m-shopping. 

Our interpretation was hampered by the study’s limitations, which sparked new 
ideas for future research. Firstly, the findings may not be generalizable to other situ-
ations where the circumstances of mobile app users are different because of the 
online survey and non-probability sample. To find out whether the links between 
the UTAUT model’s variables are constant across various user groups with diverse 
cultural traits, it would be beneficial to compare them in the same context. Another 
area that requires investigation is why mobile app performance expectancy is essen-
tial. The other three predictors (m-shopping efficiency, effort expectancy, perceived 
severity of COVID-19) are not as effective at predicting behavioral intention to adopt 
and use mobile apps in Gen X customers. Further study is needed to determine why 
some modifiers (such as gender or years of experience) do not affect the link between 
predictors and behavioral intention.
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Factors Influencing the Intention to Use 
Food Delivery Application (FDA): The 
Case Study of GoFood During COVID 19 
Pandemic in Vietnam 

Cuong Nguyen, Nhan Ha, and Nhan Nguyen 

Abstract The study investigates the factors influencing customers’ intention to use 
the GoFood application in Vietnam. The research model adopts the components of 
The Technology Acceptance Model (TAM) and Theory of Planned Behaviour (TPB). 
The sample size includes 295 respondents who are frequent customers of the GoFood 
application. The results show that 5 factors positively impact the intention to use the 
GoFood application: Subjective Norms (SN), Perceived Usefulness (PU), Perceived 
Ease of Use (PEU), Service Performance (SP) and Perceived Price Fairness (PPF). 
Subjective Norms (SN) are the most significant factor affecting the intention to use the 
GoFood application among Vietnamese consumers. The findings also provide some 
managerial implications for GoFood and other food delivery applications (FDAs) to 
serve customers efficiently in Vietnam. 

Keywords Intention to use · GoFood · Food delivery applications · FDAs ·
Vietnam 

1 Introduction 

Online food delivery has been booming in Ho Chi Minh city and other urban areas 
in Vietnam. According to the Consumer Foodservice in Vietnam report, Vietnam’s 
online food delivery market was forecasted to reach more than 38 million USD by 
2020. However, there are many competitors in the online food delivery market. Some 
well-known applications are Now (Foody), Gojek and Grab Food in Ho Chi Minh
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city. As a new entrant, GoFood was a new branch of Go Viet, and it was launched 
in Vietnam in November 2018 and Hanoi in March 2019. GoFood was developed 
by Gojek, which is the first Indonesian unicorn company. For consumers, GoFood 
can satisfy a variety of needs from consumers in terms of ordering food online. For 
Gojek’s marketing strategy, GoFood can increase revenue with the number of orders 
that enter via GoFood [16]. GoFood has quickly gained a dominant position in the 
food delivery market. GoFood has many competitive advantages in operating online 
food delivery, and it has been recognised as one of the most popular apps among food 
delivery applications (FDAs) among customers in Vietnam. Alalwan [2] suggested 
that innovation channels have been applied to reach customers through mobile food 
ordering applications mobile and provide high-quality services to customers. Func-
tionally, food delivery applications are used to order food from food-aggregator 
platforms [19]. Besides, Ray et al. [34] confirm that FDAs is an emerging online-
to-offline mobile technology to help enterprises engage customers more efficiently. 
Sharma et al. [35] suggest that the FDA has become a popular source to order food 
during social distancing. Remarkably, as the Vietnamese government decided to 
implement social distancing in 2021, people are encouraged to stay at home, which 
promotes people’s frequency to shop online, particularly in the big cities with a 
high population density. Vietnamese consumers began using FDAs to buy foods and 
other necessary goods online [28–30]. Furthermore, Nguyen et al. [28–30] showed  
that nearly 80% of the respondents in Hanoi decided to go shopping online more 
frequently than before the outbreak of COVID-19. The increasing use of FDAs neces-
sitates the complexities of consumer behaviour toward them, particularly during a 
health crisis. As a result, this study aims to assess the factors that impact the intention 
to use GoFood among Vietnamese consumers during COVID-19 Pandemic. 

2 Literature Review and Conceptual Framework 

Tirtiroglu and Elbeck [38] defined the willingness of the customer to use the product 
or service as the intention to use that particular product or service. The sale of products 
or services can be predicted based on the intention to purchase those products or 
services. Ting et al. [37] insist that consumer behaviour reflects the decisions making 
of consumers over a while to acquire, consume, and dispose of goods. Consumer 
behaviour is described as individuals’ reactions in the decision-making process to 
buy goods and services. The insight into consumer behaviour will help businesses 
make appropriate products, marketing, and sales strategies. According to Kotler 
et al., consumer behaviour is related to the consumption and disposal of goods and 
services, including before and after these actions. Moreover, customer behaviour 
studies investigate the factors influencing consumers’ needs, preferences and habits.
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Fig. 1 TAM model [11] 

2.1 Technology Acceptance Model and Theory of Planned 
Behavior 

Davis [11] developed Technology Acceptance Model (TAM) to investigate the indi-
viduals’ acceptance of new information technology (IT). His findings confirm that 
perceived usefulness and ease of use are essential constructs of personal acceptance 
(Fig. 1). 

Developed from the Theory of Rational Action (TRA), the Technology Accep-
tance Model (TAM) was assumed that behaviour could be predicted or explained 
and preferred by behavioural tendencies to perform that behavior [1]. Behavioural 
propensity is a function that has got three factors. Firstly, depending on the outcome 
of performance evaluations, attitudes are conceptualized. The second component is 
social norms which refer to the perceived social pressure to perform or not to perform 
the behaviour. Finally, the perceived behavioural control factor was added to the 
TRA model to complete the Theory of Planned Behaviour (TPB). The perceived 
behavioural control describes the likelihood of performing a particular behaviour 
based on the availability of resources to perform that behaviour. Ajzen and Fishbein 
[1] confirms that behavioural control factors directly correlate with the tendency to 
perform the behaviour. As the perception of the degree of control is assured, perceived 
behavioural control also predicts the actual behavior (Fig. 2). 

2.2 Hypothesis Development 

Perceived Usefulness 
Perceived Usefulness (PU) is derived from the TAM model. PU is widely applied to 
assess the intention of customers to use new services. Devis [11] defines PU as the 
extent to which a person believes that the intention to use a system will enhance his 
or her job performance. Unlike traditional services, online services are a significant 
motivator for consumers [17] because of their distinctive usefulness and new tech-
nology. Burke [5] confirmed that convenience was the most commonly cited factor 
for consumers’ engagement in online services in the US. Online shoppers appreciate
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Fig. 2 TPB model [1] 

the ability to access virtual stores at any convenient time, and they can perform other 
activities such as exercising, cooking, and taking care of the children during shop-
ping transactions [5]. They can be used without transportation and avoid crowded 
parking lots or lousy weather. Online services eliminate driving and checkout time, 
and shoppers can access stores far away. Therefore, when consumers perceive the 
usefulness of new technological services, their intention to use them is more signif-
icant and vice versa. GoFood is a helpful FDA because it provides a service to the 
consumer, but not expected if the consumer’s delivery is not met. Users can continue 
to use GoFood’s services if they find them useful, regardless of not being satisfied 
with their previous intention to use them [4]. Lee et al. [23] argue that perceived 
usefulness affects attitude toward mobile apps in food delivery service. Choi [6] also  
confirms that perceived usefulness positive affects the intention to reuse food delivery 
applications. Besides, Dang et al. [20] insist that the most crucial factor influencing 
food purchases through the Internet among Vietnamese consumers is convenience. 
Thus, the first hypothesis is proposed: 

H1: Perceived Usefulness positively affects the customers’ intention to use 
GoFood apps. 

Perceived Ease of Use 
Perceived Ease of Use (PEU) refers to how an individual believes that the inten-
tion to use a specific system will be simple [11]. Hence, it dramatically affects 
consumers’ intention to use a new technology service. When a computer user believes 
in performing a job on the Internet, it quickly depends on various computer inter-
face designs, training programs, expression languages, and software installed on the 
computer. Potential users are more likely to accept and use innovative technology 
systems that are perceived as being less complicated [11]. Lee et al. [11, 23] confirm 
that perceived usefulness and ease of use relate to the attitudes toward mobile apps. 
Ray et al. [34] states that ease of use and listing were the significant antecedents 
of intentions to use the FDA. Choi [6] confirm that ease of use positive affects the 
intention to reuse food delivery application. Ease of use is regarded as a critical 
factor that directly impacts consumers’ adoption to use new technologies. In the case



Factors Influencing the Intention to Use Food Delivery … 137

of GoFood, the company’s goal is to cater to a wide range of customers. It creates 
an application with clear, easy-to-find interfaces, relevant content, useful functions, 
notifications, clear commands, and easy-to-understand commands at various income 
and level levels. Nguyen et al. [28–30] confirm that perceived ease of use for online 
food delivery positively impacts consumers’ decision to use the service. Hence, the 
second hypothesis of this study is stated as follows: 

H2: Perceived Ease of Use positively affects the customers’ intention to use 
GoFood apps. 

Subjective Norms 
Smith and Carsky [36] state that the source of reference information that influ-
ences consumer intention can be classified into experienced consumers, followed by 
expert judgments about the product and decision purchase of consumer goods such 
as the company’s support and consulting staff. Reference groups can help enhance 
consumers’ intentions in choosing products and brands [9]. Subjective norms can 
also be described as the individual’s perception of social pressures to perform or not 
perform a behaviour [1]. The subjective norm and behavioural decision are posi-
tively associated in both TRA and TPB models. Consumers are more willing to 
take advice from reference sources and adhere to a stronger subjective norm of the 
behaviour when they perceive a higher social expectation for a particular behaviour. 
The subjective norm is the most critical factor influencing the intention to engage 
in a particular behaviour [24, 26, 27]. Troise et al. [40] demonstrated that subjective 
norms significantly affect behavioural intentions. Belanche et al. [3] confirm that 
subjective norms positively affect the intention to use food delivery apps. Tran [39] 
confirmed that the subject norms positively affect the intention to use mobile apps 
to order foods online among Vietnamese consumers. The third hypothesis is stated 
as follows: 

H3: Subjective Norms positively affect the customers’ intention to use GoFood 
apps. 

Perceived Price Fairness 
Zeithaml [44] argues that its price concerning its quality determines the perceived 
value of a product or service. As the benefits of using technology outweigh the 
costs and positively influence the intention to use it, the price is considered positive. 
The manufacturer communicates the quality of the product or service to customers 
through the price. Manufacturers must optimize production and selling costs to lower 
prices, and prices must be reviewed and adjusted regularly. A product or service’s 
price may also be quoted based on the average industry price for a comparable use 
and quality [24]. The price of the product or service is not required to be fixed 
but can be flexible according to consumer demand for the product provided by the 
business. Price fairness significantly impacts the intention to use the service [35]. 
For Vietnamese consumers, price impacts the purchasing behaviour of organic foods 
[26, 27]. According to Natarajan et al. [25], highly innovative users who intend to 
use mobile shopping applications are less price sensitive. Customers’ willingness 
to use a service is influenced by their perception of price fairness [2, 31]. Dang
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et al. [20] confirm that price is one of the factors influencing food purchases through 
the Internet among Vietnamese consumers. Thus, the fourth hypothesis is stated as 
follows: 

H4: Perceived Price Fairness positively affects the customers’ intention to use 
GoFood apps. 

Service Performance 
Service performance is an essential factor contributing to the success of the busi-
ness. However, many businesses are still struggling to improve their services and 
retain their customers. Negative experiences from service performance can impact 
customers for a long time. The majority of customers who will use the product or 
service always expect to fully meet their needs in many aspects of their daily life. 
Ray et al. [34] supports that customers experience the significant antecedents of 
intentions to use FDA. Alalwan [2] supports performance expectancy’s role in using 
the FDA. Zhao and Bacao [46] also confirm that users’ intention to continue using 
FDA is positively influenced by performance expectancy. Tran [39] confirms that 
food delivery hygiene positively influences mobile food delivery applications during 
the COVID 19 pandemic in the Vietnamese context. As a result, the final hypothesis 
in this study is as follows: 

H5: Service Performance positively affects the customers’ intention to use GoFood 
apps. 

2.3 The Proposed Research Model 

The proposed research model consists of five independent variables: perceived 
usefulness, Perceived ease of use, Subjective norm, perceived price fairness, and 
Service performance. The dependent variable is the intention to use the GoFood 
application (Fig. 3). 

Fig. 3 Conceptual framework
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3 Research Method 

This study employs a quantitative research method called Exploratory Factor Anal-
ysis (EFA). The questionnaires were distributed via Google Form, and data were 
processed by SPSS 20.0 software. The data collection method is convenience 
sampling. The 5-point Likert scale measures the constructs. All items were measured 
by a 5-point Likert scale ranging from (1) strongly disagree to (5) strongly agree. Hair 
[14] suggests that the sample size for the EFA method is at least 5 times greater than 
the total number of observed variables. With 26 observed variables in the proposed 
research model, the required minimum sample size is 26 multiplied by 5 equals 
130 observations. The formula to determine the minimum sample size for multivari-
able regression analysis is n = 50 + 8*m [13]. Three hundred questionnaires were 
distributed in this study, but 295 valid responses were obtained. Cronbach’s Alpha 
coefficient is used for the reliability testing of data collected. Multivariable linear 
regression analysis is used to assess the impact of each component on the intention 
to use GoFood apps among Vietnamese customers. 

4 Results 

4.1 Reliability Test 

The Cronbach’s alpha of all variables is more than 0.8, which means this study has 
high reliability [8] (Table 1). 

The observed variables’ factor loading coefficients all meet the conditions for 
factor analysis, which is that a factor loading coefficient of 0.55 ensures significance, 
so no variable is excluded. Furthermore, the KMO coefficient = 0.898 demonstrates 
that factor analysis is appropriate and trustworthy [15]. The significant coefficient of 
Bartlett’s Test with sig.= 0.000 demonstrates that the results of factor analysis ensure 
statistical significance. The extracted total variance is 71.915 (>50%), indicating that 
the extracted factors explain 71.915% of the variation in the observed data, which is a

Table 1 Reliability test Variables Number of items Cronbach’s Alpha 

Perceived ease of use 5 0.868 

Perceived usefulness 4 0.843 

Subjective norms 5 0.894 

Perceived price fairness 3 0.805 

Service performance 3 0.887 

Intention to use GoFood 
apps 

4 0.930
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Table 2 Factor loading analysis 

Items Factors loading 

1 2 3 4 5 

SN4 0.800 

SN2 0.798 

SN5 0.771 

SN3 0.768 

SN1 0.737 

PEU 1 0.802 

PEU 2 0.795 

PEU 4 0.755 

PEU 5 0.695 

PEU 3 0.617 

PU 1 0.781 

PU 4 0.774 

PU 3 0.737 

PU 2 0.717 

SP3 0.810 

SP1 0.807 

SP2 0.781 

PPF1 0.853 

PPF4 0.831 

PPF2 0.799 

Total variance explained (%) 40.711 50.947 59.927 66.596 71.915 

Eigenvalues 8.142 2.047 1.796 1.334 1.064 

KMO 0.898 

Sig coefficient of Bartlett’s test (Sig.) 0.000 

fairly significant level. Thus, following exploratory factor analysis EFA, the observed 
variables retained were 20 (Table 2).

4.2 Correlation Analysis and Linear Regression 

The received adjusted R2 value is 0.599, representing the significance of seven inde-
pendent variables explaining 59.9% of the change in the dependent variable. The 
remaining 40.1% is due to the effects of other variables not proposed in the model 
and the effects of random error. All variables have a linear correlation with the
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Table 3 Summary of correlation analysis and linear regression 

t β Sig VIF Pearson 

Constant 0.007 0.995 

Perceived usefulness (PU) 5.106 0.245 0.000 1.685 0.622 

Subjective norms (SN) 5.685 0.278 0.000 1.748 0.640 

Service performance (SP) 3.570 0.177 0.000 1.811 0.589 

Perceived price fairness (PPF) 3.229 0.127 0.001 1.134 0.365 

Perceived ease of use (PEU) 3.975 0.203 0.000 1.917 0.615 

(ANOVA) sig = 0.000 
Adjusted R2 = 0.599 
Note **p < 0.01 

dependent variable. The VIF values <2 satisfy the condition that there is no multi-
collinearity phenomenon [15]. Variance ANOVA analysis showed that the F-value 
has a significance level of Sig. = 0.000 (<0.05). Hence, the regression model fits the 
collected data. All observed variables are statistically significant at a 5% significance 
level [14]. The following equation illustrates the relationship between independent 
variables and the dependent variable (Table 3): 

YD = 0.203 ∗ PEU + 0.245 ∗ PU + 0.278 ∗ SN + 0.177 ∗ SP + 0.127 ∗ PPF. 

5 Conclusion 

All of the hypotheses are confirmed by the findings. The results show that 5 factors 
positively impact the intention to use the GoFood application: Subjective Norms 
(SN), Perceived Usefulness (PU), Perceived Ease of Use (PEU), Service Performance 
(SP) and Perceived Price Fairness (PPF). Among these factors, the Subjective norm 
is the most decisive factor that affects the intention to use GoFood apps. Previous 
research has also found that subjective norms significantly impact the intention to 
use FDAs such as GoFood apps [3, 7, 18, 40]. In general, the COVID-19 Pandemic 
created a vast market space for food delivery service providers, and Vietnamese 
customers formed the habit to order foods online [39]. As a result, FDA has enormous 
potential in Vietnam even after the COVID-19 is over and consumers can resume 
their daily lives under the new normal. Many previous studies have found a link 
between perceived usefulness and intent to use FDAs [6, 7, 18, 23]. As an FDA, 
perceived ease of use influences the intention to use GoFood apps. This outcome is 
consistent with previous arguments [6, 12, 23, 43]. In Vietnam, the ease of payment 
for online shopping is the top priority to satisfy customers. The benefits of cashless 
payment have been demonstrated in cost savings and increased convenience for
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customers and businesses. Meanwhile, most Vietnamese consumers still prefer cash-
on-delivery payments rather than online payment methods [28–30]. Furthermore, 
FDA developers must pay attention to service performance because it has been shown 
to impact the intention to use GoFood apps positively [46] . The findings align with 
previous studies [2, 32, 34, 46]. As a result, Perceived Price Fairness is the least 
important factor affecting the intention to use GoFood apps. According to Istanti 
et al. [16], price and promotion positively impact GoFood consumer satisfaction 
in Indonesia. As a result, GoFood should consider these factors when developing 
a marketing strategy for Vietnam. Moreover, numerous previous studies show that 
consumers value perceived price fairness when deciding whether or not to use FDAs 
such as GoFood apps [2, 25]. The findings contribute to the literature review on the 
intention to use food delivery apps in general and the GoFood app. Because this study 
used a convenient sampling method in Vietnam, it may not be highly representative 
of other Asian countries. To improve the generalizability, further studies should 
increase the scope of data collection, apply the probability sample method, and 
include factors influencing behavioural intentions such as attitude toward GoFood 
apps and perceived risk of using GoFood apps. 
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Digitization of Education in Vietnam 
in the Crisis of COVID-19 Pandemic 

Tra My Nguyen 

Abstract In dealing with the global pandemic, many sectors have extensive crisis 
management research to lean on but education has been virtually overlooked. With 
the recent global pandemic, the role of Internet of Things has been greater than ever 
before as most of economic activities have moved to online platforms. Education 
sector is one of the most heavily impacted where the immediate effect of lockdowns 
has been closure of schools, universities, colleges. Lockdowns sprung on everyone 
and everything, not just mode of studies, but also wellbeing, course effectiveness, 
student tuition, teacher’s income. Despite the ever-presiding change resistance in 
academia, digitization of education took place almost instantaneously. The COVID-
19 pandemic acted as an accelerator for education digital transformation utilizing 
a wide variety of digital solutions to facilitate classroom teaching and learning. 
Through a survey of 913 Vietnamese students, this study seeks to explore the digi-
tization of education in Vietnam and its implications on Vietnamese students. The 
author expects to explore the students’ readiness for digital transformation and their 
utilization of IoT in higher education through a quantitative regression analysis. 
Results show that students’ readiness for digital transformation is positively corre-
lated with all four independent factors and in the following respective order of impor-
tance: COVID-19, self-study ability, perceived ease of use, perceived usefulness and 
attitude. 

Keywords COVID-19 pandemic · Higher education · Digitization · Internet of 
Things · Diffusion of innovations theory 

1 Introduction 

The establishment of the ‘new normal’ has integrated into all lives world-wide due to 
the COVID-19 global pandemic. The effects have been paramount and almost no area 
of the global economy has been left unaffected. This chapter aims to illustrate how
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students have coped with the transformed mode of studying in Vietnam and the role 
of Internet of Things (IoT) in facilitating online learning experience. In dealing with 
the global pandemic, many sectors have extensive crisis management research to lean 
on but education has been virtually overlooked. This chapter contributes to existing 
literature through insights into online education in a COVID-19 world. The pandemic 
has impacted many people and organizations across many countries around the world. 
The unfortunate reality of the outbreak, which has caused many losses and suffering, 
has acted almost as a catalyst for digitization of most areas in the global economy. 
It is hard to name a sector which stayed unaffected by the COVID-19 pandemic. 
All spheres of public life ranging from travelling, sports, entertainment, business 
and politics, religious gatherings, social events, education, research, networking, 
and many others have fallen in distress as a result of the worldwide challenging 
circumstances. As of October 2021, reports show almost 830 thousand cases of 
coronavirus patients in Vietnam, among which there have been over 20 thousand 
deaths and almost 760 thousand recoveries [9]. 

The IoT is widely defined as the vast connection network between all digital 
devices and the Internet. Users merely need an electronic device to be able to access 
infinite world of virtual resources. The benefits of IoT have been compared to a 
wave of change, opportunities, and possibilities [3]. Prior to the outbreak of COVID-
19, IoT was already believed to be the future of education [1]. However, with the 
recent global pandemic, the role of IoT has been greater than ever before as most of 
economic activities have moved to online platforms. Education sector is one of the 
most heavily impacted where the immediate effect of lockdowns has been closure of 
schools, universities, colleges. Many campuses have been turned into field hospitals 
to aid the healthcare’s capacity in dealing with the pandemic. Working remotely 
through the Internet has become the ‘new norm’ and the importance of making online 
learning one of the key pillar strategies of every university has been demonstrated 
by the stressful experience of most students and faculties who faced the transition to 
online teaching [8]. 

Researchers claim that the hardest-hit sector is the education sector [5] because 
of the significant and long-term nature of impact. Most economic activities had to 
move online including education. Excluding time periods of delay in education, 
whilst lessons continued to be conducted in line with rescheduled timetables and 
syllabi, the effectiveness of such activities was a major cause for concern. Using 
syllabi in Vietnamese schools and universities is an unreliable method of quality 
control as academics admit they do not always update and follow the syllabus very 
diligently. Márquez-Ramos [4] viewed the digitization of education as a tool to bridge 
the gap between academia and industry. Education trilemma has come into question 
specifically in light of the outbreak, that is, balancing teaching, research, and industry-
oriented activities. It is important to note that digitization of education has always 
been a slow process due to the widely known change resistance of institutions as well 
as academics. April 2020 marked the start of social distancing and nationwide lock-
downs in Vietnam due to the sudden spread of coronavirus from Wuhan (mainland 
China). Students had to remain home, schools were forced to close, majority of labor 
force was mandated to work from home. Institutions quickly realized that in order
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to stay afloat, they had to move digital. Digital education and remote work became 
the new norm. Despite the ever-presiding change resistance in academia, digitization 
of education took place almost instantaneously. The COVID-19 pandemic acted as 
an accelerator for education digital transformation utilizing a wide variety of digital 
solutions to facilitate classroom teaching and learning. This transformation impacts 
numerous stakeholders but the key players are students and teachers. They are the 
main contributors to the digital education implementation. Online learning is neither 
novel nor revolutionary strategy, nevertheless, education in Vietnam had never been 
forced to switch to online form overnight before, which presented considerable chal-
lenges. This study seeks to explore the digitization of education in Vietnam and its 
implications on Vietnamese students in terms of readiness and IoT utilization. 

Similar to many other countries around the world, Vietnamese education faced a 
switch to online-only learning mode almost overnight. It is expected that students 
would encounter challenges and the quality of teaching and learning would be signifi-
cantly reduced at the early stages of transition. This study explores students’ readiness 
for digital transformation and their utilization of IoT in higher education. Lockdowns 
sprung on everyone and everything, not just mode of studies, but also wellbeing, 
course effectiveness, student tuition, teacher’s income, and many more. Being an 
experimental study which replicates previous studies from other countries, this paper 
specifically looks at the readiness for digital transformation in light of COVID-19 
pandemic in Vietnam. 

Diffusion of Innovations theory [7], which first originated in 1962, has been 
adopted as theoretical framework in this study as it provides grounds for entry of 
a significant social change such as online higher education and examines its impli-
cations and effects on the members of society such as students. The version used 
for this paper is the fourth edition and revision of the original work which accounts 
for a broader foundation of diffusion, new concepts, new viewpoints. According to 
the theory, there are five adopter categories whose eagerness to adopt new ideas and 
innovation decline in the following order: innovators, early adopters, early majority, 
late majority, and laggards. In examining students’ readiness for digital transforma-
tion of education in Vietnam, the ground understanding must be about the diffusion 
process when all education moved online and the ultimate characteristics of the key 
players in this social change—students. 

2 Methodology 

2.1 Research Objective 

In light of transition from traditional face-to-face to unprecedented online classes, the 
aim of this study is to assess students’ readiness for digital transformation through 6 
dimensions: perceived usefulness, perceived ease of use, attitude, self-study ability, 
COVID-19, and students’ readiness for digital transformation.
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2.2 Research Method 

Secondary Mendeley dataset has been used for this research: a survey administered 
to Vietnamese students [6] in Vietnam. The survey consisted of 28 questions divided 
into two parts. Part 1 aimed to assess students’ readiness for digital transformation 
through 6 dimensions (perceived usefulness, perceived ease of use, attitude, self-
study ability, COVID-19, and students’ readiness for digital transformation), each 
containing between 3 and 5 items, and one dichotomous question about whether 
higher education should change towards digital transformation. Part 2 enquired 
participants’ personal information such as sex, academic year, major, tuition, and 
living area to ensure no response duplication. The 6 dimensions (see Table 1) were  
presented as 5-point Likert scale statements where participants were required to indi-
cate their level of agreement by choosing among 1 for Strongly Disagree through 
to 5 for Strongly Agree. The survey was distributed to students nationwide and 913 
valid responses were collected. The survey data was processed and analyzed using 
SPSS. 

2.3 Hypothesis Development 

Each of the five independent variables are tested against the dependent variable 
(Student’s readiness for digital transformation). The independent variables PU and 
ATT have been combined as per the EFA that follows in Sect. 3.2. The resulting 
hypotheses are as follows: 

H0 There is no significant linear correlation 

H1 Perceived usefulness and attitude is positively correlated with student’s readiness for digital 
transformation 

H2 Perceived ease of use is positively correlated with student’s readiness for digital 
transformation 

H3 COVID-19 is positively correlated with student’s readiness for digital transformation 

H4 Self-study ability is positively correlated with student’s readiness for digital transformation 

3 Data Analysis and Discussion 

3.1 Demographic Data 

Regarding gender of participants, the study includes 281 (30.8%) males, 631 (69.1%) 
females, and 1 (0.1%) other as self-identified. Among 913 surveyed students, the
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Table 1 Survey dimensions 1. Perceived usefulness 

The online learning system helps me absorb knowledge more 
effectively 

The online learning system helps me improve my academic 
results 

The online learning system makes me more proactive in 
learning 

2. Perceived ease of use 

I suppose that it is easy for me to learn how to use the online 
learning system 

I suppose that the online learning system very easy to use 

I believe that it is easy for me to competently use online 
learning systems 

3. Attitude 

I suppose that it is necessary to use an online learning system 

I support the use of an online learning system 

I suppose that using online learning is a good idea 

I feel very excited when using an online learning system 

4. Self-study ability 

I always actively interact with the lecturers during class 

I always actively participate in learning activities and do group 
exercises 

I always actively arrange my own schedule 

5. COVID-19 

COVID-19 has helped me approach digital transformation in 
learning 

COVID-19 has helped me adapt to the shift in learning methods 

COVID-19 has helped me feel excited about the new learning 
method 

COVID-19 has helped me more proactive and self-disciplined 
in studying 

6. Student’s readiness for digital transformation 

I have been ready to acquire knowledge more proactively 

I have proactively absorbed knowledge through digital 
platforms 

I have proactively interacted with lecturers through digital 
platforms 

I have proactively searched for learning materials through 
digital platforms 

I have proficiently used digital platforms for learning and 
discussion
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highest proportion are second-years constituting 38.9% (355 observations), then 240 
(26.3%) freshmen, 239 (26.2%) third-years, 46 (5%) fourth-years, and 33 (3.6%) 
above the fourth year. In terms of tuition fee that the students are paying, the answers 
ranged from under 15 million VND per year to over 300 million VND per year, where 
the higher proportion (30.4%) belongs to those paying under 15 million VND, 27.7% 
pay from 15 to 30 million VND, 19.5% pay from 30 to 50 million VND, 3.9% pay 
from 100 to 300 million VND, and 3% pay over 300 million VND per year. In terms 
of living area, 716 (78.4%) come from urban areas where as 197 (21.6%) come from 
suburban areas.

3.2 Measurement Validity 

The measurement scale is assessed and validated using the Cronbach’s Alpha relia-
bility coefficient to test the correlation coefficient and the relationship between vari-
ables. Exploratory Factor Analysis (EFA) is used to examine the interaction between 
measurement variables in each factor. 

Cronbach’s Alpha. The test of reliability shows the Cronbach’s Alpha coefficients 
for Perceived Usefulness (PU), Perceived Ease of Use (PEOU), Attitude (ATT), 
Self-Study Ability (SSA), COVID-19 (COVID), and Students’ Readiness for Digital 
Transformation (CHA) are above the threshold 0.6 (Table …), which imply that the 
measurement scales are reliable. Particularly in the PU scale, if PU3 is deleted, 
the Cronbach’s Alpha is increased to 0.826, therefore this item is deleted from 
analysis. The measurement model includes 6 factors: Perceived Usefulness (PU), 
Perceived Ease of Use (PEOU), Attitude (ATT), Self-Study Ability (SSA), COVID-
19 (COVID), and Students’ Readiness for Digital Transformation (CHA). These 
factors are hereafter included in the EFA analysis (Table 2). 

Exploratory Factor Analysis. The extraction method for this EFA analysis is Prin-
cipal components method with Varimax rotation. The model includes 6 scales with 
16 observed variables of 5 independent factors, and 5 observed variables of 1 depen-
dent factor that meets the reliability requirements. Variables with a factor loading 
above 0.5 will be retained and the Cumulative Variance Explained must be greater 
than 50% [2]. The KMO measure of sampling adequacy must meet the conditions 
of 0.5 ≤ KMO ≤ 1 and Bartlett’s test of sphericity must show statistical significance 
with p-value less than 0.05 [10]. The EFA in this section is performed for each type 
of variables (dependent and independent) separately for clarity in presentation and 
for ease of discussion. However, to ensure that the variables are indeed distinct, a 
quick factor analysis had been performed prior and showed a distinct pattern mix 
presented in Fig. 1. 

Factor analysis for independent variables. 16 observed variables represent 5 inde-
pendent factors affecting Student’s readiness for digital transformation that are reli-
able enough to conduct a factor analysis. Results show that all observed variables
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Table 2 Cronbach’s alpha coefficients 

Variables Scale mean if item 
deleted 

Scale variance if 
item deleted 

Corrected 
item-total 
correlation 

Cronbach’s alpha if 
item deleted 

Perceived usefulness (PU), Cronbach’s alpha = 0.826 
PU1 3.33 0.987 0.704 

PU2 3.33 0.929 0.704 

Perceived ease of use (PEOU), Cronbach’s alpha = 0.887 
PEOU1 7.89 2.754 0.770 0.849 

PEOU2 7.90 2.630 0.820 0.804 

PEOU3 7.81 2.776 0.752 0.865 

Attitude (ATT), Cronbach’s alpha = 0.894 
ATT1 11.03 7.384 0.706 0.886 

ATT2 11.09 6.637 0.815 0.846 

ATT3 11.05 6.600 0.815 0.846 

ATT4 11.38 6.357 0.743 0.877 

Self-study ability (SSA), Cronbach’s alpha = 0.788 
SSA1 7.54 2.744 0.591 0.756 

SSA2 7.17 2.757 0.683 0.653 

SSA3 7.09 2.934 0.615 0.726 

COVID-19 (COVID), Cronbach’s alpha = 0.848 
COVID1 11.04 6.839 0.652 0.822 

COVID2 11.05 6.533 0.727 0.793 

COVID3 11.55 5.915 0.715 0.794 

COVID4 11.57 5.921 0.670 0.818 

Student’s readiness (CHA), Cronbach’s alpha = 0.912 
CHA1 15.54 9.284 0.798 0.888 

CHA2 15.57 9.320 0.828 0.882 

CHA3 15.85 9.251 0.699 0.910 

CHA4 15.55 9.283 0.786 0.890 

CHA5 15.64 9.227 0.780 0.891

satisfy the factor loading threshold criteria and are above 0.5. The ATT (Attitude) 
and PU (Perceived Usefulness) variables loaded on the same factor, which is deemed 
reasonable and acceptable. Therefore, the measurement model now has 16 observed 
variables representing 4 independent factors to best explain the students’ readiness 
for digital transformation. The KMO measure of sampling adequacy is at 0.903 
which means that factor analysis is well suited with the actual data. Bartlett’s test of 
sphericity has a p-value of 0.0000, which satisfies the threshold criteria, concluding 
that the observed variables are correlated within each factor. The Cumulative Vari-
ance Explained is 72.179% > 50% signifying that the observed variables explain
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Fig. 1 Factor analysis 
loaded together 

72.179% changes in factors. Pattern matrix as per Table 3 shows factor loadings 
of observed variables all satisfy the threshold criteria ≥ 0.5. The number of factors 
loaded is 4 with 16 observed variables.

Factor analysis for dependent variable. The KMO measure of sampling adequacy 
is at 0.876 satisfying the 0.5 ≤ KMO ≤ 1 threshold criteria signifying that factor 
analysis is well suited with the actual data. Bartlett’s test of sphericity has a p-value 
of 0.0000 < 0.05, which satisfies the threshold criteria, concluding that the observed 
variables are correlated within the factor. Cumulative Variance Explained as per 
component row 1 in Table 4 is 74.387% > 50% signifying that 74.387% of factor 
changes are explained by observed variables. Exploratory factor analysis pattern mix 
showed that the factor loadings of observed variables all satisfy the threshold criteria 
of ≥ 0.5, producing a single factor with no excluded items (see Table 5). 

Overall, the research model and measurement scales post-EFA include 4 inde-
pendent factors affecting Students’ Readiness for Digital Transformation and 1 
dependent factor being the Student’s Readiness. Figure 2 presents such model.



Digitization of Education in Vietnam in the Crisis … 153

Table 3 Pattern matrix (independent variables) 

Component 

1 2 3 4 

ATT4 0.797 

PU1 0.794 

PU2 0.765 

ATT2 0.686 

ATT3 0.663 

ATT1 0.574 

PEOU2 0.849 

PEOU1 0.828 

PEOU3 0.820 

COVID2 0.841 

COVID1 0.795 

COVID3 0.674 

COVID4 0.632 

SSA2 0.804 

SSA1 0.788 

SSA3 0.754 

Table 4 Cumulative variance explained (dependent variable) 

Component Initial eigenvalues Extraction sums of squared loadings 

Total % of variance Cumulative % Total % of variance Cumulative % 

1 3.719 74.387 74.387 3.719 74.387 74.387 

2 0.438 8.754 83.142 

3 0.374 7.483 90.624 

4 0.273 5.468 96.092 

5 0.195 3.908 100.000 

Extraction method: principal component analysis 

Table 5 Pattern mix 
(dependent variable) 

Component 

1 

CHA2 0.898 

CHA1 0.878 

CHA4 0.869 

CHA5 0.863 

CHA3 0.801
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Fig. 2 Measurement model 

3.3 Regression Model 

Significance of Correlation Coefficient. After the reliability test of measurement 
scale, extracted factors are included in the model testing. The factor value is the 
average value of component variables in each factor. Prior to model testing, Pearson’s 
correlation coefficient is used to measure the strength of a linear association between 
independent and dependent variables. Table 6 shows the correlation matrix between 
factors. Independent variables PUandATT, PEOU, COVID, SSA, and dependent 
variable Student’s readiness are all statistically significant at 99% (sign < 0.001). 
The R value between dependent variable and independent variables ranges from 
0.526 to 0.611. The four independent variables PUandATT, PEOU, COVID, and SSA 
are suitable for inclusion in the model to explain the dependent variable (Student’s 
readiness for digital transformation). 

Estimation of Regression Model. The independent variables are correlated with 
the dependent variable and are suitable for inclusion in the model to explain the 
dependent variable (Students’ readiness for digital transformation). The following 
multivariate linear regression model is proposed: 

CHA = β1 + β1 PUandATT + β2 PEOU  + β3 COVID  + β4 SSA 

where variables are derived by averaging method as follows: 

CHA (CHA1 + CHA2 + CHA3 + CHA4 + CHA5)/5 
PUandATT (PU1 + PU2 + ATT1 + ATT2 + ATT3 + ATT4)/6 
PEOU (PEOU1 + PEOU2 + PEOU3)/3 
SSA (SSA1 + SSA2 + SSA3)/3 
COVID (COVID1 + COVID2 + COVID3 + COVID4)/4
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Table 6 Correlations 

PUandATT PEOU COVID SSA CHA 

PUandATT Pearson correlation 1 0.530** 0.627** 0.496** 0.562** 

Sig. (2-tailed) 0.000 0.000 0.000 0.000 

N 913 913 913 913 913 

PEOU Pearson correlation 0.530** 1 0.454** 0.408** 0.526** 

Sig. (2-tailed) 0.000 0.000 0.000 0.000 

N 913 913 913 913 913 

COVID Pearson correlation 0.627** 0.454** 1 0.470** 0.611** 

Sig. (2-tailed) 0.000 0.000 0.000 0.000 

N 913 913 913 913 913 

SSA Pearson correlation 0.496** 0.408** 0.470** 1 0.573** 

Sig. (2-tailed) 0.000 0.000 0.000 0.000 

N 913 913 913 913 913 

CHA Pearson correlation 0.562** 0.526** 0.611** 0.573** 1 

Sig. (2-tailed) 0.000 0.000 0.000 0.000 

N 913 913 913 913 913 

** Correlation is significant at the 0.01 level (2-tailed) 

Regression Model Discussion. Table 7 presents the regression coefficient results, 
where all variables are statistically significant with p-value ≤ 0.05. The regres-
sion results show a positive correlation of all four independent variables with the 
dependent variable (Students’ readiness for digital transformation). The following 
regression model equation shows the correlation between the independent variables 
(with unstandardized beta regression coefficient): 

CHA = 0.689 + 0.113 ∗ PUandATT + 0.194 ∗ PEOU 
+ 0.285 ∗ COVID + 0.269 ∗ SSA 

Table 7 Coefficients 

Model Unstandardized 
coefficients 

Standardized 
coefficients 

t Sig Collinearity 
statistics 

B Std. error Beta Tolerance VIF 

1 (Constant) 0.689 0.104 6.623 0.000 

PUandATT 0.113 0.031 0.118 3.672 0.000 0.504 1.983 

PEOU 0.194 0.026 0.207 7.452 0.000 0.676 1.479 

COVID 0.285 0.028 0.309 10.153 0.000 0.562 1.780 

SSA 0.269 0.026 0.284 10.384 0.000 0.694 1.441 

a Dependent variable: CHA
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Table 8 Hypothesis testing 

Hypothesis Result 

H0 There is no significant linear correlation Rejected 

H1 Perceived usefulness and attitude is positively correlated 
with student’s readiness for digital transformation 

Accepted 

H2 Perceived ease of use is positively correlated with 
student’s readiness for digital transformation 

Accepted 

H3 COVID 19 is positively correlated with Student’s 
readiness for digital transformation 

Accepted 

H4 Self-study ability is positively correlated with Student’s 
readiness for digital transformation 

Accepted 

Hypothesis Testing. Based on the regression results, Table 8 presents the hypothesis 
testing results of the research model. 

Regression Model Fit. The R squared has been adjusted for the number of predictors 
in the research model and R2 = 0.525 (sig < 0.001) means that 52.5% of the change 
in the dependent variable (Students’ readiness for digital transformation) can be 
explained by the regression model with 4 independent variables (Table 9). 

Variable Importance Order. The standardized regression coefficient and the vari-
ables’ contribution to the model are presented in Table 10. The following conclu-
sions regarding the variables’ importance order can be drawn about how they affect 
the dependent variable (Students’ readiness for digital transformation): COVID-19 
has the biggest effect on Students’ readiness for digital transformation. Self-Study 
Ability has the second biggest effect on Students’ readiness for digital transforma-
tion. Perceived Ease of Use has the third biggest effect on Students’ readiness for 
digital transformation. Perceived Usefulness and Attitude have the least effect on 
Students’ readiness for digital transformation. 

Table 9 Adjusted R2 

R R2 Adjusted R2 Std. error of the estimate Durbin-Watson 

0.726a 0.527 0.525 0.51906 1.933 

Table 10 Variable importance order 

Code Variable Standardized beta % Order of importance 

PUandATT Perceived usefulness and 
attitude 

0.118 12.85 4 

PEOU Perceived ease of use 0.207 22.52 3 

COVID COVID-19 0.309 33.66 1 

SSA Self-study ability 0.284 30.97 2 

Total 0.919 100
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3.4 Discussion 

Results show that students’ readiness for digital transformation is positively corre-
lated with all four independent factors and in the following respective order of 
importance: COVID-19, self-study ability, perceived ease of use, perceived useful-
ness and attitude. These results align with the general understanding in Vietnamese 
culture where the importance of external factors (such as a pandemic) would precede 
internal factors such as abilities, skills, and attitude. Partly it reflects the collectivist 
culture of Vietnam and effectively the “late majority” adopter category in which Viet-
namese students would fall into. The majority of social players tend to be skeptical 
of any drastic changes and would only justify changing once it has been tried by 
majority. The most effective strategy to motivate this type of society to successfully 
embrace change (such as digitization of education) is to publicly broadcast statistics 
of successful adoption of online learning, both domestically and internationally. 

4 Conclusion and Recommendations 

This study sheds light on the digitization of education in Vietnam in the crisis of 
COVID-19 pandemic from the perspective of university students, who are the most 
affected by the sudden shift to online learning. Quantitative data analysis shows that 
all factors namely COVID-19, Self-Study ability, Perceived ease of use, Perceived 
usefulness and attitude, in such order, impact how students cope with the transition. 
This study hints upon a strategic recommendation to aid a smooth and successful 
digital transformation of education, most important of all being to focus on providing 
information on how many countries, schools, students, households, etc. have tried 
and successfully adopted online learning. For “late majority” adopters, this type 
of information would most appeal and convince of the importance for change and 
innovation. Recommendations for further research include the exploration of estab-
lishing hybrid campuses (online and offline) for times of crises such as the COVID-19 
pandemic, whether COVID-19 pandemic can be seen as an accelerator for digitiza-
tion of education as a whole, and investigating into ways in which COVID-19 and 
its challenges can actually help improve digitization of higher education in Vietnam. 
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