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Preface

The objective of 2nd International Conference on Innovations in Information
and Communication Technologies (ICIICT-2022) was to provide the platform to
researchers, developers and academicians for sharing the thoughts on recent devel-
opments in the computer science domain. In ICIICT-2022, there were a series of
keynote lectures and oral presentations. The focused areas of all these activities were
recent developments in the domain of artificial intelligence, blockchain, computer
network, data science, computer graphics, etc. The motive of the conference was to
support the computer society to get benefits from the advances of next-generation
communication and computer technology.

The conferencewas scheduled onApril 15 and 16, 2022, in onlinemode, andmany
researchers have exchanged their thoughts on recent developments and applications.
Acceptance rate in ICIICT-2022 is only 10%, and four IEEE/ACM fellows were at
the key positions of the conference to make this conference a grand success.
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Patiala, India
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Greater Noida, India
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Chapter 1
Deep Learning Model for Arrhythmia
Classification with 2D Convolutional
Neural Network

S. Nithya and Mary Shanthi Rani

1 Introduction

Cardiac arrhythmia disease is amedical condition that transpires in the heart chamber
due to heartbeat irregularities. An irregular heartbeat depends on age, body mass
index (BMI), stress level, family history, and activity. The beats that are more than
100/m beats per minute (bpi) are represented as tachycardia, and beats below 60/m
(bpi) are denoted as bradycardia. These irregularities are also defined as palpita-
tions. Generally, arrhythmia is categorized into two major types, ventricular arrhyth-
mias and supraventricular arrhythmias. Ventricular arrhythmias, which occur in the
ventricle, are more rapidly dangerous than supraventricular arrhythmia in the upper
chamber of the heart.Arrhythmia is classified into several subtypes, atrial flutter, atrial
fibrillation, ventricular fibrillation, bradycardia, tachycardia, premature ventricular
contractions (PVC), etc. Pellucid classification of arrhythmia could aid clinicians’
diagnosis of cardiovascular disease [1].

The most commonly used non-invasive and inexpensive method for diagnosing
cardiac disease is electrocardiogram signal recordings. The electrical impulse gener-
ated by the sinus node (SA) is recorded with electrodes placed in the chest
[2].

Clinical experts take more time to make predictions by identifying abnormalities
in the ECG signal. This has motivated the researchers to explore the intervention of
artificial intelligence methods in cardiac arrhythmia detection for fast diagnosis and
timely treatment to avoid fatalities [3]. Deep learning has witnessed rapid growth in

S. Nithya · M. S. Rani (B)
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2 S. Nithya and M. S. Rani

recent decades with its significant performance in various domains such as robotics,
compression, satellite imaging, medical imaging, agriculture, and much more [4–7].

Electrocardiogram signals are recorded as one-dimensional signals represented
as time series data which can be analyzed with deep learning algorithms [8].

Generally, one-dimensional ECG (1D-ECG) signals accumulate lots of noise
during recording, and hence, preprocessing is essential to eliminate the outliers,
which is less versatile. To avoid this tedious process, a 1D-ECG signal is converted to
two-dimensional ECG images (2D-ECG) to speed up accurate classification [9, 10].

The spur of this research work is transforming 2D ECG images with 1D-ECG
for detecting arrhythmia. These 1D signals are segmented into beats. Each beat is
analyzed segmented based on the annotation symbols separated as beats and non-
beats.

This proposed work is sequentially systemized as follows: Sect. 2 presents the
related works. The methodologies of proposed methods are presented in Sect. 3, and
a discussion on experimental results is given in Sect. 4. Finally, the conclusion is
given in Sect. 5.

2 Related Works

The challenge in identifying abnormal beats remains in the research fields. Several
methods have been developed to distinguish various classes of arrhythmia.

Güler and Übeylı [11] applied discrete wavelet transform (DWT) to decay the
time–frequency signal. At the second stage, the four classes of arrhythmia are
detected and an accuracy of 96.94% was reached with a combined neural network
model. Yu and Chou [12] developed a technique to unify independent component
analysis (ICA) with neural networks to classify ECG beats. Probabilistic neural
network (PNN) with backpropagation neural network (BPNN) was used as clas-
sifiers to separate eight beats. The PNN showed a better result of 98% accuracy.
Melgani and Bazi [13] introduced a scheme to generalize the support vector machine
(SVM) classifier along with the support of particle swarm optimization (PSO). The
scheme classified six classes of arrhythmia, including the normal type. The new
PSO-SVM reached overall accuracy of 89.72%. Ubeyli [14] trained with Leven-
berg–Marquardt algorithm on segmented ECG beats. Four types of arrhythmia are
classifiedwith RNN combinedwith eigenvectormethods. Dutta et al. [15] introduced
an automated medical diagnostic tool designed along the least square support vector
machine (LS-SVM). The developed tool classified three types of regular, PVC, and
other beats by reaching an accuracy of 95.82%. Kumar and Kumaraswamy [16]
suggested arrhythmia classification by utilizing discrete cosine transform (DCT) in
the RR interval and reached a 90% accuracy. Park et al. [17] presented a newmethod
to extract complex QRS waves and P waves using the Pan–Tompkins algorithm to
classify beats of the nearest neighbor algorithm to achieve an accuracy of 97%. Sahoo
et al. [18] identified the complex QRS complex with less error rate and reached high
accuracy of 98.39% with SVM and tried with neural network and attained 96.67%
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accuracy for detecting ECG beats. Singh et al. [19] suggested a classification of
normal and abnormal arrhythmia by implementing a recurrent neural network (RNN)
and attained an 88.1% of accuracy when compared with other RNN methods. Altan
et al. [20] developed a novel technique implementing a deep belief neural network in
the task of classifying five classes of arrhythmia, which works in multiple stages to
attain an accuracy of 94.15% in five classes of arrhythmia. Wavelet packet decompo-
sition, discrete Fourier transform,morphology, and higher-order statistics are applied
to extract the features. Izci et al. [21] applied transformation of ECG signals to image
and applied 2DCNNand achieved an accuracy of 97.42%without any preprocessing.
Rajkumar et al. [22] introduced a deep learning model to classify irregular rhythms
using CNN. Seven classes irregular rhythm. The results are compared with different
activation functions, and ELU activation provided better performance among other
activation functions. Ullah et al. [23] developed a novel technique to identify eight
classes of arrhythmia 1D CNN and with 2D CNN. The input image they have used
is with and without augmentation techniques. The highest accuracy reached by the
2D CNN is 98.92%.

Earlier research works reported on 1D-ECG signal, and now, the direction of
research is focused on noise-free 2D-ECG images for classification. Hence, this
research work uses 2D-ECG images for accurate prediction of arrhythmia by incor-
porating more unexplored arrhythmia classes with two developed models ARBC and
ARMC.

3 Materials and Methods

3.1 Experimental Setup

The evaluation of the experiment of the proposed method is done with the publicly
availableMIT-BIH arrhythmia dataset. It has several arrhythmia signals annotated by
two or more cardiologists separately based on the types of arrhythmia. Every record
is obtained from two lead channels: modified limb lead II (MLII) and V1, V2, V4,
or V5. Since there is deformation in the second channel for the development of the
proposed model, MLII lead recording is taken. Every record in the ECG signal is a
30 min recording with 360 Hz sampling [24].

3.2 Methodology

In this section, we have proposed two arrhythmia classification methods, which
involve the following key phases.
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Beat Segmentation

Each heartbeat signal in the MIT-BIH arrhythmia dataset is annotated by a cardiol-
ogist depending on the QRS structure. Based on the annotations, the heartbeats are
segmented with the help of Waveform Database Toolbox (WFDB) in python. The
QRS complex in the ECG beat is identified based on the annotation with this WFDB
toolbox.

Transformation of Signals

Generally, conventional methods for arrhythmia detection mostly experimented with
1D-ECG signals. The ECG signals are recorded with electrodemotion artifacts, elec-
tromyographic (EMG) noise, powerline interference, and baseline wander. Detecting
arrhythmia with these noises is too tricky, and hence, high-pass and low-pass filters
are applied to eradicate noise before classification. The proposed method elimi-
nates these hurdles by converting 1D ECG signals to 2D images as this transfor-
mation process effectively suppresses noise. Each beat is saved as a 128 × 128-
pixel grayscale image to preserve the resolution. Conversion of RGB to grayscale
is performed as RGB color ECG signal has no significant impact in distinguishing
arrhythmia.

Furthermore, this grayscale conversion reduces the image dimension, thereby
shrinking the computational complexity of the classification procedure. The
converted images are saved as two separate datasets. The first dataset holds normal
and abnormal beats for binary class classification. The second dataset contains 12
classes of beats, namely normal, APB, FPBN, FVCN,LBBB, PAB, PB, PVC,RBBB,
VEB, and VW, for multi-class classification. The sample of segmented beats in the
multi-class dataset is visualized in Fig. 1.

3.3 Convolutional Neural Network

A CNN is a robust architecture which is constructed for analyzing 2D data formats
like images and videos. Feature extraction is not needed in CNN. Automated feature
extraction and classification are combined to pick out the robust features from the
input images. CNN has been designed with three layers in the architecture, namely
convolution layer, pooling layer, and fully connected layer [25]. Our proposed model
has been structured with three convolution layers, three pooling layers, and a fully
connected layer depicted in Fig. 2.
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Fig. 1 Segmented sample beats

Fig. 2 Proposed architecture of the 2D-CNN model

3.4 Arrhythmia Binary Classifier (ARBC)

The objective of this ARBC is to do the binary classification of abnormal and normal
beats in the raw signal. Among several annotated beats, non-beats are wiped out
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Fig. 3 Diagrammatic depiction of ARBC

from segmentation. The remaining arrhythmia beats are segmented as normal and
abnormal beats to form binary class beats dataset. This dataset is fed as an input to a
2D convolutional neural network (2D-CNN) for training. The dataset is subdivided in
the ratio of 3:1:1 for training, validation, and testing, respectively. The trained model
is validated and tested with test dataset. This model classifies the input ECG signal
as abnormal or normal. The various stages in the implementation of the proposed
ARBC are summarized below.

Stage 1: Beat segmentation of input signals into 12 classes.
Stage 2: Transformation segmented beats into 2D binary dataset representing
normal and abnormal beats.
Stage 3: Implementation of ARBC using 2D-CNN with binary class dataset.
Stage 4: Binary classification of arrhythmia.

The pictorial presentation of the ARBC model is depicted in Fig. 3.

3.5 Arrhythmia Multi-class Classifier (ARMC)

This ARMCmethod focuses on the multi-class classification of arrhythmia from the
raw ECG signal. As discussed in 3.2, the non-beats are eradicated and the abnormal
beats are categorized into twelve classes forming a multi-class dataset. This dataset
has been utilized for classifying multiple types of arrhythmia beats. The stages in
ARMC are listed below.

Stage 1: Beat segmentation of input signals into 12 classes.
Stage 2: Transformation of segmented beats into 12 classes.
Stage 3: Implementation of ARMC using 2D-CNN with multi-class dataset.
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Fig. 4 Schematic representation of ARMC model

Stage 4: Multi-class classification of arrhythmia.

The diagrammatic representation of the ARMC model is portrayed in Fig. 4.

4 Results and Discussion

The proposed model is implemented with intel(R) Core(TM) i5-9300H CPU @
2.40 GHz, NVIDIA® GeForce® GTX 1050,64-bit operating system, ×64-based
processor, 8GBRAM.Experimentswere performedwith twodatasets, binary dataset
representing normal and abnormal beats and multi-class dataset representing 12
classes. The description of the multi-class dataset with the no. of beats in each class
and respective annotation symbol is shown in Table 1.

Binary classification and multi-class classification are done separately with 2D
CNN. The dataset has been divided into 3:1:1 ratios for training, testing, and vali-
dating, respectively, for both datasets. The parameters used in the proposed 2D CNN
are exhibited in Table 2.

The performance of the proposed methods is assessed using the standard metrics,
accuracy, F1-score precision, and sensitivity, which are evaluated using Eqs. (1–4).
Accuracy is calculated by the total no. of exactly classified values divided by the
total number of images. True positive (TP) denotes when both actual and predicted
values are similar. When it is different, it is said to be true negative (TN). When the
predicted value is true and the actual result is false, it is determined as false positive
(FP). False negative (FN) indicates when the predicted value is false and the actual
value is true.

Precision = TP ∗ 100

TP + FP
(1)
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Table 1 Beat segmentation based on annotation

Beat type Classes Annotation symbol No. of beats segmented

Atrial premature beat APB A 2696

Left bundle branch block beat LBBB L 8075

Right bundle branch block beat RBBB R 7259

Fusion of paced and normal beat FPBN f 982

Ventricular flutter wave VFW ! 472

Premature ventricular contraction PVC V 7130

Original paced beat PAB / 7032

Nodal premature beat PB J 85

Fusion of ventricular and normal
beat

FVCN F 803

Ventricular escape beat VEB E 106

Normal beat Normal N 75,012

Table 2 Hyperparameter in
the proposed model ARBC
and ARMC

Parameters ARBC ARMC

Total parameters 158,786 1,157,260

Optimizer Adam Adam

Learning rate 0.0001 0.0001

Loss function Binary cross-entropy Categorical
cross-entropy

F1-score = 2 ∗ (Precision ∗ recall)

(Precision + recall)
∗ 100 (2)

Sensitivity = TP ∗ 100

TP + FN
(3)

Accuracy = (TN + TP) ∗ 100

TN + FP + TP + FN
(4)

Experimental results achieved by models ARBC and ARMC are shown in Table
3. Test results demonstrate that the binary classification of normal and abnormal
classes reached the highest accuracy of 96.88%, sensitivity 96%, precision 97%, and
F1-score 97%. It is also apparent from Table 3 that the ARMC model has reached

Table 3 Demonstrates the performance of the ARBC and ARMC

Methods No. classes Accuracy Precision Sensitivity F1-score

ARBC 2 96.88 97 96 97

ARMC 8 98.98 98 94 96
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an accuracy of 98.98%, the sensitivity of 94%, precision of 98%, and 96% in F1-
score. Though the multi-class dataset contains 12 classes, the ARMC model can
classify only eight classes, namely APB, FPBN, FVCN, LBBB, PAB, PVC, RBBB,
and normal. The reason is an imbalance in the distribution of samples among the
various classes, specifically PB, VEB, VW, and abnormal classes, in the dataset.
The balanced distribution in the class is needed for deep learning models, where
the classified heartbeats are not equal in number, which causes an imbalance in
the dataset, with a significant impact on classification accuracy. The impact of the
number of epochs on the accuracy for both the models is pictorially represented in
Fig. 5.

Fig. 5 Accuracy reached by ARBC and ARMC

Table 4 shows the performance comparison of ARBC and ARMC methods with
other state-of-the-art methods in terms of performance metrics for binary and multi-
class arrhythmia classification.

Table 4 reveals that the proposed models outperform similar standard methods by
achieving higher accuracy. It is also notable that ARMC reached the highest accuracy
of 98.98% in multi-class classification among all other methods.

5 Conclusion

This work proposes a novel work on classifying two classes and eight classes of
ECG arrhythmia classification. The segmented ECG beats are converted into 2D
images to suppress noise for accurate arrhythmia classification. Furthermore, the
dimensionality reduction of the image reduces the computational complexity as well.
Experimental results prove the superior performance of the proposed ARBC and
ARMC models with the highest accuracy of 98.98% when analyzed with the other
state-of-art methods. In the future work, the imbalance ratio in the dataset is to be
addressed for the classification of the remaining classes of arrhythmia.
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Table 4 Comparison of the ARBC and ARMC with other state-of-art methods

Methods No. classes Accuracy Precision Sensitivity F1-score Specificity

FFNN [11] 4 96.4 – 96.31 – 97.78

PNN [12] 8 98.71 – – – 99.65

LS-SVM [15] 3 95.82 97.01 86.16 0.91 99.17

SVM [13] 6 91.67 – 93.83 – 90.49

RFT [16] 3 92.16 – – – –

RNN [14] 4 98.06 – 98.15 – 97.78

KNN [17] 17 97 – 96.60 – 95.80

SVM [18] 6 98.39 – – – –

1D-CNN [26] 5 96.40 79.20 68.80 0.73 99.50

LSTM [19] 2 88.1 – 92.4 – 83.35

DBN [20] 5 94.15 – – – –

2D-CNN [21] 5 97.42 – – – –

1D CNN [22] 7 93.60 – – – –

2D CNN [23] 8 98.92 98.69 97.26 0.98 99.67

ARBC 2 96.88 97 96 97 –

ARMC 8 98.98 98 94 96 –

To indicate the proposedmodel reached the highest accuracy comparedwith other state-of-methods.
To indicate ARBC and ARMC is the proposed model
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Chapter 2
Sign Language Recognition System
for Deaf People

Adarsh Sharma, Shantanu Pingale, Uddhav Sabale, Nikita Patil,
and Shital Dongre

1 Introduction

American Sign Language (ASL), visual gesture language, is used bymost of the deaf
community all over the world [1]. Nowadays, establishing communication with deaf
and mute people is of utmost importance and necessity. These gestures are powerful
means of communication within such especially abled people also in normal people.
Also, it becomes difficult to find a well-experienced and educated translator for sign
language every time and everywhere [1]. The main aim of this paper is to discuss
Sign Language Recognition from the application point of view.

This paper will talk starting from data acquisition to recognition and real-time use
also about past research made in this field. With many constraints, factors and limita-
tions, SignLanguageRecognition (SLR) is a challenging andmotivating task [2]. The
sign language recognition system is an important task that directly impacts society
by bridging the communication gap and encouraging the deaf–mute community.

A Sign Language Recognition system is difficult to implement because of the
variations in hand gestures, facial expressions, body movements, some external
factors, and many other variations and constraints [3]. Despite having difficulties,
the main motivation behind developing the model is a social impact, overcoming the
limitations of current implementations, cost constraints, etc.

2 Literature Review

Sign Language to Text Conversion Using Deep Learning by Kartik P.V.S.M.S.,
Sumanth K.B.V.N.S., Ram V.N.V.S., Prakash P proposed a model for sign language
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conversation usingCNN, image processing and deep learningmethods. The accuracy
achieved is 98.67% [1].

Sign language Recognition Using Machine Learning Algorithm by Prof. Radha
S. Shirbhate, Mr. Vedant D. Shinde, Ms. Sanam A. Metkari, Ms. Pooja U. Borkar,
Ms. Mayuri A. Khandge introduces a project for sign language recognition using
techniques such as artificial neural networks, skin segmentation andSVM.Themodel
had achieved an accuracy of 95% [1].

Hand Gesture Recognition and Voice Conversion System for Dumb People by V.
Padmanabhan, M. Sornalatha introduced a tool as dumb communication interpreter
using flex sensor, accelerometer sensor, gesture recognition (PIC microcontroller),
speaker, etc. It fits to every user and accuracy of the model is inflated [4].

Sign Language Recognition Application Systems for Deaf–Mute People: A
Review Based on Input-Process-Output by Suharjito, Ricky Anderson, Fanny
Wiryana, Meita Chandra Ariesta, Gede Putra Kusuma proposed a paper to find out
best method used by researchers for sign recognition considering [5].

3 System Design and Workflow

Flow Chart

See Fig. 1.
A dataset is created by capturing sample number of images through webcam. When
the system starts up, it begins collecting gesture images from the previously generated
dataset. The images are then preprocessed and cropped so that only the hand gesture
is visible. This is accomplished by drawing contours and determining the contour
with the greatest area. The contour region is then photographed and resized to 128×
128 pixels. These images are then divided into three categories: Training, Validation
and Testing. After this, the model starts building by adding different layers to the
image for the accuracy purpose to all the input images. Then, different layers are
added to esteemed model. After adding of the layers, the training of CNN model
begins. With the help of CNN, the model builds a network and creates a prediction
model which will be used in the prediction of the result. After this, ‘validation’ and
‘testing’ of model is performed to checkwhether model is over-fitting or underfitting.
Further steps are taken to increase the accuracy of model later.

4 Experimentation

1. Dataset Creation

Weare usingOpenCV library to capture images throughwebcam. Themain objective
of using OpenCV library is to apply various filters provided by the library. Filters like
grayscale conversion and Gaussian blur were applied on the target images. Grayscale
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Fig. 1 System design and architecture

conversion simply converts the image into black and white image. The input image
is in color which is converted into a grayscale image. Gaussian blur removes some of
the noise before further processing the image. We are using the ‘adaptive-threshold’
function to highlight the image borders. The above functions are discussed in detail
in further subsections.

We are using Region of interest (ROI) of 300× 300 pixels for capturing the hand
signs. Below is a code snippet of how the gestures in region of interest are captured.

We have resized all the images to 128 × 128 resolution to minimize the training
time of the model.

We have created two folders in our dataset, namely Train and Test, both consisting
individual folders having 600 images of each symbol.

2. Image preprocessing

We are using two types of images to train the dataset namely binary images and canny
edge images. Binary image consists of pixels of only two colors, usually black and
white. Canny edge image shows all the edges present in the image which increase
the amount of data to be processed but in turn helps in getting useful structural
information from an image.
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For less symbol classes (10 symbols), using binary images to train the dataset
yields good results. But for all 26 English alphabets, canny edge data was found to
be more useful than binary data images.

For creating a dataset, we implemented a program and captured the live feed
through webcam.

These steps are followed while preprocessing dataset:

1. Capture a RGB image (Fig. 2).
2. Convert the RGB image into grayscale and apply Gaussian blur to it (Fig. 3).
3. Applying desired threshold to convert grayscale into binary image. Applying a

thresholdmeans selecting some specific value for pixels in image and converting
the pixels in image such that (Fig. 4).

4. Cropping and resizing the (Region of Interest) ROI to desired size (Fig. 5).
5. Converting the grayscale image into canny edge using adaptive-threshold filter.

Adaptive-threshold method calculates threshold value for smaller regions and
helps in finding more features in image (Fig. 6).

6. Cropping and resizing the ROI to desired size (Fig. 7).
7. Saving both images into local disk.

Fig. 2 RCB image

Fig. 3 Convert into
grayscale
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Fig. 4 Convert into binary
image

Fig. 5 Cropping and
resizing

Fig. 6 Converting grayscale
image into canny edge

Fig. 7 Cropped and resized
to desired size
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3. CNN Model

The model is being trained with CNN.

Why CNN?

1. CNNs are automatic feature extractors.
2. We can use max pooling to reduce size of image without compromising with

image quality.
3. CNN provide usage of convolutions, which act as feature emphasizer (Fig. 8).

TheOpenGenus IQ [6] teamconducted a performance study of various image clas-
sifiers in order to determinewhichwas the best classifier for image classification. The
findings of an image classification task used to distinguish lymphoblastic leukemia
cells from non-lymphoblastic ones have been presented to support their performance
review. The features were extracted using a convolutional neural network, and they
were fed to different classifiers (Table 1).

Training a CNN

In our model, one convolutional layer which will help in highlighting different
features like gesture boundaries in binary images and minute finger features like
emerging thumb between ring finger and middle finger. The convolution layer’s

Fig. 8 CNN model flow

Table 1 Comparing of classifiers in terms of accuracy

Classifier Accuracy (%) Precision Recall ROC

SVM 85.68 0.86 0.87 0.86

Decision Tree 84.61 0.85 0.84 0.82

KNN 86.32 0.86 0.86 0.88

ANN (for 100 epochs) 83.10 0.88 0.87 0.88

CNN (for 300 epochs) 91.11 0.93 0.89 0.97
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Fig. 9 Training and overflow of CNN

output is a feature map that highlights the gesture’s characteristics. We have added
a max pool layer, which helps in reducing the size of input data to learning layers of
model while ensuring that the details in image are not lost. This is done in order to
reduce the computing time.

Lastly, we have three fully connected layers with 128, 96 and 64 neurons each and
an output layer. This layer learns from the input data and produces weights which
are then used to classify signs (Fig. 9).

4. Sign to Speech Conversion

We have implemented Text-to-Speech Conversion using Pyttsx3, a speech engine
which converts text to speech. It is Python library which works offline and converts
Text into Speech. The characterswhich are recognized usingCNNmodel are grouped
together to form meaningful words which are then pronounced using Pyttsx3.

5. Speech to Sign Conversion

Speech recognition is being used to turn voice commands into text. The text is then
passed through a converter function, with the results shown as a series of images on
the screen. This is a stand-alone feature with its own graphical user interface.
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6. Word Suggestion Functionality

Even though we are creating words from recognized characters, it may take some
time to spell big words. Also, there is a possibility of incorrect spellings. This is
where” Word suggestion and correction” feature comes into play.

We are using US English dictionary to suggest words based on some characters
in word. This is done using Hunspell module in python.

7. Graphical User Interface

We want a product that allows users to predict sign language in real time. Since the
aim is to make it easily accessible without many dependencies, we have created both
desktop application and web application.

Desktop Application

This application is created using Tkinter module in Python and has all features of
system built in it.

The features include:

• Sign to Text Conversion.
• Sign to Speech Conversion.
• Speech to Sign Conversion.
• Tet to Sign Conversion.
• Word Suggestions.
• Shortcut Mode.
• Emergency Mode.

The images below display ‘Sign to Speech/Text Conversion’ page and
‘Text/Speech to Sign Conversion’ page (Figs. 10 and 11).

Web Application

We have used Streamlit to create the Web application. Streamlitis an open-source
app framework for creating and deploying data science applications.

The features included in current version of web app are:

• Sign to Text Conversion
• Text to Sign Conversion
• Real time Audio–Video Feed.

5 Results and Discussion

In current CNN model, we are using one convolution layer and one max pooling
layer. We are using two datasets which are:

• Binary dataset
• Canny edge dataset.
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Fig. 10 Sign to speech

Fig. 11 Speech to sign

We trained the model until it had an accuracy of 99% on training dataset.
After the training, during validation of version model, we have achieved:

• 98% accuracy while using canny edge dataset.
• 100% accuracy while using binary dataset.
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Improvements in Binary Dataset

While using binary dataset, themodel was over-fitting.We stopped the training phase
early after a certain number of iterations to prevent over-fitting.

The model was either providing low accuracy of 80% or was over-fitting, even
after adding different methods to avoid over-fitting.

Furthermore, the model was unable to differentiate between signs with slight
variations, such as (S, M, N) and so on. Binary images were not capable of showing
minute differences in different characters.

Hence, we decided to work on canny edge dataset, as it shows a lot of promise
for improving the accuracy rate.

Improvements in Canny Edge Dataset

The canny edge dataset had good accuracy on trained data, but 89% accuracy on test
data implied that the model needs to be trained with a variety of input images.

We improved the accuracy of the canny edge dataset by using image augmentation,
which allows us to access an infinite number of images. By usingmax pooling, which
shows the most common features of existing feature maps, we were able to increase
accuracy even further. Following these measures, we were able to achieve a 98%
accuracy on the canny edge dataset.

6 Future Scope

1. Introduce hand tracking algorithm in existing system.
2. Extend the model to recognize motion gestures.
3. Deploy the web application with web hosting platforms like Heroku, Streamlit,

etc.

7 Conclusion

In this paper, the model project model uses CNN for detection of 26 English ASL
alphabets using different image enhancement techniques. This model also uses
convolution layer to highlight the dominant features andmax pooling layers to reduce
computing cost. The current version of model has one convolution, one max pooling
and three fully connected layers. These layers may change while in- creasing the
accuracy of model. The current version of model has accuracy of 98%. Furthermore,
added features provide the means for an effortless two-way communication between
the corresponding entities.
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Chapter 3
Efficient Question Answering in Chatbot
Using TF-IDF and Cosine Similarity

Rajesh Shrivastava , Abinash Pujahari , Simar Preet Singh ,
and Tanmay Bhowmik

1 Introduction

An organization uses a chatbot to solve clients’ queries. These days, all Web sites
and other social media platforms use a chatbot to help their customers. When a user
asks a query, a chatbot will look to a file or database for the answer. If the user asks
simple queries related towho, what, or predetermine questions, the user gets a correct
solution. But if a user asks for a complex query like how to detect symptoms of kidney
disease, maybe you get multiple answers or wrong answers. This situation happens
because various keywords match in this query. So, the chatbot engine selects the
wrong solution from the database file. Finding the correct answer from the available
documentation is a real-world problem. Natural language processing (NLP) is used
to solve this problem. There are various solutions available for this type of problem,
like counting the frequency of keywords and selecting an answer with the highest
frequency [1]. Most of the available chatbots are rule based. Once users ask a query,
they search in a database as per pre-defined rule [2]. Chatbots follows a pattern
to accept user query. There is not a chatbot that can take user queries and search
solutions on an available document. The author mainly discusses an algorithm to
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solve this problem. We develop solutions through Google’s Collab. To construct a
database, we downloaded Wikipedia pages of a kidney disease topic.

Term frequency-inverse document frequency (TF-IDF) mainly helps to calculate
themost valuable word from the dataset. Traditional methods calculate the frequency
of the word document, but the frequency is always not a good idea. In the question,
multiple lines support the keyword, so selecting the correct word is challenging.
TF-IDF helps us choose the statistical score based on the usage of expression in
the document. The cosine similarity finds the distance vector and selects the most
appropriate answer from the datasets. Our contribution to this paper is as follows.

– Develop and design a framework to take user queries and effectively find them
using TF-IDF and cosine similarity.

– Compare our result with other available methods in the parameter of accuracy and
time.

The experimental results support our hypothesis, and our proposed method
achieves 85% accuracy and provides correct answers to a user query.

The rest of the paper is organized as follows: Sect. 2 reviews the recent work
in NLP related to search question answers in documents. Section3 includes the
details of the proposed solution and describes different algorithms used therein.
Section4 includes an evaluation of the proposed solution. Finally, Sect. 5 finishes
with concluding remarks on the work.

2 Related Work

Chao et al. [1] wrote a review paper to discuss the problem of NLP. In that paper,
Chao et al. [3] tried to solve the healthcare patent problem by finding titles from the
available patent record. He focuses on the need for an effective method that helps to
find duplication of a patent in the database. In that paper, he used TF-IDF for ranking
and other distance methods to find the similarity.

Lahitani et al. [4] used cosine similarity to solve essay assessment problems. He
applied TF-IDF in the education system to automate essay assessment. This process
helps teachers to score the essay. But in that work, if the student writes an article
that will not be matched with a model solution, he will not get a good grade. The
automation is purely dependent upon checking the content.

Chen et al. [3] presented a YMC model, which is used to capture video features
and classify themusingTF-IDF and cosine similarity. The author focused onmasking
the unrelated area from the object detection result in that research.

Rajkumar and Ganapathy [5] developed a chatbot for an E-learning platform. The
chatbot helps to solve student queries. But it will give only fixed pattern answers. If
the user needs more information or asks a question in a different style, the chatbot
cannot answer.

Miklosik et al. [6] proposed a chatbot, but their model has certain limitations.
Their model does not search the entire database, and results are not as expected.
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Chao et al. [7] proposed a detailed review on chatbots. As per his review, chatbots
are used pre-defined data set for answering. To detect intelligent answering, chatbot
needs to search the dataset and figure out correct answers. For the same purpose, the
most common method is to identify the frequency of the input word into the data set.
As per the frequency result, the output is selected. But the false-positive rate is high
in this method.

In this paper, we used TF-IDF and cosine similarity. The cosine and TF-IDFmeth-
ods calculate similarity distance different from earlier approaches. Early researchers
widely used frequency-based solutions to select the correct answer.

3 Proposed Method

Figure1 explains the working model.
The data collection is done through web scrolling using the beautiful soup utility

of Python.We build our document by collecting various information related to health
care.We collected information about various diseases. In the collected data, a manual

Fig. 1 Chatbot working model
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search is not possible. We build an intelligent algorithm that helps us find the correct
answer from these datasets. We already perform essential operations on datasets like
converting input text into tokens, removing punctuation marks, creating metadata
that links all related words together. For example, send, sent, sending are combined.
All comments which have similar meanings are clubbed into metadata. We applied
the following algorithm to get the most appropriate answer to the input query.

Algorithm 1: Calculate similarity using TF-IDF and cosine
Input: Document (D); a dataset, User input query (Q)
Output: Reply to input query
Remove the punctuations and stop words from the input query.
while each word in Q do

TF(Q, D) = Number of times Q appear in dataset/Total tokens in dataset
IDF(Q, D) = 1 + log(D/Q)
Calculate TF-IDf(Q, D) vector;

end
result = Calculate cosine(Q, D);
if result == 0 then

Print ("Sorry, No result found")
return false;

end
else

Print "Hi Solution of your query is "+ result
end
return true;

Algorithm 1 explains the method to search the answer of user queries from the
datasets. The data set is already stored in the token format with metadata. Once a user
asks a question to the chatbot, the query will search in the datasets. TF calculates the
number of times a word occurs in a document.

TF(Q, D) ← Word from the input query appear in the document

total word in the document
.

After calculating term frequency, the algorithm searches for the relevance of a
document concerning the user input query. Since TF will not differentiate in all
frequencies, IDF adds weights to the more relevant answer. IDF uses a log which
helps us to solve this problem.

IDF(Q) ← 1 + loge(Total Number of Documents)

(Number of Documents with term in input user query (Q))

Then, we calculate TF * IDF. It will give a calculative score which will help
identify a correct document.
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To find similarity, we derive a vector from each document. Now, we have a vector
space containing each element’s vector. Using the cosine similarity, we can find the
mapping between any documents.

Cosine(Q, D) ← Dot_product(Q, D)

||Q|| ∗ ||D||
where Dot_product(Q, D) is Q ∗ D ← |Q| ∗ |D| ∗ cos(�)

• |Q| = magnitude of vector Q
• |D| = magnitude of vector D
• � is the angle between Q and D.

The cosine similarity matches the correct answer by comparing two virtual lines
in a vector space. If two points are matched, the angle between the two vectors is
closer. Otherwise, the angles are wide. The value of cosine is in the range of −1 to
1. The smaller angle is near to 1, and the wider angle 180 ◦C is close to −1.

4 Result

We experiment with ten different documents and calculate the TF-IDF and cosine
similarity score. Table1 displays the similarity score. Our result is matched with
document number 8.

Figure2 discusses the impact achieved by TF-IDF and cosine similarity. Doc-
ument 8 contains the correct answer to the user query. Its score is more similar
to query document Q. If we compare our result with the existing frequency-based

Table 1 Similarity score

S. No. Document Cosine Degree

1 d10 0.7071 45

2 d7 0.766 40

3 d6 0.788 38

4 d3 0.848 32

5 d9 0.866 30

6 d1 0.88 28

7 d4 0.906 25

8 d5 0.906 25

9 d2 0.92 23

10 d8 0.939 20

11 Q 0.933 21
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Fig. 2 Cosine similarity

solution, then our method achieves better accuracy. We received almost 85% of pre-
cision during the experiment, whereas the other available methods got up to 78% of
accuracy.

5 Conclusion

We develop an interactive chatbot that will search all user queries related to health
care and respond to the user. In this process, TF-IDF and cosine similarity help to
process effectively. In chatbot processing, TF-IDF and cosine similarity help search
for a correct answer. This method helps the query processing engine to find the
accurate result in a faster time. Researchers will also try to reduce search time with
better accuracy in the future. We can also experiment with other methods to improve
the accuracy.
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Chapter 4
Power Allocation Scheme Based on DRL
for CF Massive MIMO Network with
UAV

Prakhar Consul, Ishan Budhiraja, Deepak Garg, and Abhay Bindle

1 Introduction

Unmanned aerial vehicles (UAV) grab a lot of attention these days because of their
energy efficientmodels that can be used to performvarious critical taskswith ease and
automation [1]. These UAVs can bring excellent results if integrated with advanced
cellular networks like the cell-free (CF) massive MIMO system. These networks are
highly complex and dense in nature. Moreover, in big cities, high-rise buildings and
other obstacles degrade their performance. UAV-assisted on-fly communication can
enhance the quality of services by means of expanding ground coverage. There are
more users equipments (UEs) to experience line of sight communication (LoS)which
improves channel gain [2, 3]. Power optimisation among the various resources in the
network is a critical issue, since the inter-user interference and gain of the channel
also depend upon the power allocation schemes.

In an asymptotic sense, massive MIMO systems are the best-known solution for
interference free communication in the last few years. But due to pilot contamination
problems and unpredicted user activity, which reduced the performance of the net-
work. Although massive MIMO system increases the energy efficiency and spectral
efficiency [4] but not to the desire extend as required in the future communication
networks. So, there needs to be some architectural changes in the current design of
communication systems that can work more efficiently compared to massive MIMO
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systems [5]. In a cell-free massive MIMO system, a large number of access points
(APs) is distributed in the coverage area, which are connected to a CPU through a
backhaul network unlike a massive MIMO architecture where ground users served
by a particular AP in a particular cell [6].

Reaping all the benefits of a massive MIMO system, APs in a CF massive MIMO
system can serve or jointly serve eachUEwith the same time and frequency resources
[7]. As there are a large number of APs distributed in a particular geographical area,
there are very few chances of shadow fading. Also, problems like cell edge users
and handoffs are completely eliminated. Furthermore, in this paper, a UAV-assisted
CF massive MIMO system based on deep deterministic policy gradient (DDPG) has
been proposed which minutely optimises the power and also improves the overall
quality of service (QoS).

1.1 Related Work

In this section, the preexisting deep learning (DL)-based methods are discussed.
However, many existing power allocation schemes show some good results [8–10],
but their computational complexity is very high. For example, the weight mini-
mum mean square error (WMMSE) involves complex mathematical operations like
matrix inversions and large numbers of iterations. Recently, some deep reinforce-
ment learning (DRL)-based algorithms based on data-driven approaches have been
proposed [11]. Reference [12] proposed an ensembling deep neural network-based
power control technique that maximises the user sum rate of a multi-user fading
channel. Various other works, deep neural network (DNN), deep Q learning (DQL),
artificial neural networks (ANNs), were used for power optimisation [13–15]. Also,
various aspects of UAV assisted communication network has been explored in the
last decade. DRL-based algorithms perform the same task without involving any
complex mathematical calculations.

1.2 Motivation

Motivated by the above-mentioned survey, we study UAV-assisted CF massive
MIMO communication for power optimisation among various resources in a net-
work. UAV-assisted wireless communication is quite a new concept, and not much
work has been done in this direction. The concept of establishing an aerial base sta-
tion via UAV is quite exciting. Moreover, the practical application of UAVs in such
areas as precision agriculture, aerial photography, and search and rescue will make it
beneficial for future generations. The performance of the proposed system has been
analysed by considering uplink data transmission, propagation model, and uplink
channel estimation.
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1.3 Contributions

We have first derived an expression for the propagation model, uplink data transmis-
sion, and uplink channel estimation for a UAV assisted CF massive MIMO system.
From our study, it is found that the ratio of uplink and downlink transmission affects
the spectral efficiency (SE). The proposed system model is basically converted into
a machine learning model through Markov’s decision process (MDP). DDPG rein-
forcement learning-based actor critic model has been designed to make the whole
process automatic. Our results show the UAV-assisted cell-free MIMO system per-
forms better than the normal CF massive system.

1.4 Organisation

The organisation of the paper is as follows: in Sect. 2, we designed a system model
in terms of propagation model, uplink channel estimation, uplink data transmission
of cell-free massive MIMO. In Sect. 3, we proposed a solution based on the DDPG
actor critic model. Also, a model of DDPG with UAV is being evaluated. In Sect. 4,
specific simulation results are given. The last section, Sect. 5 summarises the whole
paper in terms of conclusion.

2 System Model

Considered a cell-free massive MIMO system (CFM-MIMO)-assisted via UAV as
shown in Fig. 1. The system includes a UAV, various APs, and various ground users
(GUs) over a geographical area of A × A. A single antenna is equipped via each AP
and GU. Let I = {1, 2, . . . , i, . . . , I } and J = {1, 2, . . . , j, . . . , J } are the sets of
APs and GUs, respectively. The channel gain is denoted via hik between i th AP and
kth GU. It is defined as hik = √

αik fik .
√

αik and fik ∼ CN (0, 1) denotes the large-
scale and small-scale fading for the AP-GU link, respectively.We consider the uplink
scenario, estimation of channel and data uplink data transmission. We consider the
uplink scenario that comprises the phases of estimation of channel, pilot transmission
and data uplink data transmission.

2.1 Estimation of Channel and Pilot Transmission

In the pilot transmission phase, all GUs provide pilot data to the APs to facilitate
channel estimation. During this phase, GUs send their pilot sequences of length t
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Fig. 1 System architecture

symbols to the APs at the same time. The message signal received at i th AP is given
as follows:

Yp,i = √
tσp

J∑

j=1

hikθ j + Wp,i , (1)

where
√
tσp ∈ C

t×1 represents the assigned pilot sequence to the i th GU with
||θ j ||2 = 1, Wp,i ∈ C

t×1 the additive noise for i th AP having i.i.d ∼ CN (0, 1)
elements. The i th AP estimates the channel gain hik ∀ j , which is determined
by the obtained pilot signal Yp,i . The projection of Yp,i onto θ H

j is denoted by

Y p,i j = θ H
j Yp,i . Therefore,

Y p,i j = √
tσp

⎛

⎝hik +
J∑

j �= j ′
hik ′θ H

j θ j ′

⎞

⎠ + θ H
j Wp,i . (2)

Given Y p,i j , the MMSE estimation of hik is formulated as follows:

ĥi j = E{Y ∗
p,i j hik}

E{|Y p,i j |2}
= ci jY p,i j , (3)

where ci j is defined as follows:

ci j =
√
tσpαi, j

tσp
∑J

j ′=1 αi, j ′ |θ H
j θ j ′ |2

(4)
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2.2 Uplink Data Transmission

During the uplink, the data of all GUs send to the APs at the same time. Let x j =
σq j s j represents the transmitted signal from the j th GU, where s j be the transmit
symbol having E{|s j |2} = 1. σ , q j denote the normalised uplink SNR and power
control coefficient of j th GU. The range of q j is 0–1. Now, from all users, the
received signal at the i th AP is as follows:

Yi =
J∑

j=1

hi j x j + Wi = √
σ

K∑

j=1

√
q j s j + Wi , (5)

where Wm represents the additive noise at the i th AP. The scaled received signals
are then transferred to the CPU for joint detection after match filtering is performed
at each AP using the locally acquired channel estimate ĥi j . To detect s j , the CPU
uses the aggregated received signal r j . The large-scale fading αi j is assumed to be
known. Signal r j is given as follows:

r j = √
σ

J∑

j ′=1

I∑

i=1

ĥ∗
i j hi j ′

√
q j ′s j ′ +

J∑

i=1

ĥ∗
i jWi (6)

Let βi j = E{|ĥi j |2} = √
tσαi, j ci j . Also,DS,BU, andUI denotes the desired sig-

nal, the beamforming gain uncertainty, and interference produced by the j th GU,
respectively. According to [5], for the j th user, the uplink rate can be derived as:

R
U

ג
= log2

(

1 + |DS j |2
E{|BU2|ג} + ∑J

j ′ �= j E{|UI2|ג} + ∑I
i=1 βi j

)

, (7)

where

|DS j |2 = q j

(
I∑

i=1

βi j

)2

|θ H
j θ j |2, (8)

E{|BU2|ג} =
J∑

J ′ �= j

q j ′

(
I∑

i=1

βi j
αi j ′

αi, j

)2

, (9)

E|UI2|ג = q j ′

I∑

i=1

βi jαi, j ′ (10)
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3 Proposed Solution

3.1 Markov Decision Process

In the model, at a centralised location the information is processed in a centralised
manner (e.g. at access point). The UAV’s mobility consumes the most energy. As a
result, in order to enhance the operational period, the UAV is assumed to stay in a
fixed place at the centre of the cluster. The access point is considered as an agent
(AP) for enhance data rate at GUs. With the help of MDP, the optimisation problem
can be defined as:

MDP = (S,A,P,R,
L

) . (11)

From the model, the centralised optimisation can be described as:

State space: To obtain good data rate of GUS, the agent should be aware of local
information such as beamforming gain uncertainty and interference produced by the
jth GU. The state space can be defined as:

S = [
(BU1, . . . ,BU j , . . .BUJ ); (UI1, . . . ,UI j , . . .UIJ )

]
. (12)

Action space: To improve the data rate at the base station in the MIMO system is
the main aim. So, action space can be represented as:

A =
[
(q1, q2, . . . , q j , . . . , qJ )

]
. (13)

At the state st−1, agent performs the action at−1 = (q1, q2, . . . , q j , . . . , qJ ). The
agent moves towards the next state st after performing action at−1.

Reward function: To maximise the data rate fairness of all GUs, the reward function
(RF) is expressed as:

RF =
I∑

i=1

J∑

j=1

R
U
J . (14)

3.2 Centralised Optimisation

A DRL scheme such as DDPG is employed to achieve the best optimal policy. The
DDPG is works as an hybrid model that has two networks: the actor network and the
critic network. Actor networks rely on value functions. Critic networks, on the other
hand, rely on policy search. To improve convergence speed and reduce calculations,
the techniques used by DDPG algorithm are replay buffer and target network. The
executed transition

(
st−1, at−1, r t−1, st

)
is saved in a limited or restricted memory
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Algorithm 1Data rate fairness maximisation for APs using centralised optimisation
technique
Input

– Environment: (a) APs (b) GUs (c) UAV
– qi ≥ qmin

i : APs Min requirement

– q j ≥ Dmin
j : GUs Min requirement

Initialisation:

– Z(s, a, ζx ) = With variable ζx the critic network.
– ν(s; ζν ) = With variable ζν the Actor network.
– Z

′(s, a, ζ ′
x ) = With variable ζx ′ the target critic network.

– ν′(s; ζν′ ) = With variable ζν′ the Target actor network.
– C = Replay Exp.

Output: α, β

1: for episode = 1,…,� do
2: Action process starts
3: the starting state s0 obtained
4: for iteration = 1,…, T do
5: The achieved action at−1 executed at state st−1

6: In accordance with (14) the modified reward is r t−1

7: Noticify the upcoming state st

8: In the replay buffer
(
st−1, at−1, r t−1, st

)
saved as transition

9: from C a mini-batch of E transitions
(
si , ai , ri , si+1

)
sample randomly

10: Using loss function in (15) update critic parameter descent by stochastic gradient
11: The actor policy parameter updated
12: Target critic network parameters updated
13: (ζx ′ , ζν′ ) according to (18) and (19)

14: State updated st−1 = st

15: end for
16: end for

of capacity C using an experienced replay buffer. A little batch U of transitions is
selected randomly from collected samples. For updating new samples and rejecting
old ones, a finite size memory is used. To calculate the target value for both the critic
and the actor networks, target networks are used.

Let the critic network represented as Z(s, a; ζx ) with variable ζx and the target
critic network represented as Z′(s, a; ζx ′) with variable ζx ′ . Similarly, the actor net-
work is represented as ν(s, a; ζν) with the variable ζν and the target actor network
is represented ν ′(s, a; ζν ′) with variable ζν ′ . To examine the actor and critic network
over a little batch of U samples, stochastic gradient descent (SGD) is used. Now the
critic is updated by minimising as:

MN = 1

U

P∑

i

(
yi − Z(si , ai , ζx )

)2
, (15)

with the target

yi = r i (si , ai ) + L
Z(si+1, ai+1; ζx ′ |i+1

a = ν ′(si+1; ζν ′). (16)
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Algorithm 2 Using centralised optimisation technique for D2D users throughput
maximzation
Input

– Environment: (a) DMPs (b) CUEs (c) NOMA-integrated BS.

– Dn
i ≥ Dn,min

i : CUE min requirement

– Dn
j ≥ Dn,min

j : DPs min requirement

Initialisation:

– Z(s, a, ζx ) = With variable ζx the critic network.
– ν(s; ζν ) = With variable ζν the Actor network.
– Z

′(s, a, ζ ′
x ) = With variable ζx ′ the target critic network.

– ν′(s; ζν′ ) = With variable ζν′ the target actor network.
– C = Experience replay

Output: α, β

1: for episode = 1,…,� do
2: Action process starts
3: the starting state s0 obtained
4: for iteration = 1,…, T do
5: The achieved action at−1 executed at state st−1

6: In accordance with (14) the modified reward is r t−1

7: Notify the upcoming state st

8: In the replay buffer
(
st−1, at−1, r t−1, st

)
saved as transition

9: from C a mini-batch of E transitions
(
si , ai , ri , si+1

)
sample randomly

10: Using loss function in (15), update critic parameter descent by stochastic gradient
11: The actor policy parameter updated
12: Target critic network parameters updated
13: (ζx ′ , ζν′ ) according to (18) and (19)

14: State updated st−1 = st

15: end for
16: end for

The updated parameter of actor network as follows:


∇ζν
K ≈ 1

U

U∑

i


∇aiZ(si , ai ; ζx )|ai=ν(si ) 
∇ζν
ν(si ; ζν). (17)

To update the ζx and the ζ ′
ν , soft target updates are used as follows:

ζx ′ � χζx + (1 − χ)ζx ′ (18)

ζν ′ � χζν + (1 − χ)ζν ′ , (19)

where χ is in the range between 0 and 1.
Where � represents the number of maximum episodes, and T denoted time step in
the proposed algorithm.
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4 Evaluation of the Performance

The evaluation of the performance of the scheme is discussed in this section. It has
two sections: (i) numerical approach and (ii) results and discussion.

4.1 Simulation Parameters

Consider a circular area of 5 km2 comprised of 30 APs and 15 GUs. The rest of the
simulated parameters is derived from [12], and listed in Table 1.

Table 1 Simulation parameters

Parameters Values

Bandwidth 20MHz

Carrier frequency 1.9GHz

UAV transmission power 4W

Number of UAVS U = 1

UAV’s coverage 400m

Path-loss parameter 2.1

Thermal noise −1.74 dBm

Discounting factor 0.85

Initial batch size E = 30

Activation function ReLu

Noise figure 9 dB

User association Cell-free

Traffic model Full buffer

Optimiser Adam

Software used Python 3.8 and Tensorflow 1.13.1

Fig. 2 Comparative analysis a CDF versus per-user net throughput. b CDF versus minimum user
rate under fixed APs. c CDF versus minimum user rate under fixed APs and movable users
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The relationship between the cumulative distribution function (CDF) and per-
user net throughput is shown in Fig. 2a. In the lower net throughput range, the graph
suggests that the DDPG performs similarly to the baseline. In both network setups,
the baseline and DDPG have nearly identical 97% expected per-user net throughput.
The disparity between the baseline andDNNperformance, on the other hand, implies
that the DDPG may have learned a power allocation strategy that is not ideal.

Figure2b represents the graphbetween theCDFandminimumuser rate. Thegraph
depicts how effectively the DDPG has met the desired goal of maximum–minimum
user fairness. As compared to the ideal baseline solution, the DDPG has a lower
minimum user rate and it outperforms the maximum power scenario significantly.

The CDF is impacted by the minimal user rate under the conditions of fixed APs
and moveable GUs, as shown in Fig. 2c. According to the graph, DDPG implemen-
tations achieve near-optimal minimum user rate performance with online training,
outperforming the randomAP/user scenario. The claimed performance was obtained
with only a training set of 10,000 samples and an offline model training time of less
than 10min. As it has the low complexity offline training and the online processing
and comparable performance, the proposed DDPG algorithm has the potential for
rapid and easy deployment in a realistic environment.

5 Conclusion

In the paper, the target is to enhance the net throughput while minimising the interfer-
ence and maintaining the QoS of the ground users. To achieve the target, we used the
CFM-MIMO system with an UAV assist for the power optimisation of the network.
Here, we optimise the power of the APs along with the UAV to improve the usernet
throughput. Numerical results represents that the proposed scheme gives good result
in comparison with the baseline schemes.
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Chapter 5
Machine Learning Techniques
for Predicting Dengue Outbreak

M. B. Anuranjan, Chandana Divya Vani, Chanpreet Singh,
Samarjeet Barman, Kuldeep Chaurasia, and P. V. Arun

1 Introduction

Dengue is an exponentially emerging commonly prone viral disease in many parts
of the world. Dengue flourishes in urban poor areas, suburbs and the countryside but
also affectsmore affluent neighbourhoods in tropical and subtropical countries. Apart
from causing a severe flu-like illness, sometimes it is prone to cause a lethal compli-
cation called severe dengue. According to World Health Organization (WHO), 50–
100 million infections are now estimated to occur annually [1]. The Aedes aegypti
mosquito transmits the viruses that cause dengue. Because dengue is carried by
mosquitoes, the transmission of dengue is related to meteorological and environ-
mental data such as temperature, precipitation and vegetation. A vaccine to prevent
dengue is licenced and available in some countries. Surprisingly, the vaccine manu-
facturer has announced in 2017 that peoplewhohave not been previously infected and
received the vaccine may be at risk of developing severe dengue if they get infected
following the vaccination [2]. The backbone for the treatment of dengue is supportive
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care [3]. It becomes vital to recognize the three phases of dengue [4]: febrile, crit-
ical and recovery. Hence, serious efforts are required to control and prevent this
disease. This makes predictions on dengue outbreaks very important. With the help
of this prediction, health departments across the world can take preventive measures
to combat dengue fever before the outbreak begins, saving millions of lives. The
objective of the research work is to find the best algorithm to predict the spread of
Dengue in the area under study.

2 Related Work

Several approaches have been used to predict dengue outbreaks. Rachata et al. [5]
worked on the use of artificial neural networks with an entropy method to build a
predictive model for dengue outbreaks in Thailand. A study in Sri Lanka, using past
patterns of weather and past dengue cases as inputs, introduced an artificial neural
network (ANN) to predict the dengue outbreak in theKandy district [6]. Cheong et al.
[7] showed that land-use factors other than human settlements, like different types
of agricultural land, water bodies and forest, can be associated with reported dengue
cases in the state of Selangor, Malaysia, and used boosted regression to account
for nonlinearities and interactions between these factors. Dharmawardana et al. [8]
proposed that the mobility of humans has a significant effect on the outset of dengue
to the immunological dengue ‘naive’ region. The data set was derived using mobile
network big data in Sri Lanka. The predictions were made using ANN and XGBoost.
Recent work ofMuhilthini et al. [9] proposed a dengue possibility forecastingmodel;
the data set contains information about several dengue cases observed every week
for several years in any country. It contains details about the conditions of weather
like precipitation amount, temperature, humidity and so on using GBR to find the
dependencies in the given training data set and predict the amount of dengue cases
for the given week and year of a country in the test data set. Tate et al. [10] proposed a
model for the prediction of dengue, diabetes and swine flu using random forest. The
main aim of this model is to predict the disease by using the symptoms taken from
patients, and to recommend a specialized doctor, from this, the risky cases of that
particular disease in a week of that particular area was also calculated. Ong et al. [11]
used random forest regression to predict the risk rank of dengue transmission in 1 km
grids, with dengue, population, entomological and environment data in Singapore.
More than 80% of the observed risk ranks fell within the 80% prediction interval.

3 Study Area and Data Resources

The two cities considered for this experiment are San Juan, Puerto Rico, and Iquitos,
Peru. San Juan is the capital city of Puerto Rico and also happens to be themost popu-
lous municipality. Iquitos is the capital city of theMayan Province and Loreto region
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and is claimed to be the ninth most populous city of Peru. (Fig. 1). The data used in
this study were collected by various U.S Federal Government Agencies (including
the Centers for Disease Control and Prevention, the National Oceanic and Atmo-
spheric Administration and the U.S. Department of Commerce). The consolidated
data set was acquired from the “Data Download” section of the openAI competition
“DengAI: Predicting Disease Spread” hosted by drivendata.org. The data set was a
combination of meteorological data including the features. Some of the important
features are city abbreviations: sj for San Juan and iq for Iquitos, week_start_date,
maximum temperature, minimum temperature, average temperature, total precipita-
tion, mean air temperature, pixel southeast of city centroid, pixel northeast of city
centroid etc.

Fig. 1 Study area [13]
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4 Methodology

The methodology involved seven steps, namely acquiring the data set, preprocessing
the data, selecting a relevant predictivemodel, building themodel, fitting and training
the model with the training data, tuning the parameters for optimal performance and
predicting the values (Fig. 2).

4.1 Dataset Preprocessing

The acquired data had to be preprocessed for maximum performance of the models.
Various data preprocessing techniques were used in this study. To begin with, the
data set had to be divided based on the two cities. A new feature called “month”

Fig. 2 General
methodology applied to
make various predictive
models
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had to be extracted from the “week_start_date” since the latter is a little harder to
work with. The Not a Number (NaN) values were replaced with the mean of their
respective columns. It can be noticed that a few features associated with temperature
were recorded in Kelvin and a few others in Celsius. The features were all converted
to Celsius.

4.2 Interpolation

Interpolation is the process of acquiring a function from a set of data points such that
the function passes through all the given data points and can be used to appraise data
points in-between the given ones. Using interpolation (Fig. 3) and the weekly pattern
of the recorded cases, it is possible to make a plausible prediction. To attain a weekly
pattern, the data from the training set can be grouped by the week_of_year column.
The mean and median of this grouped data are averaged to get an appreciable week
pattern. The pattern is then later used to predict the total_cases reported in the testing
data. Interpolation of the predicted total_cases is done for accurate results.

Fig. 3 Algorithm used to
make the interpolation model
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4.3 Time Series Forecasting with Random Forest

Random forest is a subset of the supervised learning algorithms which uses an
ensemble learning method. It can be used for both classification and regression.
The trees in random forests are made to run in parallel meaning there is not any
interaction between these trees. A random forest combines many decision trees. The
differences lie in the number of features that can be split at each node and the random-
ness added by random selection of sample data from the original data by the decision
trees to avoid over-fitting. A time series is a vector of values that are indexed by time.
Sometimes, it is necessary to perform some preprocessing to make it comprehensible
(Fig. 4).

This algorithm involved the prediction of total cases using time series forecasting
with random forest. The data set after being imported was preprocessed. The data
preprocessing involved replacing the NaN values using the forward and backward
fill method.

It was necessary to split the data set based on the cities for accurate predictions.
The next step involved introducing time series based lag which served as the base for
the time series forecasting of themodel. A random forest regressor with the necessary
parameters was built. The next step involved the fitting of the data set to the model.
Two parameters were tuned for better performance. The two parameters considered
are n_estimators andmax_depth. After trying out various values, the above-tabulated
values (Table 1) were considered for the cities as using these parameters gave the

Fig. 4 Algorithm used with
time series prediction with
random forest regression
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Table 1 Details of various
parameters tuned in the
random forest model

Parameter tuning

Parameter Values San Juan Iquitos

n estimator 10,20,50,100,200,300,500 20 100

max depth 10,15,20,40,50,100 10 10

best result following which the model has trained again with the tuned parameters
and used to predict the total_cases. The mean absolute error computed (using a time
series-based algorithm) for both the cities was better than the MAE calculated using
the normal random forest algorithm.

4.4 Gradient Boosting for Time Series Prediction

Gradient boosting is one of the most powerful techniques for building predictive
models. It is a machine learning technique widely used for regression and classifica-
tion problems. Gradient boosting aims at producing an ensemble of weak prediction
models. The algorithm repetitively leverages the patterns in residuals and bolster a
model with weak prediction to improve it. This algorithm involved the prediction of
total_cases using time series forecasting with gradient boosting. The data set after
being imported needed to be preprocessed. The data preprocessing involved replacing
the NaN values using the forward and backward fill method. It was necessary to split
the data set based on the cities for more accurate predictions. The next step involved
introducing time series-based lag which served as the base for the time series fore-
casting of the model. A gradient boosting regressor with the necessary parameters
was built (Fig. 5).

The next step involved the fitting of the data set to the model. Four parameters
were tuned for better performance (Table 2).

4.5 Performance Measures

The performance of both models has been assessed by computing the mean abso-
lute error (MAE). The mean absolute error (MAE) [12] measures the closeness of
forecasts predictions to the actual outcomes. It is given by (Eq. 1):

MAE = 1

n

n∑

1

∣∣yi − yî
∣∣ = 1

n

n∑

1

|ei |. (1)

AE = |ei | =
∣∣yi − yî

∣∣ (2)

where actual = yi and predicted = yî .



52 M. B. Anuranjan et al.

Fig. 5 Algorithm used in
implementing the gradient
boosting regression model

Table 2 Various parameters tuned in the gradient boosting model

Parameter tuning

Parameter Values San Juan Iquitos

max iter 10,20,50,100,200,300,500 50 10

max leaf nodes 10,16,32,64,128,256 10 16

max depth 4,8,16,32 8 10

max bins 10,16,32,64,128,256 10 32

5 Results and Discussion

Time series-based prediction is a good alternative for ordinary predictive models.
The three algorithms used were manipulation using interpolation, times series-based
random forest and gradient boosting. Although these algorithms perform well, the
time series-based gradient boosting algorithm seems to have the best of results.

The MAE of this algorithm is better than those of others. The respective MAE
values have been tabulated (Table 3).

The random forest regressor seems to work the best in this particular problem. It
can be observed from the graph (Fig. 6) that the predicted values were almost the
same as the reported cases in most of the instances. Although the values might not
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Table 3 Comparison of
results of various predictive
model

Comparison of MAE using different algorithms

Algorithms San Juan Iquitos

Random forest 26.66 6.7

Gradient boosting 24.11 7.36

Interpolation 25.98 25.98

Fig. 6 Plotting result using random forest: a San Juan region, b Iquitos region
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be very close, the regressor had done a good job in predicting and understanding the
pattern involved.

The gradient boosting algorithm does not seem to have worked the best in this
situation (as shown in Fig. 7). The algorithm did a good job of predicting the number
of reported cases in Iquitos.

The algorithms might have made better results with a deep analysis of the data
set and more fine-tuning of the model.

Overall, the gradient boosting algorithm seems to have worked the best among the
other algorithms used. The other algorithm used involves a random forest regressor

Fig. 7 Plotting result using gradient boosting: a San Juan region, b Iquitos region
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and interpolation technique which seems to be providing an acceptable result. The
following limitations made the process of achieving better results harder and also
undermined the scope of using deep neural networks to make predictions: data set
given data is limited or less, two cities are located in different geographical areas, and
dengue occurs at particular months of the year. This result can further be developed
by using models that are known to work better for time series-based data like the
ARIMA model.

6 Conclusion

This study considered three different modelling techniques, namely interpolation,
gradient boosting regression and random forest regression, to predict the amount
of dengue cases reported in two cities. Parameters were tuned and adjusted for the
most optimal performance. Comparisons of results were made based on mean abso-
lute error (MAE). The performance was analysed, and the result points out that
the gradient boosting regression performs significantly better than the other models
and is therefore considered to be a better approach. Future results can be improved
by obtaining large amounts of meaningful data and implementing better models
associated with time series predicting.
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Chapter 6
Human Activity Recognition Using
Wearable and Inertial Sensors
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1 Introduction

Our daily lives have become more reliant on mobile gadgets. This is due to an
increase in the sophistication of mobile device development, as well as the integra-
tion of high-quality sensors, high processing power, massive storage capacity, and
constant connectivity. People constantly engage with their low-cost, small-sized cell
phones in their everyday activities, which have resulted in a rise in research into
extracting information from data gathered by ubiquitous sensors in mobile devices
[1, 2]. Lifelogs may be used to track simple physical activities like walking, running,
sitting, and so on, as well as more complex activities like eating, working, and exer-
cising [3, 4]. This has a wide range of applications in domains like medicine [5],
augmented reality [6], computer–human interaction [7], text classification [8], and
sound classification [9].

Themost challenging part of creating a comprehensive lifelog is gathering activity
data from various wearable sensors [10] and properly categorizing human activity
based on the data. Sensors such as accelerometers, gyroscopes, GPS,magnetometers,
proximity sensors, and barometers [3] are used in mobile devices. Researchers can
easily collect sensor data with minimal infrastructure by using smartphones. Based
on the data collected, modern machine learning algorithmsmay be used to detect and
recognize human behavior based on the data obtained. A basic smartphone might
assist in preserving detailed records of a user’s everyday activities. The utilization
of a range of sensors, as well as advances in deep learning and feature selection
approaches, has the potential to push the frontiers of human activity detection to
deeper ontological levels.
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Human activity recognition (HAR) is a great example of current smartphones’
versatility [11]. Aside from smartphones, any digital gadget equipped with special-
ized sensors, such as tablets, MP3 players, or smartwatches, may recognize human
movements and gestures and respond with a set of tasks [12]. The readings from
two specific sensors, the accelerometer and the gyroscope, are usually considered in
activity signal-based HAR.

We have studied and analyzed various research papers based on human activity
recognition. Post completion of the literature survey, we became aware of the various
methods that can be applied to recognize human activities. We were also enlightened
by the applicability of HAR in various fields.

In [1], Jovanov et al. discussed wearable health monitoring systems that are inte-
grated into a telemedicine systemand can helpwith early diagnosis of abnormal states
and prevention of harmful effects. The joint coordinates of the three-dimensional
skeletons received from the depth sensor were used by Yalcin et al. [2] to automati-
cally recognize human actions using CNN and LSTM deep learning algorithms. In
[3], Wang et al. introduced a deep learning-based approach for healthcare applica-
tions that can distinguish between individual actions as well as transitions between
two different short-duration, low-frequency activities. In [13], Li et al. used a variety
of machine learning techniques to investigate the impact of different algorithms
and multi-features on time series. Body activity recognition is formulated as a clas-
sification issue using data acquired by wearable sensors by Yani Guan et al. in
[10].

The paper is organized as follows: Sect. 2 covers the proposed methodology,
Sect. 3 illustrates the datasets used, and Sect. 4 presents performance evaluation of
the models and discussion about it. Lastly, Sect. 5 concludes the paper.

2 Proposed Methodology

First, using accelerometer data fromamobile deviceworn around a person’swaist,we
trained a deep neural network (DNN) to distinguish the type of movement (walking,
running, jogging, etc.). For the same, we used the WISDM data set [14].

1. Data from accelerometer is loaded from the WISDM dataset.
2. Convert accelerometer data to a time-sliced representation and reformat it.
3. Create a visual representation of the accelerometer data.
4. Restructure the multidimensional tabular data such that Keras can accept it.
5. Split up the data set into three components, i.e., training, validation, and testing.
6. For data on human activity recognition data, train the deep neural network.
7. Via the learning curve and confusion matrix, validate the trained neural

network’s performance against the test data (Fig. 1).

We discovered that employing more complex neural network architectures, such
as long short-term memory, has a lot of promise for improving the model. Using the
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Fig. 1 DNN example

same dataset, we trained an LSTM neural network for human activity recognition
[15], which was coded in TensorFlow.

As we progressed, we learned that human activities differ from one individual to
the next and are difficult to divide into a finite number of categories. As a result,
additional data from various actions was required for improved HAR research. This
was the driving force for our decision to use the KU-HAR dataset [16]. We intended
to combine more sophisticated samples with the ones we already had.

We have built two models using KU-HAR dataset:

1. Decision trees
2. Random forests (Fig. 2)

Fig. 2 Random forests
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3 Dataset Description

We have used theWISDM dataset from UCI machine learning repository [14]. It is a
compilation of accelerometer data collected from roughly 30 people’s smartphones
while they were doing six different activities (walking, walking upstairs, walking
downstairs, sitting, standing, and laying). The x-, y-, and z-axis accelerations for
each action were measured and recorded with a timestamp and a person ID (Fig. 3).

To expand the scope of our dataset in terms of number and complexity of activities,
we have used theKU-HARdataset [16]. It is an open dataset for recognizing different
types of human activity. This dataset provides data on 18 distinct activities that were
obtained using smartphone sensors from 90 people. ML-based HAR models will be
able to learn from these examples as a result and become more reliable in detecting
actions (Fig. 4).

Fig. 3 WISDM dataset sample

Fig. 4 KU-HAR dataset
sample
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4 Results and Discussion

We have made two models based on the WISDM data set (DNN and LSTM) and
two models based on the KU-HAR data set (decision tree and random forest). We
have split the data sets for model training and model testing purposes (Table 1).

4.1 Based on WISDM Dataset

In the DNN model to segregate training and validation data for model training, we
have utilized an 80:20 split. Figures 5 and 6, respectively, show the confusion matrix
and learning curve of the model.

The LSTMmodel contains 2 fully connected and 64 units of 2 LSTM layers which
are stacked on each other. We have trained our model for 50 epochs and measured
accuracy and error. Figures 7 and 8, respectively, show the confusion matrix and
learning curve of the model.

Table 1 Hyperparameters
used

Hyperparameter DNN model LSTM model

Batch size 400 1024

No. of epochs 50 50

No. of hidden layers 3 2

Fig. 5 DNN confusion matrix



62 A. Singh Rawat et al.

Fig. 6 DNN loss curve

Fig. 7 LSTM confusion matrix

4.2 Based on KU-HAR Dataset

We have used the Scikit learn library of machine learning to build the models. We
have utilized an 70:30 train–test split. Decision tree is a type of supervised learning
techniquewhere features of the dataset are represented by internal nodes and outcome
is represented by leaf node [4]. Figure 9 shows the confusion matrix and confusion
report of the model.
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Fig. 8 LSTM loss curve

Fig. 9 Decision tress confusion matrix and confusion report

Random forests belong to the supervised learning technique. It is built on the tech-
nique of ensemble learning, which combines multiple classifiers to solve a complex
problem and improve the performance of the model. Figure 10 shows the confusion
matrix and confusion report of the model.
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Fig. 10 Random forest confusion matrix and confusion report

Table 2 Performance evaluation

DNN LSTM Decision tree Random forest

Accuracy on testing data (%) 76 97 77 90

Average accuracy (%) 86.5 83.5

4.3 Performance Evaluation

We used Google Collab with a GPU hardware accelerator. The accuracy of the DNN
model on the test dataset is 76%. It implies that our model performs well for the
unseen data. The correctness of the model is well for predicting jogging, standing,
sitting, and walking. The model is not performing well for upstairs and downstairs
activities. This model has the least accurate confusing matrix owing to the most
mispredicted activities. Thus, the DNN model is the least accurate model (Table 2).

The LSTM model can achieve over 97% accuracy on the test dataset to predict
human activities. Thismodel has themost accurate confusionmatrix as it has the least
mispredictions. Hence, the LSTM model has the most accuracy and subsequently
becomes the best proposed model.

Further, we have achieved an accuracy of 77% on the test data in the decision trees
model. The model is great for predicting the activities like standing, sitting, talking
while sitting, talking while standing, stand_sit, lay, and lay_stand activities.

Random forest model is able to predict the activities with an accuracy of 90% on
the test set.
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5 Conclusion

LSTM has the ability to see long-term dependencies in the dataset. It identifies the
directionality of the variations in the true data. DNN can achieve the same effect, but
it requires collecting the input vector over time and then feeding it to a huge layer.
Hence, we have observed 21% increase in accuracy.

A random forest combines numerous decision trees. It makes use of the strength
of multiple decision trees rather than relying on a single decision tree’s feature
relevance. Therefore, the accuracy of the model has increased by 13%.

We envisage extending our model into the detection of complex and detailed
human activity using the inertial sensors, such as preparing a meal and answering
a phone call. Thus, resulting in it being applicable to efficiently tackle real-world
problems.
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Chapter 7
Concern Levels During COVID-19:
An AI-Based Approach for Social Media
Analysis

Divya Gupta , Shampa Chakraverty , Aryaman Sharma ,
and Bhavya Nagpal

1 Introduction and Related Work

Uncertainty about COronaVIrus Disease (COVID-19) is continually posing vari-
ous threats. The dynamic behaviour of the virus forced people to be restricted to
their homes. Social media during confinement opened up the platform where peo-
ple could convey their thoughts and concerns. Micro-blog analysis has been used in
studies to investigate the various aspects of COVID-19. Sentiment analysis, informa-
tion dissemination, and the extraction of popular themes and public opinions from
microblogs gained relevance. Ridhwan et al. investigated the prevalence of vari-
ous emotional intensities during the pandemic [6]. Another study by Kabir et al.
looked at the emotional intensities at different locations [1]. Yousefinaghani et al.
used microblogs to extract public opinion in the context of immunization through
tweets [9]. Mahdikhani conducted a study to determine the emotional intensity rel-
ative to popular topics [5]. Researching on the informative role of social media,
Kankanamge et al. discovered that social media posts aimed at increasing situation
awareness attract more community attention than other posts [2]. Not only for these
applications, but also to support governance and urban planning, social media for
smart cities has grown in importance. Troisi et al. investigated sentiments in a smart
city in relation to user technology [7].

From the literature study, we understand the importance of social media for a com-
munity. Despite the fact that several aspects have been studied, we discover a dearth
of studies analysing levels of concern and awareness about the crisis. We believe that
examining them can assist in determining whether a concern is alarming. Knowing
this, administrative authorities can take steps to resolve the situation contributing to
the emergence of a resilient community.
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Fig. 1 Workflow for analysing concern levels during pandemic

In our work, we aim to automate the process of analysing the concern levels using
a temporal tweet data. Figure1 illustrates the workflow of our research. We fine-tune
a deep learning model to identify whether a tweet is COVID-19-related. The com-
ponents coloured green are all included in training the classifier. We extract tweets
of an area without employing any hashtag or keyword. By analysing these tweets,
we generate a time series of social media metric. Further, change point detection
identifies the points of transitions in it. The main contributions of our work are:

1. Evaluate the concern levels by calculating a social media metric, Public Concern
Index (PCI).

2. Analyse the variation in PCI during the second and third wave of the pandemic.

The remaining paper is laid out as follows. Section2 describes the data collection,
datasets used, and the methodology used to realize our approach. Section3 presents
the results of our analysis. Section4 discusses the findings from the results. We
conclude in Sect. 5.

2 Data and Methods

2.1 Datasets Used

Sentiment140 It is the dataset containing 1.6million English tweets collected from 6
April 2009 to 25 June 2009.1 We use this dataset to provide instances ofNon-COVID
tweets, i.e. tweets not related to COVID-19, for training the classifier. The rationale

1 https://alt.qcri.org/semeval2017/.
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for using it is that it was prepared long before the prevalence of COVID-19 was
established. Additionally, it contains a massive set of tweets. Therefore, it provides
a reliable sample of tweets not related to the pandemic.

COV19Tweets Lamsal proposed a dataset containing English tweets specific to
COVID-19 collected across globe [3]. The dataset contains the IDs and sentiment
scores of the pandemic-related tweets posted 20March 2020 onwards. To extract the
text associated with the tweet ID, different applications/libraries such as Hydrator,2

twarc3 are used.
As our work does not use the sentiment scores, we omit it from the dataset. Then,

we select the tweets posted from October 2020 to December 2020 because it spans
for the globally peaking stage of the first wave of pandemic.4 This results in a dataset
containing 1.4 million tweets which we term as subCOV19Tweets. It serves as a
sample of COVID tweets, i.e. tweets which are COVID-19 related, for our classifier.

2.2 Data Collection

Twitter Data Our implementation extracts tweets posted during pandemic on the
popular social media platform, Twitter. To comply with our aim, it is necessary to
retrieve tweets without employing any hashtag or keyword in the extraction process.
Since, this would result in massive amount of tweets, we limit our search to the ones
originating from the metropolitan cities in India. The ground for such selection is
that metropolitan cities are densely populated which can provide a good sample for
our study.5 Furthermore, the majority of population residing in such cities is digitally
connected.6 So, we work on the three metropolitan cities of India—Delhi, Mumbai,
and Bangalore. As our training dataset includes the tweets posted during and before
December 2020, we retrieve the geo-tagged tweets from January 2021 to January
2022. This time frame spans the onset, peak, and fading stages of both the second
and third waves in India.

For extracting the tweets, we use a scraper for social networking services (SNS),
snscrape.7 This scraper can extract tweets using a text search query which includes
fields such as the keywords, beginning date since, the end date until, the search
location near, and the kilometre radius around a locationwithin. For retrieving tweets,
we use a text search query without any keyword since: 2021-01-01 until: 2022-01-
31 near: <city> within: 10 km. The city in the given query is Delhi, Mumbai, and
Bangalore. In total, we obtain a total of 3.9 million tweets.

2 https://github.com/DocNow/hydrator.
3 https://github.com/DocNow/twarc.
4 https://ourworldindata.org/explorers/coronavirus-data-explorer.
5 https://www.census2011.co.in/city.php.
6 https://timesofindia.indiatimes.com/business/india-business/for-the-first-time-india-has-more-
rural-net-users-than-urban/articleshow/75566025.cms.
7 https://github.com/JustAnotherArchivist/snscrape.
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2.3 Data Preprocessing

Data preprocessing is an essential step prior to building any model on a dataset.
For preprocessing our datasets, we remove duplicate and null entries, user mentions,
punctuations, emoticons, emojis, symbols, pictographs, transport and map symbols,
and stopwords. We use Ekphrasis’ word segmenter8 trained on the twitter corpus to
retain the hashtag content and then lemmatize.

2.4 RoBERTa

Liu et al. proposed a transformer-based Robustly optimized BERT approach
(RoBERTa) pre-trained on a large English corpus [4]. The pre-trained RoBERTa
model can be fine-tuned to perform classification tasks. Prior to fine-tuning, it tok-
enizes each input sentence adding special token [CLS] in the beginning and [SEP] at
the end. After fine-tuning, the model produces the output embedding of the sentence
including the pooled [CLS] which provides the overall contextual information of
the input. For performing classification, the pooled [CLS] is fed to a linear layer
which uses a sigmoid activation function to produce the labels. Some of the hyper-
parameters of the model include the optimizer, number of epochs e, learning rate lr,
maximum sequence length len, and batch size b.

Our implementation builds a classifier that can identify COVID-19-related
microblogs from the collection of tweets. Therefore, we fine-tuneRoBERTa to assign
label 1 (COVID) or label 0 (Non-COVID) to tweets.

2.5 Social Media Metric

Wang et al. used a social media metric Public Concern Index (PCI) to measure the
awareness and concern about flooding in people [8]. It is calculated as:

PCItopic = Count of foreground tweets, i.e. tweets related to topic (Nt )

Total number of tweets posted (N )
(1)

The value of PCI ranges from 0 to 1. Our study employs this metric to measure the
level of concern and awareness in people about COVID-19. Recording PCI for our
study period generates a time series data. Further, change point detection extracts the
transition points from this time series. We also analyse the acceleration in the PCI
time series. Acceleration in PCI is the difference between the current momentum
and the momentum 7 days ago. A negative slope in acceleration indicates a decrease
in PCI, and positive slope depicts an increase.

8 https://libraries.io/pypi/ekphrasis.
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Table 1 Sample tweets of the training data

S. No. Tweet text Label

1 Okkkay possibly time bed good night 0

2 Approved sale vaccine licenced doe vaccine
approval number wondering lab rat

1

3 Congrats new gig think blast working gang
jealous

0

4 Ahh come mandatory card hold record
vaccination…

1

5 Mom husband tested positive COVID mom high
risk terrified

1

6 School closure due affect million sparse Internet
connection shortage COVID child Iraq

1

7 Never tweet back keep trying love adore come
back Argentina soon incredible

0

2.6 Change Point Detection

Change point segments a time series into sections having uniform statistical char-
acteristics. A change point detection identifies the change points in the underlying
model of the time series. In our work, change points would signify the transitions
in concern levels. For change point detection in PCI time series, we use Facebook’s
Kats9 library. CUSUMDetector of the library extracts multiple change points from
the time series using two windows—historical window of length hw and scan win-
dow of length sw. Additionally, a step value s is used to slide the windows over the
time series. We appropriately select the values of hw, sw, and s for our time series.
The detector outputs different attributes related to change points such as p-value,
mean before the change point PC Ibmean , and mean after the change point PC Iamean .

In the next section, we present the results of model fine-tuning and time series
analysis.

3 Experimental Results

Our implementation uses Python 3.8 on Kaggle10 platform with Nvidia Telsa P100
GPU, 16 GB RAM.

9 https://github.com/facebookresearch/Kats.
10 https://www.kaggle.com/.
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Table 2 Hyper-parameters of the RoBERTaBASE classifier

Optimizer Number of
epochs e

Maximum
sequence length
len

Learning rate lr Batch size b

Adam 2 35 1e−5 32

3.1 Training Data Preparation

For training RoBERTa, we merge both datasets Sentiment140 and subCOV19-
Tweets. Prior to merging, the tweets are cleaned following the steps mentioned in
Sect. 2.3. After preprocessing, Sentiment140 contains 1.4 million tweets and sub-
COV19Tweets has 1.2 million tweets. We combine these tweets to form the training
set with 2 columns—tweet text and label. Table1 presents some of the preprocessed
sample tweets of the training data. The tweet text column contains the text content
of the tweet. The label column contains 0 for all the tweets of Sentiment140 and 1
for all tweets of subCOV19Tweets.

3.2 Model Performance

For fine-tuning pre-trained ‘roberta-base’, we use the training data in 7:3 for training
and testing. Table2 lists all the hyper-parameters of the classifier. The classifier
exhibits a precision of 98.9%, recall of 96%, and F1 score of 97.5%.

3.3 Generating PCI Time Series

For calculating the PCI score, we first preprocess the tweets acquired in Sect. 3.1 and
label themusing the classifier. Table3 presents the results of the labelled preprocessed
tweets. Then, we use Eq.1 to evaluate the PCI score for each day from the labelled
results. The count of tweets labelled 1 is assigned to Nt for a day. And, the count of
total tweets of that day to N .

3.4 Change Points in PCI Time Series

We use CUSUMDetector with hw = 9, sw = 5, and s = 4. Figure2 presents the result
of change point detection in PCI time series. The presence of CP1, CP2, CP3, CP4,
CP5,CP6, andCP7 indicates seven transitions in PCI. Table4 lists out the descriptive
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Table 3 Sample of labelled tweets of the collected twitter data

S. No. Preprocessed tweet content label

1 Good idea concentration corona virus high
closed area air circulation inside theatre in heal
high concentration virus lung

1

2 New year welcome year happy new year 0

3 India heading towards serious disaster due
cruelty towards innocent voiceless soul even
many disaster corona epidemic one learn lesson

1

4 Brilliant yes special mag cricket whole lot sport 0

Fig. 2 Results of change point detection in PCI time series

of these change points. We report all the change points which establish statistically
significant change in PCI mean with a p-value less than 0.05. Along with PCI time
series, the plot in Fig. 2 shows the acceleration in PCI. The plot displays two green
pockets—P1 representing the second wave and P2 marking the third wave. The
gradient of green colour along each pocket from left to right reflects the stages of the
wave. The dark green colour of the pocket indicates the peaking stage, light green on
left depicts the onset stage, and light green on the right represents the fading stage.
The white area accounts for the fading stages of the previous waves. P1 contains the
transitions along CP2, CP3, and CP4. And, P2 packs the transitions associated with
CP7. CP1, CP5, and CP6 are not contained in any pocket. CP1 overlaps with the
fading stage of the first wave. CP5 and CP6 occur in the fading stage of the second
wave. Further, we observe PC Ibmean , PC Iamean , and acceleration along each change
point.
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Table 4 Descriptives of the change points detected in PCI

Change point
sequence number

Date Mean PCI before
change point
PC Ibmean

Mean PCI after
change point
PC Iamean

p-value

CP1 25-01-2021 0.597 0.710 0.023

CP2 21-02-2021 0.592 0.635 0.005

CP3 17-04-2021 0.633 0.677 0.036

CP4 20-05-2021 0.652 0.615 0.003

CP5 08-07-2021 0.585 0.540 0.005

CP6 18-10-2021 0.558 0.580 0.013

CP7 21-12-2021 0.522 0.553 0.001

Change points contained in pockets: Our analysis reveals a positive acceleration in
region ofCP2with PC Ibmean = 0.592 and PC Iamean = 0.635. PC Ibmean = 0.633 and
PC Iamean = 0.677 of CP3 indicates a further positive acceleration. Constrastingly,
CP4 presents a negative acceleration with PC Ibmean = 0.652, PC Iamean = 0.615.
Similarly, we observe CP7 with PC Ibmean = 0.522, PC Iamean = 0.533 and a positive
acceleration.

Change points contained in the fading stages:We observeCP1 to be the intermittent
peak with PC Ibmean = 0.597, PC Iamean = 0.710 and positive acceleration. Another
point CP5 shows a negative acceleration with PC Ibmean = 0.585 and PC Iamean =
0.540. Next to the decreasing trend along CP5, CP6 associated with an intermittent
peak reveals a positive acceleration with PC Ibmean = 0.558 and PC Iamean = 0.580.

We discuss the findings associated with the change points and the future scope in
the next section.

4 Discussion

From the results, it is evident that majority of pandemic-related tweets were posted
during the onset and peaking stages of the pandemic. We found an accentuation in
PCI level during the onset and peaking stages. Interestingly, the level dropped as
we enter the fading stage. The intermittent peaks observed could be attributed to
the uncertain circumstances that come along. The peaks in the PCI inside P1 and
P2 indicate higher concern levels during second wave in comparison with the third
wave. Surprisingly, the acceleration pattern in these regions seem similar. Therefore,
we inferred that the increase in the prevailing concern levels fqueryacross the two
waves was similar.

During our research, we uncover potential areas for improvement. Future research
could design a generic algorithm to identify crisis-related tweets to explore the public
sentiment index.
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5 Conclusion

We fine-tuned a RoBERTa model exhibiting an F1 score of 97.5% to identify
pandemic-related tweets in our research. From the labelled results, we generated
a PCI time series which was subjected to change point detection. The change points
suggested transitions in the level of concern in the community during COVID-19.
Our analysis reasoned from the findings that pandemic has a greater impact on peo-
ple’s levels of concern and awareness. Also, we believe that administrative authorities
might benefit from real-time monitoring of PCI in relation to certain events.
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Chapter 8
An Assessment of Application
of Artificial Intelligence in Retail

P. Dhanya Mohan and M. Rakesh Krishnan

1 Introduction

Retailing around the world continuously evolves and innovates over time. Techno-
logical advancements in various sectors have helped all the retailing formats to a
newer and better way of doing business. The COVID pandemic has now accelerated
digitization in retail for the last couple of years. Various sectors adapt to changes
due to the social distancing norms and the fear of pandemic. Digitization, artificial
intelligence, and other technologies have helped people worldwide cope with the
new normal. With the emergence of the Internet and related technologies in the early
1990s, the retail sector had also started adopting newer technologies.

Similarly, a sudden halt in sales during the country-wide shutdown led shop-
keepers to look for alternate ways to keep their businesses running. Any organized
retailer, whether small, medium, or large, would endeavor to adapt to the changes
occurring in the environment and create brand awareness while also being cognizant
of the store image [1]. A bibliometric evaluation aims to analyze the technology
evolution in retail. The review will aid in locating published research on the topic of
future technologies and artificial intelligence in the retail segment.

Artificial intelligence and virtual reality, and other digital strategies have been
in the market for some time now. However, these technologies were used by larger
organized retail chains as a strategic move to gain consumers’ interest in them [2].
Now, in the pandemic, these technologies have become common and affordable for
more prominent retailers, which is accelerated by the new social norms that have
come to place. The study will explore the emerging technologies used in retail and
the theoretical framework.Also, thiswould help identify the dynamics of the research
area concerning various technologies used in the retail segment. On searching the
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Scopus database, nearly five thousand articles were fetched with the keyword future
of retailing from the past two decades.

Technology in retail marked its presence nearly five decades ago with the dawn
of standard product codes and home shopping networks in the 1980s. The traditional
brick-and-mortar sales have evolved to modern retail today, passing through various
stages of technological advancement. This paper aims to look into the present liter-
ature available in technology in retailing and propose future areas for research work
in retailing.

The advancement in technologies in the past few years and its application in
retail is evident. However, the research on the retailer’s acceptance and adoption of
newer technologies have been limited. The adoption of various novel technologies
has accelerated post the pandemic as to the merchants around the world are finding
newways of exploring new opportunities. The purpose of this work is to examine the
research work conducted in the area of future retailing and to propose new areas of
research for upcoming scholars. Hence, the paper aims to acknowledge the scholarly
publication inWeb of Science aswell as the new arenas of exploring the technological
prospects of organized and unorganized retailing.

Research objectives

• The dynamics of the technology adoption research over the three decades.
• To identify and group the most influential studies in the area of future technology

also to identify the most cited and the most significant authors in the retailer
technology adoption.

• The pattern and collaboration of countries and authors using biblioshiny package.
• To propose the themes for future research.

The article is divided in three parts. First is introduction and background of
the study where the basic technologies used in retailing are discussed. Second, the
research methodology is discussed and also the tools and bibliometric analysis. And
finally, the analysis of the articles selected is incorporated in the final part under
Analysis section along with the future scope for research work.

1.1 Background of the Study

There are several articles published on the future trends in retailing. The Web of
Science database fetched more than one thousand five hundred results, searching the
term future of retailing in the system. The unique combination of keywords fetched
the results, which were again refined by journal articles published in business and
management. Popular bibliometric packages such as Vos-viewer and biblioshiny in
‘R’ are used for fetching the network diagrams and author, country statistics. The
primary digital technologies a retailer uses are mobility and social media. There
are cloud-based technologies and retail analytics that merchants have used for the
past decade. All other technologies such as AI—artificial intelligence, VR—virtual
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reality, various digital payments, AR—augmented reality, and others come under the
aforementioned digital technologies. Singh pointed out the technological factors and
non-technological factors that affect the business strategies relating to digitization or
otherwise called digital business strategies [3].

The retail sector has evolved through two centuries in the world. Technologies and
digitization have marked their presence since the 1970s. The big fintech companies
are now looking at the small and medium business and B2B segment to penetrate
the market, which holds a prospect for them. Also, the speed of Internet penetration
to the deeper section of society is putting traditional merchants in a challenging
position [4]. They need to cope with the changes around them to keep pace with
the modern retailing options that the consumers are opting for their convenience.
[5] Varadarajan identified technologies as interactive technologies, communication
technologies, and infrastructural technologies in retail. Also, he proposed a process
model for retailing strategies impact on interactive technologies.

The search was performed using a set of keywords, and there are exclusion and
inclusion criteria. Hence, the first article published in the search query was in 1992.
The steady growth of the articles started in 2008, and the most significant number of
publications was in the year 2021. In 2022, there are around 38 articles available in
the WOS database. The present study reviews the literature of retailers’ technology
adoption and proposes the research agenda for future research. The keywords are
selected based on the previously published literature and close synonyms. The subject
categories are business and management and its close subject categories. No specific
time limit is fixed for the search; however, the first published article in the WOS
database was in 1992. Hence, the timeframe will be between 1992 and 2022.

1.2 Research Methodology

The first step is to conduct the bibliometric analysis in artificial intelligence adoption;
hence, the bibliometric analysis methodology is used. Vos-viewer is a computer
program developed by Eck and Waltman [6] for bibliometric mapping. This helps
analyze the critical keywords, co-citation network, and most popular authors and
sources in the selected area. Also, the biblioshiny technique in R software is used for
building data matrix with co-citation, keyword analysis, and collaboration analysis.
Content analysis will help identify the techniques and theoretical models of the
refined articles and help identify future research directions.

Research protocol followed in the review process was to develop a plan for review.
The documents were selected based on Table 1 criteria. There was a combination of
keywords used for the comprehensive search, and the most suitable synonyms were
also included also incorporated with ‘OR’ Boolean operators. All keywords were
identified based on the author’s judgment on the topic.
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Table 1 Literature search
criterion

Literature search rule applied Results

Document Research article

Database Web of Science

Technique Bibliometric analysis

Tool Vos-viewer, biblioshiny

Collection 1990–2022

Exclusion criterion

Language English only

Documents Book review, conference
proceedings

Subject/area Business management,
commerce

2 Bibliometric Analysis

The bibliometric analysis will help identify the most influential aspects of the future
of retailing technologies from published sources. The database authors have relied on
isWeb of Science, and the bibliometric review is based on the contributions made per
the database. Vos-viewer and biblioshiny package in R software is used to visualize
bibliometric review. As per the biblioshiny package in Fig. 1, three field plot depicts
the significance of keywords in the future of retailing and their flow from journals and
their contributing countries. The figure shows that the USA has the most significant
contribution on top, followedbyChina andU.K. respectively. The keywords ‘impact,’
‘technology,’ ‘behavior’ are significant keywords that are predominantly used in A*
rated Journals in ABDC journal quality list. Table 2 represents the main information

Fig. 1 Three field-plot from biblioshiny bibliometrics
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Table 2 Main information
about the data

Main information from web of science Results

Timespan 1989:2022

Sources (journals, books, and other sources) 308

Documents 1405

Average years from publication 8.66

Average citations per documents 41.88

Average citations per year per doc 3.988

References 62,932

Keywords plus (ID) 2868

Author’s keywords (de) 4097

Authors 3273

Single-authored documents 174

Documents per author 0.429

Authors per document 2.33

Co-authors per documents 2.74

Collaboration index 2.52

extracted from the Web of Science database.
The three-field plot shows that a particular set of themes influences the future of

retailing research. A thematic evolution in biblioshiny package also reveals about
future of retailing, digital technologies, and omnichannel retailing. Figure 2 repre-
sents the thematic evolution in the future of retailing. The thematic map has specific
parameters. Such as the keywords are author keywords derived from the database.
Also, the map is based on theWeb of Science database. The timeframe is divided into

Fig. 2 Thematic analysis of author keywords
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Fig. 3 Authors contribution in the retailing research area

two. Moreover, the analysis shows how the keywords transitioned from consumer
behavior to online retailing to e-commerce, omnichannel, and other technologies.

Authors contribution in the research area

The analysis from the bibliometric package inR software shows themost contributing
author in the technology adoption and artificial intelligence sector.

The most relevant authors in the retailing research area are depicted in Fig. 3.
As per this document, Grewal has published the most significant number of articles.
Figure 4 depicts the country’s contribution to the future of the retailing area. The
network diagram as per Fig. 4 is derived from Vos-viewer software used for biblio-
metric visualization. As per the network diagram, the USA has published more
literature on the future of retailing and technologies. The co-authorship map also
shows the countries like Australia, Germany, and England’s contribution.

3 Analysis

The digitization and Internet of Things have revolutionized the retail sector and the
research work in the area. The contribution of the researchers around the world is
represented in Fig. 5. Here, the country collaboration for the contribution in the
research is shown where the USA is most significant in the map as the collaboration
network is robust and vast compared to other countries. South American countries
like Brazil and Argentina also have contributed to the literature as per the figure.

Figure 6 represents the conceptual structure map based on the multiple corre-
spondence analysis, also known as the MCA of the keywords. Here, a conceptual
structure is made using the keywords associated with the resilience articles selected
for the study. The analysis compresses the extensive data into low-dimensional space,
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Fig. 4 Co-authorship map of countries

Fig. 5 Country collaboration map from biblioshiny package
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Fig. 6 Multiple correspondence analysis maps from biblioshiny package

forming a two-dimensional graph as in Fig. 6,which shows the distance and similarity
of keywords. Cluster one in red represents the more similarly distributed keywords
in red color. It also represents the more essential keywords that represent the most
studied area.

3.1 Digitization of Retail

Digitization and technological advancement in the retail sector has been present
since the 1970s. The developed countries mainly concentrated on researching and
developing technologies, whereas the emerging countries concentrated on commer-
cializing innovation. Reinartz et al. [7] examined the challenges and opportunities of
retailing innovations in a global context. Further, the authors have divided the market
into mature, emerging, and least developed countries for analysis. The significant
contributions made in the digitization and the future of the retailing area are from
the ABDC journal list A* rated journals in retailing.

3.2 Future of Digital Formats in Retailing

Internet and communication technologies are not confined only to retail sales or
inventorymanagement systems. AI-driven demand forecasting is an area of advance-
ment in retail. COVIDpandemic resulted in panic buying among consumers followed
by random lockdowns and restrictions around many countries in the world. This
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resulted in machine learning-based demand forecasting by the merchants, which
would enable them to examine the current demand and anticipate future demand.
Digital technologies are also facilitated by machine learning techniques that accel-
erate automated forecast processing and identify the hidden pattern of the data
collected. Many of the more giant retailers have developed their machine learning
packages to help analyze the data and create a robust system with high adaptability
to frequent changes.

3.3 Retailing Innovation

The indoor positioning system is a new technology introduced for locating andfinding
an object or human where the global positioning system lacks precision in results.
The IPS technology is now successfully used in retail chains and shopping malls,
which helps retailers identify and track visitors’ statistics. The GPS also helps in
location analytics and optimization and layout of their stores [8]. IPS offers a range
of benefits to the consumers, which helps them locate their targeted store and product
quickly in a big store.

Societal media and the use of such media are also an innovation concerning tradi-
tional retailers. Social media here means the platforms like Facebook and Instagram
andmarket places likeAmazon and the virtual stores on the Internet. Verhoef et al. [9]
asserted the consumer behavior in multiple channels while shopping. Verhoef also
looked at the scope of the social media. Torres de Oliveira et al. [10] Torres exerted
that a moderating role of digital capabilities and channels positively impacted the
use of social media.

3.4 Data Confidentialities and Apprehensions

Confidentiality is well defined as ‘the ability of the individual to control the terms
under which personal information is acquired and used’ [11]. Data privacy is mainly
concerned with the consumers and retailers concerning regulatory issues and data
compromises. The risk of access to the newest technologies by retailers poses the
threat of knowing their customers too well, which poses a lack of trust among
consumers. Bleier and Eisenbeiss [12] insisted on the perceived usefulness of the
personalized advertisement without hindering the customers’ privacy. Ponte and
Bonazzi [13] proposed that there is a willingness to use innovative systems from
consumers. Data privacy concerns are concerned with consumers and retailers and
other regulators. The data privacy concern can be addressed through social media,
traditional brick-and-mortar, and mobile channels [14].
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Fig. 7 AI adoption index. Source (IBM, 2021)

3.5 AI, AR, and Interactive Technologies in Retail

Artificial intelligence and other emerging technologies research have benefited busi-
nesses theoretically and practically. [15] Voice-based artificial intelligence systems
such as Siri, Cortana, andAlexa are popular applications that rely onArtificial intelli-
gence. As per the prospects, [16] predicts the deployment and exploring the artificial
intelligence is shown in Fig. 7. In the case of virtual reality, the technology aims to
create an experience of a place without actually visiting it or experiencing the same.
Any well-organized retailer, whether small, medium, or large, would strive to adapt
to changes in the environment and promote the brand while keeping the shop’s image
in mind [1]. Virtual stores on the web, activities on platforms such as Facebook and
Instagram, and marketplaces such as Amazon [9] have facilitated buyers to move
through these channels and buy goods. Consumer behavior across multiple channels
when shopping was asserted [10]. Torres explained how digital proficiencies and
channels play a moderating function in social media usage.

Digital technologies inmanufacturing aremachine learning, artificial intelligence,
predictive analytics, where the companies can monitor and direct the facilities on
time. The companies that use disruptive and innovative technologies get the extra
mile of improved facilities and make real-time decisions. Whiteside [17] explains
how demand forecasting error is decreased by 20%, which further reduces lost sales
by 30%, reducing the planners’ workload by 50%. AI in manufacturing is mainly
used in predictive maintenance, which helps to reduce the unprecedented downtime
in factories. Also, AI creates an optimal design that helps reduce time and increases
efficiency. Managing process quality is as old as a century; Walter A Shewhart
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introduced a statistical control chart, which significantly increased the quality of
the manufacturing process. Senoner et al. [18] explained a data-driven model which
improves the process quality inmanufacturing. Here, artificial intelligence is adapted
and used in quality management. Zeba et al. [19] examined the technologies used
in business, such as intelligent manufacturing, deep learning, and real-time forecast
algorithms.

conversational AIs popularly known as voice commerce is expected to grow
beyond 70 million users in the United States of America in the next three years
[20]. AR capable smart mirrors are another technology introduced a few years ago
and widely accepted during the pandemic in 2020. The most important advantage is
that intelligent mirrors are not intrusive, and hence, they do not breach consumers’
privacy.

4 Scope for Future Research

Further studies can be done as to how the penetration of various technologies to the
lower strata of the society and the informal sector of the economyhelp in the inclusion
of these populations into the digital transformation. Secondly, there is a scope of
exploring the niche segments in retail with the advancement of technologies. Thirdly,
innovation and adoption of technologies are critical for the success of retail firms in
the future, especially in the case of firms belonging to the informal economy. Specific
industry challenges are also a prospective area for future studieswhen adopting newer
technologies. The current generation of technology developments, e.g., quantum
computing, could accelerate the progression of AGI, artificial general intelligence.
Hence, governments and policymakers are encouraged to look at such trends, and
laws need to be installed to limit the growth of the machine’s cleverness and help
mankind from the threats of robots. Also, outlets need to follow to rules that might
dedicate them to being genuinely, socially accountable businesses whose interest into
AI-driven revolution and employment are for customer’s good along with personnel
the society.

5 Conclusion

Artificial intelligence primarily are those packages reshaping how customers select
channels, pick out services and products, and make purchases. AI-based innova-
tions help the users make the proper decisions, feeling much less time stress and
growing confidence in addition to delight with their choices. However, retailers do
not prefer to embody the rising improvements if it shields their competitiveness. AI
is not assumed to update humans. Digital-centric retail approaches will continue to
disrupt the business in the coming years and the adoption of these technologies in
the emerging economies and the lesser developed economies. The study has certain
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limitations as Web of Science relied upon published sources in artificial intelligence
and other digital technologies. Articles from other sources also can be considered for
studying the broader span of technologies and adoption. The darker side of artificial
intelligence needs to be studied thoroughly as it poses greater challenges for the
consumers and there are limited studies on data privacy and related areas.
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19. Zeba G, Dabić M, ČičakM, Daim T, Yalcin H (2021) Technologymining: artificial intelligence
in manufacturing. Technol Forecast Soc Change 171:120971. https://doi.org/10.1016/J.TEC
HFORE.2021.120971

20. U.S.: number of Smart Homes 2017–2025 | Statista, https://www.statista.com/forecasts/887
611/number-of-smart-homes-in-the-smart-home-market-in-the-united-states

https://doi.org/10.1287/mnsc.2021.4190
https://doi.org/10.1287/mnsc.2021.4190
https://doi.org/10.1287/MNSC.2021.4190
https://doi.org/10.1016/J.TECHFORE.2021.120971
https://doi.org/10.1016/J.TECHFORE.2021.120971
https://www.statista.com/forecasts/887611/number-of-smart-homes-in-the-smart-home-market-in-the-united-states
https://www.statista.com/forecasts/887611/number-of-smart-homes-in-the-smart-home-market-in-the-united-states


Author Index

A
Anuranjan, M. B., 45
Arun, P. V., 45

B
Barman, Samarjeet, 45
Bhowmik, Tanmay, 25
Bindle, Abhay, 33
Budhiraja, Ishan, 33

C
Chakraverty, Shampa, 67
Chaurasia, Kuldeep, 45
Consul, Prakhar, 33

D
Dhanya Mohan, P., 77
Divya Vani, Chandana, 45
Dongre, Shital, 13

G
Garg, Deepak, 33
Govil, Shaleen, 57
Gupta, Divya, 67
Gupta, Neha, 57

N
Nagpal, Bhavya, 67
Nithya, S., 1

P
Patil, Nikita, 13
Pingale, Shantanu, 13
Pujahari, Abinash, 25

R
Rakesh Krishnan, M., 77
Rani, Mary Shanthi, 1
Rastogi, Shikha, 57
Ratra, Aranaya, 57

S
Sabale, Uddhav, 13
Sharma, Adarsh, 13
Sharma, Aryaman, 67
Shrivastava, Rajesh, 25
Singh, Chanpreet, 45
Singh Rawat, Ajit, 57
Singh, Simar Preet, 25

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2023
D. Garg et al. (eds.), Innovations in Information and Communication Technologies,
Algorithms for Intelligent Systems, https://doi.org/10.1007/978-981-19-3796-5

91

https://doi.org/10.1007/978-981-19-3796-5

	Organization
	Preface
	Contents
	About the Editors
	1 Deep Learning Model for Arrhythmia Classification with 2D Convolutional Neural Network
	1 Introduction
	2 Related Works
	3 Materials and Methods
	3.1 Experimental Setup
	3.2 Methodology
	3.3 Convolutional Neural Network
	3.4 Arrhythmia Binary Classifier (ARBC)
	3.5 Arrhythmia Multi-class Classifier (ARMC)

	4 Results and Discussion
	5 Conclusion
	References

	2 Sign Language Recognition System for Deaf People
	1 Introduction
	2 Literature Review
	3 System Design and Workflow
	4 Experimentation
	5 Results and Discussion
	6 Future Scope
	7 Conclusion
	References

	3 Efficient Question Answering in Chatbot Using TF-IDF and Cosine Similarity
	1 Introduction
	2 Related Work
	3 Proposed Method
	4 Result
	5 Conclusion
	References

	4 Power Allocation Scheme Based on DRL for CF Massive MIMO Network with UAV
	1 Introduction
	1.1 Related Work
	1.2 Motivation
	1.3 Contributions
	1.4 Organisation

	2 System Model
	2.1 Estimation of Channel and Pilot Transmission
	2.2 Uplink Data Transmission

	3 Proposed Solution
	3.1 Markov Decision Process
	3.2 Centralised Optimisation

	4 Evaluation of the Performance
	4.1 Simulation Parameters

	5 Conclusion
	References

	5 Machine Learning Techniques for Predicting Dengue Outbreak
	1 Introduction
	2 Related Work
	3 Study Area and Data Resources
	4 Methodology
	4.1 Dataset Preprocessing
	4.2 Interpolation
	4.3 Time Series Forecasting with Random Forest
	4.4 Gradient Boosting for Time Series Prediction
	4.5 Performance Measures

	5 Results and Discussion
	6 Conclusion
	References

	6 Human Activity Recognition Using Wearable and Inertial Sensors
	1 Introduction
	2 Proposed Methodology
	3 Dataset Description
	4 Results and Discussion
	4.1 Based on WISDM Dataset
	4.2 Based on KU-HAR Dataset
	4.3 Performance Evaluation

	5 Conclusion
	References

	7 Concern Levels During COVID-19: An AI-Based Approach for Social Media Analysis
	1 Introduction and Related Work
	2 Data and Methods
	2.1 Datasets Used
	2.2 Data Collection
	2.3 Data Preprocessing
	2.4 RoBERTa
	2.5 Social Media Metric
	2.6 Change Point Detection

	3 Experimental Results
	3.1 Training Data Preparation
	3.2 Model Performance
	3.3 Generating PCI Time Series
	3.4 Change Points in PCI Time Series

	4 Discussion
	5 Conclusion
	References

	8 An Assessment of Application of Artificial Intelligence in Retail
	1 Introduction
	1.1 Background of the Study
	1.2 Research Methodology

	2 Bibliometric Analysis
	3 Analysis
	3.1 Digitization of Retail
	3.2 Future of Digital Formats in Retailing
	3.3 Retailing Innovation
	3.4 Data Confidentialities and Apprehensions
	3.5 AI, AR, and Interactive Technologies in Retail

	4 Scope for Future Research
	5 Conclusion
	References

	Author Index

