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Abstract. Due to the continuous development and in-depth promotion of smart
grid construction in China, the amount of information accumulated has increased
exponentially. The technical method of extracting “treasure” from these important
historical materials has gradually become an urgent need for building a powerful
intelligent power grid, and the rise of big data storage and processing technology
has also opened up a new road for datamining. This paper studies the high-capacity
data processing of main distribution network based on information processing
cluster framework. After understanding the relevant theories, a high-capacity data
processing system of main distribution network based on information processing
cluster framework is designed and tested. According to the accuracy test results
of the system, the accuracy of the system is about 70%, which basically meets
the needs of the system, and then the system management efficiency is good. The
effectiveness test results show that the parallel test time of the system is greatly
reduced compared with the serial time, so the system has good parallel processing
efficiency.

Keywords: Information processing · Large-capacity data · Data processing ·
Smart grid

1 Introductions

At present, the data of power companies is structured and semi-structured, and the growth
rate changes from TB level to PB level. It has already bid farewell to the era of relatively
uniform data types and relatively slow growth [1, 2]. Existing platform functions: data
storage capabilities, data display capabilities, and data processing capabilities may not
meet the data analysis needs [3, 4]. In addition, most data processing platforms now
also use expensive mainframe computers, which have low scalability and high cost [5,
6], and disk arrays are mainly used to store a large amount of data, and one or several
servers need to be upgraded. To reduce the storage time, these are not well enough for
the processing and analysis of big data. Therefore, the data analysis platform must have
good scalability and high fault tolerance. In order to provide better value-added services
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to our country’s power companies, we can make full use of emerging technologies such
as big data processing technology and massive data mining, comprehensively analyze
most of the data resources, and find valuable information among them [7, 8].

Regarding the research of large-capacity data processing, some researchers pointed
out that in recent years, data storage control systems have becomemore andmore impor-
tant, and storage testing technology is also constantly developing. High requirements are
put forward on storage test technology and require test equipment reliability, high anti-
interference, high data measurement accuracy, etc. [9]. Some researchers also pointed
out that processing massive amounts of data is a major challenge facing all industries
in this era, not only in the field of defense, but also in various fields of massive data.
Data analysis can help companies make wise decisions based on this information, and
decisions play a leading role in the rise and fall of enterprises. Therefore, research on
massive data can bring great value to enterprises, which also promotes the continuous
development and innovation ofmassive data processing technology, and drives the arrival
of the era of big data [10]. Regarding the research on the information processing cluster
framework, some scholars pointed out that there are still many problems in the infor-
mation processing cluster framework. For example, JobTracker will increase the overall
memory resources [11]. Some designers have used threads as a task management frame-
work to solve the above problems, and redesigned the Map-Reduce framework with a
new version of the information processing complex architecture, decomposing the old
JobTracker into two independent components. One is dedicated to resource scheduling,
and the other is dedicated to task control. In this way, tasks can be assigned to various
resource filling states to reduce resource consumption on a single host and further opti-
mize the resources on each node. This makes Hadoop a very large, powerful and reliable
data processing framework [12]. In summary, there are still many research results on
big data processing technology, but there are relatively few researches on active network
data processing.

This paper studies the large-capacity data processing of themain distribution network
based on the information processing cluster framework, summarizes the characteristics
of the active network data on the basis of relevant documents, and then analyzes the
application of the information processing cluster framework in data processing. Based
on these, design a large-capacity data processing system for themain distribution network
based on the information processing cluster framework, test the designed system, and
draw relevant conclusions through the test results.

2 Research on Large-Capacity Data of Main Distribution Network

2.1 Main Distribution Network Data Characteristics

With the digital transformation of power generation intelligence, power transmission
monitoring networks, smart substations, smart meters, etc., the scale and types of power
data have increased dramatically, and huge power grids have generated a lot of big data.
From power generation to electricity consumption, many data collection sources pay
great attention to collecting specific data information, especially image formats. The
final smart grid data is huge and diverse, the value density is very low, and the speed is
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very fast, so the characteristics of the main distribution network data are summarized as
follows:

(1) Large amounts of data. With the construction of smart grids, grid data has increased
from GB and TB to PB, EB, and ZB.

(2) There aremany types of data. There aremany types of smart grid big data, including
structured, unstructured and semi-structured.With the growth of video applications,
the proportion of unstructured multimedia data in the power network is gradually
increasing. In addition, data applications require correlation analysis of various data
types such as meteorological data and non-industrial energy data, adding data types
and complicating data processing.

(3) High speed. The high-power data processing speed needs to be very high, which
can reach the processing speed of microseconds, and can quickly analyze the data
in a short time and support the database, so as to make accurate decisions on the
reliable operation of the power grid. Compared with offline data, the requirements
for online data processing are higher, and the analysis and extraction of Web data
streams are very different from traditional data mining techniques.

(4) The value density is low. Take video viewing as an example, useful data is only 1–2
s. In addition, most of the information collected by the equipment is normal, with
very few abnormalities. This happens to be an important basis for the operation and
maintenance of the power grid.

2.2 Application of Information Processing Cluster Framework in Large-Capacity
Data Processing of Main Distribution Network

(1) The distributed file system (HDFS) in the information processing cluster frame-
work is designed to run on general-purpose hardware. Based on the cloud platform
of the information processing cluster framework, the HDFS distributed file index
is created, distributed massive data processing, and real-time search is provided.
HDFS ensures that very large files can be stored on the machine, and each file can
be stored as a series of data blocks. The files are written at the same time, and
there can only be one writer at a time. This ensures reliable data storage. When
the client receives the file, it checks whether it is suitable. Based on HDFS, large
data blocks are decomposed into a large number of small data blocks with complete
fault tolerance.

(2) The information processing cluster framework first sorts the distribution network
data, then divides the map job according to the information processing module,
processes multiple calculation tasks in parallel, and finally reduces the calculation
results of each map. Effectively solve the problem of excessive data calculation
delay caused by the excessive amount of existing data in the SQL database.
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2.3 Data Processing Algorithm

(1) The MapReduce data processing model
TheMapReduce data processing model is currently the most common data pro-

cessing model in big data processing. Therefore, many big data processing systems
based on the MapReduce data processing model have been implemented, such as
Hadoop, Pig, and AsterData. In order to calculate and process large and small graph
data, this section mainly introduces the Network TopValue PageRank algorithm.

The user randomly selects a specific network node (web page) as the default
node.After the user initiates an access operation, the user randomly selects a directed
edge to enter the next network node with a specific probability d according to the
existing network graph G architecture (the probability d ranges from 0.1 to 0.2,
usually 0.15). According to the above rules, in the directed graph G(V, E), the
PageRank value of node u is obtained by formula (1). Where V represents the
network node, and E represents the network connection (directed edge).

R(u) = (1 − d) + d ×
∑

v∈B
R(v)
N

(1)

where B is the set of all neighbors that have internal relations with node u, and N
is the externality of different nodes v.

The PageRank value of each network node in Figure G is determined by the
score, except for all nodes pointing to it and the corresponding PageRank value.
If you want the final starting value of different nodes in the network, you need to
repeat Eq. (1) until the starting value of each node does not change. The iterative
expression is shown in (2).

Ri(u) = (1 − d) + d ×
∑

v∈B
Ri−1(v)

N
(2)

(2) Hadoop computing cost
The biggest advantage of the Hadoop big data processing system lies in the map

mapping function of MapReduce, that is, the basic data processing model, that is, it
can map input data to the local computer as much as possible. However, due to the
limited hardware resources of each computing node, the local calculation of input
data during the map processing stage also depends on the distribution of the data. If
the number of data fragments on a particular node exceeds the maximum number
of data segments that a node can handle, this means that some data nodes in the
node must be used by other remote nodes, but cannot perform local map functions.
Therefore, the number of map functions started by the data node in the processing
phase of the map mapping function depends on the amount of data that the data
node needs to edit. The cost of reading the Map function is shown in formula (3).

costMin = λ ∗ s
Dr +(1 − λ) ∗ s

Ns
m

+Costmap-calls(num) (3)
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3 The Large-Capacity Data Processing System of the Main
Distribution Network Based on the Information Processing
Cluster Framework

3.1 Overall Framework of Large-Capacity Data Processing System

This paper proposes a large-capacity data processing system for the main distribution
network based on the data characteristics of themain distribution network. The functional
framework of the system is shown in Fig. 1, including data collection, data storage, data
processing, and data management.

The Large-Capacity 

Data Processing 

System

Data
Collection

Data
Storage

Data
Processing

Data
Management

Fig. 1. The functional framework of the system

3.2 Data Collection

A large number of distribution network data are obtained from various monitoring ter-
minals. According to the grid index system, it is divided into safety, reliability and
power quality. The specific parameters mainly include power supply reliability, average
number of power outages, distribution transformer operating life, switch operating life,
average trunk length, etc. The monitoring terminal can select the appropriate collection
frequency according to the characteristics of the index, generally once every 3 to 5 min.
At this time, the monitoring terminal automatically collects data and chooses to send
the data to the top layer for processing by the terminal. With the development of the
power system and the increase in monitoring frequency requirements, the collection
frequency will inevitably increase. Assuming that the acquisition frequency is set to the
acquisition time of 2 min, each channel acquires 3 values, the amount of data collected
per hour is 90, and the amount of data collected per day is 2160. Because each data has
its own characteristics and different acquisition characteristics, some for data, such as
harmonics, a sequence of at least 40 waves is collected.
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3.3 Data Storage

At present, the power data warehouse can only meet the static statistical requirements,
and the function is T+1. This means that big data in the power grid is statically stored,
and its statistical data can only measure data in previous time units. The relationship of
heterogeneous big data is complex, and information operators cannot build efficient big
data warehouses above the XB level, which bringsmajor problems to the data processing
of information operators. Currently, it is mainly supported by various distributed tech-
nologies. According to the location of the data, the data will be distributed and stored
in the local database. This mashup architecture is usually a parallel new-generation
MPP+Hadoop database and some computing technologies. At present, this model can
barely support, as the amount of data grows, this technology will soon become difficult
to use. So this article applies new database technology.

The basic technology of the new database is very different from the traditional
database. Efficiently and technically process PB data is to solve data storage problems
for industry users. The new database will gradually integrate with Hadoop to provide
rich SQL support for semi-structured and unstructured data processing. In this way, the
processing needs of complex data are also met.

3.4 Data Processing

In order to standardize the complete production data chain of the system, this paper
chooses to simulate an innovative model, which is a full-process data processing tech-
nology system based on data set delivery of labeled data. Focus on enhanced data cal-
culation methods and production data business capabilities. In order to improve the
efficiency of query and data calculation, and then improve and innovate applications,
lay the foundation for subsequent big data processing and applications.

As the user’s business needs change, the system will automatically recommend a
suitable data label for the user, and automatically identify the logic between the physical
structure in the data table and the historical data. Utilizing the powerful scalability, fast
search efficiency and the powerful functions of highly accurate mark-based analysis
technology, the search speed of massive telemetry data is significantly enhanced. Based
on the tag center, an integrated logic model is created on the big data resources. The
“tag” model log view can provide a variety of data service modules for users in a variety
of different business scenarios, including drawing image analysis, rule prompts, text
mining, personalized recommendations, relational networks, etc. The combination of
interfaces can realize rapid analysis and application program construction. Interactive
data metadata is created through a set of tags, and the data structure is centrally managed
in the system. The system automatically creates a data source list while performing
interactive data source security management and control.

3.5 Data Management

Datamanagement includes a datamanagementmechanism,which consists of three parts:
technology, tools, and systems. It usually supports data governance to ensure efficient
and effective work related to data governance.
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3.6 Construction of Information Processing Cluster Framework

Hadoop is based on the Java language, so it has strong cross-platform capabilities. It can
be well adapted to the system environment of Windows, Linux and Mac systems.

(1) Hardware description
The Hadoop platform uses four computers, one of which is the master node and

the other three are child nodes. The main computer parameters are: CPU: dual-core
processor, 2.40 GHz, memory: 8.0 GB, system type: 64-bit operating system, hard
disk: 2 T.

(2) Software description

1) Linux system selection
Linux systems can use virtual machines or dual-system installations

together with Windows, so they will not affect other computer application
requirements during the testing phase. Therefore, this experiment uses theLinux
Ubuntu operating system for corresponding experimental operations. For this
experiment, choose Ubuntu LTS 15.04.

2) Hadoop version selection
This article uses Hadoop 3.6.0 (stable) version.

4 Test of the Large-Capacity Data Processing System of the Main
Distribution Network Based on the Information Processing
Cluster Framework

4.1 Algorithm and Accuracy of the System

In this experiment, in order to test the accuracy of the algorithm and the system, the test
process is as follows: (1) the collected data is divided into five data subsets, which is
convenient for comparison andverification of the experiment. (2)A total of 3 experiments
were carried out. In each experiment, three sets of data subsets are selected as the training
set, and one set is used as the validation set. The experimental results are shown in Table
1.

Table 1. Algorithm and accuracy of the system

1 2 3

Subset 1 67% 68% 71%

Subset 2 71% 70% 72%

Subset 3 70% 71% 69%

Subset 4 73% 72% 70%

Subset 5 72% 71% 72%
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Fig. 2. Algorithm and accuracy of the system

It can be seen from Fig. 2 that the data processing accuracy rate of the system is
about 70%. It can be seen that the accuracy of the parallel algorithm implemented by
the system is within an acceptable range.

4.2 Validity Test

In this experiment, in order to test the efficiency of the system and algorithm, a total of
three data sets are created, and the serial algorithm (the node is set to 1,which is equivalent
to a serial function) is compared with the parallel algorithm. The experiment is based on
the use of Data for predicting the wrong category. The five data sets are (10 million, 20
million, 30 million, 40 million, and 50 million data volumes). The experimental results
are shown in Table 2.

Table 2. System effectiveness test

Serial time (ms) Parallel time (ms)

1 150006 224571

2 191220 306576

3 233453 343255

4 312452 421341

5 432145 456325
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Fig. 3. System effectiveness test

It can be seen from Fig. 3 that compared with serial time, parallel test time is sig-
nificantly reduced. This experiment shows that the parallel algorithm based on Hadoop
has been improved more successfully, and the parallel processing performance of the
platform is better.

5 Conclusions

This paper studies the large-capacity data processing of the main distribution network
based on the information processing cluster framework. After analyzing the charac-
teristics of the main power grid data, according to the situation, a large-capacity data
processing system for the main distribution network based on the information process-
ing cluster framework is designed. Then the designed system is tested. According to the
accuracy test of the system, the test result shows that the data processing accuracy of the
system is about 70%, which basically meets the system requirements.
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