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Foreword

Not only is Asia the most highly populated continent, but it is also threatened by an
extraordinarily wide variety of tropical and extra-tropical hazards, many of which
produce impacts of high magnitude. In mountain zones, in particular, geophysical and
meteorological hazards frequently overlap. In metropolitan areas, vast populations
are at risk of arange of threats and hazards that grow ever more complex and pervasive
as society becomes more highly interdependent. Cascading effects threaten fragile
infrastructure and can lead to the proliferation of impacts far beyond their points of
initiation.

Vulnerability is the key to understanding disasters and is likely to be one of the
most enduring concepts in the pursuit of greater safety. Such is the variety of the
human condition that resilience is not quite the opposite of vulnerability, as the two
can, in fact, coexist amid the complexity of modern social and economic life. Vulner-
ability is expressed in human society through a series of categories: physical, social,
economic, psychological, institutional, economic and so on. Beyond this, there is a
need to achieve a more holistic approach that transcends the categories by extending
disaster risk reduction to tackle the context in which disaster vulnerability is gener-
ated. Confronted with climate change and the spectre of technological breakdown,
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viii Foreword

adaptation processes will have to be improved substantially in the future in order to
provide a fairer, more equitable distribution of safety and security to the people of
Asia and the world.

Over the last half century, the practical study of disasters has grown enormously,
and with it, there have been substantial improvements in preparedness and response
capacity. In Asia, there is a new spirit of collaboration and a renewed desire to share
knowledge and expertise. This book provides a wide variety of examples of how
research is contributing to disaster risk reduction in the Asian continent. Geophys-
ical and meteorological hazards threaten lives, livelihoods, health, homes and food
security, but there are solutions, many of which are described in the chapters of the
book. I commend it to readers as a good source of knowledge and inspiration for
disaster risk reduction in the Asian context.
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David E. Alexander, Ph.D.
Risk and Disaster Reduction

University College London
London, UK



Preface

Disasters pose threats to social, economic and ecological environments. Millions of
people globally are affected by natural and human-induced disasters. Nearly 90%
people residing in countries exposed to natural hazards are experiencing extreme
impoverishment due to the subsequent disaster shocks. Every year these disasters
also push around 25 million people into poverty and cause economic losses of
$100 billion. Inter-governmental Panel on Climate Change (IPCC) defines disas-
ters as the stern changes in the normal functioning of society or community to the
hazardous physical events after interacting with the social conditions resulting in
huge environmental, social and economic losses that need quick response and effec-
tive support for recovery. Climate change has been identified as the major determinant
of changes in the global conditions and alteration in the normalcy of the environ-
mental functioning. The outcomes of these changes are increased in the frequency
of extreme weather events including droughts, floods, sea level rise, heat waves and
cyclones in fragile ecosystems. Such changes are accelerating the vulnerability of the
socio-ecological system and tend to put pressure on the socio-economic conditions.
Recently, COVID-19 has emerged as a global biological hazard with unprecedented
pressure on health systems and made communities vulnerable. Diversity of the impli-
cations has hindered the treatment and affected the global healthcare system. Factual
evidences on the virus are still lacking in actual representation of the ground realities.
Low-income economies are experiencing health complications due to high popula-
tion, low testing rates and inadequate clinical measures adding to already otherwise
vulnerable status. These concerns have created realization about the effective clinical
and health measures for limiting the further outbreak of the virus.

Vulnerability reflects the inability of a system or individual to cope with the
impacts of anthropogenic and natural disasters. It arises from the physical, environ-
mental, social and economic factors. Earliest attempts for analyzing vulnerability
to disaster were found associated with identifying the factors leading to vulner-
ability of socio-ecological system. Later on, World Meteorological Organization
during 1980s has revealed relationship between the climate variability and vulnera-
bility. Climate variability refers to the increase in extreme weather events and intense
climate phenomena due to short-term fluctuations in the meteorological variables.
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Degree of vulnerability and resilience vary spatially and require effective modeling
approach to analyze the susceptibility of the region. Earliest attempts on vulnera-
bility assessment were carried out using Pressure and Release (PAR) and Risk Hazard
(RH) models. Vulnerability to climate change was immensely discussed by the scien-
tific community during 1990s. Concept of vulnerability later expanded including
robustness, risk, exposure, adaptation and sensitivity. Thus, integrated approach was
emphasized in disaster vulnerability assessment.

Response mechanism is an integral part of disaster risk reduction. It is essen-
tial to articulate the interaction of human and natural systems. Resilience in other
way helps in overcoming the hardships. Mitigation and adaptation help in dealing
with the climate change implication through cooperation and effectual policy at
various scales with integrated response. Adaptation and mitigation are interre-
lated approaches effective in managing and reducing disaster risk. In disaster-
prone nations, financial relief, effectual response strategies, preparedness, adaptation
and enhancing resilience are immensely significant. Promoting awareness among
vulnerable communities, response mechanism, enhancing resilience and adaptative
capacity are essential components of disaster risk reduction. Various challenges are
accompanied with disasters including inefficient planning, unstable infrastructural
set up and inadequate financial support. One of the challenges associated with disas-
ters is ensuring the provision of relief and related operations as per the intensity of
the disasters. Man-made disasters are often accompanied with huge humanitarian
and economic crisis. Such disasters are identified to be more destructive in case
of developing rural economies. Making the healthcare system resilient is another
concern to reduce the risk and achieve normalcy to disasters. Effective mitigation,
proactive measure and effective post-disaster planning may help in overcoming these
challenges.

The book has been divided into four parts and spreads over 27 chapters. The
Part I deals with the impact and assessment of hazards. Part II is devoted to socio-
economic and ecological vulnerability to disasters. In Part III, an attempt has been
made to examine adaptation while Part IV dealt with resilience. In chapter “Proba-
bilistic Seismic Hazard Assessment for the Frontal Part of the Mishmi Hills, India
and Its Role in Disaster Management”: Bijoylakshmi Gogoi et al. assessed proba-
bilistic seismic hazard probabilistic for the frontal part of the Mishmi hills in India,
and its role in disaster management. Their finding revealed that the highly hazardous
zones are mainly distributed in the northeastern part of the area under investiga-
tion. In chapter “Assessment of Desertification and Land Degradation Vulnerability
in Humid Tropics and Sub-tropical Regions of India Using Remote Sensing and GIS
Techniques”: S. Kaliraj et al. used the GIS-based DVI (Desertification Vulnerability
Index) model for mapping and assessment of potential vulnerability to desertifica-
tion and land degradation in the two districts lying in humid tropics and sub-tropics.
Their findings revealed land degradation due to increased anthropogenic activities
resulting in adverse impacts on environmental ecosystems. In chapter “Analysis
of Diversified Impact of COVID-19 Pandemic Across the Indian States”: Alpana
Srisvastav analyzed diversified impact of COVID-19 pandemic across the Indian
states. Her analysis revealed that Maharashtra was the worst hit state whereas north-
eastern and hill states fared better, and concluded that poor health infrastructure
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and manpower, poverty, unhygienic living condition worsened the impacts of the
pandemic. In chapter “Spatio-temporal Analysis of Seasonal Drought Pattern Using
Vegetation Condition Index in Latur District”: Shahfahad et al. analyzed spatio-
temporal variation in drought pattern using remote sensing data. Wide variations
occurred in the drought pattern in both the monsoon and post-monsoon seasons,
and their findings can help in the drought management and planning in the study
area. In chapter “Sea Level Rise and Impact on Moushuni Island of Sundarban
Delta (West bengal)—A Geospatial-Based Approach”: Atashi Jana and Gouri Sankar
Bhunia have examined the impact of sea-level rise on Moushuni Island of the Indian
Sundarban Delta. Their study revealed a rapid shifting of the shoreline on the island,
resulting in progressive reduction in land area with the breaching of embankments.
In chapter “Mapping of Affected Areas by Extreme Weather Events in Kanda Tehsil
of Bageshwar District by GIS and RS Technique”: Meenakshi Goswami mapped
affected areas by extreme weather events in Kanda Tehsil of Bageshwar district
in Uttarakhand. She concluded that the GIS and remote sensing technology have
been very effective in the disaster mapping and disaster management with the
help of demarcation and mapping of disaster affected areas. In chapter “House-
hold-Based Approach to Assess the Impact of River Bank Erosion on the Socio-e-
conomic Condition of People: A Case Study of Lower Ganga Plain”: Md Nawaj
Sarif et al. assessed the impact of riverbank erosion on the socio-economic status
of the lower Ganga plain. They observed greater variability and different impacts
on several spheres of life. In chapter “Landslide Susceptibility Mapping of East
Sikkim Employing AHP Method”: Md Nawazuzzoha et al. employed analytic hier-
archy process to map landslide susceptibility in the east Sikkim, India. They found
satisfactory result and congruent with the landslide inventory maps. In chapter
“Socio-Environmental Vulnerability of Agriculture Communities to Climate Change
in Western Himalaya: A Household-Level Review”: Neha Chauhan et al. review
available literatures on socio-environmental vulnerability of agricultural commu-
nities to climate change in the western Himalayas. Their review emphasized that
majority of the articles focused on a single stressor—climate change for vulnera-
bility. Though the number of literatures is growing rapidly, holistic approaches and
multi-level assessment are lacking. In chapter “Application of Mike 11 for One-Di-
mensional GLOF Modeling of a Rapidly Expanding Dalung Proglacial Lake, Indus
River Basin, Western Himalaya”: Riyaz Ahmad Mir et al. employed the Mike 11
model for one-dimensional GLOF modeling of the Dalung Proglacial Lake (DPL)
in the Western Himalayas. Their study revealed that the DPL has been character-
ized as a potentially dangerous lake based on the type of lake and its volume,
rate of lake formation and growth, position of lake, dam condition, conditions of
associated mother glacier, morphometric characteristics of glacier, physical condi-
tions of the surrounding area and situation down the valley, henceforth; detailed
field investigation and regular monitoring of the lake is recommended. In chapter
“Hybrid Tree-Based Wetland Vulnerability Modelling”: Swades Pal and Satyajit
Paul applied machine learning algorithms to model the wetland vulnerability. Of
the different ML-based models, the Gradient Boosting Classification Model (GBM),
and AdaBoosting Classification Model (ADB) exhibit more prediction capability.
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The study recommends tree-based ML algorithms for such or similar works. In
chapter “Spatio-temporal Analysis of Land Use / Land Cover Change Using STAR
Method in Kolkata Urban Agglomeration”: SK Mohibul et al. carried out the spatio-
temporal analysis the landuse-landcover changes in the Kolkata Urban Agglomera-
tion. The study observed that LULC change is mostly occurred along the transport
routes and the existing urban fringe areas. The striking loss of natural wetland and
vegetation cover coexists with an increase in built-up cover, hence unplanned urban
growth. In chapter “Vulnerability Assessment of COVID Epidemic for Manage-
ment and Strategic Plan: A Geospatial-Based Solution”: Gouri Sankar Bhunia used
geospatial technology to assess vulnerability of COVID pandemic for management
and strategic plan. His study found correlations between vulnerability and the current
incidence rate of COVID-19 intensity at the district level. In chapter “Auto-gener-
ated Gravity Canal Routes for Flood Mitigation and Groundwater Rejuvenation:
A Study in Damodar—Barakar River Basin, India”: Soumita Sengupta et al. made
an attempt study to divert the excess surface runoff by a Canal Routing Model
(CRM) and discharge the transported water to suitable groundwater recharge zones
by performing the Site Suitability Model for Canal Outfall. The study suggested three
suitable gravity canal routes to transport the surface water and three suitable ground-
water recharge zones. In chapter “Assessing the Impact of Disasters and Adaptation
Strategies in Sundarban Biosphere Reserve, India: A Household Level Analysis™:
Mehebub Sahana et al. made an attempt to assess the impact of disasters and its
adaptation strategies in the Sundarban Biosphere Reserve (SBR), India through a
cogent a household level field survey. Findings of the study indicated that the ex-
situ out migration was the most preferred and effective adaptation strategy in the
coastal blocks of SBR. Alternative fish activities and prawn cultivation are the other
preferable in-situ adaptation measures adopted by the local communities. In chapter
“Forest Fires in Tropical Deciduous Forests—A Precursor to Anticipatory Adapta-
tion Framework™: Jayshree Das and P K Joshi carried out a scoping study on forest
fires in Tropical deciduous forests. They remarked that although the distribution
of fire susceptibility is highly dependent on the terrain conditions, the accessibility
to the forest products is determined by its availability. In chapter “Understanding
the Flood Early Warning System, A Case Study of Transboundary Water Gover-
nance in the Gandak River Basin”: Shams Tabrez explored the efficacies and infor-
mation flow regarding Early Warning System for between India and Nepal, in the
context of Trans-boundary Water Governance in the Gandak River Basin. His study
concluded that political tensions, economic development and power of decision-
making have stressed the transboundary issues between the two nations. Attempt to
decrease the vulnerability has been given the least importance. In chapter “Adap-
tation Policy and Community Discourse of Climate Change in the Mountainous
Regions of India”: Anshu et al. made an attempt to examine if there are consistencies
in the adaptation programmes of climate change and community response. But in
ground reality, the practical implementation of public policies is thwarted by inco-
herent and distorted ideologies. In chapter “Analysis of Public Awareness, Health
Risks, and Coping Strategies Against Heat Waves in NCT of Delhi, India”: Vedika
Maheshwari analyzed the public awareness, health risks and coping strategies against
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heat waves in NCT of Delhi, India through a field survey. Her field survey reported
that majority of the respondents considered heat waves as a disaster and extreme
heat a serious public health risk. The main issues that concerned the respondents
during the heat wave events were health and safety for themselves, families and their
pets. In chapter “Community-Based Flood Preparedness: A Case Study of Adayar
Watershed, Chennai City, Tamil Nadu, India”: O. M. Murali and S. Rani Senthamarai
analyzed the community-based flood preparedness in the Adayar watershed, Tamil
Nadu, India using transect survey, field survey, participatory mapping techniques
and SWOT analysis. The study has revealed varied status and linkages between
living conditions of the population, their age structure, income, occupation, environ-
mental stress, prevailing infrastructure and the support they derive from governing
bodies. In chapter “Building Resilience and Management of Vulnerability: Solution
for Reduction of Risk of Disasters”: Nizamuddin Khan and Syed Kausar Shamim
made an attempt to scope solutions for risk reduction of disasters by resilience and
management of vulnerability. Their study argued that bare religious knowledge and
statements are not capable to explain scientifically the genesis and warning of occur-
rence of hazards and disasters but provide a strong base to the scientists for further
exploration. The study is concluded by focusing management of vulnerability as
the key for disaster risk reduction management. In chapter “Employability, A Key
to Community’s Socio-economic Malady of Pandemic Proportions”: Ujwal Prakash
tried to analyze employability as the key to community’s socio-economic malady
in the backdrop of the COVID-19 pandemic. His study remarked that enhancing
employability by providing employable skills among local workforce will pave
a source of income that will reduce the negative impacts of unemployability. In
chapter “Living with Floods: Community-Based Coping and Resilience Mechanism
of Mising from Floods; A Study of Majuli District of Assam”: Bikash Chetry tried to
analyze the community-based flood coping and resilience mechanism of the Mising
community of Assam, India. He asserted that the community has mastered the prac-
tice of traditional healing practices by using herbs and other natural remedy. However,
in the modern-day disaster management plans, these knowledgebase couldn’t find
any suiting place. In chapter “Assessing Public Perception on Developing Colombo
Municipal Council Area as a Green City”: Rasmiya Niyas and Fareena Ruzaik tried
to assess the public perception on designing Colombo municipal council area as a
green city. Their field survey reported that majority of the population faces respira-
tory issues, behavioral changes due to excessive heat. The study is concluded with
the limitations that will hinder the conversion of the Colombo into a green city and
some suggestions have been made to lighten these obstacles. In chapter “Climate
Change and Its Impacts Assessment Through Geospatial Technology-A Theoretical
Study from Extreme Weather Perspective for Disasters Resilient India”: Niranjan
Sahoo used geospatial technology to assess the impact of the climate change, in the
aim to build a disaster resilient India. The study claimed that the climate change has
direct impact on disasters, and urged to develop an efficient system for monitoring
and impact assessment through geospatial technology. In chapter “Corporate Sector
and Disaster Risk Management: A Critical Analysis with Reference to Corporate
Social Responsibility in India”: Vidhi Madaan Chadda and Navjeet Sidhu Kundal to
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provide a critical analysis of the Corporate Social Responsibility (CSR) in India to
implement disaster risk management. The study argues for adoption of a principled
approach for devising CSR strategy to mitigate disaster risk, and suggests for policy
and legal interventions for facilitating the same. It concludes with a caution that if the
recent amendments are enforced effectively may turn out to be instrumental in making
CSR regime conducive for disaster risk reduction and building a resilient society. In
chapter “Impact of Training and Awareness Programmes of Community Volunteers
in Disaster Risk Reduction and Response—A Study of Srinagar City”: Bilquees Dar
and Sajad Nabi Dar tried to assess the impact of training and awareness programs
of community volunteers in disaster risk reduction and response in the Srinagar city,
India. The study revealed that after training of the community volunteers, they devel-
oped various innovative ways based on their training and inherent skills to reducing
the risks and respond to the disasters. The community-based methods of disaster risk
reduction and response are very uncommonly scaled out and are not either system-
atically included in disaster management policies and practices. We thank all the
authors who have made valuable contribution to this volume.
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Probabilistic Seismic Hazard Assessment

for the Frontal Part of the Mishmi Hills, ek
India and Its Role in Disaster

Management

Bijoylakshmi Gogoi, Devojit Bezbaruah, Praghyalakshmi Gogoi,
Yadav Krishna Gogoi, Manash Protim Dutta, and Madhurjya Gogoi

Abstract Natural hazards can cause serious disruption to societies and their impact
is highly dependent on the resilience of the communities. Normally, earthquakes
strike without notice and can be recognized by a variety of direct and indirect impacts,
as well as significant damage in a relatively short period of time when compared to
other fast occurring natural catastrophes. Seismic hazard assessment is an important
tool in any engineering planning, which aims to quantify the estimation of ground
shaking hazard of a specific area to mitigate the impact of future disasters. This area
is prone to earthquakes on a regular basis, and it was the hardest hit by the earthquake
of 1950. Its initial shock measured was of magnitude 8.6, followed by many after-
shocks. The purpose of the study is to help the society of the area and to address the
vulnerability, mitigate hazards and prepare for response and recovery from hazard
events. In the present day study with the help of geographical information system
(GIS), the geological maps are processed and the hazard maps are assessed with the
help of CRISIS-2007 software. Evaluation of the reliability of the proposed study
was performed through uncertainty analysis of the variables used for producing the
final output. The findings revealed that the high hazard zones are mainly distributed
in the northeastern part of the area under investigation. The preparedness and preven-
tion of an area are very essential for the response and rescue, so the study would be
helpful in assessing the seismic hazard of the area so that it would be useful for the
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administration in earthquake hazard management and also use of proper safe stan-
dard structures may prevent loss of life and property, especially in the third world
countries which are in seismically active zones.

Keywords Seismic hazard - Mishmi Hills -+ CRISIS-2007

1 Introduction

The tectonic history of the Mishmi Hills is connected to the upliftment of the Naga-
Patkai Hills and the eastern Himalayas. The Mishmi Hills are located in the northeast
direction of the Upper Assam Shelf and follow the trend of the Himalayas into China
(Fig. 1). Ithas a significant role in the structural evolution of the northeastern region of
India. There are several faults and thrust present in the Mishmi Hills (Gururajan and
Choudhuri 2003). The Mishmi block is sliced transversely by many thrusts. Active

Fig.1 Location map of the
study area
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Mishmi thrusts in the Mishmi Hills are discontinuing in nature and are dissected by
transverse faults, making them tectonically active (Gogoi and Bezbaruah 2021).

As per the seismological map of the region, the area falls under zone V (BIS,
2004). The area is known to experience disastrous shallow-focus earthquakes (Tiwari
2000). The primary cause of this area’s high seismicity is its geological movement,
which has resulted in constant uplift resulting in the formation of mountains, hills,
valleys and plains. These relative movements occur along deep fractures. Hence,
earthquakes occur in this region due to the sudden movement along the faults. In the
study area, there have been a few significant earthquake tremors. The Mishmi Hills
witnessed one major earthquake, called the 1950 Great Assam Earthquake, which
was the largest continental event ever recorded instrumentally (Ben-Menahem et al.
1974; Coudurier-Curveur et al. 2020).

Sadiya, Roing, Tezu and Namsai are towns situated in the frontal part of the
Mishmi Hills. They are located in the easternmost part of the northeast Indian states of
Assam and Arunachal Pradesh. The construction of Bhupen Hazarika Setu improved
the communication between these two states and nowadays fast and unplanned
constructions in these border towns are witnessed. The 1950 earthquake damaged a
large number of buildings, roads, bridges and railway lines in these aforementioned
towns. The earthquake caused abrupt shifts in the levels of the valleys and plains.
Furthermore, flooding occurred in the study area due to a 1-2 m increase in river
beds.

The area’s current geology and tectonics have been identified as a hazard zone,
indicating the possibility of significant earthquakes in the future. These towns are situ-
ated on both plains and hilly terrains and therefore have to face space constraints for
construction purposes. Many towering buildings, including residential and commer-
cial facilities, have been constructed in these towns without sufficient design and
seismic analyses. This creates the necessity to assess the status of seismicity in the
region realistically. Another major earthquake resembling that of the 1950s if stands
it may create great socioeconomic devastation to the region.

Probabilistic Seismic Hazard Assessment (PSHA) parameters such as uncertain-
ties in the earthquake location, its size and rate of recurrence and the variation of
ground motion properties with earthquake location and size are considered. As uncer-
tainties can be properly recognized, quantified and accumulated in a rational manner
in the PSHA method, it, in turn, provides a better prediction of seismic hazards
(Cornell 1968; Algermissen et al. 1982). In this study, the PSHA method has been
used to analyse the seismic hazard assessment which is important to minimize the
loss of damage to infrastructure and life in seismically unstable regions.

Following the study gap of the region, the objective of the paper is to understand
the seismic risk of the entire frontal part of Mishmi Hills with the help of PSHA.
And the mitigation measures to minimize the potential loss from future earthquakes
are also discussed in this study.
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2 Study Area

The Mishmi Hills are situated in northeast India, tectonically separating the Eastern
Himalayan and the Indo-Burmese (Myanmar) mobile belts, thus forming a linkage
(Nandy 1976). The rivers Noa Dihing, Dibang and Lohit are remarkable in the
research region because they are geologically unstable and have high seismicity.
Because of the presence of faults in the Mishmi Hills, the geology of the studied region
is tectonically unstable. Geologically, the Mishmi block is divided into multiple
distinct belts. All these lithotectonic belts are trending in the NW-SE direction and
dipping towards NE.

Towards the south-western direction of the Mishmi Hills, the “Mishmi Crystalline
is thrusted above the alluvial plains along the Mishmi Thrust. Towards the north
direction of the Mishmi Crystalline, the Tidding Formation over thrust the crystalline
along the Tidding Thrust and gradually overthrust by rock of Lohit Plutonic complex
along the Lohit Thrust” (Misra 2009). The Mishmi Crystalline is divided into two
groups of rocks, which include the Lalpani Group predominantly consisting of garnet
grade rock and the Sewak Group consisting of greenschist facies metamorphism.
The abrupt change of grade of metamorphism was demarcated by the Lalpani Thrust
and the Hawa Thrust. “An intra-formational thrust namely Hakan Thrust is present
between the Lalpani Thrust and the Hawa Thrust, which falls under the Lalpani group
of rocks” (Gogoi and Bezbaruah 2021). Furthermore, between the Lalpani Thrust
in the south and the Tidding Thrust in the north, the central crystalline is of high-
grade metamorphism of Mayodia Group. Along with the major features, Manabhum
Anticline is also witnessed in the region, which comprises the Tipam and Dihing
Group of rocks (Fig. 2).

3 Materials and Methods

Field surveys were carried out to gather the information that was used to create the
study’s geological map. Brunton Compass was used to determine the direction and
dip values of the various beds. The geolocation of the stations was obtained using
the global positioning system (GPS).

The ArcGIS modelling approach was used to create the earthquake zonation map
(Fig. 3). Data from NEIST, USGS and IMD were being used to generate historical
earthquake data from 1950 onwards. Since the magnitude scales of the three insti-
tutions differ, the data in this research was translated to Mw using mathematical
relationships (Scordilis 2006).

The CRISIS software package has been used in this work to calculate the seismic
hazard in a given area for the Mishmi Hills. Selection of source and site, the inclusion
of source seismicity, spectral ordinates, consideration of current attenuation models
and selection of global parameters were the approaches employed step by step for
evaluating seismic hazards through CRISIS-2007.
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4 Analysis

The PSHA for the concerned area estimates the variations in the probability of the
exceedance of various parameters within a timeframe for different structural periods.
For the study area, the hazard map shows variability in peak ground acceleration
(PGA) over a timeframe. Certain structural periods were competed for four different
towns, viz., Sadiya, Tezu, Namsai and Roing of the study area. Accordingly, the
hazard curves show the probability of exceedance of certain PGA values for the
defined structural periods. The input steps in CRISIS-2007 are as follows.

4.1 Selection of Source and Site

The study area is divided into grids of 0.165° x 0.165°. Four potential source zones
were taken into consideration for the study: the Tulus fault, the Mishmi thrust zone,
the Hakan thrust and the Tidding thrust. The zones were digitized using the ArcGIS
10.3, and input was provided to the CRISIS-2007 along with other parameters such
as depth and fault mechanism.

4.2 Inclusion of Source Seismicity

In CRISIS-2007, the time-independent Poisson’s model was used to define source
seismicity. In the Poisson’s model, while dealing with the shape of the curve for the
exceedance rate of earthquake magnitude for a specific return period, parameters
such as Lo, B, u and My are extremely important. For all source zones, the seismic
pattern was defined and slip rate and slip movement were calculated as shown in
Table 1.

4.3 Spectral Ordinates

Spectral parameters are defined as the parameterization of a total number of different
intensity measures for which hazard is to be calculated. Between the limits of 1
gal (cm/sz) and 1,000 gal, different levels were chosen, for which the exceedance
probabilities were computed. The intensity measures refer to spectral ordinates for
different structural periods, which are represented by the rate of exceedance (1/year)
versus PGA (gal), for which the hazard scenario is to be estimated.
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Table 1 Calculation of slip rate and movement

Parameters Fault zone

Tulus fault | Mishmi thrust zone | Hakan thrust | Tidding thrust
Length (km) 25.31 97.44 168.18 188.95
Depth (km) 20 4 14 22
Threshold earthquake 4 4 4 4
magnitude (Mp)
Exceedance rate of 3.8 43 4.8 3.1
earthquake (A (Mp))
Expectation of b-value (8) | 0.48 0.5 0.4 0.4
Coefficient of variation of | 0.05 0.05 0.06 0.05
b-value E <f>
Untruncated expected 6 8.6 8.6 8.6
value as the maximum
magnitude
Untruncated standard +0.1 +0.1 +0.1 +0.1
deviation of the maximum
magnitude
Lower limit of the 4 6.5 6.5 6.5
maximum magnitude (M1)
Upper limit of the 6 8.6 8.6 8.6
maximum magnitude (M2)

4.4 Consideration of Existing Attenuation Models

The CRISIS platform needs a file for specific attenuation law thatis to be implemented
for calculations while dealing with the attenuation of seismic intensities. For each
attenuation characterization of seismic intensities, each file contains the table of
values with parameters such as focal depth (in km), magnitude, various measures
of intensities corresponding to each magnitude and focal depth, standard deviation
of intensity values, period for the corresponding structural seismic intensity and the
upper limit of intensity as an optional one. Two types of attenuation models are
referred to in the CRISIS platform, viz., user models and built-in models. The user
has to define the relationships among size, intensity and focal depth for a particular
attenuation pattern in the user model mode. In this study, attenuation models were
used to define three source fault models and the Mishmi frontal part model.

4.5 Selection of Global Parameters

For the approximation of earthquake recurrence with specified intensities, the global
parameters selection option programme requires specification with certain return
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periods. Map files were generated for four probable return periods, viz., 100, 200, 400
and 500 years. Other parameters involved are minimum triangle size, the approximate
length of the fault and maximum integration distance in km from the site to respon-
sible source geometry. Minimum ratio as the distance/triangle size and distance for
M-R disaggregation as a function of magnitude and distance for different intensity
levels of exceedance were used. Finally, for hazard calculation execution of the saved
data was used.

5 Results and Discussion

In this study, ten structural periods were taken for hazard estimation, which are 0.0,
0.05,0.10,0.15,0.3,0.5, 1, 2, 3 and 4 s. The frequency of vibration taken along these
periods is 0, 20, 10, 6.66, 3.33, 2, 1, 0.5, 0.33 and 0.25 Hz. In this study, the mode of
vibration for the associated period 0 s or 0 Hz signified that there are no vibrations
in the structure but the ground itself experiences the whole vibration intensity.

5.1 Probability of Exceedance Versus Intensity: Hazard
Curve

This study furnished hazard curves indicating the probable rate or probability of
occurrence of an event per year, which will generate ground shakes exceeding a
specific value in gals (cm/s?). Parallelly, the specific amount of intensity will exceed
at least once for the respective exceedance rate. It also signifies the number of such
events that will occur per year. The hazard curves were computed at the centre of
four towns (Sadiya, Roing, Tezu and Namsai), using structural periods 0.0, 0.3, 0.05,
0.1,0.15,0.5, 1, 2, 3 and 4 s for each of the towns. Figure 4a—d shows the graphs for
the four towns.

5.2 Hazard Maps for Different Return Periods

Hazard maps are the representation of the probable hazard scenario of a large area.
These maps represent the probable intensity that is likely to be exceeded within a
fixed span of the return period. In this study, hazard maps were prepared for 0 s
(Fig. 5a—d) and 0.15 s (Fig. 6a—d) for 100, 200, 400 and 500 years. These two
specific structural periods were chosen because the period O s represents the free
ground vibration without any structural motion, whereas the period 0.15 s is found
to be associated with the maximum structural acceleration. The hazard maps clearly
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show that the maximum amount of ground motion is towards the NE direction of the
study area.

From the analysis of probabilistic seismic hazard assessment of four locations,
viz., Sadiya town, Tezu town, Namsai town and Roing town, it has been observed
that the exceedance rate decreases with an increase in intensity in gals for a particular
value of the structural period. However, it is also envisaged that the exceedance rate
is maximum at a particular value of 0.15 s structural period for the four locations,
and it is also clearly highlighted that the probability of exceedance of a certain value
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of intensity is comparatively low for the maximum value of the structural period,
i.e., 4 s. Therefore, hazard curves indicating the exceedance rates represent the prior
information for a possible scenario, which is likely to occur in a specific time period.

Hazard maps represent that the distribution of probable intensities may exceed
within specific return periods of 100, 200, 400 and 500 years for structural periods of
0.0 and 0.15 s. The seismic hazard map of the study region shows that the distribution
of intensity (gal) may exceed in a return period of 100, 200, 400 and 500 years for
the structural periods of 0.0 s. The seismic hazard assessment suggests that most of
the areas towards the NE of the study area are under a higher amount of menace
potential to be foisted by the effect of the major thrusts present in the Mishmi Hills.

6 Role of PSHA in Disaster Management

An earthquake is only a natural disaster, which cannot be predicted till now with
100% accuracy. Due to past seismic events and potential hazards from earthquakes,
the entire region has been included in the severe seismic zone. The Probabilistic
Seismic Hazard Analysis (PSHA) tool is used to reduce and control the hazard. The
development of this model can assess the uncertainties in earthquake size, location
and time of occurrence. The methodology can be used in any region to carry out the
investigation into earthquake prediction, estimate the seismic vulnerability of public
and private properties, and may be extended to assess the impact of earthquake
mitigation measures.
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An increase in haphazard construction has been noticed in the studied towns,
which is also considered one of the major factors that increase the vulnerability. The
vulnerability study may be given special importance with reference to commercial
buildings, hospitals and schools, roads, electric supplies and communication. It is
also important to identify safe zones and structures as relief centres in any incidents
of future disasters.

7 Conclusion

The study attempts to establish relationships between enhanced seismic vulnerability
and natural and anthropogenic activities in the area. Based on historic earthquake
data, the area is considered to be seismically active. This study hints that the thrusts
present in the area can be the source of high magnitude earthquakes in the future. Such
events could manifest aggravated damages since human settlements in the area are
rapidly growing without adherence to proper engineering concepts. Therefore, the
research concludes that the area is seismically active and there should be diligence
in adopting engineering designs for developing infrastructure, which may include
commercial or residential properties.
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Assessment of Desertification and Land )
Degradation Vulnerability in Humid T
Tropics and Sub-tropical Regions

of India Using Remote Sensing and GIS
Techniques

S. Kaliraj, Manish Parmar, I. M. Bahuguna, and A. S. Rajawat

Abstract The GIS-based Desertification Vulnerability Index (DVI) model has been
used for mapping and assessment of potential vulnerability to desertification and land
degradation in the two sites prevailing under different climatic conditions, namely
Kasargod district in Kerala (humid tropics) and Virudhunagar district in Tamil Nadu
(sub-tropics). The DVI model has executed multivariate statistical indices, namely
Climate Index (CI), Soil Index (SI), Vegetation Index (VI), Land Use Index (LUI),
and Socio-Economic Index (SEI). These multivariate indices are estimated using
multiple geo-environmental and demographical parameters like land use/land cover
(LULC), rainfall, soil properties, topography (slope), geomorphic landforms, geolog-
ical settings, and climatic factors. The Desertification Vulnerability Index (DVI) is
calculated using the equation expressed as DVI = (CI * VI * SI * LUI * SEI)'”.
The result shows that the Kasargod district in Kerala is not identified with a higher
category of desertification vulnerability, and 8.3% of the total area has no significant
exposure. The area extend of 91.4% has been found under lower vulnerability condi-
tions, and 0.23% of the area under moderate susceptibility to land degradation in the
site-specific areas include Kodakkad, Timiri, Kilalode, Pullur, Panayal, Pallikere,
and Bare due to human-induced activities like deforestation and LULC changes.
The sub-tropical area of Virudhunagar district in Tamil Nadu shows that 1.4% of
the total area has not fallen under land degradation; however, 65.4% of the area
falls under low vulnerability and 33.2% under the moderately vulnerable zone. The
spatially estimated area of 1428 km? (33.2%) is found with moderate vulnerability to
desertification. Land degradation in various parts of the district includes Vembakottai,
Panaikudi, Narikudi, Sivakasi, Virudhunagar urban proximity, and Aruppukottai, due
to severe soil erosion and soil salinization. The 65.42% of the area is noticed as low
vulnerability to land degradation; however, the land resources of the various sites are
gradually undergoing degradation status due to both natural and anthropogenic activ-
ities that become causing adverse impacts on environmental ecosystems. Integrated
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remote sensing and GIS techniques provide an effective platform for sustainable land
resources management on a long-term scale.

Keywords Desertification vulnerability index - Land degradation + GIS and
remote sensing + Kasaragod and Virudhunagar + South India

1 Introduction

Desertification is one of the significant global issues affecting food productivity;
it is caused by the continuous land degradation process in arid, semi-arid, and dry
sub-humid landscapes due to climate change and human activities (UNEP 1992;
Reynolds et al. 2011; SAC 2021). Desertification that occurs in any region is mainly
due to altering the natural settings of biophysical factors that induce land degradation
while exceeding the level of their restoration capacity and produce severe impacts on
environmental ecosystems and food productivity (Giordano et al. 2003; Wang et al.
2006; Santini et al. 2010; UNCCD 2014; Karamesouti et al. 2015). UNCCD (2014)
has reported that about 3.6 billion hectares of the global land surface have already
fallen under land degradation, triggering critical impacts like loss of fertile soil and
plant nutrients. 25% of the lands worldwide fall under desertification vulnerability
due to human-induced factors (UNEP 1992; Ajai et al. 2009; Dasgupta et al. 2013;
Kaliraj et al. 2017; Dharumarajan et al. 2018). The semi-arid areas mainly increase
land degradation processes compared to other landscapes (Sehgal and Abrol 1994;
Singh 2009; Sastry 201 1; Kaliraj et al. 2019). Factors influencing land degradation are
generally listed as soil erosion, deforestation, encroachment, overexploitation, water-
logging, salinization, etc. (Salvati et al. 2009; Giordano et al. 2003; Kaliraj et al. 2014;
Jafari and Bakhshandehmehr 2013; Dutta and Chaudhuri 2015; Kaliraj et al. 2015a,
b, ¢; SAC 2016). The process of land degradation is a combined action of biophysical
and socio-economic factors that induce irretrievable impacts on their natural settings
(Kaliraj et al. 2019; SAC 2021). The increasingly adverse effects on various geo-
environmental factors like soil, slope, vegetation cover, and climate directly affect
environmental ecosystems and socio-economic conditions (Sastry 2011; Dutta and
Chaudhuri 2015).

Nowadays, desertification is one of the severe problems that are directly affecting
food production; significantly threatening ecosystems, agriculture, vegetative cover,
basic infrastructure, and habitats (Sehgal and Abrol 1994; Kharin et al. 2000; Wang
et al. 2006; Frattaruolo et al. 2009; Kaliraj 2016). India is a signatory to the UNCCD
and is committed to achieving land degradation at neutral status by 2030. The various
government bodies have joined together for combating desertification and land
degradation processes in different parts of the country through scientific approaches
(Sehgal and Abrol 1994; Ajai et al. 2009; Dasgupta et al. 2013; Dutta and Chaudhuri
2015; Kaliraj et al. 2015a, b, c; SAC 2016; Dharumarajan et al. 2018). In India, the
various landscapes have experienced land degradation issues due to human-induced
activities that increase adverse impacts on land and water resources.
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In India, a total geographical area of about 228 Mha (69%) is noticed under
land degradation conditions, especially in the landscapes of arid, semi-arid, and sub-
humid regions. It is mainly due to changing natural and anthropogenic factors causing
soil infertility, erosion, salinity, and sodicity. Recently, SAC (2021) has published a
report on the desertification status of India in collaboration with NCESS and other 12
institutes. The report reveals that 29.77% of the total geographic area is undergoing
land degradation during 2018-2019, whereas the major factors inducing desertifica-
tion/land degradation are water erosion (11.01%), followed by vegetation degrada-
tion (9.15%) and wind erosion (5.46%) and the cumulative rate is increased up to
1.87 Mha compared the period of 2003-2005 to 2011-2013. Nowadays, assessment
and monitoring of land degradation activities through scientific approaches is vital
for sustainable development; hence, the integrated remote sensing and GIS tech-
niques provide an effective platform for mapping the desertification vulnerability by
analyzing the multiple geo-environmental parameters (Albaladejo et al. 1998; Wang
et al. 2006; Ali and El Baroudy 2008; Dasgupta et al. 2013; Kaliraj et al. 2015a,
b, c; Lalitha et al. 2021). GIS-based desertification vulnerability is very much valu-
able for policymakers in preparing strategic plans for combating these issues. Many
studies are executed worldwide for assessing desertification vulnerability using GIS
techniques (Frattaruolo et al. 2009; Vu et al. 2014). For mapping, the potentially
vulnerable zone to desertification and land degradation, statistical indices are used
for analyzing the biophysical and anthropogenic factors at a spatio-temporal scale
with the aid of remote sensing images, geospatial tools, and field-based studies. GIS-
based desertification vulnerability index (DVI) model is designed to execute multiple
geo-environmental variables, i.e., physical (soil quality), environmental (vegetation
quality), climatic (climate quality), and social indicators (management quality) for
spatio-temporal monitoring and assessment of land degradation status. This study
provides a primary data source for the preparation of comprehensive action plans
for combating desertification processes. GIS-based DVI model is executed to map
potential vulnerability to desertification and land degradation with a minimum cost
and better accuracy at a regional and local scale.

2 Description of the Study Area

GIS-based DVI model is used to map desertification vulnerability in two different
areas, namely Kasaragod district in Kerala and Virudhunagar district in Tamil Nadu.
Figure 1 shows the geographical location of the study area of these two districts. The
Kasaragod district covers beautiful landscapes of the coastal stretch of the Arabian
Sea and the hill range of the Western Ghats at the northern tip of Kerala. The
geographical extent of the area found at the 74°53'21.944"E~75°25'4.1"E longi-
tude and 12°1'42.145"N-12°48'38.53"N latitude and the total area is about 1992
km?2. The landscapes cover the different landforms, including coastal settlements,
low-lying wetlands, midland of lateritic plateaus with settlements and plantations,
upland hill-range of forest cover, rocky exposure, and rivers with many tributaries.
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The tropical climatic conditions are found across the area with an annual average
rainfall of 33.50 cm and a temperature range of 17-37 °C. Spatio-temporal distri-
bution of LULC features depends on their landscapes and existing tropical climatic
conditions, and it is frequently changing through impacts of natural and human-
induced activities. The Virudhunagar district in Tamil Nadu prevails in the sub-
tropical climatic condition, which covers the geographical extent of 77°20'26.671"E~
78°25'9.097”E longitude and 9°11'5.748"N-9°47"19.758"N latitude. This region
covers a total area of about 4232 km?2, whereas the Western Ghats has bounded
on the western side, and the rest of the areas comprise the black cotton soils in all
directions. This district covers major populated urban areas, namely Aruppukkottai,
Kariapatti, Rajapalayam, Sattur, Sivakasi, Srivilliputur, Tiruchuli, and Virudhunagar.
Major landforms encompass flood plains, bajada, peneplain, buried pediment, and
structural hills in the western parts. In various parts of the district, alluvial plains
consist of urban/rural settlements and agricultural lands. In this area, the drainage
system encompasses rivers, streams, and water bodies found in non-perennial condi-
tions except during the north-east monsoon, mainly used for dryland agriculture
activities.

3 Materials and Methods

Mapping of desertification vulnerability is executed by analyzing multiple geo-
environmental parameters using a GIS-based DVI model. Figure 2 shows the method-
ological workflow of GIS-based DVI modeling used in this study. The DVI model is
executed using multivariate statistical indices, namely Climate Index (CI), Soil Index
(SI), Vegetation Index (VI), Land Use Index (LUI), and Socio-Economic Index (SEI).
Multiple geo-environmental parameters include land use/land cover (LULC), rain-
fall, soil properties, topography (slope), geomorphic landforms, geological settings,
and climatic factors for mapping the vulnerable zone to desertification and land degra-
dation. In this analysis, the CI is calculated using the Global Aridity Index (Global-
Aridity_ETO0) and Global Reference Evapo-Transpiration (Global-ETO0) datasets. In
this analysis, the VI is estimated using NDVI products of Landsat ETM + (R/NIR)
images in addition to soils, drought resistance, fire risk, and vegetative cover, and it
is expressed as VI = (Erosion protection * drought resistance * fire risk * plant cover
percentage)”. SI (also known as Soil Quality Index) is calculated using the equation,
and it is expressed as SI = (Soil texture * parent material * slope)'®. The layer of
parental material is derived from GSI published lithology map. The slope index is
estimated using SRTM DEM (30 m) dataset. LUI is calculated using a Landsat (30 m)
ETM + and OLI images-based LULC map; it is derived from a supervised classifi-
cation technique using the Mahalanobis Distance algorithm. Socio-Economic Index
(SEI) is calculated using demographic inputs that include population, unemployment,
illiteracy, and poverty rate; and it is noted as SEI = (Population pressure * Unemploy-
ment * Iliteracy * Poverty)”. The Desertification Vulnerability Index (DVI) is calcu-
lated using the cumulative value of multivariate indices, and it is expressed as DVI =
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Fig. 2 Methodological workflow of GIS-based DVI modeling for mapping of desertification
vulnerability

(CI * VI * SI* LUI * SEI)'”. These multivariate indices include Climate Index (CI),
Soil Index (SI), Vegetation Index (VI), Land Use Index (LUI), and Socio-Economic
Index (SEI) estimated using multiple geo-environmental and demographical inputs.
Integrated remote sensing and GIS techniques are used to prepare these parameters
from various data sources at a uniform coordinate system and scale. The GIS tools
and functions have been applied to analyze multiple input parameters according to
the different statistical indices from mapping the desertification status in the study
area.

4 Results and Discussion

Mapping desertification vulnerability is a complex set of processes that incorpo-
rate the different statistical indices of multiple parameters affecting land produc-
tivity (Ajai et al. 2009; Frattaruolo et al. 2009; Kaliraj et al. (2016); Dharumarajan
et al. 2018). In this study, the desertification vulnerability is carried out for two
different locations in southern India, namely Kasargod district in Kerala and Virud-
hunagar district in Tamil Nadu. The GIS-based DVI model is executed to identify
potential vulnerability to desertification and land degradation by analyzing multiple
geo-environmental parameters. Figure 3 shows the desertification vulnerability map
of the two districts of South India: Kasargod (A) and Virudhunagar (B) using the
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GIS-based DVI model. The result shows that the Kasargod district in Kerala is not
identified with a higher category of desertification vulnerability, and 8.3% of the
total area has no significant exposure. Table 1 shows the estimated rate of desertifi-
cation vulnerability index (DVI) and its area extend in Kasargod district (Kerala) and
Virudhunagar district (Tamil Nadu). Meanwhile, 91.4% of the land was found under
low vulnerability and 0.23% under moderate vulnerability to land degradation in
site-specific areas, including Kodakkad, Timiri, Kilalode, Pullur, Panayal Pallikere,
and Bare due to human-induced activities like deforestation and LULC changes.

In the Kasargod district, the various LULC features are noted as environmen-
tally vulnerable areas due to human-induced activities, which gradually produce
significant changes in landscapes and socio-economic conditions. In the Virudhu-
nagar district, many spots face land degradation issues mainly due to severe erosion
and soil salinization that adversely impact human society and surrounding environ-
mental ecosystems. Major factors inducing land degradation are caused by various
interrelated factors like soil erosion, vegetation degradation, land use change, climate
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Table 1 Estimated rate of desertification vulnerability index (DVI) and its area extend in Kasargod
district (Kerala) and Virudhunagar district (Tamil Nadu)

DVIrating | Kasargod (KL) Virudhunagar (TN) DVI vulnerability class
Area (km?) Percentage | Area (km?) Percentage

100-125 61 1.42 167 8.33 Not affected

126-150 2817 65.42 1834 91.43 Low risk

151-175 1428 33.16 5 0.25 Moderate risk

176-200 NA NA NA NA High risk

variability, and socio-economic issues, besides the natural and human-induced activ-
ities. Impacts of land degradation increased in various parts are drastically decreased
crop productivity due to several factors like increasing land surface temperature,
soil dryness, morphological deformations, soil erosion, human encroachments, and
over-exploitation of water resources.

The Virudhunagar district in Tamil Nadu state has prevailing sub-tropical condi-
tion that shows 1.4% has not fallen under land degradation; however, 65.4% of the
area falls under low vulnerability and 33.2% under the moderately moderate vulner-
able zone. The site is estimated at 1428 km? (33.2%) with moderate vulnerability
to land degradation in various parts of the landscape that including Vembakottai,
Panaikudi, Narikudi Sivakasi, Virudhunagar urban proximity, and Aruppukottai, due
to severe soil erosion and soil salinization. The 65.42% of the area is noticed as low
vulnerability to land degradation; however, the land resources of the various sites
are gradually undergoing degradation status due to both natural and anthropogenic
activities that become causing adverse impacts on environmental ecosystems.

Across the Virudhunagar district, the LULC features, especially dryland agricul-
ture, drastically degrade soil fertility and food production due to soil infertility and
salinity. In this region, the massive lands are used for dryland agriculture, whereas
land degradation is one of the major issues due to soil erosion and soil salinity. In these
two districts, the various landscapes fall under desertification and land degradation
at different degree levels. It is mainly due to increasing pressure on natural settings
that drive erosion, infertility, salinity, etc. For example, removing upland vegeta-
tive increases surface runoff (or) overland flow followed by flooding and landslide,
eroding topsoil and nutrients from downslope and plan surfaces. The process of land
degradation is increasing in various parts due to improper land management practices.
The landscapes of those areas accompanied by uplands and rivers/streams are seen
as highly productive zones due to prevailing favorable climate and soil conditions.
Likewise, the LULC around human-intervening locations is highly sensitive to land
degradation due to altering the natural settings of the biophysical and environmental
systems.

However, in many areas of these two districts, the agricultural lands are being
used for multiple crop cultivation during the northeast and southwest monsoons. It
is noted that increasing land degradation silently coupled with impacts of natural
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and socio-economic factors in these districts may be causing severe effects on the
livelihood of the local people.

5 Conclusion

The GIS-based DVI model is used to map potential vulnerability to desertifica-
tion and land degradation by analyzing the multiple influencing factors at a site-
specific scale. The DVI map shows that the various parts of both districts fall under
higher vulnerability to land degradation due to increasing adverse impacts that alter
regular mechanisms of biophysical and environmental factors. LULC features at
various parts are significantly degraded in both districts due to overexploitation
of land resources and improper land-use practices. Specifically, in many locations,
LULC features around the human-intervening proxy are susceptible to land degra-
dation and desertification due to frequently altering biophysical and environmental
systems. However, the massive areas are found with no apparent changes towards land
degradation. The increase in land degradation is commonly coupled with impacts
of biophysical and socio-economic factors in these districts, causing severe effects
on the socio-economic status of local people. It is concluded that the assessment
and mapping of desertification vulnerability using integrated remote sensing and
GIS techniques provides a primary database for preparing combating plans and
sustainable developmental activities.
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Analysis of Diversified Impact M)
of COVID-19 Pandemic Across Rt
the Indian States

Alpana Srivastava

Abstract The coronavirus pandemic rapidly spread from China to various countries,
and India was no exception. The Ministry of Health and Family Welfare of India
initiated the awareness drive immediately after WHO declared it a serious pandemic,
and joint mitigation measures were initiated by the central and state governments.
A strict 55-day lockdown was imposed by the Indian government which irked the
Indian economy but at the same time had a positive effect on the climate. Variation in
transmission rate and mortality rate of virus differs significantly across Indian states.
Maharashtra was the worst hit, whereas northeastern and hill states fared better.
There were fewer cases in rural than in urban India. The strategic steps taken by
the Indian government helped in managing the huge population as compared to the
western world. On the flip side, poor health infrastructure and manpower, poverty,
and unhygienic living conditions posed a big challenge. The present study focuses
on bringing out challenges and opportunities faced by the Indian states.

Keywords Pandemic - COVID-19 - Lockdown + Mortality - Challenges *
Opportunities

1 Introduction

The first case of the COVID-19 virus was reported from the Wuhan district in China
and was assumed to be the case of viral pneumonia. Later in February 2020, World
Health Organisation (WHO) declared it a Public Health Emergency of International
Concern (PHEIC) when cases surge in different parts of the globe. As it originated
from severe acute respiratory syndrome coronavirus-2 (SARS-CoV-2), hence named
COVID-19. As nothing much was known about the characteristics of the virus, the
incubation period in the beginning was 10 days but later increased to 14 days and
the disease was highly transmittable. One lakh people were infected in 67 days but
infection reached two lakhs just in the next four days showing its exponential growth

A. Srivastava (<)
Amity Business School, Amity University, Lucknow Campus, Lucknow, India
e-mail: alpana94 @ gmail.com; asrivastava3 @lko.amity.edu

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022 27
H. Sajjad et al. (eds.), Challenges of Disasters in Asia, Springer Natural Hazards,
https://doi.org/10.1007/978-981-19-3567-1_3


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-19-3567-1_3&domain=pdf
mailto:alpana94@gmail.com
mailto:asrivastava3@lko.amity.edu
https://doi.org/10.1007/978-981-19-3567-1_3

28 A. Srivastava

the world over. COVID-19 was the sixth PHEIC in the last 10 years following HIN1
(2009), polio (2014), Ebola (2014 in West Africa), Zika (2016), and Ebola (2019 in
the Democratic Republic of Congo).

The story of the initial stage of the spread of the pandemic in India was distinct
from the rest of the world. Being the second most populated country with 70% of them
living in the rural areas, it announced the strict lockdown on 24 March 2020 when
there were a total of 562 cases (Srivastava and Srivastava 2020). The reason was its
high population with low health infrastructure, high poverty, less literacy, etc. to fight
the deadly disease. This gave time for preparedness and delayed the peak. India also
imposed the quarantine law under the Epidemic Disease Act, of 1897 to make the
lockdown and social distancing effective. This 123-year-old legislation authorises
a state/country to examine people travelling by railways or ships (air travel was
introduced later), and send suspects to the hospitals, any temporary accommodations,
or any other isolated place to prevent the spread of disease.

Daily cases peak reached over 90,000 cases per day during mid-September 2020
and dropped to less than 15,000 per day in January 2021. The delayed peak during
the first wave and smaller death rate brought laxity in covid management on part of
both citizens and government. The second wave of the pandemic began in March
2021 in India and the intensity of infection was very high. Neither government nor
the public was ready to face the sudden surge in cases.

Health infrastructure was not adequate to cope with the rising emergency. All
over the nation, there was a shortage of vaccines, hospital beds, oxygen cylinders,
medicine, etc. On 30 April, India became the first nation to report 400,000 new cases
per day and experts were of the view that these figures may still be under-reported
due to several factors like partial lockdown, festival, election, Kumbh, and breaking
up of COVID-19 protocol by common people. The sudden steep spike in the second
wave is shown in Fig. 1.

India started its vaccination programme on 16 January 2021 with two main
vaccines, viz., first Covishield (a local version of the Oxford-AstraZeneca vaccine)
developed by Serum Institute of India (SII) and second Covaxin (an indigenously

29,700,313

confirmed cases

381,903

deaths

Fig.1 Two waves of COVID-19 cases in India
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Fig. 2 Recovery rate versus death rate

developed vaccine) developed by Bharat Biotech. Later on, the Russian Sputnik V
vaccine was also allowed for emergency use. By 12 October 2021, India has admin-
istered over 958 million doses (first and second both), covering nearly 60% of its
huge population.

As the vaccination drive was slow and applicable for 50 plus age group, the
second wave drastically hit the younger population who were out for a job. Though
the experts were warning of the second wave, the authorities were not equipped for
the second wave which came unexpectedly. The wave was high because there was
no lockdown and neither common person was obeying COVID protocol. To add to
the woes, the second wave was more serious than the first because cases increased
exponentially whereas infrastructure was poor and could not cater for the rising
number of patients. Moreover, this time doctors and paramedical staff were affected
on a larger scale than before even after taking at least one dose (though mortality
was low) and this affected the overall healthcare system. Mutation of viruses is
always a concerning phenomenon, and so was the case with SARS-CoV-2, which is
mutating at a rate of about 1-2 mutations per month [1]. A new double mutant strain
of coronavirus found in India was having high spreading rate. The multiple factors
responsible for the sudden surge in cases during the second wave resulted in high
mortality numbers but the mortality rate was not very high as seen in Fig. 2.

2 State-Wise COVID-19 Situations in India

As India is a large country with a diversified environment and culture, hence regional
disparity plays a pivotal role in studying any phenomenon in India. The total picture
of COVID management could not be true if the state-wise analysis is not done.
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Fig. 3 State-wise distribution of COVID cases and population distribution

Each state varies in population, population density, geophysical characteristics, food
habits, culture, literacy rate, infrastructure, and many more uncited factors. Figure 3
shows the total number of cases in the state along with the pie chart depicting the
population of states.

Instantly, it could be seen that Maharashtra was the biggest hit state having the
second-largest population (2021 census) at around 11.2 crores and a population
density of 365/km? (950/m?), whereas with a nearly similar population and higher
population density (10.4 crores, 1,102/km? (2,850/m?) Bihar was not much affected.
Infrastructure-wise, literacy-wise, and many well-being indicators of Maharashtra
are better than in Bihar, so more research is needed to explore the exact reason for
the uneven spread of the COVID virus in these states. The situation of COVID-19
was alarming in the state of Uttar Pradesh with the highest population of 19.9 crores
(census 2021), but much better than Maharashtra, Kerala, Karnataka, and Tamil
Naidu. Kerala, the most advanced state of India, is fairing high in development index,
with a population of only 3.3 crores and population density of 859/km? (2,220/m?)
was the third largest hit state in India. Another small state and India’s capital Delhi
was hit high during both the waves of COVID-19.

With this background, this paper tries to explore the issues and challenges faced
by the various states in coping with the recent pandemic. Also, this article is a review
article, hence statistical analysis could not be done to see the effect of various cited
parameters.
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3 Methodology

The descriptive research design is applied in this article. The secondary data were
collected and analysed from sources like the WHO dashboard and the Indian govern-
ment’s official release. The SWOT analysis tool is used for understating the diversi-
fied impact on various states of India. SWOT analysis becomes important when at
the policy level we have to assess our strengths and weakness for taking strategic
decisions within the constraints of the internal and external environment. It also
helps in critically analysing the opportunity emerging and treats to be faced by the
decision-maker. Thus, this is a helpful tool for making critical strategic decisions
(Fig. 4).

Strength and weaknesses are internal and can be managed within the system
concern, whereas opportunity and threats are external, and we can only react to this.
SWOQOTs analysis is done to improve plans for achieving goals.

The findings of SWOT analysis will help the planners, policymakers, etc. to iden-
tify the gaps in planning the pandemic related policy announcement and their imple-
mentations. Assessing infrastructure status demand and supply gaps and filling them
with indigenous technological innovations or collaborations or coming up entirely
with new initiatives. This helps in finding new opportunities and working on elimi-
nating or minimising threats. As a strategic analytical tool, SWOT analysis has some
weaknesses too. Firstly, itis a theoretical approach based on individual outlook, hence
is subjective in nature. Touches too many factors irrespective of their importance,
hence sometimes fails to give focused information.

Fig. 4 SWOT analysis

Internal Environment
flowchart

)\
V P \

Strengths Weaknesses |

.

Add Value

Opportunities Threats
N =pen

SWOT Analysis

\

‘
External Environment

e




32 A. Srivastava

4 Critical Analysis

As we have seen in the above discussion that there was variation state-wise, hence
management also differed. This article now will critically analyse the factors respon-
sible for the diversified impact of COVID-19 in India through the SWOT analysis
tool.

4.1 Strength

e Low incidence of disease was seen mainly in most populated states (UP, Bihar,
MP, Rajasthan, and WB) with only Maharashtra as an exception. Delhi and Kerala
were the states where the population affected was around 8%. Maharashtra and
Karnataka states were having cases below 5%. The most populated Uttar Pradesh
state reported only 0.75% of the population that got affected. Hence compared to
the global prevalence rate, India was in a much better position (under-reporting
could not be ruled out). This is shown by the graph in Fig. 5.

e Strictlockdown in the first wave helped in disease spread, along with it also created
awareness among common people for following the COVID-19 protocol. It also
delayed peak and health infrastructure could be increased. The second wave was
sudden and drastic compared to the first, but still with the help of partial lockdown
the prevalence of covid cases was low.
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Fig. 5 Population versus prevalence of COVID-19 cases in Indian states
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e Health screenings at the airports and sealing the border between states helped in
preventing the spread.

e During the second wave, state-wise mitigation measures helped in keeping the
economy in momentum.

e On 16 January India began its vaccination programme, the largest in the world, and
seeing the surge it amplified its programme by stopping the export and increasing
the supply to meet domestic demand. States with a higher population like UP and
Mabharashtra have administered more doses. The distribution till 19 June 2021 is
given in Fig. 6.

® Vaccination trials for kids were given the nod so that even they could be vaccinated
soon and could be saved from future waves.

e Antigen and RT-PCR sample tests were increased to a large extent in a few states
to check the spread. Massive checking of infected persons or suspected or having
any travel history was done at the government’s end to check the community
transmission.

e Several committees, NGOs, advisory groups, empowered groups, and taskforces
came forward in response to India’s COVID-19 mitigation measures. Some of

111
NUMBER OF COVID-19 VACCINE DOSES 'V

ADMINISTERED

Total Doses Administered
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Fig. 6 GIS map of vaccination in India
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Fig. 7 Deaths due to COVID-19 till 23 June 2021

these were constituted following the onset of the pandemic such as the ICMR
COVID-19 Task Force, the National Expert Group on Vaccine Administration for
COVID-19 (NEGVAC), formed in August 2020, etc. to help the government on
every front. The Prime Minister and his office keep an eye on all responses.

The Indian government was supported by the Indian military during the pandemic.
In the second wave, some of the steps taken by the Indian military to help the health
sector in the crisis moment by setting up COVID facilities, oxygen PSA plants,
providing domestic and international air and water transport assistance, providing
medical assistance to civilians, providing nursing assistance, and roping in retired
military medics.

The overall death rate in India was below the global average. The states reporting
a higher number of cases and deaths also had a lower death rate. The states like
Kerala reported the second-highest COVID-19 cases, but the death rate was only
0.42%. Good health infrastructure and complete literacy may be the reason behind
reduced mortality. State-wise variation of the number of deaths and death rate is
given in the graph in Fig. 7.

4.2 Weakness

Inadequate health infrastructure in highly populated states and rural areas was the
main reason for high mortality during the second wave (Fig. 8).

Oxygen, lack of hospital beds, and the drug shortage were the major problems in
most of the states in India like UP, Bihar, and Delhi during the second wave. The
shortage was more of the mismanagement in various states and cities rather than
the actual supply mechanism.

Undercounting of cases and fatality was reported mostly by most states, viz., West
Bengal, Delhi, Tamil Nadu, Maharashtra, Madhya Pradesh, Gujarat, Telangana,
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Uttar Pradesh, Assam, Odisha, Kerala, Karnataka, Bihar, Haryana, and Chhattis-
garh. These states cater to almost 80% of India’s population. The second reason
for under-reporting was the low awareness level in rural India and slumps of urban
regions. One of the national media reported that rural Uttar Pradesh has been hit
catastrophically during the second wave.

e Lack of COVID-19 testing kits and inefficient hospital management in testing and
giving the RT-PCR report of the patient created chaos in the state of UP, Delhi, and
some other northern states. The situation was better in Maharashtra, Kerala, etc.
There was also a shortage of medical equipment, PPE kits, hospital beds (hospital
beds to people ratio: 0.7:1000), and ventilators (ventilators to population ratio
40000:1.3 bn). Doctors (doctor to patient ratio: 1:1445) and paramedical staff
was also suffering from COVID-19, thus accelerating the shortage.

e After the ease of the first wave, people started social gatherings and a lot of the
movement which also accelerated the surge in COVID cases. More international
movements from Maharashtra, Gujarat, Tamil Nadu, Karnataka, and Kerala were
the reasons for the delta variant spread. On the other hand, election was the major
spreader in UP and Kumbh in Uttarakhand.

4.3 Opportunity

e Migrant workers are mostly from the Bihar and UP regions, where sugar, jute,
silk, and clothes industries were stopped because of high headedness of Congress,
SP, JDU, and BJP leadership in the states. Corona lockdown should be taken as
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a God-sent opportunity for setting up industries in Bihar and the UP regions
or reviving those lockdown units in Gorakhpur, Kanpur, or Mithalanchal areas.
COVID-19 really brought an opportunity to regularise these unorganised sectors.
This gives the opportunity to create the central commission for migrant labourers
and state commissions. This will lead India to all-around prosperity and growth
in the future.

e Pandemic was the biggest time to grow for the pharmaceutical and IT sectors.
All other sectors showed a declining trend. Essential items maintained stagnant
growth. From auto-driver to e-rickshaw drivers, all daily-wage labourers started
selling vegetables door to door.

e Overhauling of the health sector was done by appointing more paramedical staff
for COVID care, hence employment increased in this sector.

e Boost for the health insurance industry as more and more people started buying
these plans. Maharashtra leads followed by Delhi, Karnataka, West Bengal, Tamil
Nadu, UP, and Gujarat, to name a few.

e Digital India got an automatic boost during the pandemic as e-payments and online
shopping saw a new height. Global data shows India’s inclination towards more
grooming digital future in the post-pandemic world. Demand for skilled technical
job roles like an application developer, lead consultant, salesforce developer, and
site reliability engineer grew to a new height of 150-300% during one year of the
pandemic.

e Agriculture was the only sector that registered growth during the lockdown [39]. In
the agriculture subsector, some states have witnessed a decline in production like
Chhattisgarh (13%) and Himachal Pradesh (15%), whereas some large states like
Telangana (23% increase), Punjab (5%), Rajasthan (4.4%), and Gujarat (6.7%).
States like UP and Maharashtra reported no change.

e [ockdown drastically improved air and water quality in India. The levels of partic-
ulate matter PM10 and PM2.5 were reduced by half, for one. This was achieved at
the cost of economic growth. Thus in near future to main environmental balance
and also to give a boost to the economy, some tuff measures need to be taken from
the government end.

4.4 Threats

e As most of the workforce is in the informal sector (90%), the sudden announce-
ment of the lockdown without any alternate arrangements for migratory labour
created the biggest chaos across India. Labours from Delhi and Maharashtra
started going back to their native states like Uttar Pradesh, Bihar, and Odisha
on foot. This was considered the biggest threat to the state government.

e Maharashtra, the largest onion trading market in Asia, went into panic mode as
no drivers or workers were available to transport it. Similarly, the northern state
of Haryana and Punjab have to throw an abundant harvest of cucumbers and bell
peppers due to a lack of workers. Karnataka, the largest coffee-producing state in
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India, was unable to sell coffee as there were no traders and workers to support
the trade.

e Due to growing globalisation, few states reported a high number of cases as inter-
national migration in these cities was also very large. Delhi, Mumbai, Chennai,
Cochin, Bangalore, Hyderabad, Calicut, Trivandrum, Kolkata, Ahmedabad, and
Trichy were the few cities with 90% of the international migration of the Indian
workforce [13].

¢ High population density, religious beliefs, festivals, etc. also played a pivotal role
in spreading communicable diseases.

e Lockdown impacted the education system adversely in almost all the states in
India.

e The biggest threat was to the hospitality industry and tourism as few states
were dependent on tourism for their livelihood only like Sikkim, Uttarakhand,
Himanchal, etc.

e Livelihood threat was majorly for manufacturing and construction sector as they
were labour-intensive. The migration of labour stopped production and distorted
the supply chain.

e States’ revenue from goods and services tax as well as value-added taxes have
fallen more sharply than anticipated in FY21 budgets.

e Unemployment reached its peak since independence during the lockdown.
Recently, though it has shown an increasing trend, it is still around 18% (very
high). The first quarter of the financial year 2020 was very badly hit as the GDP
declined 23%. The economy was at crossroads (Fig. 9).

4.5 Internal and External Environment

India’s IT penetration in most of the interior areas helped a lot during the pandemic.
The energies of front-line warriors like doctors, nurses, and other common people
who came out to render help became counties biggest resource during the pandemic.
The army and air force strengthen the fight against the pandemic by helping civil-
ians on all fronts. Macro, as well as micro plans, were initiated by mobile phones.
The Aadhaar-led unique identification system of citizens helped in coordinating
vaccination programmes, drug delivery, and tracing cases (RT-PCR needs Aadhaar
registration). The power of IT in education, business and running offices offline, etc.
made India self-sustainable. Agriculture was the sector which helped India to feed
its huge population even during a harsh lockdown. Our strength and capability of
turning threats into opportunities during the pandemic enhanced our internal as well
as external environment.

At one point in time media played a positive role by spreading awareness to the
common mass but later the unreported cases and other grim pictures were hidden from
the citizen showing a negative face of the media and government. The mismanage-
ment during the second wave was taken seriously by the government and common
people which brought the situation into control with lockdown 2. The economy
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started showing recovery and India became self-sufficient in a few pharmaceutical
products and instruments. Make in India got a good boost during the pandemic. Free-
bies were given to the BPL population during the lockdown and even after it helped
them to sustain their livelihood. Though India faced a roller coaster ride during the
pandemic in various policy implementations, still the efforts of the common people
and government placed India in a much better place than Europe and America.
Pandemic is the learning for all.
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Drought Pattern Using Vegetation T
Condition Index in Latur District

Shahfahad, Mohd Waseem Naikoo, Ishita Afreen Ahmad, Swapan Talukdar,
Mohd Rihan, and Atiqur Rahman

Abstract Draughts have become increasingly common in India’s western semi-arid
region in recent decades. Therefore, the purpose of this study is to investigate draught
patterns in the Latur District of Maharashtra, India, using the normalized difference
vegetative index (NDVI) and vegetation conditions index (VCI) derived from Landsat
data sets. The research was conducted during the pre- and post-monsoon seasons of
1996, 2002, 2009, and 2016. The mean NDVI values show a significant decrease
during the study period in both pre- and post-monsoon seasons. The study area was
divided into seven categories based on VCI values, i.e., no drought, low drought,
moderate drought, high drought, very high drought, severe drought, and water bodies.
According to the VCI results, the maximum area was under high drought (3326
km?) in 1996, followed by very high drought (2140 km?) and moderate drought (994
km?) in 2016, and the maximum area was under very high drought (3964 km?) in
2016. (2682 km?). During the post-monsoon season, the maximum area was under
high drought (3010 km?), followed by moderate drought (1884 km?), and very high
drought (1269 km?), whereas during the pre-monsoon season, the maximum area
was under very high drought (3964 km?), followed by high drought (1884 km?), and
very high drought (1269 km?) (2682 km?). The findings of this study can help in the
drought management and planning in the study area.

Keywords Seasonal drought pattern - Vegetation condition index - Normalized
difference vegetation index * Landsat datasets + Latur District

1 Introduction

Drought is a recurring climatic event characterized by inconsistency in rainfall and
long durations that occurs in many dry and semi-arid regions around the world
(Tian et al. 2020). Drought is a multidisciplinary concept that can be meteorological,
agricultural, socioeconomical, or hydrological in nature (Zarei et al. 2021). It starts
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with a lack of rainfall, which stresses soil moisture contents and causes high land
surface temperatures, affecting vegetation development (Kim et al. 2021; Dikshit
et al. 2020; Stojanovic et al. 2020). In order to fully comprehend the phenomenon of
drought, as well as to monitor and predict it, the variables of precipitation, soil, and
vegetation and their interconnected factors, must be thoroughly studied (Cartwright
et al. 2020). Furthermore, drought can occur as a disaster in every climatic regime
around the world on a year-to-year basis, and it is harmful to the ecosystem and
human activity (Trenberth et al. 2014).

Drought has a wide range of effects on human lives, including agriculture and
the economy. Along with having an influence on a region’s food security, drought
has a negative impact on commercial crops, reducing farm earnings (Mishra et al.
2021). Drought causes decreased livestock weight, decreased livestock productivity,
lower reproduction, and increased disease susceptibility in livestock (Dzavo et al.
2019). During droughts, the growth cycle of pastureland plants shortens, reducing
the length of the grazing season (Ding et al. 2020). Droughts can cause fires in
forests and rangelands, which can be economically damaging and permanent, as
well as environmentally devastating. Furthermore, because of the fire’s devastations
and reduction of vegetation density, the run-off coefficient and soil erosion have
increased which has a significant impact on the frequency of floodwater and sediment
transfer to dam reservoirs. (Areffian et al. 2021). During a drought, increasing water
temperature encourages algal growth, which reduces dissolved oxygen and water
toxicity, impacting both aquatic organisms and humans. (Mishra et al. 2020).

Numerous studies have been conducted for the assessment of drought conditions
in India. Drought studies in India are mainly based on data from historical meteoro-
logical stations. Drought has a negative impact on the economies of countries such
as India since the majority of people rely on agricultural revenue, and affects approx-
imately 50 million people each year (Singh et al. 2020; Pathak and Dodamani et al.
2020; Sharma and Goyal 2020; Ramkar and Yadav 2018). It is common throughout
the country’s subtropical, arid, and semi-arid areas, particularly in the western and
peninsular regions. Drought causes a scarcity of water, leaving major areas unusable
for farming all year. This has a negative impact on both human lives and livelihoods,
as well as on animals (Yazdani et al. 2021; Sun and Zhou 2020).

Monitoring is a critical part of comprehensive drought management. Drought
management necessitates both analytics and risk assessment in which forecasting
is an essential component (Arabameri et al. 2021; Baniya et al. 2019). There are
two types of drought monitoring indicators: indicators based on meteorological
observation and remote sensing monitoring indicators. The standardized precipi-
tation index (SPI) (Mahmoudi et al. 2021; Dutta et al. 2013), crop moisture index
(CMI) (Mohammed et al. 2020), Palmer drought severity index (PDSI) (Altunkaynak
and Jalilzadnezamabad 2021), and others are among the meteorological observation
indicators. These indicators are based on ground-based observation stations’ hydro-
logical and meteorological data, such as runoff, precipitation, temperature, and soil
moisture. Interpolation computations are required to achieve spatially continuous
monitoring in the use of meteorological observation indicators since ground obser-
vations are based on point data. As aresult, because the number of stations is restricted
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and the distribution is unequal, the drought monitoring data are highly questionable
(Khosravi et al. 2017).

Remote sensing monitoring indicators are derived mostly from remote sensing
data, such as the normalized difference vegetation index (NDVI) (Nanzad et al. 2019),
temperature vegetation drought index (TVDI) (Wang et al. 2020), and vegetation
condition index (VCI) (Mishra et al. 2020), among others. The NDVI is a simple
measurement that can be used for longer time periods than the TVDI. While utilizing
the NDVT to identify drought in various places, it is challenging to get optimal results
because of its sensitivity to the geographical context. Kogan (1995b) developed the
VClI index, which is based on the NDVI, to address these issues. The VCI can reflect
severe weather variations, minimize spatial NDVI fluctuations, reduce the effect
of weather, soil, vegetation type, and terrain as well as compare various locations.
(Bhaga et al. 2020). As a result, the VCI has become a popular tool for drought
monitoring and analysis.

In northern China, Liang et al. (2021) looked into the possibilities of utilizing the
VClI for drought monitoring and found that it can correctly represent the geographical
distribution and change in drought. Vanajith et al. (2021) employed VCI anomalies
as indicators to study the onset and progression of drought in the Solapur district of
Maharashtra, demonstrating that the VCI may be used to track drought situations in a
variety of situations. Also, Singh et al. (2021) used VCI anomalies to detect changes
in vegetation due to drought and compared them to historical values from previous
years in the same time period in the drought-prone district of Sangli, Maharashtra.
These studies have focused on the status of drought in a certain region, but they didn’t
look at the situation of seasonal droughts in any of the study areas in India. Therefore,
the current study employs the vegetation condition index (VCI) to examine the spatio-
temporal situation of seasonal drought in the Latur district of Maharashtra from 1996
to 2016 using long-term remote sensing data. Given the significant impact of seasonal
drought in various drought-prone parts of Maharashtra, it is very important to conduct
disaster prevention and mitigation research utilizing long-time series seasonal VCI
data to study the spatio-temporal variation pattern of seasonal drought.

2 Research Methodology

2.1 Study Area

Drought is a serious issue in the drought-prone areas of Maharashtra State, where
agriculture is the primary source of revenue. Latur is one of Maharashtra’s drought-
prone districts. It is located on the border of Maharashtra and Karnataka to the south-
east of the state of Maharashtra. According to the 2011 census, it has a population
of 2,455,543 people and a land area of 7,157 km?. The population growth rate is
estimated to be 18.04% between 2001 and 2011. Figure 1 shows the geographical
position of Latur. It is located at an elevation of 631 m above sea level on average.
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Fig. 1 Locational aspect of the study area

The regions have a tropical environment with an average precipitation of 600 mm
and temperatures ranging from 24 to 39.6 °C. It is experiencing extended drought
conditions, which are wreaking havoc on the region’s vegetative cover. Because of the
chemical nature of the soil, the region experiences cracking throughout the summer
months. The three largest water sources in Latur are the Sai weir, Sai Barrage, and
Dhanegaon Dam on the Manjra River. Other available water resources are more than
50 km away. The average rainfall during winter months is below 10 cm in the region
while average rainfall during summer months is more than 80 cm (Guhathakurta and
Saji 2013). Borewells are being used excessively by houses to address unmet water
demand. This has increased the number of borewells, causing a water scarcity for
crops and other vegetation and significant deterioration of groundwater levels.

2.2 Data Used

The US Geological Survey’s (USGS) website, https://earthexplorer.usgs.gov/,
provided the satellite data used in this study. The seasonal NDVI between 1996 and
2009 was computed using Landsat 5 (TM), whereas the NDVI for 2002 and 2016
was obtained using Landsat 7 (ETM+) and Landsat 8 (OLI/TIRS) satellite data.
The current study focused on the seasonal drought in Maharashtra’s Latur district
over two seasons: pre-monsoon (March) and post-monsoon (October). Furthermore,
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Table 1 Description of the satellite data used

S. No. |Date of acquisition | Satellite/Sensor | Path/Row | Spatial resolution | Bands used
(m)
04-Mar-1996 Landsat 5 (TM) | 145/47 30 4 and 3
2 14-Oct-1996 Landsat 5 (TM) | 145/47 30 4 and 3
29-Mar-2002 Landsat 7 145/47 30 4 and 3
(ETM+)
4 23-Oct-2002 Landsat 7 145/47 30 4 and 3
(ETM+)
09-Apr-2009 Landsat 5 (TM) | 145/47 30 4 and 3
03-Nov-2009 Landsat 5 (TM) | 145/47 30 4 and 3
12-Apr-2016 Landsat 8 145/47 30 5and 4
(OLI/TIRS)
8 21-Oct-2016 Landsat 8 145/47 30 5and 4
(OLI/TIRS)

the district map of Latur is drawn at a scale of 1:25000 from the Survey of India
(SOI) toposheet. Table 1 summarizes the characteristics of the various spectral bands
available in Landsat satellite data.

2.3 Methodology

The study’s methodology included using multi-spectral images to calculate remote
sensing-based vegetation condition index for the analysis of seasonal drought
anomaly (Fig. 2). The VCI was used to calculate long-term spatio-temporal vari-
ability in drought conditions in this study. The seasonal VCI was calculated using
seasonal NDVI data and the seasonal NDVI and VCI maps were created in the
ArcGIS domain. Drought grades established by the VCI were used to characterize
the spatial and temporal variance of drought from 1996 to 2016. Droughts were clas-
sified into eight categories based on the literature on aridity classification standards:
water bodies, severe drought, very high drought, high drought, moderate drought,
low drought, and no drought as described in Table 2.

2.3.1 Calculation of Normalized Difference Vegetation Index

One of the most common and well-studied remote sensing products is vegetation
indices, which use the change of electromagnetic spectrum reflected from the Earth’s
surface to satellite sensors. The normalized difference vegetation index (NDVI)
measures the difference between near infrared and red bands to quantify vegetation
(Shahfahad et al. 2021). The NDVI can be calculated using Eq. (1)
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Table 2 Drought range in
. No. R D ht cl 1
VCI modified from Kogan S.No ange rought class (VCD
(1995a) 1 >20 Water bodies
2 20-30 Severe drought
3 30-40 Very high drought
4 40-50 High drought
5 50-60 Moderate drought
6 60-80 Low drought
7 <80 No drought
NIR — RED
NDVl = —— €))
NIR + RED

The NDVI scale ranges from —1 to +1. The NDVI values that are closer to +
1 suggest that the vegetation is healthy. Different plant structures absorb different
amounts of electromagnetic radiation. Healthy (photosynthetically active) vegetation
absorbs more red wavelengths while reflecting most of the near-infrared spectrum.
Stressed plant with low chlorophyll content will reflect more in the red area of the
spectrum and less in the near-infrared region. As a result, the NIR and RED bands
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are employed to estimate vegetation attributes in terms of NDVI. As a result, NDVI
can be used to infer a region’s vegetation profile. Thus, NDVI can be used to infer a
region’s vegetation profile. Because drought has a substantial impact on vegetation,
NDVI can be utilized as a fundamental indicator of drought stress on plants.

2.3.2 Calculation of Vegetation Condition Index

Kogan (1995a) created the vegetation condition index (VCI) to study drought condi-
tions. It depicts the percentage change in the variation of the current year’s NDVI
index with the minimum value of the NDVI index determined from historical data. It
describes the impact of drought on vegetation conditions and compares the current
year’s impact to historical values. VCI represents how close the NDVI of the current
months is to the minimum value of NDVI calculated from prior years’ data.

VCI = NDVI — NDVIax < 100 @)
NDVI,x — NDVlyig

where NDVI,,;, is the minimum NDVI and NDVI,., is the maximum NDVI
calculated from the Landsat satellite data.

2.3.3 Classification of Vegetation Condition Index

The drought is divided into five main classes based on VCI levels (Kogan 1995a).
Low VCI values imply that the NDVI for the current year is close to the minimal
NDVI value derived from long-term historical data. VCI values close to zero imply
that the current year’s NDVI is the lowest value derived from long-term historical
values, indicating extreme dryness or poor vegetation conditions. VCI is thought
to be suitable for monitoring agricultural drought in a variety of settings, including
those with changing ecological conditions. The VCI value of 100% indicates that the
current year’s NDVI is the highest number derived from long-term historical data.
VCI values less than 50% indicate dry circumstances or that the area is experiencing
some type of drought, whereas VCI values near 50% suggest normal vegetation
conditions, and VCI values above 50% indicate that the vegetation is healthy and
the area is wet (Kogan 1995a). However, in the present study we have modified the
aforementioned classes and classified the drought range in VCI into 7 classes based
on the local variations in vegetation conditions (Table 2).
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3 Results and Discussion

3.1 Analysis of Normalized Difference Vegetation Index

The vegetation of the south-eastern regions of Maharashtra has a significant season-
ality since its rivers, such as the Manjra, Terna, and Manyar, originate in the rain
shadow area of the Western Ghats. During the pre-monsoon season (March) of 1996,
the NDVI is as high as 0.71 while the NDVI for the same season in 2016 decreased
to 0.49 (Fig. 3). Moreover, the change in NDVI from pre-monsoon (March) to post-
monsoon (October) in Latur follows a distinct spatial pattern during the complete
study period. Also, the temporal analysis of NDVI analysis can distinguish the stage
and vegetation conditions in a given growth period (Xue and Su 2017). Figure 3
clearly shows that the maximum NDVI value has decreased gradually with time.
First, during the pre-monsoon season in 1996, the NDVI increased in several regions
of the central part and north-eastern part of the study area. While, during the post-
monsoon season, the vegetation index increased dramatically across the whole study
area, with NDVI values reaching 0.95. Furthermore, the overall NDVI value for the
pre-monsoon and post-monsoon seasons in the study area fell in 2002, but the spatial
change of vegetation from one season to another remained unchanged. In the post-
monsoon season of 2016, the lowest high NDVI value 0.56 was observed (Fig. 3).
The low NDVI value during the pre-monsoon season in Latur is well explained by
precipitation and moisture deficit. The excessive precipitation during the monsoon
season (>150 mm) may result in robust plants growth in the study area during the
post-monsoon season leading to high values (Fig. 3).

Furthermore, Table 3 clearly shows the pre- and post- monsoon variations in
the statistics of NDVI in the study area. The highest value of both maximum and
minimum pre-monsoon drought was in 1996, followed by 2002 and 2009, while
2016 is at the bottom of the chart with the lowest maximum NDVT value, indicating
that the earlier two years have the most vegetation variability while the latter has the
least. Furthermore, the highest and lowest maximum and minimum NDVI values for
the post-monsoon season were recorded in 1996 and 2009, respectively, whereas the
lowest maximum NDVI value was found in 2016. The temporal statistical analysis of
NDVIin Latur indicates that natural phenomena such as drought and human activities
are more sensitive to NDVI, with the lowest value in the pre-monsoon season and the
highest value in the post-monsoon season for the complete study period. In terms of
mean values, 1996 has the highest mean for both pre- and post-monsoon, while 2002
and 2009 are second and third, respectively, for mean pre- and post-monsoon NDVI.
This demonstrates that the year 1996 has the largest coverage of both vegetation and
built-up area.
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Fig. 3 NDVI for pre-monsoon (March) and post-monsoon (October) seasons
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Table 3 Pre- and post-monsoon variation in the statistics of NDVI

Year Pre-monsoon Post-monsoon

Minimum Maximum Mean Minimum Maximum Mean
1996 —0.61 0.71 0.12 —0.52 0.95 0.35
2002 —0.61 0.40 0.05 —0.45 0.67 0.22
2009 -0.29 0.50 0.04 —0.44 0.71 0.26
2016 —0.18 0.49 0.08 —-0.24 0.56 0.24

3.2 Analysis of VCI for Pre-monsoon Season

According to the VCI drought grade classification in Table 2, the spatio-temporal
distribution of vegetation drought frequency in the pre-monsoon season in Latur
was determined using Formula (2) from the year 1996 to 2016. From 1996 to 2016,
pre-monsoon (March) drought was frequent, with significant regional variances. The
most severe pre-monsoon drought occurred in the south-western and north-eastern
regions with drought frequency ranging from very severe to high drought, affecting
over 70% of the region. As illustrated in Fig. 4, the pre-monsoon VCI map of 1996
revealed that the south-western and eastern parts of Latur were experiencing extreme
drought conditions. When the severe, extremely high, and high droughts were added
together, it was evident that around 77.25% of the entire area was affected by drought
(Table 5). In the pre-monsoon season of 2002, only 232.87 km? area was under no
drought class, whereas 25.78 km? were waterbodies (Fig. 4). For the year 2009,
severe drought covered the highest area (178.12 km?) in the severe drought class
(Fig. 4). From 1996 to 2016, the VCl increased on the pre-monsoon scale drastically,
especially in the severe drought class (Fig. 4). The pre-monsoonal drought reached
its peak in 2016, encompassing 92.02% of the region (Table 5). All three classes
of drought, viz., severe, very high, and high, affected the entire region and had the
greatest impact on the area (Fig. 4).

Table 4 shows a statistical analysis of Latur’s pre-monsoon season under various
drought classes as determined by VCI maps. The pre-monsoon VCI changes in
statistics clearly show that drought conditions were extreme throughout the region
during the study period. The maximum pre-monsoon figure was recorded in 1996,
while the lowest was recorded in 2016. The mean VCI is continuously decreasing
from 52.24 in 1996 t0 40.08 in 2016, indicating an increase in the study area’s drought
situation. In addition, the table clearly illustrates that throughout the study period,
the post-monsoon average of VCI is higher than the pre-monsoon average (Table 4).

3.3 Analysis of VCI Post-monsoon Season

Severe drought was identified in the study period, covering roughly 4.5% of the total
study region, according to the long-term post-monsoon analysis. Although the area
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March 1996

March 2016

Fig. 4 Drought condition using VCI for pre-monsoon season

Table 4 Pre- and post-monsoon variation in the statistics of VCI

Year Pre-monsoon Post-monsoon

Minimum Maximum Mean Minimum Maximum Mean
1996 0.01 100.00 54.24 0.02 100.00 59.50
2002 0.00 99.99 45.93 0.01 99.99 57.66
2009 0.00 99.99 41.64 0.00 99.98 52.37
2016 0.02 99.61 40.08 0.00 99.60 50.20

affected by severe drought in the region is greater during the post-monsoon season,
it only covered 60-70% of the overall study area when combined with very high
and high drought classes, which is less than that of pre-monsoon drought. For the
post-monsoon season period in 1996, 65.23% of the territory was under drought,
with 4.8% of the region showing severe drought, and about 33% of the land being
moderately impacted as well as drought-free (Table 5). Drought affected 67.78% of
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the total area in 2002, but severe drought affected about 4.6% of the territory (seen in
red on the map), and roughly 30% of the area was unaffected by drought. Also, the
severe drought class covered the most area (216.9 km?) in 2009 (Fig. 5). The post-
monsoon scale’s VCI fluctuated a lot between 1996 and 2016, especially in the severe
drought category (Table 5). The area under high and very high drought categories for
post-monsoon season has increased during the study period and in 2016, the post-
monsoonal drought reached its apex, with 77.69% of the region affected. However,
the area under high, very high, and severe drought classes was comparatively lower
during post-monsoon season than the pre-monsoon season (Fig. 5). This is because,
the meandering during the monsoon months is very high (>150 mm) in the region
(Guhathakurta and Saji 2013) which leads to healthy vegetation growth in the regions
which can be noticed in Fig. 3.

Furthermore, Table 4 illustrates a statistical analysis of Latur’s post-monsoon
season using VCI maps to determine various drought classes. For the post-monsoon
season, the minimum and maximum VCI are gradually dropping. The post-monsoon
VCI mean value, like the pre-monsoon VCI values, has been declining from 1996
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Fig. 5 Drought condition using VCI for post-monsoon season
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Fig. 6 Histogram of the VCI for the pre- and post-monsoon season

to 2016, indicating an increase in the general drought situation in the studied area.
Although, due to the increase of vegetation after the monsoon season, the post-
monsoon averages in the study area are substantially higher.

The histogram shows that while March 2016 covers a smaller number of pixels,
severe drought conditions persisted, ranging from severe to moderate (20-60). The
pixel coverage for the pre-monsoon season in March 2009 fluctuates between the very
high (30—40) and high drought (40-50) classes, indicating that the drought situation
at this time of year was area specific. The post-monsoon histogram covers a smaller
number of pixels for the entire time period due to fresh vegetation development
following the monsoon season. The number of pixels with VCI values ranging from
20 to 30, signifying severe drought, is seen in the post-monsoon season histogram
for October 2016. In October 1996, however, low and no drought conditions (60—-80
and above) covered a larger number of pixels (Fig. 6).

4 Conclusion

Drought is a natural hazard because of the negative effects it has on natural spheres,
not because of the causes of such effects. The VCI proved to be an effective instrument
for detecting drought and determining its onset, intensity, duration, dynamics, and
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effects on vegetation. Based on the findings, this study indicates that the application of
the VCI approach for drought risk assessment is reliable. According to pre-monsoon
season VCI maps, the drought conditions rose from 1996 to 2016. As a result, there
was an increase in regions under extreme drought conditions during the study period,
indicating poor vegetative condition during the pre-monsoon season.

Pre-monsoon (March) drought was common from 1996 to 2016, with consid-
erable regional variations. Pre-monsoon droughts were most severe in the south-
western and north-eastern regions, with drought frequency ranging from very severe
to high drought class, affecting over 70% of the territory. Although the area impacted
by severe drought in the region was higher during the post-monsoon season, when
coupled with very high and high drought classes, it covered lesser area than that of
pre-monsoon drought. Furthermore, statistical analysis of the pre- and post-monsoon
VCl clearly demonstrated that the drought situation in 1996 and 2016 differed signif-
icantly. In the study area, the mean values for both seasons increased with time,
indicating a gradual worsening of the drought situation. Although, due to the appear-
ance of new healthy vegetations following the monsoon season, the post-monsoon
season is less severe in terms of drought. In the absence of a drought study for the
drought-prone district of Maharashtra, Latur, this study can provide baseline drought
data. It also looks into the utility of remote sensing applications for drought research
at the global, regional, and national levels. Droughts can be better predicted using
satellite-based vegetation indexes combined with continuous and long-time series
data.
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Sea Level Rise and Impact on Moushuni )
Island of Sundarban Delta (West Quechc
bengal)—A Geospatial-Based Approach

Atashi Jana and Gouri Sankar Bhunia

Abstract Sea level rise (SLR) is one of the major threats to coastal areas across the
world. According to IPCC, Sundarban delta is vulnerable due to climate change and
natural disasters. This paper aims to delineate the erosional pattern and shifting of
shorelines of Moushuni Island and its impact on the local livelihood pattern due to
SLR. Multi-temporal Landsat data were used to identify the shoreline. The Union
method was applied to demarcate erosion and accretion zone. Spatial overlay analysis
is performed to determine the spatial correlation with the socio-economic charac-
teristics within the study site. The net loss of the entire Sundarban island is 44 km?
between 2001 and 2009 with an average rate of erosion of 5.5 km?/year. Coastal
erosion and accretion cause shoreline dynamic in the Moushuni island. There is a
rapid shifting of the shoreline on the Moushuni island. As a result, there is a progres-
sive reduction in land area with the breaching of embankments. The land area of
Moushuni island in 2000 and 2009 was 28.923 sq km and 28.283 sq km, respec-
tively, and the total loss of land area was 0.64 sq km with 2.28% of land loss between
2001 and 2009. Out of four mouzas of Moushuni island, Baliara mouza has lost 2.4
sq km? with 157 holdings approx. About 80% population of Baliara mouza are in
the most vulnerable condition. The impact of SLR decreased land holding, pressure
on agriculture and increased salinity on its periphery.

Keywords Moushuni Island - Shoreline - Sea level rise + Vulnerability - Landsat

1 Introduction

Coastal environment and coastal people are vulnerable to sea level rise and other
climate related natural phenomena. Since 1880, the global mean sea level (MSL) has
increased 8-9 in. (21-24 cm), with about a third of it happening in the past two and a
half centuries. The Rising of water level depends on melting of glaciers and ice caps
and thermal expansion of seawater. The global MSL in 2019 was 3.4 in. (87.6 mm)
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higher than the 1993 average, making it the highest annual average in satellite history
(1993—present). The rise of the global sea level between 2018 and 2019 was 0.24
in. (6.1 mm). Increase of population growth and change of settlement pattern, as
well as anthropogenic subsidence, have all played a role in raising the exposure and
susceptibility of low-lying coastal areas to sea level rise and coastal flooding.

Owing to the effects of other natural and anthropogenic factors such as infrastruc-
tural growth and human-induced habitatloss, attributing such impacts to SLR remains
complex (Mimura 2013). Changes in coastal infrastructure, population livelihoods,
cultivation, and habitability have all been noted to increase coastal risk (Nicholls et al.
2007). Attributing reported improvements and related risk to SLR, as it is for coastal
environments, is challenging (Hazra et al. 2002). The country’s 7,500-km-long coast-
line is considered the world’s most vulnerable to climate change effects, with over
20% of India’s population (approximately 250 million people) living within 50 km
(31 miles) of the sea. The rate of sea level rise in Indian Sundarbans’ in every year
is 3 cm (1.2 in.) over the last four decades. Many of these environmental cascades
are already happening on Sagar Island in the Bay of Bengal, which are predicted to
intensify in the coming decades. In Sundarban southern islands are more susceptible
to erosion where the rate of land loss of Moushuni island is 0.64 sq km. between
2001 and 2009 (Hazra et al. 2010). The embankments of Moushuni island were
breached several times between 1995 and 2010 due to coastal erosion and storm
surges. Breaching of embankments causes ingress of saline water and makes soil
unproductive. There is a shifting of settlements of local inhabitant as days pass by
Chandra (2014).

The embankments that have been eroded due to the recent rainy season are set
in the Sundarbans’ Moushuni Islands. Drought and heavy rainfall in recent decades,
as well as growing soil salinity, have made it difficult to produce enough food to
thrive entirely on agricultural practices. Felling of trees for fuel purpose accelerates
erosional activity of this island. Based on the above observation, the present study
aims to delineate the erosional pattern and shifting of shorelines of the Moushuni
island due to sea level rise and its impact on the rural settlement.

2 Area and Location

Moushuni island is located in Namkhana block of the Kakdwip subdivision of South
24 Parganas district of West Bengal. It is a deltaic island consisting of 4 revenue
villages (mouzas)—Moushuni, Bagdanga, Kusumtala, and Baliara. The Moushuni
island is extended between 21° 36’ 23" N to 21° 43’ 13” N latitudes and 88° 11" 00"
E to 88° 13’ 39" E longitudes (Fig. 1). The total population of this island is 22,073
(Census 2011), covered with an area of 27.1 km?. The Muri Ganga river is flowing
in the west and north-west of Moushuni Island, Pitt’s creek in the east and the Bay
of Bengal in south. The physiographic features of this island include mud flats, salt
marshes, sandy beaches, and dunes formed by the fluvio-marine geomorphic process.
The entire island is crisscrossed by numerous tidal creeks. The soil of Moushuni
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Fig. 1 The location map of the study area

island is comprised of mainly saline alluvial soil consisting of clay, silt, fine sand,
and coarse sand particles. The weather of this island is almost moist with 80%
humidity, annual average temperature ranges from 34 to 20 °C with extremely high
rainfall. The population mainly depends on agricultural activity. In 2011, the literacy
rate of this island is 80%.

3 Materials and Methods

Multi-temporal Landsat satellite data has been collected from the United States
Geological Survey (USGS) Earth Explorer Community. Topographical maps
(1:50,000 scale) from the Survey of India (SOI) are used as base map. Thematic
mapper data for the years 1990, 2000, 2010, and 2018 were collected and registered
in the UTM projection system with WGS 84 datum and the North 45 zone. Due to
the differences in attitude, altitude, and velocity of the sensor platform, raw satel-
lite images typically include several faults, such as radiometric distortion, geometric
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distortion, noise, and so on. Tidal gauge data were obtained from PSMSL (Permanent
Service for Mean Sea Level) for analysis of the sea level rise. Population character-
istics data of the study area were collected from Census of India 2011 (https://census
india.gov.in/2011Census/pes/Pesreport.pdf). Google earth data from other satellite
image sensors are available in Earth Engine as well (https://earthengine.google.com/
timelapse/), downloaded at 0.25 x to illustrate the geo-visualization of the Moushuni
island at a different time interval.

Shoreline of Moushuni island has been digitized based on heads-up manual digi-
tizing method. Polygon shapefile has been created for each year. The erosion and
accretion zone have been identified based on union method. All the GIS’ analyses
have performed in QGIS software version 3.14. The loss of the area between 1990
and 2020 is presented by a graphical representation of Excel Spreadsheets.

4 Results and Discussions

Moushuni island has four mouzas as Moushuni, Bagdanga, Kusumtala, and Baliara
where Kusumtala and Baliara are more erosion prone. The western part of Kusumtala
mouza and south-western part of Baliara mouza are more susceptible to erosion.
Despite the reactivated delta pro gradational phase, the island system of the Hoogly-
Matla estuary is experiencing a considerable amount of net land loss, according to the
current observation from 1990 to 2018. Longshore variation in net shoreline change
was discovered in measurements of shoreline location from year to year (Fig. 2).

The continuous threats to island are sea level rise, shifting of shorelines, erosion
responsible for the forcible shifting of landowners to relocate a new place for the
hungry sea. According to satellite data in 1990 the area of this island was 29.76 km?,
in the year 2000 the area was 29.17 km?, in 2010 it was 27.37 km?2, and in 2020
the area was 26 km?. The loss of the land area between 1990 and 2020 is 3.76 km?
(Fig. 3).

From the analysis, there is strong evidence of subduction in the northern and
southern part of the Moushuni Island (Fig. 4). In the eastern part of the island, the
association between the rate of sea level rise and accretion rate is exceptionally
strong. In the Northern part of Moushuni island, only erosion effect has some corre-
lation with the sea level rise. The North-western part of the island and associated
Titan Island areas are progressively decreased since 1990-2018. There is another
interesting finding, where the northern part of the Jambudwip island (south-west
of Moushuni island) and south of the Moushuni island has also registered erosion.
However, sea level rise cannot be attributed to an accretion rate in the north-western
part of Jambudwip (Fig. 5), which is an accretion region. This portion concludes that
sea level rise has the least effect on accretion. It is evident from this research that
sea level rise has a major effect on coastal erosion. However, it’s worth remembering
that, in some areas, sea level rise has a major effect on accretion processes and vice
versa.
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Fig. 2 Changes on shoreline in Moushuni island

5 Conclusion

Sea level rise is one of the major threats in different parts of Sundarban. Moushuni
island of Sundarban is severely suffered from sea level rise, shifting of shorelines,
and erosion. If this rate of erosion continues Moushuni island will sink in next 4-5
decades. According to the present study, the land loss between 1990 and 2020 is 3.76
km?. The northern, north- western, and southern parts of the island are severe erosion
prone and the rate of accretion is high in the eastern part of the island. Sea level rise
has a bitter effect on socio-economic condition of Moushuni island and forces people
to migrate for livelihoods. It also causes increase in salinity, responsible for changes
in species composition of mangroves and decrease in extent of mangroves. Soil
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Fig. 3 Areal distribution of Moushuni island (1990-2020) estimated from Landsat Thematic
Mapper data
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Fig. 4 Submergence of the northern part of the Moushuni island from 1990 to 2018

salinity and water logging caused by sea level rise are major problems to agricultural
productivity of this island. About 89% of farming families of this island are suffered
from salinization and sea water intrusion. The yield of the paddy crop is severely
affected by inadequate drainage facility in the monsoon. Next to agriculture fishing
is one of the major livelihoods of this region. But about 40.38% of fishing activity
has been affected by engulfing of seawater. Also catch of Hilsa (Tenulosa Ilisha) is
decreasing since the 80s due to climate change scenario. So, to save this island and
dwellers need to take strategic plan for its proper planning and mitigation.
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Fig. 5 Submergence of the southern part of the Moushuni island (1990-2018)
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Mapping of Affected Areas by Extreme M)
Weather Events in Kanda Tehsil ek
of Bageshwar District by GIS and RS

Technique

Meenakshi Goswami

Abstract Uttarakhand has seen a wide range of extreme weather events over the
years. Bageshwar district of Kumaon Himalaya has suffered disasters due to these
extreme weather events. These extreme weather events and their impacts have been
studied in Tehsil Kanda of Bageshwar district. In Tehsil Kanda, the villages affected
by these extreme weather events from 2005 to 2015 have been mapped with GIS
(Geographical Information System) and RS (Remote Sensing) technical support.
The use of GIS and RS technology in disaster mapping and disaster management has
been very effective with the help of demarcation and mapping of disaster-affected
areas. With the help of these techniques, a zoning map of the villages affected by the
most extreme weather events of Tehsil Kanda has been prepared. With the help of
these maps, the most affected villages of Tehsil Kanda can be identified, thus helping
in disaster management and reducing disaster risk before the disaster.

Keywords GIS (Geographical Information System) + RS (Remote Sensing) -
Extreme weather events + Disaster management

1 Introduction

Uttarakhand is a mountainous state, which is mostly covered with mountains, due to
being a mountainous part, many types of natural disasters are seen here. Uttarakhand
has been continuously affected by many natural disasters at different times. The
damage caused by natural disasters is also quite common here, mainly due to high-
intensity cloudbursts, earthquakes, landslides, rupture of glaciers, etc. Major natural
disasters are frequent. These natural calamities also include extreme weather events,
including events such as high rainfall and cloudburst, due to these events, there is
an increase in landslides in the mountainous parts which causes great loss of life.
Extreme weather events are special conditions in the atmosphere that cause disaster
conditions as well. Uttarakhand has been continuously affected by these extreme
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seasonal events. Bageshwar district of Kumaon Himalaya has also been affected
due to these extreme weather events. The impact of these extreme weather events in
Kanda tehsil of Bageshwar has been studied in this research paper.

Geographic Information Systems (GIS) and Remote Sensing (RS) are advanced
technologies used, which assistance can be taken in disaster management. Many
researchers have used GIS and RS technology in disaster management. C. J. Westen
has used Remote Sensing (RS) and Geographic Information Systems (GIS) for
natural disaster management and has described the GIS and RS technical utility
in natural disaster mitigation in the world in his research paper (van Westen 2010).
Varun Joshi and Ashok Kumar Sharma in their research paper have used Remote
Sensing and Geographic Information Systems in Disaster Management in Gangtok,
Sikkim has used more ARS techniques for disaster management (Sharma and Joshi
2016). Phong Tran, Rajib Shaw, Guillaume Chantry, and John Norton have done
flood risk mapping and disaster management in Vietnam with GIS technical support
(Tran et al. 2009). In his research paper, Remote Sensing and Disaster Management,
Antoanetta Frantzova studied how RS and GIS can be used in disaster management
and how useful this technology is for disaster management (Frantzova 2010).

2 Research Methodology

In this study, disaster-affected village of Kanda tehsil of Bageshwar district has been
studied, secondary data has been used in this research paper. Secondary data has
been collected from the Tehsil office in Kanda. GIS and RS techniques have been
used in this study, under which, Arc GIC software has been used for disaster-affected
villages mapping and Google Earth and Bhuwan software have been used for location
determination of disaster-affected villages. In this research paper, after analyzing the
secondary data, a map and zoning of the affected areas with GIS and RS technical
assistance have been done so that assistance can be taken in disaster management.

3 Study Area

Bageshwar is a district situated in the Lesser Himalayas of Uttarakhand, which has 6
tehsils, one of which is Kanda tehsil, which has been studied in this research paper.
Kanda is located at 29.85° North and 79.85° East. It is located in the eastern part of
Bageshwar district, in its east is Berinag tehsil, Kapkot in the north, and Gangolihat
in the south. It has an average elevation of 1600 m above sea level. There are 160
villages in Kanda tehsil.
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4 Findings/Results

4.1 Damage Assessment Due to Extreme Weather Events
in Kanda Tehsil

In this paper, a study of the villages affected by the disaster and the damage caused by
the disaster have been recorded in Kanda tehsil from 2005 to 2015, and on the basis
of this study, mapping of the affected villages has been done. The studied areas have
suffered a lot due to the extreme weather events in the past years, in which there has
been a lot of damage to human beings, animals, houses, and crops. In these extreme
events, heavy rains and cloudbursts are the major events, due to which landslides,
flash floods, and land erosion disasters are seen in the study area. The damage caused
by extreme weather events in the study area in the previous years is shown in Table
1 and in Fig. 1 this damage is shown through the figure as well.

From the Table 1 and Fig. 2, it is considered that due to extreme weather events
in the last years, 31 houses were partially damaged in Kanda tehsil in the year
2005-06, 3 animals have been lost, and 1 family has been provided with gratified
assistance. In the year 200607, complete damage to 3 houses and partial damage to
14 houses were observed and gratified assistance have been provided to 2 family. In
2007-08, 1 house was completely damaged, 47 houses were sharply damaged, and
33 houses were partially damaged; 2 families have been given ex-gratia assistance
along with one loss of life. In 2009—10, 7 houses were completely damaged, 24 houses
were sharply damaged, and 7 houses were partially damaged along with 1 animal
loss; 2 families have been given ex-gratia assistance. In the year 201011, 4 houses
were completely damaged, 61 houses were sharply damaged, and 44 houses were
partially damaged along with 8 animal losses; 6 families have been given ex-gratia
assistance. In the year 2011-12, 8 houses were completely damaged, 27 houses were

Table 1 Damage due to weather events during 2005-2015

Year Damage house Animal | Gratified assistance | Death/Injured
Complete | Sharp | Partial
2005-06 |- - 31 03 01 -
200607 |03 - 14 - 02 -
2007-08 |01 47 33 - 02 01
2008-09 |02 14 07 - 01 -
2009-10 |07 24 07 01 02 -
2010-11 |04 61 44 08 06 -
2011-12 |08 27 14 01 - -
2012-13 |- 26 10 - 01 -
2013-14 |02 32 28 - 32 -
2014-15 |02 19 06 - - 01 (Inj.)
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Fig. 2 Damage due to weather events during 2005-2015

sharply damaged, and 14 houses were partially damaged along with the loss of 1
animal. In the year 2012—13, 26 houses were severely damaged and 10 houses were
partially damaged;1 family has been given ex-gratia assistance, 2 houses completely,
32 houses severely and 28 houses were partially damaged and 32 families have been
given ex-gratia assistance in the year 2013—14. In the year 2014-15, 2 houses were
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completely damaged, 19 houses were sharply damaged, and 6 houses were partially
damaged with one person being injured.

4.2 Affected villages of Kanda tehsil

In the past, many villages of Kanda Tehsil have been affected due to extreme weather
events, due to these incidents, there has been a lot of damage in many villages, on
this study, a mapping of the villages of Kanda tehsil has been done, which has been
affected by most extreme weather events from the year 2005 to 2015.

4.3 Villages Affected by Extreme Weather Events During
2005-2015

From 2005 to 2015, many villages of Kanda Tehsil have been affected due to extreme
weather events and there have been a lot of loss of lives and properties in these
villages. The number of affected villages of Kanda Tehsil during 10 years is presented
in Table 2 and bar diagram as well.

From the analysis of the Table 2 and Fig. 3, it is known that the extreme weather
events in the Kanda Tehsil from 2005 to 2015 have been very high. Twenty-two
villages in the years 2005-2006, 16 villages in 2006-2007, 40 villages in 2007-2008,
17 villages in 2008-2009, 25 villages in 2009-2010, 47 villages in 2010-2011, 21
villages in 2011-2012, 22 villages in 2012-2013, 32 villages in 2013-2014, and 2
villages in 2014-2015 were the most affected by these extreme weather events. In the
last 10 years, 47 villages from 2010 to 2011, 40 villages from 2007 to 2008, and 32
villages from 2013 to 2014 have been most affected by the disaster. The analysis of
the above table shows that Kanda Tehsil has been affected by extreme weather events

Table 2 Number of most

affected villages during Year Number of most affected villages

2005-2015 2005-06 22
2006-07 16
2007-08 40
2008-09 17
2009-10 25
2010-11 47
2011-12 21
2012-13 22
2013-14 32
2014-15 20
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in the last 10 years, some villages here were the most affected by these incidents,
among which Simkuna, Simgari Wajina, Jhaker, Naghar Manjila, Kandy Kanyal,
Bhadura, Bhantola, Banigaon, Mahruri, Ratdhar, Siyakot, Patal, Seri, Thala, Dhapli,
Malsuna, Chhana, Thanga, etc., are prominent. The most affected villages of Kanda

tehsil in the last 10 years has been displayed on the map (Fig. 4).
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5 Conclusion

In the present research paper, the disasters caused by extreme weather events in the
last 10 years of Kanda Tehsil have been studied and the damage caused by these
incidents in the Tehsil has been assessed, and the most affected villages have been
mapped, which provides assistance in disaster management in Tehsil Kanda. Due to
these incidents, cloudbursts, landslides, and flash floods were quite common in this
study area causing a lot of damage to many villages here. The disaster affected villages
which are identified in the study could be given disaster awareness programmes,
rehabilitation and mitigation strategies.
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Abstract The Ganges, upstream of Farakka Barrage in the Malda district has been
experiencing extensive erosion along the left bank even though it has been strongly
protected. However, the erosion problem is not only restricted to the upstream section;
it is widespread throughout its course in West Bengal. Hence, the risk of river bank
erosion in the riparian state is increasing day by day due to changing land use patterns.
In the current study, a household-level assessment of the impact of river bank erosion
has been done. 600 households were surveyed for the study to assess the impact of
river bank erosion on the socio-economic condition of affected people. The assess-
ment was carried out by comparing socio-economic status before and after river bank
erosion. Up to 1990, 19 households out of 600 got affected by river bank erosion,
while during 1991 and 2000, the number of households who experienced the loss
had increased to 424, whereas in between 2001 and 2010, the number declined to
124, and with the subsequent years of 2011-2018, it further reduced to 33. Till 1990,
people who suffered river bank erosion were less affected while during 1991-2000,
the reduction in average monthly income reflected the disaster’s impact. In compar-
ison to the previous two time series, the reduction in 2001-2010 was greater. On the
other hand, among all the time series, the reduction in mean monthly income from
2011 to 2018 was the greatest. As a result, it can be said that the affected people’s
income rate had recovered over time. The recent river bank erosion gave residents, a
greater negative impact on monthly income. Among 600 households, 92.16% house-
hold lost their agricultural land due to river bank erosion. The overall change from
kacha house to semi pucca was 38.20%, and the change from semi pucca to kacha
was 1.5%. The rebuilt from semi pucca to kacha was 0.20%. The difference between
kacha and pucca was 1.5%. Only 0.20% of the 600 homes were converted from pucca
to semi-kacha. Hence, the study revealed that due to river bank erosion, people were
affected in terms of every socio-economic aspect.
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1 Introduction

Natural hazards are the physical events that have the potential to damage properties,
loss of life, and disrupt social and economic activities (Ignacio et al. 2015). The
impact of disaster is not only controlled by its physical condition, but also the sort of
interaction between man and nature; changing land use patterns, economic activities,
rising settlements, and pressure on resources are all having an impact on the man—
nature relationship in multiple dimensions. Therefore, with the changing man—nature
relationship, the repercussions such as the number of morbidities, mortalities, prop-
erty losses, and structural losses are increasing (Ahsan and Warner 2014; Parveen
et al. 2021). Though the researches on the impacts of natural hazards on human
beings have been prevailing in the scientific community, with the development of the
concept of vulnerability, these issues are profoundly discussed in social sciences too
(Ignacio et al. 2015).

River bank erosion is a conventional mechanism to shape the river course wherein
persists various processes at different spatial and temporal scales. These mechanisms
are controlled by several environmental factors of natural and anthropogenic origin.
Bank erosion, however, occurs greatly in meandering rivers, and the worst impact
of river bank erosion in the long term could be observed along the river Ganga and
Brahmaputra (Dewan et al. 2017; Das et al. 2017). One of the miserable impacts
of river bank erosion is human displacement which is also considered a push factor
for forced migration (Das et al. 2014). Many villages lost their existence after being
engulfed by the river Ganga in Malda and Murshidabad districts (Laha 2015).

The rate and amount of river bank erosion by the Ganga River varies in the
study area (Fig. 1). However, the amount of land loss alone could not represent the
entire picture of the disaster, and to analyze the ramification of river bank erosion on
socio-economic conditions, there should be assorted parameters, such as economic
loss, infrastructural loss, degradation of social status, increasing social and economic
insecurity, etc. The growing population in the study area along the river Ganga has
increased the risk of a severe impact on people’s life. Based on previous scientific
researches, severe erosion might occur in any part of the river.

Ganga within the study area at any time can cause a huge loss (Das et al. 2014;
Ghosh and Sahu 2018; Mukherjee 2011; Sinha and Ghosh 2012). In order to under-
stand the adaptive and coping mechanism for river bank erosion, it is indispensable
to assess the impact of a past event of the disaster. For policymakers, assessment of
the socio-economic vulnerability is crucial to study for disaster risk reduction. Since,
there is limited research that has been conducted to assess the socio-economic vulner-
ability induced by river bank erosion that quantifies the domains such as exposure,
sensitivity and adaptive and coping capacity. Hence, the main objective of the current
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Fig. 1 Location of the study area

study was to assess the impact of river bank erosion on socio-economic condition of
the people.
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2 Research Methodology

2.1 Selection of the Unit and Households

Based on river bank morphometric analysis and susceptibility zonation, the affected
areas due to river bank erosion was identified (Sarif et al. 2021). Focused Group
Discussion (FGD) was made from the study area, each FGD consisted of 7 members
who were more than 30 years old and directly affected by the bank erosion. These
focused groups helped to shape the idea of the impact of river bank erosion on the
socio-economic condition and its spatial distribution in the study area (Ahsan and
Warner 2014). A pilot survey was done to observe the affected areas which gave
the idea for selecting the unit and household. Thus, the unit and households were
selected based on three layers:

i.  Morphometric analysis of the river and assessment of susceptibility zonation,
ii.  Focused Group Discussion (FGD), and
iii.  Pilot survey

Hence, 5 blocks from the districts of Malda and Murshidabad in West Bengal were
taken for the study. These blocks are Farakka and Samsherganj from Murshidabad
district and Kaliachak III, Kaliachak II, and Manikchak from Malda district. In the
next stage, 6 Mouzas from each block were selected along the river bank. Hence, a
case study was employed in 30 Mouzas, from each Mouza, 20 affected households
were selected (Table 1 and Fig. 2). Therefore, 600 households were interviewed for
the collection of socio-economic data.

2.2 Before and After the River Bank Erosion

Before river bank erosion is considered that year when a household last time faced
erosion while after river bank erosion referred to the year at the time of the household
survey. Some of the indicators such as monthly income, area of agricultural land,
condition of the house, size of homestead land, number of rooms, etc., were used
as parameters to assess socio-economic condition. The condition of these indicators
was compared in respect of before and after river bank erosion.

2.3 The Time Series

The time series analysis helps in assessing the coping ability of the people in case of
occurrence of disaster like river bank erosion, with respect to time. For the analysis
of the level of impact of river bank erosion with respect to time, the 600 households
are categorized into four-time series. The first time series belongs to the people
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Table 1 Mouzas for primary household survey

S1. No. Mauza Block District State

1 Gabindarampur Farakka Murshidabad West Bank
2 Farakka Farakka Murshidabad West Bank
3 Baniagram Farakka Murshidabad West Bank
4 Kuli Farakka Murshidabad West Bank
5 Arjunpur Farakka Murshidabad West Bank
6 Paranpara Farakka Murshidabad West Bank
7 Anupnagar Samsherganj Murshidabad West Bank
8 Lalpur Samsherganj Murshidabad West Bank
9 Chachanda Samsherganj Murshidabad West Bank
10 Jaladipur Samsherganj Murshidabad West Bank
11 Dhusaripara Samsherganj Murshidabad West Bank
12 Durgapur Samsherganj Murshidabad West Bank
13 Par Deonapur Kaliachak IIT Malda East Bank

14 Sujapur Mandai Kaliachak III Malda East Bank

15 Chak bahadurpur Kaliachak III Malda East Bank

16 Jagannathpur Kaliachak III Malda East Bank

17 Palgachhi Kaliachak III Malda East Bank

18 Sultanganj(P) Kaliachak III Malda East Bank

19 Navagram Kaliachak IT Malda East Bank

20 Panchanandapur Kaliachak II Malda East Bank

21 Birodhi Kaliachak IT Malda East Bank

22 Shukurullapur Kaliachak II Malda East Bank

23 Jotkasturi Kaliachak II Malda East Bank

24 Joananta Kaliachak II Malda East Bank

25 Dharampur Manikchak Malda East Bank

26 Narayanpur Manikchak Malda East Bank

27 Paschim Naraynpur Manikchak Malda East Bank

28 Dakshin Chandipur Manikchak Malda East Bank

29 Harachandapur Manikchak Malda East Bank

30 Naobarar Jagir Manikchak Malda East Bank

who were affected by river bank erosion up to 1990, second is within the time span
of 1991-2000. The third series is between 2001 and 2010, while the fourth time
series is after the years 2011-2018. The purpose of the division of the surveyed
households according to the time series was to assess the impact of bank erosion
more qualitatively.
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2.4 Analysis of Indicators

The information collected from a primary survey about the change in occupation,
house types, and the number of rooms were analyzed and converted into percentages
so as to evaluate the change in the condition of these indicators after the impact of
bank erosion. Changes in the monthly income, agricultural land, homestead land,
and distance from the old house were also calculated by descriptive statistics.

2.5 Adjustment of the Income Value

As the data deals with different time series, the income value was different. For
comparative analysis of the monthly income of households, the money value of
households for different years was adjusted for a common year, i.e., 2018. The
following formula has been used for adjusting the value of money according to the
inflation rate of India (1):

CPlinx year
x year value = —————— X value fory year (D
CPliny year

whereas CPI = Consumer Price Index.

3 Results and Discussion

3.1 Impact on Livelihood

Up t01990, 19 out of the total surveyed 600 households got affected by river bank
erosion, while between 1991 and 2000, the number of households who experienced
the loss had increased to 424, whereas between between 2001 and 2010, the number
declined to 124 and during the years of 2011-2018, it further reduced to 33. It can
be observed in Fig. 3, that up to 1990, people who were living in the Farakka and
Samsherganj region faced displacement as a consequence of river bank erosion.
From 1991 to 2000, a huge number of households experienced losses due to river
erosion in the region of Farakka, Samsherganj, Manikchak, and Kaliachak II. In the
time span of 2001-2010, the worst affected block was Kaliachak III in comparison
with Kaliachak II and Manikchak blocks which have also suffered severe erosion,
whereas relatively, Farakka and Samsheganj blocks observed less damage (Fig. 3).
Few households have faced river erosion in Farakka, Samsherganj, and Kaliachak
III blocks during the period of 2011-2018. Figure 3 clearly indicates that Kaliachak
IIT has been experiencing severe river bank erosion since 1991.
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Period of Erosion
Up and Downstream of Farakka Barrage
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Fig. 3 River bank erosion faced by the habitants in different time period

3.1.1 Change in Occupation of the Households Due to Erosion—Up
to 1990

The majority of those people who were affected by bank erosion prior to 1990 are
still working in their old occupations. According to the victims’ narration, they lived
in tents for few months after losing their houses and sources of income due to bank
erosion. They narrated that it was very difficult for them to survive, especially in the
first few years, and they had to struggle to start their life again. Some of the sufferers
reported that they had faced starvation as they did not had any food items or other
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required items of basic needs. Most of them became migrant labourers at that time.
Some of them reported that they had to change their occupation shortly after the
disaster of bank erosion, but they were able to practice their old occupation after a
few years. After many years of erosion faced by the dwellers up to 1990, the situation
is somewhat better now. The change statistics of occupation of inhabitants show that
only 10.5% who lost their cultivated land became agricultural labourers. The rest of
them gradually returned to their previous occupation (Table 2).

3.1.2 Change in Occupation of the Households Due to Erosion
(1991-2000)

About 1.9% of people changed their occupation from cultivators to business from
1991 to 2000. Cultivators were replaced by the agricultural labourers, daily labourers,
and out migrant labourers, respectively, by 9.7%, 2.8%, and 0.5% of the population.
As a result of the river bank failure, cultivators were forced to become agricultural
labourers because they had lost their agricultural land. After the bank erosion, 2.4%
of daily labourers migrated to another state of the district due to lack of income
opportunities during this time period. However, 1.2% of people returned to their
hometown to work as daily labourers (Table 2).

3.1.3 Change in Occupation of the Households Due to Erosion
(2000-2010)

From 2001 to 2010, the affected people changed their occupations due to river bank
erosion, from cultivators to business by 7.30%, agricultural labourers by 9.70%, daily
labourers by 2.40%, and out migrant labourers by 1.60%. 0.8% of the population
switched from business to daily labourers in the area. While among the daily labourers
in the locality, 1.60% became businessmen, and 0.80% changed their occupation to
agricultural labourers (Table 2).

3.14 Change in Occupation of the Households Due to Erosion
(2011-2018)

During the period 2001-2018, 9.1% of people changed from cultivators to labourers
in the locale. While 3% of people converted into labourers and 3% of people changed
their occupation from business to labourers in the exterior part of the affected area
(Table 2). Some people also changed their occupations from daily labourers to
agricultural labourers in the affected area.
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3.1.5 Overall Change in Occupation of the Households (1990-2018)

In totality, 2.8% of people switched from agriculture to business. 9.7% of cultivators
became agricultural labourers, while 2.7% changed their job to day-to-day work in
the area (Table 2). One percent of the business population became daily labourers in
the area. While 2.2% day-to-day labourers started their own business. The results also
showed that 2.5% of people who worked within the area switched to work outside
the area (Table 2). Hence, during the entire time period of study, i.e., from 1990 to
2018, the result indicates that people have not changed their occupations on a large
scale. However, in the case of cultivation, the change was higher as compared to
other occupations due to the loss of agricultural lands.

3.2 Impact on Income

3.2.1 Change in the Monthly Income of the People Due to Erosion—Up
to 1990

Up to 1990, people who faced river bank erosion in the study area experienced a
maximum change of Rs. 4500 and a minimum change of Rs. —4372 in their total
monthly income (Table 3). As the minimum change in value was negative, thus
the monthly income grew at a negative rate. The average increase in the income
for people, who changed their occupation from cultivator to other, was Rs. 3050.
Figure 4 depicts the upward trend in monthly income in this group from 1990 to
2018. The mean change in the monthly income of the people who did not change
their occupation was Rs. 475 which indicates positive growth (Table 3).

3.2.2 Change in the Monthly Income of the People Due to Erosion
(1991-2000)

The household survey revealed that people, who changed their income from culti-
vators to others between 1991 and 2000, had a mean monthly income change of
Rs. —941.28. The monthly income is growing at a negative rate, as shown by the
mean change. The results showed the variation in the monthly income for people
who changed their occupation from one category to other, i.e., the income of Rs. —
3025, —686, —266, and —808 was found for people who had switched from business
to other, daily labourers to other, out migrant labourers to other, and people who did
not change their income respectively (Table 3). Thus, the results clearly revealed that
households had experienced negative growth in income. The people are still trying
to recover from the losses caused by river bank erosion as of 2018.
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Table 3 Change in the monthly income of the people due to erosion—up to 1990

85

Period

Changed
occupation

Number

Mean

Standard
deviation

Standard
error

Minimum
amount of
change

Maximum
amount of
change

Up to 1990

Cultivator
to other

3050

2050.61

1450

1600

4500

Business to
other

Agricultural
labourer to
other

Daily
labourer in
the area to
other

775

106.066

75

700

850

Out migrant
labourer to
other

In the same
occupation

15

475.2

2391.012

617.3567

—4372

4500

1991-2000

Cultivator
to other

64

—941.281

2624.881

328.1102

—7200

7700

Business to
other

—3025

2173.131

1086.566

—600

—5400

agricultural
labourer to
other

Daily
labourer in
the area to
other

22

—686.364

2285.419

487.2529

—3500

7500

Out migrant
labourer to
other

—266.667

1486.831

606.9962

2100

—2300

In the same
occupation

328

—808.11

2289.782

126.4321

—7900

10,400

2001-2010

Agriculture
to other

26

-1350

2259.07

443.0402

3200

—5500

Business to
other

Agricultural
labourer to
other

—733.33

1772.76

1772.757

1000

—3400

(continued)
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Table 3 (continued)
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Period

Changed
occupation

Number

Mean

Standard
deviation

Standard
error

Minimum
amount of
change

Maximum
amount of
change

Daily
labourer in
the area to
other

Out migrant
labourer to
other

—4900

1555.63

1100

—3800

—6000

In the same
occupation

89

-1719.6

3128.27

331.5964

5900

—15,800

2011-2018

Cultivator
to other

-3750

1968.93

984.4626

-6700

—2700

Business to
other

Agricultural
labourer to
other

Daily
labourer in
the area to
other

Out migrant
labourer to
other

—3100

3700

2136.196

—6800

600

In the same
occupation

25

—6584

13,535.6

2707.112

—70,800

—600

Source Based on primary data (2017 and 2018)
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-2000
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labour to
other

Daily labour
in the area to
other

Labour

outside the
area or state

to other

Fig. 4 Average change in the monthly income after river bank erosion

In the same
occupation
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3.2.3 Change in the Monthly Income of the People Due to Erosion
(2001-2010)

During the erosion period of 2001-2011, the average monthly income of people who
changed their occupation from cultivator to other was reduced by Rs. 1350, until the
date of the survey (2018). The change in monthly income of people, who changed
their occupation from one business to another, was Rs. —733 (Table 3). Those who
remained in the same occupation faced a monthly income reduction of Rs. 1719 and
the standard deviation is also very high in this case (3128.27).

3.2.4 Change in the Monthly Income of the People Due to Erosion
(2011-2018)

Table 3 shows the income of people who changed their occupation from cultivator
to other had decreased by Rs. —3750. The minimum and maximum changes in
monthly income in this group were Rs. —2700 and —6700, respectively, with a
standard deviation of 1968.93. People who did not change their occupation after being
affected by river bank erosion witnessed their monthly income drop by Rs. 6584 on
an average, with a standard deviation of 13,535 (Table 3).

As aresult, Fig. 5 depicts the impact of river bank erosion on people’s economic
conditions as reflected in the change statistics of monthly income. Figure 6 showed a
very interesting result regarding the disaster’s impact. Till 1990, people who suffered
river bank erosion were less affected, while during 1991-2000, the reduction in
average monthly income reflected the disaster’s impact. In comparison to the previous
two time series, the reduction in 2001-2010 was greater. On the other hand, among
all the time series, the reduction in mean monthly income from 2011 to 2018 was
the greatest. As a result, it can be said that the affected people’s income rate has
recovered over time. More recent impact of the river bank erosion event faced by the
dwellers, higher the negative impact on monthly income has been found.

The question may arise as to why or how people who have not changed their
occupation despite being affected by river bank erosion have resulted in a decrease
in their average monthly income. The question is difficult to answer quantitatively.
However, the facts can be revealed through a qualitative analysis based on field study
and interviews with the victims. Although many people continue to work in the same
occupation despite significant property losses, the size of their businesses has shrunk
as a result of river bank erosion. For instance, there were many people who used
to run garment businesses in their own shops, but they lost shops due to river bank
erosion. There are still those affected people who sell clothes but the sizes of shops
have reduced due to erosion, some afflicted individuals run the business on sidewalks,
while others work as vendors. As a result, their commercial establishment’s size can
be explained. If a cultivator loses a significant amount of agricultural land as a result
of river bank erosion, still can cultivate a small size of land. Another reason for the
drop in mean monthly income is that most people have lost a lot of property, including
their homestead land, yet they are gradually improving their economic situation. The
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Monthly Income of the Households
Up and Downstream of Farakka Barrage

After Erosion

Income (Rs.)

N
® <3500
3501 - 7000 W%H
. 7000 5

Fig. 5 Income level among the surveyed households

impact of the disaster on the mean monthly income during the reestablishment of
their houses and other socio-economic conditions is reflected in the results.
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Fig. 6 Monthly average income of the households with changing occupation and remaining in the
same occupation

3.3 Loss of Agricultural Land

It was attempted in this study to quantify the loss of agricultural land among 600
households. Many people have lost their agricultural land as a result of river bank
erosion surveyed (Table 4 and Fig. 7). Among 600 households, 92.16% households
lost their agricultural land due to river bank erosion. The average amount of cultivated
land loss till 1990 was 0.09 (ha), wherein the time period of 1991-2000 the average
amount loss was 0.49 (ha). Between 2001 and 2010, the average loss of agricultural
land was 0.81 (ha), the highest loss among all the time series. The overall average
loss of agricultural land was 0.53 (ha).
Figure 8 manifested the loss of agricultural land in the study area.

Table 4 Loss of agricultural land due to river bank erosion in different time periods

Period % of the people loss their agricultural land | Average loss (ha) | Std. deviation
Up to 1990 | 89.4737 0.092747 0.145101
1991-2000 | 90.566 0.497611 1.286903
2001-2010 | 98.3871 0.81695 1.481847
2011-2018 | 90.9091 0.2342 0.43726
Overall 92.16666667 0.5363 1.288371

Source Based on primary data (2017 and 2018)
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Fig. 7 Average loss of agricultural land (in hectare)

3.4 Changes in the House Type

3.4.1 Change in the House Type of the Household Faced Erosion—Up
to 1990

The change from Kacha to Semi pacca house was 68.40% among the surveyed
households up to 1990 that experienced the disaster (Table 5). The results show
that the house type has improved over time. One of the reasons for the lack of
transformation of the house type from Kacha to pacca or semi pacca to kacha could
be the impact of river bank erosion. The result, on the other hand, shows a general
trend in the house type. The main reason for the overall improvement can be traced
back to the affected people’s economic recovery prior to 1990.

3.4.2 Change in the House Type of the Household Faced Erosion
During 1991-2000

Between 1991 and 2000, the percentage of households that changed from Kacha to
semi pacca was 41.50, while the percentage of households that changed from Kacha
to the pacca house was 1.70 (Table 5). During this time period, 0.20% of households
were converted from pacca to kacha. Based on the results, the rebuilding of houses
from kacha to pacca is very limited.
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Argicultural Land Loss
Up and Downstream of Farakka Barrage
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Fig. 8 Spatial variation of agricultural land loss by the habitants in the study area

3.4.3 Change in the House Type of the Household Faced Erosion
During 2001-2010

According to the result from Table 5, between 2001 and 2010, the change in house
type from kacha to semi pacca was 22.60%, while the change in house type from
kacha to pacca was 0.80%. Households with 0.80% became semi pacca to kacha.
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Table 5 Change in the house type

Period House type House type after bank erosion
befo.re bank Kacha Semi pacca Pacca
erosion N % N % N %
Up to 1990 Kacha 1 53 13 68.4
Semi pacca 0 0 5 26.3
1991-2000 Kacha 5 8.3 176 41.5 7 1.7
Semi pacca 0 0 202 47.6 3 0.7
Pacca 1 0.2 0 0 0 0
2001-2010 Kacha 10 8.1 28 22.6 1 0.8
Semi pacca 1 0.8 82 66.1 2 1.6
2011-2018 Kacha 1 3 12 36.4 1 3
Semi pacca 0 0 19 57.6 0 0
Overall change in Kacha 47 7.8 229 38.2 9 1.5
the house type Semipacca |1 02 308 513 |5 0.8
Pacca 1 0.2 0 0 0 0

On the other hand, 1.60% of kacha houses were converted to pacca. After rebuilding
the houses, 8.10% of kacha houses and 66.10% of semi pacca houses remain in the
same house type (Table 5).

3.4.4 Change in the House Type of the Household Faced Erosion
During 2011-2018

During the period of 2011-2018, 36.40% of houses were rebuilt from kacha to pacca
and 3% changed to pucca (Table 5). There was no pucca house that existed before
river bank erosion in the surveyed area. All the house types were either kacha or semi
pacca.

3.4.5 Overall Change in the House Type of the Household Faced
Erosion

The overall change from kacha house to semi pacca was 38.20%, and the change
from semi pacca to kacha was 1.5%. The rebuild from semi pucca to kacha house
was 0.20% (Table 5). The difference between kacha and pacca was 1.5% only. Only
0.20% of the 600 households were converted from pacca to semi kacha (Table 5).
The change statistics of house types showed that the semi pacca house dominates
the study area both before and after erosion. Although semi pucca is technically
superior to kacha house, it is difficult to assess the current state of the house infras-
tructure due to poor building materials and infrastructure. Kacha houses are typically
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made of mud in West Bengal. However, the soil along the Ganga’s bank is mostly
sandy, making it unsuitable for house construction. This is the primary reason, why
residents in this area prefer brick walls over mud walls. During the field survey, it
was observed that the semi pucca state of the houses was not substantial.

3.5 Impact on Homestead Size

According to the findings, the size of homestead land changed by 89.47% up to 1990,
with a negative change affecting 78.94% of the households (Table 6). The positive
change in the 1991-2000 time series was 84.66%, while the negative change was
78.77%. The positive change between 2001 and 2010 was 83.06%, while the negative
change was 78.22%. While the difference between 2011 and 2018 was 75.75% and
the negative change in this time series, on the other hand, was 51.51%. In total, 84%
of the homestead size changed, with 77.16% of the change being negative.

Between the total change and negative change, a significant correlation was
discovered at the confidence level of 0.05 (two-tailed) (Table 7). As a result, the
study revealed that the majority of the homestead land had been reduced in size due
to river bank erosion (Fig. 9). Based on the interviews, people with greater homestead
land had diverse types of trees such as Mango and Neem, as well as different types
of vegetables. They did not have the financial means to own as much homestead land
after the river bank erosion as they used to have before the disaster.

Table 6 Change statistics of

e . Period Positive change (%) Negative change (%)
homestead size in various
time periods Up to 1990 89.4737 78.94736842
1991-2000 84.6698 78.77358491
2001-2010 83.0645 78.22580645
2011-2018 75.7576 51.51515152
Overall 84 77.16666667

Source Based on primary data (2017 and 2018)

Table 7 Correlation between

Ch Negative ch
the whole total change and ange ceative chanse
negative change in the Change 1 0.88
homestead size Negative change 0.88 1

Source Based on primary data (2017 and 2018)
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Homestead Size
Up and Downstream of Farakka Barrage

After Erosion

0.05-0.10 w%s

& 0.10=> <

Fig. 9 Spatial variation of homestead size of dwellers before and after river bank erosion in the
study area

3.6 Change in the Number of Rooms

3.6.1 Change in the Number of Rooms of the Households Which Faced
Erosion up to 1990

Till 1990, people who were affected by river bank erosion had a 10.50% increase
in the number of rooms from single to double and a 5.30% increase in the number
of rooms from single to triple after erosion (Table 8). After the disaster, 21.10%
of double-room households became single-room households. 5.30% of household
room numbers had increased from two to three. Households with three rooms before
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the erosion now have 5.30% and 21.10% more single and double rooms, respectively
(Table 8).

3.6.2 Change in the Number of Rooms of the Households Which Faced
Erosion from 1991-2001

Households affected by the disaster increased their number of rooms from a single
room to a double room by 12.50% (Table 8). 10.10% of households with a double
room now have a single room. In this time series, 6.40% of households have upgraded
to triple rooms from double rooms and 0.90% have upgraded to four rooms from
double rooms. By 5% and 10%, a three-room house was reduced to a single room
and a double room, respectively. People who used to have four rooms before the
disaster now have single rooms at a rate of 1.40%, double rooms at a rate of 2.80%,
and three rooms at a rate of 3.10%, respectively (Table 8).

3.6.3 Change in the Number of Rooms of the Households Which Faced
Erosion from 2001-2010

During this time, affected households increased their number of rooms by 9.70%
and 2.40% from single to double and triple respectively (Table 8). After river bank
erosion, 6.50% of households-owned double rooms were adapted to single rooms,
while 12.10% of the same were changed to triple rooms. Following the disaster,
18.50% of triple rooms were transformed to double rooms and 3.20% into single
rooms. There was also a 3.20% increase in the number of people in triple rooms.
After facing river bank erosion, people who had four rooms before the disaster
reduced to single, double, and triple rooms by 0.80%, 1.60%, and 4%, respectively
(Table 8).

3.6.4 Change in the Number of Rooms of the Households Which Faced
Erosion from 2011-2018

In this time series of 2011-2018, the affected households went from having a single
room before the river bank erosion to hold double rooms and 5 rooms by 15.20%
and 3% respectively (Table 8). Before the river bank erosion, 12.10% of households
that had double rooms were reduced to a single room. Though, there was an increase
of 6.10% in the number of double rooms to triple in the results. People who had
three rooms lost their house and homestead lands in the same time period, and their
number of rooms was reduced from three to single and double rooms by 12.10% and
3%, respectively, after the disaster (Table 8).

The results of the time series unveiled how river bank erosion affects the number
of rooms in the households. In some cases, the number of rooms increased, but the
results showed a significant reduction in the size of the homestead. In some cases,
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the size of rooms should be very small, whereas findings showed an increase in the
number of rooms even after being affected by river bank erosion. The result of the
change in homestead land and the number of rooms indicated that the house is in
poor condition. Due to a lack of homestead land, the affected people are unable to
add rooms to their homes even after the number of people increases.

3.7 Average Distance of Households from Former Homestead

Due to the loss of their previous homestead lands, each of the 600 households
surveyed had to relocate. The pattern of resettlement can be assessed based on the
average distance from the older homestead land. Based on primary survey findings,
people who were displaced by the disaster resettled within an average distance of
447.02 m in the year 1990 (Table 9). The average distance between 1991 and 2000
was 803.09 m, while the maximum distance was 977.47 m. People resettled in an
average distance of 875.76 m between 2011 and 2018. As aresult, the overall distance
from the previous homestead land was approximately 831.83 (Table 9 and Fig. 10).

Affected people were relocated within 250 m and 251-500 m in Samsherganj
and Farakka blocks, respectively. In these blocks, the majority of the land along the
Ganga is urban, sub-urban, or congested. It was difficult for the affected people to

Table 9 Average distance . .

Period Dist. 1
from the old house of the eno istance (meter)
people who faced erosion in Up to 1990 447.02
the different time periods 1991-2000 803.09

2001-2010 977.47

2011-2018 875.46

Overall 831.83

Distance (Meter)
1200
1000
800
600
400
200
0
Upto 1990 1991-2000 2001-2010 2011-2018 Overall

Fig. 10 Average distance from the former homestead land
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buy land in the villages or towns’ interiors. People in Kaliachak III, Kaliachak II,
and Manikchak live more than 500 m apart because the area along the river bank of
these blocks is less congested. Furthermore, most of the land along the river in these
three blocks is used for agricultural practices.

The primary findings revealed that people prefer to settle along the river. The
survey report of this study indicates that all the surveyed households faced river
bank erosion in the past. Many of them experienced the disaster more than one
time. One of the main concerns regarding the settlement of the affected people was
that these people repeatedly resettle themselves near river Ganga. Due to the short
distance from the river bank, people were again exposed to river bank erosion hazards.
Through discussion and interviews with locals, the reason for their decision to settle
near the Ganga was found. One of the most common reasons was that the soil along
the Ganga is fertile and poor people usually drawn to the plains along the river. This
wasn’t just the case, though. After losing their homestead land, most people were
unable to purchase land that was far from the river to avoid river bank failure. Lands
closer to the river bank are very uncertain, unpredictable, and might be engulfed by
the river at any time. As a result, the landowner’s offer sells it for a lower price and
affected people relocate to these cheaper lands. Though, there are other factors as
well for settling along the river such as a connection to the area, relatives, and people
that shouldn’t be overlooked.

3.8 Impact on Mental Health

In every disaster, affected people go through stress and trauma, and in the case of river
bank erosion, it was not exceptional. People who lost their homes and livelihood went
through a high level of mental stress. For the survival of their family, they adopted
different economic activities. The coping capacity played a vital role in the status
of mental health of the victim. According to the study of Naher and Soron (2019)
switching to the different occupations, suppression, homelessness, and lack of jobs,
makes the victim stressed. The impact on mental health could also be observed in
the people who were not affected by river bank erosion but have fear of losing homes
and properties since they live nearby the river.

4 Conclusions

In the present study, the impact of river bank erosion was analyzed by evaluating
various socio-economic indicators. A comparative study of socio-economic condi-
tions before and after river bank erosion was done by simple descriptive statistics. The
entire time period was divided into four time series for analyzing the impact of bank
erosion on the dwellers. The result showed that more than 50% of the cultivators had
to change their occupation due to river bank erosion. Most affected people converted
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from cultivators to marginal agricultural labourers or daily labourers. Among the
other occupation, daily labourers and migrated labourers could not uplift their socio-
economic condition due to heavy loss in a disaster. From 1990 to 2017-2018, no
significant increase in monthly income was found, rather significant decrease in the
level of monthly income was observed among the affected residents. In the time
series from 2001 to 2010, the highest average agricultural land loss was noted with
a significant reduction in the size of homestead land, number of rooms, and pattern
of resettlement indicated that the river bank erosion in the study area was one of the
biggest barriers to socio-economic development. Based on impact analysis, major
issues of river bank erosion were explained in the study, which includes homelessness,
poor condition of living in the river islands, land dispute, land resource management,
issue of river bank protection, and lack of government aid. Though the impacts were
analyzed by only descriptive statistics, the more interesting outcome of the study
could be achieved by using advanced statistical techniques. The study could be used
by different development authorities, regional planners, and policymakers to form
strategies for mitigating the socio-economic impact of river bank erosion.
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Landslide Susceptibility Mapping of East )
Sikkim Employing AHP Method ek

Md Nawazuzzoha, Md. Mamoon Rashid, Mohammed Ihtesham Hussain,
Adnan Shakeel, and Hasan Raja Naqvi

Abstract The occurrence of landslides is a frequent phenomenon in the hilly
terrain of the Indian Himalayan region leading to severe environmental and socio-
economic issues by distorting ecological balance and damaging human lives and
property. The present work intends to identify the landslide susceptibility zones of
Sikkim Himalaya using the ensembles of important knowledge-driven technique,
i.e., Analytical Hierarchy Process (AHP) with Landslide Numerical Risk Factor.
The Shuttle Radar Topography Mission (SRTM) DEM, Landsat 8, and GSI datasets
were used. The landslide inventory map has been considered as the dependent factor
and the geo-environmental factors like rainfall, slope, aspect, altitude, geology, soil
texture, distance from the river, lineament, and road, Stream Power Index (SPI),
topographic wetness index (TWI), Topographic Roughness Index (TRI), and Sedi-
ment Transport Index (STI), Normalized Difference Vegetation Index (NDVI) have
been considered as independent factors. A landslide susceptibility map was prepared
based on the AHP method and classified into high, moderate, and low-risk zones
in a GIS environment. Results reveal that, about 29% of areas highly susceptible to
landslide and past landslide inventories were also overlaid to observe the accuracy
of susceptibility mapping.

Keywords Landslide + Susceptibility - AHP - East Sikkim Himalaya

1 Introduction

Landslides are dangerous natural hazards that occur suddenly and cause consider-
able damage (Guzzeti et al. 1999). It is defined as the downslope mass movement of
rock, earth, and debris under the direct influence of gravity (Cruden 1991), that are
triggered by the earthquake, volcanic eruptions, rainfall, slope failures, and human
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activities like excavation and slope cutting (Bahrami et al. 2021). Landslides belong
to the most distributed natural disasters in the world with the potential to cause loss
of human lives as well as severe damage to the infrastructure (Vojtekova and Vojtek
2020). Snow avalanches are a form of a landslide that happens in snow-covered
areas at higher elevations and are caused by the bulk movement under gravity’s
impact. Identification of avalanche hazard is necessary for planning future devel-
opmental activities in mountain areas (Athick et al. 2015). Landslide occurrence is
affected by two types of factors, i.e., Predisposing factors which create the condi-
tion and Triggering factors which initiate the landslide. Predisposing factors include
elevation, slope, aspects, LULC, curvature, and geology, whereas Triggering factors
are earthquakes, seismic activity, heavy or prolonged rainfall, excavation, and slope
cutting (Guzzeti et al. 2012; Chen et al. 2017a, b; Rabby and Li 2020). Soil erosion
considerably contributes to the landslide as it weakens the slope material. The rate
of mean soil loss is higher in elevated zones and decreases toward the lower region,
also increase in the slope gradients accelerates the rate of sediment loss (Naqvi
et al. 2015; Agegnehu et al. 2020), higher elevation and steeper slope areas are
more prone to landslide occurrence. The changes in land cover, biomass, and hydro-
logic regimes subsequently affect erosion which is more pronounced on hill slopes
(Naqvi et al. 2013, 2019; Emiru et al. 2018). Analysis of the landslide and predictor
factors correlation are used to estimate the susceptibility of landslide. Generally,
landslide susceptibility is the spatial probability of land sliding in a given area,
depending on a combination of various factors such as geology, land use and land
cover, tectonics, slope, aspects, vegetation, etc. (Guzzeti et al. 2006; Wu et al. 2016).
For rainfall-induced landslide, drainage density is an important susceptibility index.
High drainage density indicates a highly dissected landscape that has undergone
intense slope cutting (Latief et al. 2015). Landslide hazard zonation (LHZ) is an
important content of landslide hazard prediction modeling. Identifying landslide-
prone locations can assist decision-makers in reducing landslide risks (Boroumandi
et al. 2015). The aim of landslide susceptibility mapping is to identify landslide-
prone areas for the purpose of disaster management, spatial planning, and devel-
opmental process. Till now various qualitative (knowledge-driven) and quantitative
(statistical) techniques and methods have been proposed for landslide susceptibility
modeling (Dai and Lee 2002; Lazzari and Danese 2012). Quantitative and semi-
quantitative methods consider weighing and rating based on logical tools such as
AHP, fuzzy logic, combined landslide frequency ratio, and weighted linear combi-
nation (Pradhan and Lee 2009; Kayastha et al. 2013; Zhu et al. 2018). Landslide
accounts for 9% of the world’s disaster (Galli et al. 2008). According to various
researches, China, India, Nepal, and Philippines are the most affected countries by
landslides on the basis of severity, losses, and frequency of occurrence (Kirschbaum
et al. 2009). Indian Himalayan Region has been the site of frequent landslides. The
present study area lies in the East Sikkim Himalaya. In the past, there have been
frequent and catastrophic landslides that caused heavy losses of lives and property
in Sikkim. Due to the increase in population in hilly areas, economic activities like
infrastructural development and construction of roads have increased making this
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region vulnerable to landslides (Biswakarma et al. 2020). So it is very demanding to
prepare an updated landslide susceptibility map for the East Sikkim region.

2 Study Area

East Sikkim is one of the districts of the state of Sikkim. Geographically, it is located
in northeastern India and a part of Sikkim Himalaya of the Indian Himalaya that lies
between 27.274° N to 27.322° N latitudes and 88.778° E to 88.732° E longitudes
(Fig. 1). The study area covers 954 sq km and has an average elevation of 610 m
above mean sea level. The capital of Sikkim state is Gangtok city which lies in this
area. It has a population of 283,583 and is one of the most populous districts among
the four districts in the state (Census 2011). The climate of the district has been
divided into tropical, temperate, and alpine zones. The climate is cold and humid for
most of the period, and rainfall occurs almost each month. Due to its proximity to
the Bay of Bengal, the Study area experiences heavy rainfall.

The mean temperature varies from 1.5 to 9.5 degree centigrade. In the entire state,
fog is the common attribute between May to September and biting cold in the winter.
During the month of May to October, rainfall is heavy and well distributed. The study
area is mainly drained by the perennial Tista River with its tributaries such as Dik
Chhu, Rate Chhu, and Rangpo Chhu. The surface area is generally roofed by forests,
agricultural land, rocky and barren land, and settlements. The thickness of soil varies
from steep slopes to valleys and terraces. The study area lies in the seismic zone IV
and geological formation is as old as Proterozoic Eons.

3 Data and Methodology

For the accomplishment of the present work, a variety of significant data have
been collected and followed different methods to achieve the landslide suscepti-
bility mapping (Fig. 2). The rainfall data was obtained from Indian Meteorological
Department, population data from the District Statistical Handbook, Census of India
(2011), SRTM DEM from NASA, drainage and road networks from Open series
Topographical Sheets (2015), Soil data and Geological data from the Geological
Survey of India (Table 1).

3.1 Landslide Conditioning Factors

Significant and efficient mapping required an appropriate set of conditioning factors
correlated to landslide events that need prior knowledge of the main contributors to
the landslides (Guzzeti et al. 1999). These conditioning factors are terrain, geology
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Fig.1 Study area East Sikkim

and morphology, slope, weather conditions, vegetation density, LULC, and man-
made influences. In this study, we have used 15 conditioning factors such as slope,
elevation, curvature, aspect, normalized difference vegetation index (NDVI), land
use land cover (LULC), topographical roughness index (TRI), topographical wetness
index (TWI), sediment transport index (STI), distance from lineament, distance from
the road, distance from the fault, lithology age, and Geomorphological landform.
The elevation change of each place is one of the most essential factors in the
creation of soil erosion and slope mass movement. This factor has a significant impact
on the direction of runoff as well as the rate at which drainage density accumulates
(Hosseinzadeh et al. 2009). The highest point in the region is 4704 m, whereas
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Fig. 2 Schematic flowchart depicts the datasets and methods used for the study

Table 1 Datasets and their sources employed for the study

Datasets Data structure | Spatial resolution | Source

SRTM (DEM) Raster 30 m USGS,
Earth Explorer, http://www.dwtkns.
com/srtm30m/

Rainfall (mm) Raster 0.05° CHIRPS (https://chg.geog.ucsb.edu/
data/chirps)

Landsat 8—OLI Raster 30 m (USGS) https://earthexplorer.usgs.
gov/

Landslide inventory | Vector National scale https://bhukosh.gsi.gov.in/Bhukosh/
MapViewer.aspx

Geological data Vector National scale https://bhukosh.gsi.gov.in/Bhukosh/
MapViewer.aspx
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http://www.dwtkns.com/srtm30m/
https://chg.geog.ucsb.edu/data/chirps
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https://earthexplorer.usgs.gov/
https://bhukosh.gsi.gov.in/Bhukosh/MapViewer.aspx
https://bhukosh.gsi.gov.in/Bhukosh/MapViewer.aspx
https://bhukosh.gsi.gov.in/Bhukosh/MapViewer.aspx
https://bhukosh.gsi.gov.in/Bhukosh/MapViewer.aspx
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the lowest point is 289 m from mean sea level (MSL). In most of the landslide
susceptibility studies, slope percentage is one of the most important predisposing
factors (Abedini et al. 2017). Technically, as the slope rises, shear stress increases,
resulting in an increase in the potential for slope instability. The aspect factor is vital
in maximizing the quantity of rainfall, sun energy, and suitable wind blowing in any
region, as well as reflecting the influence of soil thickness, vegetation, wetness, and
other factors. Another contributor, the curvature is defined as the rate of change of
slope angle or aspect which has a significant impact on slope stability. A general
curvature map can be used to describe slope morphology and flow (Nefeslioglu et al.
2008). Concave, flat, and convex curvatures are the three types of curvature found in
the research area.

Slope failure is complicated by the presence of lineaments (Ramli et al. 2010).
Lineaments describe the weaker plane or zone, and most landslides occur in this zone
(Kannanetal. 2013; Thapaetal. 2017). Active faults are significant in landslides from
two perspectives: first, they are the source of earthquakes, and second, active faults
play a key role in breaking stones and causing instability. The shear resistance of the
slide lowers as a result of discontinuity in the geological formation, and landslides
are more likely to occur. In this case, highways play the most important role in
concentrating runoff, therefore, experience and current data on landslides during
road reconstruction and widening demonstrate the need of including this component
in landslide sensitivity zoning. In the ArcGIS environment, the three parameters
stated above were determined using Euclidean distance.

The nature of land use land cover (LULC) is a key indicator of slope inconstancy
which influences the earth’s characteristics and causes variations in its activity. As
a result, mapping the LULC and its monitoring is a critical undertaking that has a
significant impact on the frequency of these dangers. Rainfall is a highly influential
factor that has been considered as a landslide triggering factor. The annual rainfall
map was created for this study using data from eight meteorological stations in the
area and the inverse distance weighted (IDW) interpolation method was employed.
Landslides are thought to be caused by a variety of factors, including geomorphology
that was created using geological maps and only a few field checks (Kannan et al.
2013). In landslide susceptibility, lithology age is one of the most prominent determi-
nant factors since different lithological units have varying weightage scores, which
can provide valuable information about a region’s landslide susceptibility (Yalcin
and Bulut 2007). Other important and crucial aspects were also considered, and their
computations were based on the following equations:

Topographic Roughness Index (TRI)

Topographic roughness index (TRI), one of the morphological factors which is
broadly utilized in landslide analysis was computed by using Eq. (1).

TRI = \/ Abs(max? — min?) (1)
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where max and min are the biggest and smallest values of the cells in the nine
rectangular neighborhoods of altitude, respectively.

Sediment Transportation Index (STI)

Sediment transportation index (STI) defines the procedure for slope failure and

deposition (Eq. 2).
A 06 / g; 13
STI = =2 inf )
22.13 0.0896

where B is the slope at each pixel and As is the upstream area.

Topographic Wetness Index (TWI)

Topographic Wetness Index (TWI) is an index that quantifies how topography
controls the hydrological processes of an area and is derived using Eq. (3)

TWI = Log[A tan(a)] 3

where A is the catchment area and « is the local slope gradient corresponding to a
specific cell.

TWT increases with the decrease of slope and the highest TWI value is usually on
floodplains (Yilmaz and Keskin 2009).

Normalized Difference Vegetation Index (NDVI)

The NDVI (Normalized Difference Vegetation Index) is a frequently used metric
for describing vegetation and plant health (Chen et al. 2019a, b; Abedini and Tulabi
2018). Because the root system links to the soil and keeps it from wasting after rains,
vegetation coverage helps to prevent erosion and landslides (Chen et al. 2019a, b).
The NDVI was calculated using Eq. (4) and Landsat 8 level 2 images from March 7,
2018, where IR is the infrared band and R is the red band.

NDVI = (IR — R)/(IR + R) 4)

The NDVI scale runs from 1 to 1, with a positive value of 0.2-0.8 indicating
vegetation and forests, a negative value indicating water bodies, and a low positive
value (0.2 and below) indicating bare land and urban areas (Chen et al. 2017a, b;
Althuwayee and Pradhan 2018).
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Table 2 Saaty’s fundamental

scale (1980) 1 Equal importance on the scale

3 Importance of moderate value

5 Significant importance

7 Extremely important

9 Extremely high influence

2,4, 6, 8 Values in the middle of the two adjacent judgments

3.2 Analytic Hierarchy Process (AHP)

An important multi-criteria decision analysis (MCDA) method for allocating weights
to specific parameters is the analytical hierarchy process (AHP) proposed by Saaty
and Vargas (1998). The AHP approach employs a pair-by-pair comparison matrix.
The consistency ratio (CR) value varies from 0 to 1 when the matrix is created (Saaty
1980, 1990, 1994). The AHP method can be used to do a general linear combination
method to determine the potentiality index (Malczewski 1999). The fundamental
scale of Saaty (1980) was used to create the pairwise matrix (Table 2). The weight
of parameters was computed using the AHP approach in this example.

3.3 Application of the AHP Model

The AHP is used in this study to identify landslide vulnerability zones using a criteria-
based judgment technique. For zoning landslide susceptibility, AHP can provide a
good and reliable method. AHP is a single procedure that assists in determining the
relative importance of various aspects based on the expert’s knowledge and opinion.
The AHP approach was used to assign weights to the landslide determining elements
(Table 3) for this study. For mapping the landslide probability, the slope has the most
weight (0.218), followed by rainfall (0.112), elevation (0.109), and TWI (0.101).

4 Result and Discussion

4.1 Mapping and Assessment of Factors Responsible
for Landslide Occurrence

The various factors were considered that could be significantly responsible for land-
slide occurrences, and accordingly, thematic maps of all parameters were prepared
for the AHP model. The most influential factor for landslide trigger is topography and
all the possible thematic layers were extracted through DEM data (Fig. 3a—g). The
degree of slope is more important, and the majority of the pixels indicated by blue hue
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Fig. 3 Parameters such as a Slope, b Curvature, ¢ Elevation, d Aspect, e STI, f TWI, g TRI,
h NDVI, i LULC, j Distance from Road, k Distance from Lineament, 1 Distance from Fault, m
Rainfall, n Landforms, and o Lithology used for landslide susceptibility mapping

had values greater than 40° and ranged between 0° to 70° (Fig. 3a). The study area
has concave, plain, and convex curvatures, among them plain is dominant followed
by convex and concave curvatures (Fig. 3b). The altitude of the study area ranges
from 289 to 4704 m and the eastern part has the greatest variation in topography and
almost half of the area has elevation >2500 m. Therefore, the study region is classified
into five zones, viz., very low (289-1160), low (1160-1794), medium (1794-2550),



Landslide Susceptibility Mapping of East Sikkim ... 113

high (2550-3443), and very high (3443-4704) (Fig. 3c). The aspect (slope orienta-
tion) affects the exposure to sunlight, precipitation, and wind, thus inversely affecting
other factors that could be responsible for triggering the landslides such as vegeta-
tion cover, soil moisture, and thickness (Clerici et al. 2006). Accordingly, aspect has
been categorized into flat, north, northeast, east, southeast, south, southwest, west,
northwest, and north (Fig. 3d). The sediment transport index (STI), reflecting the
erosive power of the overland flow depends on slope and upstream area that has been
derived by considering the transport capacity limiting sediment flux and catchment
evolution erosion theories (Devkota et al. 2013; Pradhan and Kim 2014). Higher
STI scores denote that the area has more probability for the occurrence of a land-
slide (Fig. 3e), and accordingly, STI has been classified and considered in the AHP
model. TWI has been calculated and results generated through DEM data denote that
wherever the TWI is high, that area is considered more susceptible to landslide. The
composite scores of TWI are categorized into four classes such as <2, 3-7, 7-11,
and >11 (Fig. 3f). Moreover, TRI has also been calculated through DEM which too
showed the similar criteria adopted in STT and TWI. The pixels under different scores
of TRI have been categorized into five classes, viz., <0.3, 0.3-0.4, 0.4-0.5, 0.5-0.6,
and >0.6 where higher score has more probability for the occurrence of landslide
(Fig. 3g).

The NDVIand LULC thematic layers are prepared through Landsat 8—OLI dataset
and these are also indicating factors that can help in finding the landslide susceptible
area. The highly dense vegetative cover (>0.5), sparse vegetation (0.2—-0.5), and bare
land (0-0.2) areas are possibly extracted through NDVI. The NDVI scores have
great potential to identify the more prone region in terms of landslide on the basis
of land coverage, thus the values near 0 to 0.2 are highly susceptible (Behling et al.
2014), and accordingly, the mentioned range of NDVI values are prone within a
range of our NDVI results from —0.156 to 0.459 (Fig. 3h). The spatial distribution
of LULC showed that almost 2.27% of the area is covered by water bodies, 70.75%
area is covered by vegetation, and 0.16 by built-up area (Fig. 3i). The remaining
LULC areas such as agriculture fields (8.31%), bare lands (5.42%), and snow/glacier
(13.08%) areas are exposed and make these regions highly susceptible to landslides.
Other parameters such as distance from the road, lineament, and fault have also been
considered and calculated through Euclidean distance (in km) into a few categories.
The lowest (<0.01, <0.01, and <1) and highest (>0.07, >0.1, and >4) scores for
the distance from the road, lineament, and fault are, respectively, (Fig. 3j—1). Road
building activity in mountain areas is regarded as an infrastructure improvement
that may be very detrimental to landslides. These lower scores suggest that the
minimum distance from lineament, road, and fault makes the region more susceptible
to landslides (Cao et al. 2021).

Rainfall is one of the significant triggering factors of landslides. Often, a heavy
rainfall spell of 1 or 2 h can cause mass movement, or sometimes it can be an
antecedent rainfall over the past few days (Dutta et al. 2021). The study area expe-
riences an abundance of rainfall and recorded a value >1500 mm (Fig. 3m). The
geomorphologic map depicts important geomorphic units, processes, landform, and
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structure that controls landslide. The geomorphological landforms are of eight cate-
gories: Terrace, WalBond-Pond, StrOri-Moderately Dissected Hills and Valleys,
StrOri-Highly Dissected Hills and Valleys, Snow cover, WatBod-River, Valley, and
Lake (Fig. 3n). Literature suggests that the dissected hills and valleys are more prone
to landslides (Sonker et al. 2021). Most of the portion of this study area has moder-
ately and highly dissected hills and valleys. It is recognized that geology is also one of
the significant parameters that greatly influence landslide occurrence and lithological
variation leads to a difference in the strength and permeability of rocks. Although
lithology falls into three categories of geological age, i.e., Pleistocene, Mesopro-
terozoic, and Proterozoic periods (Fig. 30), studies have suggested and was found
that the Proterozoic age group in the Lesser Himalayan sequence is most prone to
landslides (Tiwari et al. 2017).

4.2 Landslide Susceptibility Mapping

The various studies have been conducted and used weight combining methods
for landslide susceptibility mapping (Abedini and Tulabi 2018). Identifying the
landslide-prone area is not an easy task, as its mapping is very important for decision
makers. The previously published researches have suggested that the AHP method
is more suitable than the frequency ratio method. Therefore, in this study, a landslide
susceptibility map was produced by combining all the influential factors according to
weightage criteria using the AHP model (Table 3). Further, it was classified into low,
medium, and high susceptible zones (Fig. 4). In light of the produced results, it was
found that nearly 29% area of this region has been highly susceptible to landslides.
The medium and low risks have shared 18 and 53% area, respectively, under the
susceptible zones (Table 4).

The study area is undoubtedly not new to the phenomena of gravitational insta-
bility, as expected, the geologic setting and the characteristics of the terrains are a
part of the Himalayas. Thus, the susceptibility to landslides is inbuilt in the natural
characteristics of this landscape and there is a definite relationship between landslide
occurrence and geophysical setup. Morphology of the hill slope has a great effect
on the landslide events (Dai and Lee 2002). The Slope is considered as an impor-
tant factor and the main reason for terrain instability (Haeri and Samiei 1996). In
this study, high instability occurred in those regions where slopes were between 24°
and 41°, whereas slopes less than 24° and higher than 41° angles were noticed to
be less prone to landslide occurrences. Duration of rainfall and its intensity have a
major role in the occurrence of landslides that, of course, depends on factors such as
topography and geological structure of the slopes and their permeability (Lydia and
Espizuajorge 2002). Heavy rainfall increases TWI, as well as STI, of a place due to
water invasion in the gaps that leads to the slope deformation. The area where the
values of STI, as well as TWI, were high has been found to be more susceptible to
landslides. The instability is high in the valley area and along the roadsides. The city
of Gangtok, which is the capital of Sikkim experiences great human interference and
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Fig. 4 Generated landslide susceptibility zones and overlaid point locations of past landslides

Table4 Landslide Landslide susceptibility zone | Areainkm? | Area (%)

susceptible zones with

respective spatial coverage Low 510.42 52.948
Medium 165.54 17.172
High 288.04 29.88

goes through a phase of drastic development activities that ultimately influence the
land cover and encroachments. This uncontrolled settlement and rampant expansion
of roads and other land use practices encroached on the vulnerable land significantly
increases not only the area under susceptible zones, but also the landslides frequency.
The results showed that built-up areas, bare land areas, and agricultural field areas
mostly fall into the high susceptibility zone. Road networking activity in mountain
areas is regarded as an infrastructural enhancement, which may develop the ground
for change in the stability of the landscape over there. The results reveal that the high
susceptible zone is dominant along the roads and its periphery. The region is a part
of an active continent—continent collision zone and the prime locations of all human
activities enhance the risk potential of landslides. The area which lies within a 2 km
buffer zone of the fault line falls under the high susceptible zone. Therefore, these
all-important reasons are collaboratively responsible for landscape deformation.
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Fig. 5 Few samples of photographs of different types of slides. The Creep a, b Rockfall, ¢ Debris
flow cum rockfall, and d Debris flow pictures were taken during a field visit to validate the locations
of landslides over susceptibility mapping

4.3 Landslide Inventories Validation Over Susceptibility Map

The landslide susceptibility map has been validated by superimposing the GSI land-
slide distribution point layer and supported by field photographs taken during the
field visit (Figs. 4 and 5). According to GSI data, the study area had experienced
approximately 167 landslides that differ in terms of width, length, and height. The
overlaid analysis showed that most of the earlier landslides fall into the high suscep-
tible zone followed by the medium and low susceptible zone. The different types of
landslides photographs were also taken in the field in order to validate the present
study (Fig. 5, panel a—d).

5 Conclusions

Disaster is a serious disruption that unstabilizes the general condition of the phys-
ical, social as well as economic environment. The young mountain region is more
vulnerable to earthquakes and landslides. This study area is a part of the young
folded mountain Himalaya, where landslide is a vast growing hazard that poses a
great threat to human lives, properties, and rising infrastructure. Therefore, mapping
landslide-susceptible zones is the first step to be taken as preventive measure. In this
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study, the AHP method has been used in the GIS environment by considering slope,
LULC, NDVI, TWI, rainfall, Distance from (road, fault, and lineament), and eleva-
tion factors. AHP method is applied to assign the weight of each factor causing the
landslide. Based on the AHP calculation, the four most influencing possible factors
found for landslide occurrence are slope, rainfall, elevation, and TWI. The obtained
susceptibility map and its related data show that the high susceptible zones cover
an area of 29% followed by medium (17%) and low (53%) area. The map was vali-
dated by earlier landslides event data taken from GSI as well as supported with field
photographs. However, the field visit was in the initial days to take an overview of
the area, and the photographs taken for validation and to assess the types of slides
are not sufficient enough to conclude the results very accurately in terms of field
data. Although, landslide inventories dataset is highly recommendable to validate
our landslide susceptibility mapping. This attempt would be helpful for planners and
decision makers to follow the proper land use planning and slope management for
sustainable development that could possibly minimize the upcoming landslide events
in the study area.

References

Abedini M, Tulabi S (2018) Assessing LNRF, FR, and AHP models in landslide susceptibility
mapping index: a comparative study of Nojian watershed in Lorestan province, Iran. Environ
Earth Sci 77(11):405

Abedini M, Ghasemyan B, Mogaddam MH (2017) Landslide susceptibility mapping in Bijar city,
Kurdistan province, Iran: a comparative study by logistic regression and AHP models. Environ
Earth Sci 76:308

Agegnehu N, Naqvi HR, Alemayehu D (2020) Rainfall induced soil erosion assessment, prioritiza-
tion and conservation treatment using RUSLE and SYI models in highland watershed of Ethiopia.
Geocarto Int 1-17

Althuwayee OF, Pradhan B (2018) Landslide: causes, mapping and monitoring-examples from
Malaysisa. Nat Hazards 363-396

Athick ASM, Naqvi HR, Firdouse Z (2015) An assessment and identification of Avalanche Hazard
sites in Uri sector and its surroundings on Himalayan Mountain. J Mt Sci 12(6)

Bahrami Y, Hassani H, Maghsoudi A (2021) Landslide susceptibility mapping using AHP and fuzzy
methods in the Gilan Province, Iran. Geol J 86(4):1797-1816

Behling R, Roessner S, Kaufmann H, Kleinschmit B (2014) Automated spatiotemporal landslide
mapping over large areas using rapid eye time series data. Remote Sens 6:8026-8055. https://
doi.org/10.3390/rs6098026,ISSN2072-4292

Biswakarma P, Joshi V, Koduri SR (2020) Landslide susceptibility mapping in East Sikkim region
of Sikkim Himalaya using high resolution remotesensing data and GIS techniques “landslide
susceptibility mapping in East Sikkim”. Appl Ecol Environ Sci 8(11):143-153

Boroumandi M, Khamechiyan M, Nikoudel MR (2015) Using of analytical hierarchy process for
landslide hazard zonation in Zonjan Province, Iran. Eng Geol Soc Territ 2:951-955

Cao Y et al (2021) Landslide susceptibility assessment using the weight of evidence method: a
case study in Xunyang area China. PLoS One 2021(16):e0245668. https://doi.org/10.1371/jou
rnal.pone.0245668

Census of India (2011) District Census Handbook, Sikkim


https://doi.org/10.3390/rs6098026,ISSN2072-4292
https://doi.org/10.3390/rs6098026,ISSN2072-4292
https://doi.org/10.1371/journal.pone.0245668
https://doi.org/10.1371/journal.pone.0245668

118 Md Nawazuzzoha et al.

Chen W, Peng J, Hong H, Pradhan B, Liu J, Zhu AX, Duan Z (2017a) Landslide susceptibility
modeling using GIS based machine learning techniques for Chongren county, Jiangxi province,
China. Sci Total Environ 626:1121-1135

Chen W, Xie X, Wang J, Pradhan B, Hong H, Bui DT et al (2017b) A comparative study of logistic
model tree, random forest, and classification and regression tree models for spatial prediction of
landslide susceptibility. CATENA 151:147-160

Chen W, Shahabi H, Shirzadi A, Hong H, Akgun A, Tian Y, Liu J, Zhu A-X, Li S (2019a) Novel
hybrid artificial intelligence approach of bivariate statistical-methods-based kernel logistic regres-
sion classifier for landslide susceptibility modeling. Bull Eng Geol Environ 78(6):4397-4419

Chen W, Zhao X, Shahabi H et al (2019b) Spatial prediction of landslide susceptibility by combining
evidential belief function, logistic regression and logistic model tree. Geocarto Int 34(11):1177—
1201

Clerici A, Perego S, Tellini C, Vescovi P (2006) A GIS-based automated procedure for landslide
susceptibility mapping by the conditional analysis method: the Baganza valley case study (Italian
Northern Apennines). Environ Geol 50:941-961. https://doi.org/10.1007/s00254-006-0264-7

Cruden DM (1991) A simple definition of a landslide. Bull Int Assoc Eng Geol 43:27-28. https://
doi.org/10.1007/BF02590167

Dai FC, Lee CF (2002) Landslide characteristics and slope instability modeling using GIS, Lantau
Island, Hong Kong. Geomorphology 42(3—-4):213-228

Devkota KC, Regmi AD, Pourghasemi HR, Yoshida K, Pradhan B, Ryu IC, Dhital MR, Althuwaynee
OF (2013) Landslide susceptibility mapping using certainty factor, index of entropy and logistic
regression models in GIS and their comparison at Mugling-Narayanghat road section in Nepal
Himalaya. Nat Hazards 65:135-165

Dutta K, Wanjar N, Misra AK (2021) Study of qualitative stability analysis and rainfall thresholds for
possible landslide occurrence: case study of Sikkim Himalaya. J Taibah Univ Sci 15(1):407-422.
https://doi.org/10.1080/16583655.2021.1984701

Emiru T, Naqvi HR, Athick MA (2018) Anthropogenic impact on land use land cover: influence
on weather and vegetation in Bambasi Wereda, Ethiopia. Spat Inf Res 26(4):427-436

Galli M, Ardizonne F, Cardinali M, Guzzeti F, Reichenbach P (2008) Comparing landslide inventory
maps. Geomorphology 94:268-289

Guzzeti F, Carra A, Cardini M, Reichenbach P (1999) Landslide evaluation: a review of current
techniques and their application in a multi-scale study, Central Italy. Geomorphology 31:181-216

Guzzeti F, Reichenbach P, Ardizzone F, Cardinali M, Galli M (2006) Estimating the quality of
landslide susceptibility models. Geomorphology 81:166—184

Guzzeti F, Moudini AC, Cardinali M, Fiorucci F, Santangelo M, Chang KT (2012) Landslide
inventory amps: new tools for an old problem. Earth Sci Rev 112:42-66

Haeri SM, Samiei AH (1996) New zoning approach of slope areas against the landslide risk with
emphasis on zoning of Mazandaran province. Earth Sci 23 (in Persian)

Hosseinzadeh M, Servati M, Mansouri A, Mirbagheri B, Khezri S (2009) Landslide hazard zonation
using logistic regression, the way Sanandaj-Dehgolan, Iran. J Geol 11:27-37

Kannan M, Saranathan E, Anabalagan R (2013) Landslide vulnerability mapping using frequency
ratio model: a geospatial approach in Bodi-Bodimettu Ghat section, Theni district, Tamil Nadu,
India. Arab J Geosci 6(8):2901-2913

Kayastha P, Dhital M, De Semedt F (2013) Application of the analytical hierarchy process(AHP)
for landslide susceptibility mapping: a case study from the Tinau Watershed, west Nepal. Comput
Geosci 52:398—408

Kirschbaum DB, Adler R, Hong Y, Lerner-Lam A (2009) Evaluation of a preliminary satellite based
landslide hazard algorithm using global landslide inventories. Nat Hazard 9(3):673-686

Latief SU, Naqvi HR, Alam A, Amin A (2015) Morphometric analysis of East Liddar Watershed,
Northwestern Himalayas. SSARSC 2(1)

Lazzari M, Danese M (2012) A multi-temporal kernel density estimation approach for new triggered
landslides forecasting and susceptibility assessment. Disaster Adv 5(3):100-108


https://doi.org/10.1007/s00254-006-0264-7
https://doi.org/10.1007/BF02590167
https://doi.org/10.1007/BF02590167
https://doi.org/10.1080/16583655.2021.1984701

Landslide Susceptibility Mapping of East Sikkim ... 119

Lydia E, Espizuajorge DB (2002) Land slide hazard and risk zonation mapping in the Rio Grande
Basin, central Andes of Mendoza, Argentina. Mt Res Dev 22(2):177-185

Malczewski J (1999) GIS and multi-criteria decision analysis. Wiley, New York

Naqvi HR, Mallick J, Devi LM, Siddiqui MA (2013) Multi-temporal annual soil loss risk
mapping employing revised universal soil loss equation (RUSLE) model in Nun Nadi watershed,
Uttarakhand (India). Arab J Geosci 6(10):4045-4056

Naqvi HR, Athick ASM, Ganaie HA, Siddiqui MA (2015) Soil erosion planning using sediment
yield index method in the Nun Nadi watershed, India. Int Soil Water Conserv Res 3(2):86-96

Naqvi HR, Athick ASM, Siddiqui L, Siddiqui MA (2019) Multiple modeling to estimate sediment
loss and transport capacity employing hourly rainfall and in-situ data: a prioritization of highland
watershed in Awash River basin, Ethiopia. Catena 182

Nefeslioglu HA, Duman TY, Durmaz S (2008) Landslide susceptibility mapping for a part of
tectonic Kelkit valley (Eastern Black Sea region of Turkey). Geomorphology 94(3):401-418

Pradhan AMS, Kim YT (2014) Relative effect method of landslide susceptibility zonation
in weathered granite soil: a case study in Deokjeok-ri Creek, South Korea. Nat. Hazards
72(2):1189-1217

Pradhan B, Lee S (2009) Delineation of landslide hazard areas on Penang Island, Malaysia by
using frequency ratio, logic regression and artificial neural network models. Environ Earth Sci
60:1037-1054

Rabby YW, Li Y (2020) Landslide susceptibility mapping using integrated methods: a case study
in the Chittagong Hilly areas, Bangladesh. Geoscience 10(12):483

Ramli MF, Yusof N, Juahir H, Shafri HZM (2010) Lineament mapping and its application in
landslide hazard assessment: a review. Bull Eng Geol Env 69(2):215-233

Saaty TL (1980) The analytical hierarchy process, 350. McGraw Hill, New York

Saaty TL, Vargas LG (1998) Diagnosis with dependent symptoms: Bayes theorem and the analytic
hierarchy process. Oper Res 46(4):491-502

Saaty TL (1990) The analytic hierarchy process: Planning, priority setting, resource allocation, vol
502, 1st edn. RWS Publications, Pittsburgh

Saaty TL (1994) Fundamentals of decision making and priority theory with analytic hierarchy
process, vol 527, 1st edn. RWS Publications, Pittsburgh

SonkerI, Tripathi JN, Singh AK (2021) Landslide susceptibility zonation using geospatial technique
and analytical hierarchy process in Sikkim Himalaya. Quatern Sci Adv 4:100039. https://doi.org/
10.1016/j.q52.2021.100039

ThapaR, Gupta S, Gupta A, Reddy DV, Kaur H (2017a) Use of geospatial technology for delineating
groundwater potential zones with an emphasis on water-table analysis in Dwarka River Basin,
Birbhum, India. Hydrogeol J. https://doi.org/10.1007/s10040-017-1683-0

Tiwari B, Ajmera B, Dhital S (2017) Characteristics of moderate to large scale landslides triggered
by the M w 7.8 2015 Gorkha earthquake and its aftershocks. Landslides. https://doi.org/10.1007/
$10346-016-0789-0

Vojtekova J, Vojtek M (2020) Assessment of landslide susceptibility at a local spatial scale applying
the multi-criteria analysis and GIS: a case study from Slovakia. Geomat Nat Hazard Risk
11(1):131-148

Wu Y, Li W, Wang Q, Lui Q, Yang D, Xing M, Pei Y, Yan S (2016) Landslide susceptibility
assessment using frequency ratio, statistical index and certainty factor models for the Gangu
County, China. Arab J Geosci 9

Yalcin A, Bulut F (2007) Landslide susceptibility mapping using GIS and digital photogrammetric
techniques: a case study from Ardesen (NE-Turkey). Nat Hazards 41(1):201-226

Yilmaz I, Keskin I (2009) GIS based statistical and physical approaches to landslide susceptibility
mapping (Sebinkarahisar, Turkey). Bull Eng Geol Environ 68(4):459-471

Zhu AX, Milao Y, Wang R, Zhu T, Deng Y, Lui J, Yang L, Qin CZ, Hong H (2018) A comparative
study of an expert knowledge-based model and two data-driven models for landslide susceptibility
mapping. CATENA 166:317-327


https://doi.org/10.1016/j.qsa.2021.100039
https://doi.org/10.1016/j.qsa.2021.100039
https://doi.org/10.1007/s10040-017-1683-0
https://doi.org/10.1007/s10346-016-0789-0
https://doi.org/10.1007/s10346-016-0789-0

Socio-Economic and Ecological
Vulnerability to Disasters



Socio-Environmental Vulnerability )
of Agriculture Communities to Climate ek
Change in Western Himalaya:

A Household-Level Review

Neha Chauhan, Henrik von Wehrden, and P. K. Joshi

Abstract Himalayan agriculture households face an increased risk of vulnerability
due to its harsh intrinsic social and environmental factors. And the changing climatic
conditions are further enhancing the vulnerability of these systems. To improve adap-
tation strategies and policy formulation, the impact of climate change on a household
level needs to be accessed. However, comprehending the role of social and environ-
mental factors in vulnerability assessments to climate change has received little
attention on a household level. To integrate the knowledge available in the scientific
literature, we performed a systematic review of peer-reviewed literature available on
household vulnerability assessment (n = 21, focusing on research conducted in the
Himalayas region). We evaluated the available literature according to (1) bibliometric
features of selected studies and (2) the dynamic of vulnerability assessment. Most
of the articles reviewed by us assessed vulnerability utilizing statistical assessment
methods. The number of studies incorporating both social and environmental aspects
has increased in recent years. Almost 50% of the studies focused on a single stressor,
i.e., climate change for vulnerability. Holistic approaches and multi-level assessment
are mostly lacking, as studied to combinedly assess both social and environmental
factors.

Keywords Household vulnerability « Agriculture - Systematic review - Himalaya
1 Introduction

Global leaders, policymakers, scientists, and the common public are increasingly
recognizing the impact of anthropogenic-induced global change that leads to local
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environmental degradation, thereby putting people at risk (Schréter et al. 2005). The
scale of threats ranges from global consequences such as temperature change due
to greenhouse gas emissions, to localized impacts such as land degradation due to
degrading agriculture practices (Devendra 2012). Dynamics among economic and
social conditions might intensify or reduce the impacts of these changes (Ibarraran
et al. 2010). Nevertheless, the harm associated with global environmental changes
has been on the rise for the past few decades (Fraser et al. 2011). To minimize the
loss, concerning diverse dimensions of social, ecological, or financial factors due to
these harms, we need to first accurately assess the vulnerability of varied systems
surrounding us. Vulnerability assessments have emerged as a set of crucial tools to
identify organizational shortcomings, which can weaken the performance of a system
exploring the adaptation options available at hand (Fiissel 2007), and identifying the
hotspots requiring immediate assistance (Shukla et al. 2016). The vulnerable hotspots
are rarely identified at different geographic scales (Brooks et al. 2003b), such as
nations (De Souza et al. 2015), populations (Ibarraran et al. 2010), communities
(Chauhan et al. 2020a, b), or households (Gupta et al. 2020) to explore the drivers
of vulnerability and suggest policy changes (Chauhan et al. 2020a; Mustafa et al.
2011). The hotspot identification at a local scale such as village and household level
may help to identify tailormade adaptation actions and can thus allow for a better
resource allocation (Wood et al. 2014).

Differences in vulnerability often depend on spatial and temporal variance (Fraser
et al. 2011). High reliance on natural resources and choices for climate-dependent
livelihoods, such as agriculture, makes societies more vulnerable to the impact of
climate change (Aryal et al. 2014). Due to their high dependence on natural resources,
the Himalayans and other socio-economically disadvantaged mountain areas are
among the most vulnerable regions worldwide (Devkota et al. 2013; McDowell et al.
2013). For Himalayan communities, agriculture is the main source of livelihood
as about 80% population of the Himalayas is directly or indirectly dependent on
agriculture (Shukla et al. 2019; ICIMOD 2007).

The Himalayan agriculture communities are known to be highly susceptible
to vulnerability (Ullah et al. 2018; Shukla et al. 2016; Panthi et al. 2016), due
to intrinsic socio-environmental factors like the heterogeneous topography, rough
terrain, remoteness, poor economic conditions, and fragility of Himalayan moun-
tain systems. Other than above mentioned intrinsic factors, several extrinsic factors
such as variable weather conditions, such as precipitation variability amplify the
disproportionality in vulnerability for Himalayan agriculture communities. Hence,
the increasing climate changes are severely impacting these communities (Joshi
2017; Gupta et al. 2019). The negative impacts of climate variability diversely affect
Himalaya agriculture communities (Shekhar et al. 2010), increasing their vulnera-
bility. To capture and monitor the complexity of vulnerabilities, several assessment
methods have been developed and implemented at different spatial scales.

The rise in vulnerability among Himalayan communities underlines the need for
spatially integrated vulnerability assessment to allow for location-specific adaptation
strategies (Birkmann 2007; Eakin and Luers 2006). To improve local scale manage-
ment of vulnerability and to allow the development of precise policies focused on
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adaptation strategies, a better understanding of social and environmental factors
affecting the household vulnerability plays a decisive and urgent role (Ghimire
et al. 2010). Agriculture households are facing distress by the unprecedented climate
change impacts such as farm productivity deterioration, erratic rainfall and weather
vagaries, decreased yield, and aggravating food insecurity (Shuklaet al. 2019; Ahmad
and Afzal 2019). Agrarian households in the Himalayas have in recent decades seen
unparalleled transitions in social, environmental, and economic sectors (Devkota
etal. 2013), with few positive and mostly negative effects on a household level (Ojha
et al. 2015; Hahn et al. 2009). Given the challenges being faced by agrarian house-
holds, a critical evaluation of vulnerability assessments being performed is needed
(Aryal et al. 2014; Ford and Smit 2004).

High variation among the driving factors of the household vulnerability suggests
the requirement of diverse and multiple studies focused on their vulnerability assess-
ment (Ullah et al. 2018). Despite the pressing need for such studies, the agrarian
households of the Himalayas have been sidelined regarding fine-scale vulnera-
bility assessment. In the plethora of vulnerability assessment studies, few studies
to date focused on Himalayan households (Dialga et al. 2017). The present study
aims to bring a comprehensive account of household vulnerability assessment with
Himalayan-specific agrarian communities through a systematic review. We also
examine the extent and nature to which these studies incorporate both social and
environmental factors. The peer-reviewed studies are assessed broadly in three major
steps, dividing our analysis into bibliometric analysis, methodological approaches
of the reviewed studies, and the type and conceptualization of vulnerability assessed.
Building on our review of the available literature, we will identify gaps and propose
pathways for future research.

2 Methodology

To comprehend the current scientific literature focusing on agricultural households
and their vulnerability to climate change within the Himalayas, a systematic literature
review was conducted. Systematic literature reviews follow a well-defined procedure
with a predefined set of inclusion criteria to extract and assess the existing knowledge
from the available literature (Zhang et al. 2018).

2.1 Search Strategy

The peer-reviewed research articles involved in this systematic literature review were
searched using the SCOPUS and the ISI Web of Science (WoS) database. Both the
search engines provide an inclusive collection of existing literature across Himalaya
covering the two major domains of vulnerability assessment, i.e., social and environ-
mental sciences (Shukla et al. 2018), building on an extensive set of keywords. The
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majority of this research was performed from January to March 2020. English was
the primary search language. WoS gave us 1799 number of hits, whereas SCOPUS
provided us with 2288 research articles. A detailed description of our search keywords
for literature is available in the supplementary file. After removing 2061 duplicates, a
total of 2026 research articles remained. The following flowchart shows the procedure
for finalizing the articles included in the study.

2.1.1 Inclusion Criteria and Article Screening

Research articles based on our search were sorted based on predefined inclusion
criteria, based on our research focus. First, all the duplicates were removed, and a
final set of articles were generated. Then based on the abstract, potentially applicable
papers were evaluated. Finally, after abstract analysis, papers considered appropriate
were processed via full-text screening (Fig. 1). At all stages of the screening process,
the uncertain cases were subjected to a second opinion from fellow reviewers.
Research articles with an unclear methodology for vulnerability assessment or oper-
ationalization were excluded, as well as studies based on local perception, adaptation
strategies, livelihood and poverty issues, mitigation, and resource utilization with no
relationship to the concept of vulnerability. The sequential screening of articles from
the search performed finally led to the selection of a total of 21 articles dealing with
the agriculture households and their vulnerability. The second reviewer also assessed
all the articles recognized by the primary reviewer as possibly utilizable based on
the full-text screening (Table 1).

n 5 SCOPUS Web of Science
Identification (2288) + (1799)

Articles identified through
database search

l

Duplicates Titles & Full Text

Removed |IN=2026 ||  Abstract Screening

I—.-Zoﬁl ‘—5-1967 L>-36

Screening

r
Studies finalized for
review (N=21)

Included

Fig. 1 The flowchart of article selection
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Table 1 Criteria for inclusion of research articles in review

Criteria Inclusion
Publication date Articles published between January 2000 and October 2019
Document type Peer-reviewed articles

Availability of article | Available on Web of Science (WoS) or Scopus

Theme of article Articles assessing the vulnerability of agricultural households or farming
households

Study area Bhutan

China (Tibet)

Indian Himalayan region
Nepal

Pakistan

In the review process, the focus was to identify bibliometric characteristics
(geographical scale of assessment and year of study/publication, stress under consid-
eration) and dynamics of vulnerability (vulnerability-assessment approach, sub-
dimensions, and indicators used to assess vulnerability, vulnerability framework,
etc.) from the included studies.

2.1.2 Data Extraction

All included studies were subjected to content analysis. The studies were divided
based on the initial question ‘type of vulnerability assessment under consideration’
and ‘community in focus.” The major focus of the present study was to extract the
present knowledge on agricultural households of the Himalayas. Consequently, the
review process focused on critically analyzing the framework used for conceptual-
ization of vulnerability and type of vulnerability assessed. The evolution of method-
ologies over the period in assessing vulnerability was also considered a major part
of this review.

3 Results

3.1 Characteristics of Included Studies

Table 2 summarizes the characteristics of included studies. Among 21 studies
selected, most studies were conducted in Nepal. Most of the studies focused on
the assessment of the livelihood vulnerability of agriculture households. Climate
change was the most widely studied stressor among these studies.
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Table 2 Characteristics of the selected studies for review
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Study objective Study sites Vulnerability HHs Data collection | Authors
assessed included

Impact of climate Solukhumbu, | Livelihood 145 Semi-structured | Aryal et al.

and socio-economic | Dolakha, vulnerability index interview (2014)

change on the Bajhang and climate

flexibility of (Nepal) vulnerability index

transhumance

communities

Determine the Nepal Eco-environmental | 154 Structured Chaudhary

driving factors of vulnerability questionnaire, | et al.

farmland FGDs, KII, (2018)

abandonment and secondary

understand the sources

vulnerability of

those farmlands

Assess the Mustang, Livelihood 3243 Secondary data | Chhetri

sustainability of Nepal vulnerability (2006)

agriculture as a

major livelihood

option and its

vulnerability

Analyzing food Humla, Nepal | Food system 313 Structured Gautam

insecurity within the vulnerability questionnaire, |and

food system by FGDs, KII Anderson

applying concepts (2017)

of vulnerability

To identify the Jumla, Nepal | Climate 483 PRA and Gentle and

adaptation capacity vulnerability and secondary Maraseni

methods by capacity analysis information (2012)

assessing

vulnerability to

climate change

Poverty and drivers | HKH Poverty index 141,978 | Government Gerlitz

of socio-economic resources etal.

disparity in HKH (2012)

To devise adaptation | Nepal Drought 158 PRA Ghimire

strategies for vulnerability et al.

farmlands (2010)

vulnerable to

droughts

To examine the Garhwal, UK | Socio-environmental | 128 Questionnaire | Gupta

impact of an vulnerability survey et al.

altitudinal gradient (2019)

on the
socio-environmental
vulnerability of
households

(continued)
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Study objective Study sites Vulnerability HHs Data collection | Authors
assessed included

To gather Gorkha, Disaster 82 Interviews, He et al.

knowledge pool for | Nepal vulnerability participant (2018)

DRR by assessing observation

the vulnerability of

earthquake

impacted

households

Developing a Uttarakhand, | Climate 50 Questionnaire | Pandey

vulnerability index | India vulnerability index survey and Jha

for climate change (2012)

and identifying

suitable adaptation

strategies

Index development | Dehradun, Adaptation 120 Interviews and | Pandey

to examine Pauri capability index questionnaire | et al.

adaptation to Gharwal survey (2016)

climate change (UK)

vulnerability

To identify the Pauri Climate 50 Questionnaire | Pandey

potential adaptation | Garhwal, UK | vulnerability index survey etal.

responses to climate and current adaptive (2017)

change capacity index

To assess the food | Nepal Household food 360 Interviews Pandey

security of the river insecurity access and

basin scale Bardsley
(2019)

To develop Gandaki, Livelihood 543 Household Panthi

site-specific Nepal vulnerability index survey and et al.

intervention secondary data | (2015)

techniques for

vulnerability

reduction

Perception of rural | Lamjung, Food insecurity 150 PRA, FGDs, Poudel

population to the Nepal KII et al.

impact of climate (2017)

change on food

insecurity

Vulnerability of Himachal Hazard vulnerability | 200 Questionnaire | Prasad

watershed HHs to Pradesh, India survey and et al.

hazards satellite (2016)

imagery

The paper intended | Faisalabad, Livelihood 150 Household Qaisrani

to highlight the Khan, vulnerability index surveys etal.

variation in Mardan (2018)

vulnerability due to | (Pakistan)

site-specific
differences

(continued)
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Study objective Study sites Vulnerability HHs Data collection | Authors
assessed included

Impact of Khyber Vulnerability index | 200 FGDs, KII, Shahzad

vulnerability on Pakhtunkhwa, household etal.

livelihood, poverty | Pakistan survey (2019)

and other social and

environmental

aspects

Increase the Melamachi, Livelihood 365 Household Sujakhu

understanding of Nepal vulnerability index survey and etal.

vulnerability to secondary data | (2019)

livelihood at the

household level

To understand the Himachal Social and 180 Interviews Tiwari

impact of Pradesh, India | livelihood etal.

socio-economic vulnerability (2018)

conditions on

agroforestry as a

livelihood option

To collect Khyber Climate change 116 Household Ullah et al.

farm-level evidence | Pakhtunkhwa, | vulnerability surveys (2018)

and highlight the Pakistan

climate change

vulnerability

FGDs: Focus Group Discussion; HHs: Households; KII: Key Informant Interviews; PRA: Participatory
Rural Appraisal

3.2 Bibliometric Analysis

The study is distributed among the five countries, i.e., India, Nepal, Bhutan, China
(part of Tibet), and Pakistan, which are a part of the Himalayas. Vulnerability assess-
ment is one of the latest explored concepts to comprehend the impact of changing
climatic and environmental scenarios on agriculture communities (Shukla et al.
2017). Most studies focusing on agricultural households were conducted rather
recently (see Fig. 2). More than 60% of the studies were published between the
years 2016 and 2019. This recent increase in the quantity of publications assessing
the vulnerability of agricultural households is a result of the enhanced demand for
evidence required for policy formulation regarding adaptation strategies among these
agricultural communities (Ojha et al. 2015).

Nepal has the highest number of studies (11 papers) focusing on agriculture
household level multi-scale vulnerability assessment, followed by India (6 papers).
Pakistan has a total of three household-level assessments whereas no studies focusing
on a household level were conducted in China and Bhutan. However, one study
spans across the whole Himalayas considering all five nations. Figure 3 shows the
distribution of country-wise sites in different studies.
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The difference in geographical scale for household selection varied at a wide scale.
In the selected studies, households were investigated at administrative and biophys-
ical scales or both. Most of the studies (33%) were performed at the district level.
The household selection at the village level was done in 24% of studies. Country,
village council (Panchayat), and township (tehsil) were the preferred geographical
levels to select households in 5% of studies each. Among the physical scale, 9% of
studies chose watershed and altitudinal zonation for household selections. Only two
studies chose households with mixed administrative and physical scales.

3.3 Methodological Approach

The methodological approaches can be broadly divided into three major types, based
on the methods and techniques applied to collect the data, namely (a) quantitative
approach, (b) qualitative approach, and (c) mixed methods (Creswell 2014). Table
2 shows the methods used for data collection by respective studies. For data collec-
tion, most studies have employed a mixed-method approach (57%), participatory
rural appraisal techniques such as focus group discussions (FGDs), semi-structured
interviews, and key informant interviews (KII). The rest of the studies, i.e., 43% have
used quantitative methods for data collection such as questionnaires, spatial analysis,
ecological surveys, secondary government data, etc.

For vulnerability assessment and interpretation of data, three major approaches
were utilized: (a) qualitative approach (QA), (b) indicator-based approach (IBA),
and (c) statistical analysis (SA). Table 4 shows the type of methodological approach
implemented by the articles selected for this review. Most of the studies (48%)
employed the SA method for data analysis and interpretation. The IBA method was
used by 38% of the studies for vulnerability assessment, whereas the QA method
was used by only 14% of studies. The results are clear indicators of the greater
use of statistical analysis in the vulnerability assessment of agriculture communi-
ties. Multivariate statistical analysis (such as principal component analysis (PCA)
and multivariate logistic regression (MLR)) was performed for vulnerability assess-
ment, and in some cases, qualitative vulnerability assessment and participatory rural
appraisal (PRA) (such as FGDs, KII, etc.) were performed.

3.4 Dynamics of Vulnerability

3.4.1 Conceptualization of Vulnerability

Scholars from different academic or knowledge domains have a different under-
standing of the term vulnerability, making vulnerability a very complex and deeply
contested subject, spread across various conceptual frameworks implemented in
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Table 3 Percentage distribution of vulnerability frameworks applied

Framework Components % studies (N)
IPCC (TAR, AR4) f (Adaptive capacity, sensitivity, exposure) 38 (8)
f (Adaptive capacity, sensitivity)
Sendai framework f (Disaster) 475 (1)
FAO food insecurity scale | f (Food availability, health and hygiene) 4.75 (1)
Differential vulnerability 9.5 (1)
LVI-IPCC f (Social networking, livelihood opportunities, 19 (5)
demographics, climate variability and disasters)

IPCC = Intergovernmental Panel for Climate Change; TAR = Third Assessment Report; AR4 =
Assessment Report 4; FAO = Food and Agriculture Organization; LVI = Livelihood Vulnerability
Index

comprehending vulnerability. The studies included in the review have conceptual-
ized vulnerability based on different frameworks. Table 3 lists various frameworks,
their essential component, and their usage in different studies.

The conceptualization differs in the presumed centrality of the socio-economic
status of households, which plays a major role in deciding adaptation strategies
implemented by households to dampen the effects of vulnerability. Eight studies
use different frameworks by IPCC. The third and fourth IPCC assessment reports
identify vulnerability as a function of exposure to external stressors, the sensitivity of
the system and communities, and its tendency to adapt to the stressors while the fifth
IPCC assessment report considers vulnerability to be entirely a function of inherent
factors responsible for its sensitivity and intrinsic adaptive capacity (IPCC (2007,
2014)). The Livelihood Vulnerability Index framework, also implemented by Hahn
etal. (2009), Schroter et al. (2005) and Brooks (2003a), was used in four studies. This
framework conceptualizes vulnerability as a major function of livelihood options and
natural hazards.

Conceptualizing vulnerability based on the social and economic construct of the
household was done by two studies. Sendai framework (developed by UNISDR—the
secretariat for the International Strategy for Disaster Reduction, now known as United
Nations Office for Disaster Risk Reduction (UNDRR)), conceptualizing vulnerability
based on disaster occurrence, frequency, and magnitude, was used in one study.
The Sendai framework is a major reference used in disaster studies or vulnerability
assessment of hazards. Household Food Insecurity Access Scale, developed by FAO,
was used in a study to conceptualize vulnerability. Many articles (at least five studies)
did not specify the framework used by them to conceptualize vulnerability in their
studies. Table 4 shows the vulnerability framework distribution in respective studies.

3.4.2 Deliberated Stressors of Vulnerability

The impact of changing climate on agriculture communities has been the topic of
great concern at various geographical levels, be it at global, national, sub-national,
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Table 4 Distribution of

vulnerability in respective

studies

N. Chauhan et al.

Methodological Vulnerability Authors
approach framework
Index-based IPCC TAR AR4 Aryal et al. (2014)
approach
Statistical Do not specify any Chaudhary et al.
approach conceptual (2018)

framework
Statistical LVI-IPCC Chbhetri (2006)
approach
Statistical Do not specify any Gautam and
approach conceptual Andersen (2017)

framework
Qualitative Differential Gentle and
approach vulnerability Maraseni (2012)
Statistical Differential Gerlitz et al. (2012)
approach vulnerability
Statistical IPCC TAR AR4 Ghimire et al.
approach (2010)
Index-based IPCC TAR AR4 Gupta et al. (2019)
approach
Qualitative Sendai framework He et al. (2018)
approach and IPCC TAR AR4
Index-based IPCC TAR AR4 Pandey and Jha
approach (2012)
Index-based Do not specify any Pandey et al.
approach conceptual (2016)

framework
Index-based IPCC TAR AR4 Pandey et al.
approach (2017)
Qualitative FAO Food Insecurity | Pandey and
approach Scale Bardsley (2019)
Index-based LVI-IPCC Panthi et al. (2015)
approach
Statistical IPCC TAR AR4 Poudel et al. (2017)
approach
Statistical Do not specify any Prasad et al. (2016)
approach conceptual

framework
Index-based LVI-IPCC Qaisrani et al.

approach

(2018)

(continued)
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Table 4 (continued) Methodological Vulnerability Authors

approach framework
Statistical IPCC AR5 Shahzad et al.
approach (2019)
Index-based LVI-IPCC Sujakhu et al.
approach (2019)
Statistical Do not specify any Tiwari et al. (2018)
approach conceptual

framework
Statistical IPCC TAR Ullah et al. (2017)
approach

IPCC = Intergovernmental Panel for Climate Change; TAR =
Third Assessment Report; AR4 = Assessment Report 4; LVI =
Livelihood Vulnerability Index

or regional levels (Shukla et al. 2017). While the primary concern of national and
sub-national levels was long-term meteorological changes, the regional level was
the major focus regarding people’s perception of climate change. This high signifi-
cance of climate-related risks for agriculture communities was investigated by studies
focusing on the local level as well. Out of the total studies selected for this review,
almost half studied the vulnerability of agriculture households to climate change.
The studies considered the perception of communities toward climate change and
the impact of changing temperature and rainfall on agriculture and its productivity.

19% of the studies assessed the vulnerability of agriculture communities to
changing socio-environmental conditions such as decreasing fertility of farmland,
altitudinal gradient, varying resource availability, etc. (Shahzad et al. 2019; Gupta
et al. 2019; Chaudhary et al. 2018; Chhetri 2006). Hazard occurrence and suscepti-
bility was the central concern of three studies out of the total selected. Earthquakes,
drought, and flash floods were the major hazards discussed. The past few decades have
witnessed an increase in socio-economic disparity. The increased socio-economic
inequality has led to an uneven distribution of resources among the population. Two
papers (Tiwari et al. 2018; Gerlitz et al. 2012) analyzed the impact of changing socio-
economic conditions on the vulnerability of agrarian households. Food insecurity also
acts as a stressor of vulnerability. Two papers (Pandey and Bardsley 2019; Gautam
and Andersen 2017) used food insecurity to identify the vulnerable households of
the Himalayas.

Regarding vulnerability indicators at the household level, the Livelihood Vulnera-
bility Index (LVI) by IPCC was the most widely considered. This index incorporates
both social and environmental indicators to understand how the change in these vari-
ables impacts the livelihood of households (Prasad et al. 2016; Panthi et al. 2015).
The livelihood opportunities at a household’s disposal can be the most efficient adap-
tation strategy against vulnerability. Developing rural livelihood through increasing
assets is a major adaptation policy in developing nations. Other types of vulnerability
considered in the selected studies are mentioned in Table 2.
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3.4.3 Components of Vulnerability Addressed

Vulnerability assessment is a complicated and multi-dimensional concept due to
its dynamic nature. It incorporates a varied number and types of parameters ranging
from social, financial, human, natural, environmental, and other aspects. The coupled
human-environmental systems of agriculture communities’ experiences impact all
the above factors, thus highlighting the importance of identifying their role in vulner-
ability. The selected studies for review have identified various indicators to represent
the different aspects of vulnerability assessment.

The indicator selection is dependent on multiple factors such as the type of the
methodology utilized for vulnerability assessment, the object of assessment, data
availability, etc. The IPCC approach to vulnerability assessment is the most widely
used framework for indicator selection. The IPCC takes vulnerability as a function
of adaptive capacity and sensitivity. In all the studies following this method (8 in
total), the authors used the hierarchical method to divide the three major components
(sensitivity, adaptive capacity, and exposure) into sub-components and then indica-
tors. Table 5 shows the selection of the component, sub-components, and prominent
indicators used by authors performing the index-based assessment:

The ability to cope with the vulnerability after certain readjustments in socio-
economic systems is known as adaptive capacity. To frame appropriate policies to
tackle the problem at hand, it is necessary to understand the profile of households.
The understanding of the condition of assets available at the households’ disposal
be it financial, social, or human is required in making adaptation decisions, efficient
resource allocation, and mitigating strategies.

Climate variability and natural disaster were the sub-components used to capture
exposure (Table 5). Temperature fluctuations, erratic precipitation patterns, and
climatic extreme events are identified as the major variables affecting the primary
livelihood (agriculture) of Himalayan communities (McDowell et al. 2013; Panthi

Table § Distribution of indicators used among the studies

Components Sub-components Number of articles

Adaptive capacity | Socio-demographic characters (household profile, 8
education, information)

Livelihood diversification (variation in employment
options)

Social networks (community support, involvement in
social gatherings, assets)

Exposure Climate variability (femperature, precipitation) 7
Natural disasters (floods, landslides, other disasters)

Sensitivity Water (irrigation facilities, drinking water, water 7
quality)

Health (medical facilities, nearness to health centres)
Food (food insecurity, access to food, food
availability)

Finance (access to banking, loans, mechanization)
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etal. 2015; Sujakhu et al. 2019). Also, natural hazards such as landslides, flash floods,
cloud bursts, and drought have devastating impacts on the inherent climate-sensitive
livelihood ranging from changes in the sowing season to wiping off the standing
crop (Pandey and Jha 2012; Qaisrani et al. 2018). Changing climate is having visible
effects on the hydrological cycle of the Himalayas, leading to decreased water avail-
ability at the right time and generating water stress (Kelkar et al. 2008; Gerlitz et al.
2017; Gupta et al. 2019). Water scarcity has led to decreased options for irrigation
facilities in the Himalayas, leading to decreased agricultural production due to water
stress (Xu et al. 2009).

Agriculture in the Himalayas is extremely sensitive, due to its high dependence
on natural resources, limited possibilities of mechanization, rough terrain, etc. The
farmers are mostly smallholders practising agriculture mostly dependent on rainfall
for irrigation, adding up to the sensitivity of their livelihood. Poor institutionalization,
lack of infrastructure, and limited access to knowledge are other factors that are
increasing the sensitivity of Himalayan agriculture communities.

The diversity in agriculture communities of the Himalayas broadens the number
of indicators acting as a proxy of sensitivity, adaptive capacity, and exposure (Shukla
et al. 2016). The following were the most repetitively used indicators to assess the
vulnerability of agrarian households in the Himalayas by selected studies: demog-
raphy, social, demography, livelihood, employment, climate and climatic hazards,
institutional networks, finance, health, livestock, food insecurity, water unavailability,
income, migration, irrigation, and education.

4 Discussion

This review intended to understand the state of the ongoing research on the contribu-
tion of social and environmental factors to the vulnerability of households of the
Himalayas and comprehension of the impact of climate change by the research
community. The existing literature has established the necessity of the socio-
environmental vulnerability assessment on a household to ameliorate the prevailing
adaptation strategies or suggest newer coping actions. A total of 21 studies were
reviewed to document the household vulnerability and drawbacks in the current
assessment. The review was able to identify the gaps existing in the research and
provide suggestions for a way forward.

4.1 Limitations of Reviewed Studies

This review found two major limitations in the conception and operationalization
of vulnerability assessment in the selected studies. First, the studies provide varied
understandings of vulnerability assessment, a diverse number of stressors driving
vulnerability, and the procedure of indicator selection was the most crucial and most
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complicated. The dynamic nature of the world of Himalayan agricultural communi-
ties and their vulnerability makes the indicator selection spread into the realms of
social, environmental, political, and economic factors consistently varying over time
(Soubry et al. 2020). Despite the in-depth literature review, regardless of the method
employed in assessment, the selection of appropriate indicators properly representing
these factors is subject to uncertainties which make the final scores, and results vacil-
late (Dialga et al. 2017). The coupled human-environmental nature of the agriculture
system in the Himalayas either gets enabled or is constrained by different factors
and thus requires a balanced integration of the two (Pandey and Bardsley 2019).
However, based on the review very few studies offer an integrated investigation of
both social and environmental factors. This might be due to the inaccessibility of
data for the Himalayan region.

The importance of social and environmental indicators in shaping our final vulner-
ability score is usually determined by the weights allocated to the indicators. Chal-
lenges prevail not only when these indicators are selected, but also when weights
are assigned to these indicators. The major disadvantage of this procedure is that
the value of indicators varies not only from community to community but also from
household to household depending on the predisposed conditions of a specific house-
hold (Yoon 2012; Hinkel 2011). At some point in the identification and weighting
of measures, subjectivity on the part of the author comes into play and can affect
the final scores (Etwire et al. 2013). There often exists a non-linearity in the factors
affecting the vulnerability of any system, but while assessing it, the indicators are
often treated in a linear manner dissolving all the inter-connections of factors and
indicators (Tonmoy et al. 2014). Addressing the matter of indicator selection, weights
distribution, and nature of subjectivity in this process is critical while framing the
methodology of vulnerability assessment and extracting knowledge for adaptation
strategies.

The second limitation of the reviewed studies is data collection. The primary
research focused on households and the key source of knowledge was surveys, ques-
tionnaires, interviews, etc. This approach relies heavily on the responses given by
the group or household members. The knowledge collected depends on the person’s
understanding of filling out the forms or being interviewed (Queirds et al. 2017).
Also, the reliability of these methods of data collection is highly dependent on the
structure of the questionnaire or interview and the accuracy in the interpretation of
responses being provided to the interviewer. Bias in data collection is often rooted in
sampling by the dominant of elite or exclusion of less privileged sections of society
(Razavi 2001). Replication of study becomes difficult in this scenario, as it is arduous
to control the variables and environment affecting the subjects or participants.

4.2 Holistic Approach Toward Multi-stressor Studies

Mountain socio-ecological systems, such as agriculture, are highly sensitive to
changes in climatic conditions and are prone to the impact of various socio-economic
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agents (Sharma et al. 2017; Archer 2016). Due to the unknown nature of magnitude
or impacts of climatic changes, such changes are known as ‘novel changes.” Whereas
the socio-economic changes affecting the agricultural communities are called ‘direct
changes’ (Cifdaloz et al. 2010). Despite the differences in the impacts of both types
of changes, there is a complex inter-connection between climatic and other changes
(Résidnen et al. 2016). Neither the climatic factors nor the socio-economic factors
can be studied in isolation, as socio-economic stressors shape the context in which
impacts of climate change are perceived and vice versa (O’Brien et al. 2004).

Many researchers have acknowledged the need for a holistic approach to iden-
tifying the inter-connections between ‘multiple stressors of vulnerability’ (Shukla
et al. 2017; Risédnen et al. 2016; O’Brien et al. 2009). Few of the selected studies
incorporated both type of stressors but failed to acknowledge the underlying inter-
connections. None of the studies included unequivocal analysis of interactions. The
lack of an explicit analysis of the interaction between different stressors might lead
to diminishing the relative importance and impacts of these stressors and may make
the assessment biased. Consequently, it is vital to recognizing the causal-response
relationship between climatic and non-climatic stressors instead of dividing them
into groups and looking at them individually.

4.3 Exposure Dynamics

The report on climate-change-related events and disasters (IPCC 2012) identifies
exposure as:

... the presence (location) of people, livelihoods, environmental services and resources,
infrastructure, or economic, social, or cultural assets in places that could be adversely affected
by physical events and which, thereby, are subject to potential future harm, loss, or damage.
(IPCC 2012, 32).

The physical events mentioned above might be natural disasters or climatic vari-
ability making the communities, populations and households exposed to vulnera-
bility. To develop strategic adaptation plans for mitigation against vulnerability, it is
vital to recognize the most exposed populations. However, the review highlighted the
lack of focus given to exposure factors and their identification. The majority of the
studies treated perception of the common public as proxies to quantify the extent to
which a particular system is exposed. The indicators selected were concentrated on
perceived changes in temperature, precipitation, dry spells, or cold weather. To date,
no study utilized meteorological datasets to identify the extent of change in climatic
conditions in the Himalayas, probable dues to a general lack of available datasets.

Another drawback, which became apparent through our review, was the lack of
studies incorporating future projections when it comes to exposure. The impacts
of changing climate are often displayed through erratic flooding and precipitation,
changed the regime of droughts and variation in the frequency of extreme events.
These events hamper the developmental projects and create enormous economic and
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social challenges for developing countries (Morgan 2011). To lessen the threat posed
to developmental activities, it is essential to use future projections in the assessment
of vulnerability and identification of change of shift drivers of vulnerable hotspots
(Jurgilevich et al. 2017).

4.4 Governance Capacity and Policy Capability

In order to improve policies, studies of governance need to comprise all the different
actors under one umbrella. Another point to improve governance is identifying the
geographical location and understanding the physiography of the location. When
it comes to vulnerability, for the identification of the most urgent and pressing
adaptation needs, the policymakers and planners require to assess the main actors
with responsibility, the required scale of policy implementation, and the appropriate
approach to action (Keskitalo 2009). Few of the studies selected for the present
review investigated governance. The outcomes of these studies presented the devel-
opment planners and policymakers with statistically results with real-time imple-
mentation. The studies provided solutions to bridge the gap between policymaking
at the macro-level and household necessities and urgencies at the micro-levels. The
point that higher-level adaptation policy formulation and planning development must
involve the local-level requirements and information, forming multi-level gover-
nance, draws emphasis on such micro-level studies (Hooghe and Marks 2003). Most
of the indices generated might be useful in providing recommendations for setting
priorities for action, developing an integrated and robust model for resilience to
climate change at various levels, and assessing the impacts of ongoing policies.
The studies can also help with assessing future vulnerability and risk scenarios in
case of some policy interventions to calculate the success of a given policy. The
practicality of the final outcomes of the studies in the understanding contribution of
different factors/indicators such as climate, demography, finance, etc. to vulnerability
provides a flexible approach to development planning and establishes the importance
of local level and focused studies in the field of vulnerability assessment.

5 Conclusion

We reviewed published studies concentrating on the vulnerability of Himalayan agri-
culture households. Our review highlights the need of centering households within
adaptation policy deliberations regarding the vulnerability of agriculture systems.
Our review underlines that while formal household vulnerability assessment attempts
have been made but in limited numbers. The results of the studies are limited by
the availability of data, subjective nature of indicator selection and weightage, and
methodology of data collection. Data integration between different data collection
techniques such as participatory rural appraisal, focus group discussions, remote
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sensing, and national and international records are widely lacking in data. Diversity in
the nature of stressors often gets sidelined due to the scarcity of data for the Himalayan
region. The need for an integrated vulnerability assessment is attempted by few
studies, but for an in-depth understanding of inter-connections between various
stressors, more studies are required. Also, the higher dependency of researchers
on perception-based climate change assessment needs to be addressed immediately
and more options for meteorological data availability should be provided. In order to
acknowledge the complicated nature of vulnerability in mountains, which is affected
by social, environmental, economic, and political issues along with climatic vari-
ability, adopting a multiple stressors approach is necessary. Studies utilizing such an
approach obviously play a large role in strengthening the governance by providing
suggestions for policy formulation and implementation. In addition, more emphasis
on direct policy orientation would increase the recognition of the importance of such
approaches. Integrating a more holistic quantitative approach in the household level
assessment of vulnerability, as well as integrating risk management and climate adap-
tation may serve as a basis to approach the problems of global change on a household
level in the Himalayas.
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for One-Dimensional GLOF Modeling T
of a Rapidly Expanding Dalung

Proglacial Lake, Indus River Basin,

Western Himalaya

Riyaz Ahmad Mir, Sanjay K. Jain, A. K. Lohani, Rayees Ahmed,
Syed Towseef Ahmad, and Gowhar Farooq Wani

Abstract In the Himalayan region, majority of the proglacial lakes formed behind
the poorly sorted and loosely unconsolidated end-moraine dams are expanding
rapidly owing to the rapid recession and thinning of its mother glaciers in response
to climate change. These lakes consist of inherently unstable glacial material having
a huge potential to burst and give rise to worse scenarios of Glacial Lake Outburst
Floods (GLOFs) and hazards. Here, the dynamics of Dalung Proglacial Lake (DPL)
located in Suru catchment of Zanskar River, Indus River Basin, Western Himalaya
has been evaluated using the Sol maps (1962), Landsat TM (1990) & ETM + (2000),
IRS LISS-III (2005), Google Earth TM (2015), and ASTER GDEM. MIKE 11 was
employed for one-dimensional hydrodynamic modeling of GLOFs of the DPL at
the lake site and downstream site. The DPL has developed at the snout of Dalung
Glacier (DG) probably during the last five decades (1962-2015) in response to its
recession by 1.240 km (15.7%) at a rate of 20 ma~'. From 1990 (0.20 km?) to 2015
(0.48 km?), DPL has expanded rapidly by 0.28 km? (58%) at a rate 0.011 km?a~".
The DPL has been characterized as a potentially dangerous lake based on the type
of lake and its volume, rate of lake formation and growth, position of lake, dam
condition, conditions of associated mother glacier, morphometric characteristics of
glacier, physical conditions of the surrounding area and situation down the valley. A
flood peak discharge (GLOF) of 3361.7 m® s~!was estimated at lake site which was
later reduced to 1520.9 m* s~! at the downstream outlet site after traveling a distance
of 34 km. The flood peak discharge has a immense potential to create hazardous
GLOF event, and therefore, a detailed field investigation and regular monitoring of
the lake is recommended.
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1 Introduction

Glaciers all over the world are receding and thinning at a remarkable pace in response
to the changing climatic regimes (Bajracharya et al. 2008; Mir et al. 2013, 2014a,
2015a, 2017; Cogley 2016). Himalayan glaciers, in particular, are shrinking exten-
sively and tremendous mass loss has been observed, which clearly depicts the signif-
icant decline in glacier length (Sakai & Fujita 2017; Majeed et al. 2020; Mir et al.,
2014a, b; Mir and Majeed 2018; Ahmed et al. 2021a; Mir 2021). Continuous reces-
sion and thinning of the glaciers in response to climate change have given rise to a
large number of glacial lakes in the Himalayan region (Yao et al. 2012; Mir 2018;
Ahmed et al. 2021b). These glacial lakes are generally formed behind the uncon-
solidated and unstable glacial end moraines deposits (Kaser et al. 2006; Bolch et al.
2012; Mir et al. 2015a, b, ¢). Moraine dammed glacial lakes have higher tendency of
breaching and therefore could be potentially dangerous due to the accumulation of
large volumes of water. During any type of breaching and rapid discharge of water
and debris from such types of lakes huge outburst floods (GLOF) and hazards can be
produced in downstream areas (Benn et al. 2012; Westoby et al. 2014; Worni et al.
2014). During the recent past, glacial lakes are found to be expanding very rapidly
in response to climate change (Reynolds 2000; Benn et al. 2012; Jain & Mir 2019;
Ahmed et al. 2021c). Nevertheless, due to frequent GLOF events witnessed in the
Himalayan region, the risks to livelihood and other infrastructure have also grown
up in the downstream areas of prone glacial lakes.

For the assessment of the GLOF hazards in any region, the mapping and identi-
fication of potentially dangerous glacial lakes is very imperative. For this purpose,
the Geographic Information System (GIS) and Remote Sensing (RS) technology has
been successfully used globally. The GIS and RS-based techniques allow rapid anal-
ysis of large glaciated areas in a very inexpensive way and are therefore considered
very suitable for glacial lake and GLOF studies (Huggel et al. 2002; Kaib et al. 2005).
Similarly, the flood water movement through any natural landscape resulting due to
the failure of the dam can be predicted using various kinds of methods. Glacial lake
dam breach and its subsequent flood events can pose a serious threat to the people
and infrastructure downstream (Jain et al. 2012; Mir et al. 2018). Since, such events
are largely very uncertain; thus, they can breach unexpectedly without any warning.
Additionally, the Humans can’t prevent or stop occurance of such type of catastrophic
events but, a precise assessment and subsequent modeling to predict such events, its
hazards and flood water movement can be done using geospatial techniques (Huggel
et al. 2002; Jain et al. 2012; Mir et al. 2018). Although modeling can’t be properly
accurate, still they can provide us a better idea of the extent up to which flood water
gets inundated at the time of Dam-Break event and to understand its associated
hazards. For the purpose of dam break flood simulation and GLOF studies, scaled
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physical hydraulic and mathematical simulation models are very frequently used
generally (WECS 1987; Bajracharya et al. 2007).

In this study, the temporal dynamics of Dalung Glacier (DG) and its Dalung
Proglacial Lake (DPL) located in Suru catchment of Zanskar River, Indus River
Basin, located in Western Himalaya has been evaluated using satellite and other
ancillary data sources. Furthermore, the Mike 11 model has been applied for one-
dimensional hydrodynamic flood modeling of DPL.

2 Study Area

The DPL is located in the sub-catchment of the Suru River basin of Zanskar River,
Indus River Basin, located in Western Himalaya. The total area of the catchment is
39 km?. It contributes its discharge to the Suru River which flows in the northwest
direction before joining with the Indus River. The DG and DPL emerge from the
Greater Himalayan peaks located in northwest of Pensi La. The stream emerging
from DG and PDL initially flows towards the eastern direction before joining with
the Suru River flowing in northeast to northwest direction. The DPL is spread between
the geographical coordinates of N33° 56'22” and E76 13/43, in the area (Fig. 1). The
snout of the DG observed during 2015 was located at an altitude of 4031 m a.m.s.1.
The mass accumulation of snow feeding and contributing to the glaciers of Zanskar
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Fig.1 Location map of the study area including DG and DPL
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Basin including DG occurs generally through direct snowfall, as well as through
the blowing snow and avalanches in the area. In this study, the dynamics of the Dg
and DPL was studied extensively. It is because, previously, Worni et al. (2012) have
classified the DPL as potentially critical and recommended a regular monitoring and
possibly field reconnoiter survey of the lake.

3 Data and Methods

In the present investigation, we used the Survey of India (Sol) toposheets on 1:50,000
scale and Landsat satellite data sets of MSS (57 m), ETM + /TM (30 m) and IRS-
P6-LISS-III for identifying and spatio-temporal mapping of the DG and DPL in the
area. For recent time period, the glacier and its associated lake were mapped using the
Google Earth in 2015. The year 2015 acted as the recent source of information about
the dimensions of the lake. A detailed investigation on the dynamics and GLOFs of
the DG and DPL has been carried out using the satellite data sources. The details
of satellite data used are included in Table 1. The closest scenes available for any
of the years were used jointly to map the glacier as well as the lake accurately.
The ASTER-GDEM available from USGS was used as a reference GDEM in this
study. The DEM was used for semi-automatic extraction of drainage basins and
estimation of other topographic parameters. The watershed/catchment of the glacier
and its lake were also derived from ASTER-GDEM. The cross-section at a regular
interval of 1 km along with other details of elevation were also obtained from the
ASTER-GDEM. The cross sections were generated downstream from the lake to
the last selected downstream site in GIS platform. The cross sections from the DEM

Table 1 Data used for the Map & image/sensor type | Acquisition date | Source
study area (Resolution m)
Topographic map 1962 Sol
MSS (57) 10/11/1975 GLCF/NASA
T™ (30) 09/10/1989 do
29/07/1990 do
ETM + (30, 27) 22/10/2000 do
29/09/2000 do
02/09/2005 USGS/NASA
20/10/2005 do
LISS-III (23.5) 29/10/2005 NRSC/ISRO
™ (30) 28/08/2009 USGS/NASA
02/10/2010 do
GEOEYE (4) 5/02/2015 Google Earth
ASTER GDEM (30) 2015 NASA
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were generated because the field measured cross sections were not available for this
area. For the purpose of identifying whether the lake is potentially dangerous, an
integrated latest criterion developed from recent literature was used in this study. It
was followed by the application of one-dimensional MIKE 11 model for simulation
of the GLOFs as well as to assess the relevant hazard potential of the lake to the
downstream areas. Details of the methodology and accuracy assessment of the glacial
lake mapping and model inputs used in this study are discussed in detail by Mir et al.
(2018).

4 Results and Discussion

4.1 Characteristics of DG and DPL

The detailed characteristics of DG and DPL are given in (Table 2). The DG and DPL
were Vvisibly covered on images acquired during 1990 and 2009. However, towards
the northern part of the study area, the DG and DPL were not visible clearly due
to the presence of snow cover present on either of the satellite images of 1989 and
2010. Therefore, in the present study, the years 1990 and 2009 were considered
representative for further systematic analysis and comparative study to understand
the temporal changes of the lake as well as its mother glacier. Furthermore, before
the time period of 1990, the information about the presence of the DPL is not well
documented because of non-availability of the appropriate datasets for the area.
Additionally, the changes 1989-1990 and 2009-2010 representing a small period of
time of 1 year were considered to be insignificant to affect the overall changes of the
DPL during the study period. In this study, thus, the overall temporal changes in DPL.
and DG were studied for different time periods from 1975 to 2015 such as 1975—
1990, 1990-2000, 2000-2005, 2005-2009, and 2009-2015 as given in (Table 3).

Table 2 Details of characteristics of DPL and DG during different time periods

Time period | Dalung Proglacial Lake | Dalung Glacier
Area km? 2 ;
Area km” | Length km | Snout altitude m amsl | ELA
m amsl

1962 Na 13.73 7.93 4362 4807
1975 Na 12.9 7.71 4406 -
1990 0.2 12 7.48 4418 4844
2000 0.4 11.65 7.32 4434 4909
2005 0.41 11.45 6.81 4451 5012
2009 0.47 11.44 6.78 4462 5060
2015 0.48 11.09 6.69 4471 5080

Note ELA-Equilibrium Line Altitude
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Table 3 Changes in DPL and DG during different time intervals

R. A. Miret al.

Time period Change (A) DPL DG
Area (km2) Area (km2) Length (km)
1962-1975 A - 0.83 0.22
A % - 6.44 2.84
1975-1990 A - 0.9 0.23
A % - 6.94 293
1990-2000 A 0.2 0.36 0.17
A % 50 2.96 222
2000-2005 A 0.01 0.19 0.51
A % 2.4 1.67 6.96
2005-2009 A 0.06 0.02 0.03
A % 12.7 0.16 0.41
2009-2015 A 0.01 0.35 0.1
A % 2.1 3.03 1.41
1962-2015 A - 2.64 1.24
A % - 19.24 15.7
1975-2015 A 0.28 - -
A % 58.3 - -

The analysis revealed that from 1975 to 2005, the DG has recessed very rapidly.
Consequently, the DPL lake has also expanded rapidly (Figs. 2 and 3). The DPL has
expanded rapidly towards backsides against the upward recession of DG. However,
after 2005, the expansion of DPL and recession DG has reduced significantly. From

Fig. 2 Recession of DG
between 1975-2015 and
corresponding expansion of
DPL. The background is
represented by Landsat TM
image of October 2010
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Fig. 3 Changes in (a) DG (b) DPL between the years from 1962/1990-2015

the analysis, it is inferred that the reduction in backward growth of DPL will lead to
increase in the accumulation of melt water vis a vis volume of the lake water over
the time. The overall expansion of the DPL during last three decades is shown in
(Fig. 4). During the time period from 1962 to 2015, the ELA has been observed to
have gone up by about 273 m from 4807 m a.m.s.1. (1962) to 5080 m a.m. s. 1. (2015).
The shift in ELA indicates a direct influence of climate change on the behavior and
dynamics of the glacier in the study area. Similarly, the snout of the glacier has also
moved up by about 109 m from 4362 m a.m.s.1l. (1962) to 4471 m a.m.s.l. during the
last five decades (Table 3).

4.2 Characterizing DPL as Potentially Dangerous

The detailed criterion as given in (Table 4) has been used to investigate and char-
acterize DPL as potentially critical and dangerous lake. These criteria and different
indices are developed and described in detail by Mir et al. (2018). In this study, the
lake condition, dam condition, conditions of the associated glacier and topographic
features around the lake and glacier, area/volume of lake, breaching evidences have
been evaluated and investigated using the remote sensing data supplemented with
high-resolution Google Earth images (<5 m). The DPL is having the areas >0.10
km?. Furthermore, the volume of DPL was determined to be about 11.64 million
m? respectively. The DPL is located at the snout and connected with the mother
glacier, i.e., lake is present in ablation zones of their glacier. The icebergs floating
within the lake are clearly visible from the Google Earth images. Additionally, the
terminal moraine dam consists of a narrow spillway of about 5 m width is also seen
from the Google Earth images. It is important to note that the continuous growth
and expansion in the lake area during the last three decades has been clearly related
to the continuous glacier recession during the same time period. The crevasses are
identified clearly above at a distance of 1 km from the snout within the glacier tongue,
which are considered to be the source of ice down-wasting which may slide into a
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(e)

Fig. 4 Satellite images showing progressive growth of DPL (a—e) between 1990-2015 during
different time periods

lake. Although, at present, the mass movements are considered unlikely to enter the
lake, but due to the continuous retreat of the glacier, further lake growth is certain to
occur in the future. The morphometric characteristics (slope and relative relief) of the
glacier and their surroundings are additional important factors that were assessed.
The characteristics of the side moraines as well as the freeboard conditions were
also manually estimated based on the ASTER-DEM. In this study, the freeboard
was found to be low (<3 m). The moraine dams were found to consist mostly the
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Table 4 Details of the adopted integrated criterion for the characterization of the DPL as potentially
dangerous

Index Criteria Frequencies | Weight | DL

Glacial lake type End moraine-dammed | 10 0.15 Moraine-dammed Lake
Lake area >0.2 km? 10 0.15 0.48
Distance between lake | <500 m 10 0.15 At the snout
and its mother glacier

Glaciers average slope | >7° 7 0.10 19.5
Downstream slope >10° 7 0.10 17

from lake

Top width of dam <60 m 7 0.10 46

Glacier area >2 km? 6 0.09 | 11.09

Slope between lake >8° 5 0.07 14

and its mother glacier

Lake area dynamics >10% of decade 4 0.06 0.08 (20%)
and changes

Lake elevation >5000 m amsl 2 0.03 5014

unconsolidated and granular glacial deposits based on close visual interpretation of
high-quality images of Google Earth. These unconsolidated deposits are considered
easily erodible (Jain et al. 2012; Agarwal et al. 2013; Jain and Mir 2018). Addition-
ally, the heavy precipitation if any or a glacial outburst flood formation adjacent to ice
mass may cause a rapid increase in lake level and volume. The enlarging water level
may result in a subsequent enlargement and down-cutting of an existing spillway, or
the initiation of a new channel within the moraine dam (Worni et al. 2012). Moreover,
the Himalayan Mountain range is tectonically active, so this trigger should also be
considered to act as a triggering agent. The seismic activity is generally a common
cause of mass movements in the Himalayan region.

4.3 Mechanism of GLOFs

There are a number of causes and mechanisms of GLOF events (Mir et al. 2018).
However, a typical trigger event is normally required for a GLOF to initiate and occur.
In this study, the formation, the growth rate of the DPL was found almost linear and
it is very likely that the lake will continue to grow in future in response to mother
glacier recession under warming climatic conditions. Therefore, there are chances
of breaching of the lake in future, if the current rate of recession of the glacier and
expansion continues. The hydrostatic pressure due to the resulting large volume of
glacier meltwater is expected to increase due to rapid glacier thinning. The glacial
meltwater is stored behind the naturally occurring moraines which are normally
considered to be unstable due to the unconsolidated composition. In addition to
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continuous increase in lake area (large area >0.10 km?), small distance to the outlet
of the basin and steep slope of the stream from the lake, terminal moraine which
dams the lake is also highly susceptibility to fail.

In addition, the danger from mass movements/ice avalanches and climatic condi-
tions are considered to be significant. The most significant is the danger from ice
avalanches, debris flows, rock fall, or landslides reaching a lake. Moreover, the
morphometric characteristics of the glaciers considered here were found to be the
significant factors of triggering. To analyze morphometric parameters factors, the
area was divided into 5 slope classes using the ASTER-DEM after the classification
of Reynolds (2000). The slopes steeper than >45° were separated and considered to
be the probable source areas for mass movements and avalanches (Fig. 5). To analyze,
the site of ice avalanches, the profile curvature of the catchment was generated. A
convex area at a distance of about 1.5 km of the DPL might rather cause the material
to fall or slide into it. Furthermore, the slope of the glacier tongue was observed to
be less than <10°. However, this classification was seen under the aspect that the
tongues of glaciers are characterized by short steep slopes about 1 km distance from
the lakes along the overall gentle terrain.

Steep part of

ablation zone

Slope (Degrees)
oo

Bl oi-16
B i7-24
[ ]25-33
P 34-46
-2

Fig. 5 Length profiles of DG and DPL in the study area
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The profiles shed light on the possible sites of mass movements about 1 km away
from the lake (Fig. 5). The steeper slope (>45°) is located about 1.5 km away from
the lake. There seems to be a significant risk of mass movements into this lake due to
steep unvegetated slopes that are considered as a common source of mass movements
and can be indicators of high geomorphic activity. In addition, the intensity of GLOF
risk is also increased due to the risk of a rock fall or an avalanche due to the steep
surrounding relief and tectonically active zone. In addition, due to the continuous
warming, the glacier will continue to melt and the lake volume may probably be
further increased. The DPL in front of the rather clean mother glacier dammed by
moraine has a higher risk of overtopping leading to the formation of a breach and
outburst flooding. As observed, the mother glacier has receded faster and the DPL
has grown rapidly since the 1990s.

4.4 Modeling GLOF's Using Mike 11

In this study, Mike 11 was applied for one-dimensional hydrodynamic modeling of
GLOF from the DPL. To carry out the GLOF simulation, overtopping was considered
as the main factor. Based on the empirical equation, the breach width was determined
as 60 m. The side slope has been considered as 1H: 1 V and the Manning’s roughness
coefficient was considered as 0.040 keeping in view the boulder beds and hilly terrain
of Himalayan Rivers and the large debris flow mostly associated with GLOFs. The
breach timing of the moraine dam was considered as 30 min (Aggarwal et al. 2013;
Lohani et al. 2015; Mir et al. 2018). Network Model Setup for MIKE-11 along the
stream from late site to downstream site is shown in (Fig. 6).

The dam breach flood i.e., GLOF has been routed through the Suru River over a
distance of more than 34 km till the first appearance of the infrastructure/settlement in
the valley (Fig. 7). The river profile from lake site down to the catchment outlet
covering a total length of 34 km has been represented by a number of cross sections
at an interval of 1 km in the model (Fig. 7).

As per the results from Mike 11 model, a GLOF peak of 3361.7 m® s~! was found
at the lake site which was reduced to 1520.9 m3 s~ peak at the catchment outlet, i.e.,
downstream site. The total time of travel of flood peak from the lake site to catchment
outlet was found to be about 1 h and 42 min. There is almost a half attenuation of
the flood wave magnitude between the lake site and the catchment outlet. The flood
hydrographs of GLOFs are shown in (Fig. 8). The total flood peak due to GLOF and
its travel distance from GLOF site are given in (Table 5).

5 Concluding Remarks

In this study, multi-temporal satellite and other ancillary data sources have been
used to evaluate the temporal dynamics of the Dalung Glacier (DG) and its Dalung
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Fig. 7 Location of river cross sections, and land use land cover features downstream the DPL

Proglacial Lake (DPL) located in Indus River Basin, Western Himalaya. The DPL
has increased by 0.48 km? during the last 4 decades in response to its mother glaciers
shrinkage by 19.2% at arate of 20 m a~! between the years from 1962 to 2015. The rise
in ELA as indicated in this study is probably as a consequence of ongoing climate
change in the area. Due to the continuous recession of DG, the moraine dammed
proglacial lake (DPL) has expanded continuously during the last three decades from
0.20 km? (1990) to 0.48 km? (2015), indicating a gradual and rapid expansion of 0.28
km? (58%) atarate 0.011 km?a~!. The DPL is also found potentially dangerous based
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Fig. 8 GLOFs hydrographs at lake site and downstream site of DPL using Mike 11 model

Table 5 Flood peak due to
N DPL
glacial lake outburst for DPL ame
Location Just downstream of | Catchment outlet
lake site
Distance from lake |0 34
site (km)
Total GLOF Peak | 3361.7 1520.9
discharge @m3s~ 1)

on standard indices. Therefore, MIKE 11 model was used for the one-dimensional
hydrodynamic modeling at the late site and downstream site. At the lake site, the peak
of the flood hydrograph was estimated to be 3361.7 m3s~! which after traveling over
a distance of 34 km is reduced to 1520.9 m3s~! at the downstream site. Overall, the
results indicated a higher GLOF potential of the DPL and a low damage potential as
there is a moderate development of the infrastructure in this area. However, a detailed
investigation in the field and a regular monitoring of the lake is recommended for
mitigation of any hazard event from the lake in the future.
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Abstract Wetlands of the moribund region of the Ganga—Brahmaputra deltaic part
experience extreme loss and degradation, which is the leading cause for our present
study. In this study, the vulnerable situation, as a part of degradation, is explored
using tree-based ML algorithms in python environment using eight conditioning
parameters, namely: water presence frequency (WPF), change in WPF, hydro dura-
tion, water depth, agriculture presence frequency, proximity to the river, distance
from the road network, and built-up proximity. Four tree-based machine learning
algorithms, namely, bagging classification model, reduced error pruning tree (REP
Tree), gradient boosting classification model (GBM), and AdaBoosting classifica-
tion model (ADB), has been used to evaluate the vulnerability of wetlands for both
phase II (1998-2007) and phase III (2008—2017). It is found that 23.92-25.01% and
44.67-46.99% area to total wetland area emerged as high to very high vulnerable
zone in phase II, whereas 24.08-26.16% and 45.41-49.13% of wetland area iden-
tified as high to very high vulnerable zone in phase III. More than 45% of the total
wetland area disappeared during phase II to phase III. The models have been vali-
dated using the following matrices like sensitivity, Precision F1-score, and MCC for
justifying the best-suited model. With an average score of more than 91 for all the
matrices, the gradient boosting classification model (GBM), and AdaBoosting classi-
fication model (ADB) exhibit more prediction capability and model accuracy than the
bagging classification model, and Reduced Error Pruning (REP) Tree model. With
the successful prediction, the study recommends tree-based ML algorithms for such
or similar works. The study also warns about growing wetland habitat vulnerability
and its negative consequences on socio-ecological benefits.
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1 Introduction

The wetland contains a distinctive ecosystem system with significant hydro-
ecological functions that have been altered significantly faster than any other known
ecosystem (Dong et al. 2020; MEA 2005). Wetland provides 60% of global ecosystem
services with only 6% global spatial extension (Finlayson and Davidson 2018). The
wetland ecosystem also provides shelter for 40% of global species including some
of the most endangered ones (Meng and Dong 2019). Despite immense ecosystem
contribution, the wetland is one of the most threatened ecosystems due to rapid
change in habitat ecology triggered by agricultural extension, infrastructural devel-
opments, population growth in the wetland area (Akpabio and Umoh 2021; Saha
and Pal 2019a), hydrological modification (Pal and Debanshi 2021a, b; Talukdar
and Pal 2019). Agricultural extension towards wetland areas, directly and indirectly,
affects its habitat, and rapid urban growth and infrastructural development deteriorate
its habitat completely (Xia et al. 2021). Davidson (2014) reported that 87% of the
global wetland has been lost since 1700, with an increasing rate of up to 71% in late
1900. Space Application Centre (2018) reported that 32.5% of Indian wetlands shrink
seasonally due to rainfall anomaly and water table fluctuation, which is responsible
for ~3% annual wetland loss (Prasher 2018). In the floodplain region, population
pressure towards the wetland area with vast agricultural practices leads to accelerate
the rate of shrinking (Saha and Pal 2019b; Bassi et al. 2014). The study area moribund
deltaic region of the Ganga—Brahmaputra delta is also facing similar situations (Paul
and Pal 2020a). This region is enriched with many back swamps, sloughs, oxbow
lakes, residual channels, and marshy lands of various sizes. Those wetlands are one
of the major sources of various hydrological resources and also act as a corridor for
many ecologically sensitive species (Bala and Mukherjee 2010). Studies like Paul
and Pal (2020a) reported that 47.31% wetland of this region has been transformed
seasonally due to extensive agricultural practices. This seasonal drying out process
accelerates the rate of wetland conversion into agricultural lands and built-up land
permanently (Paul and Pal 2020b). These factors are very crucial for determining the
fate of the wetland, and therefore, these are considered conditioning parameters for
wetland habitat modelling.

From the environmental perspective, wetland vulnerability is an ensemble of
various natural and artificial factors like rainfall anomaly, lowering down of ground-
water table, extensive land use/land cover (LU/LC) change, loss of connectivity with
active recharge points, and climatic change (Pal and Talukdar 2019; Finlayson 2006).
Current remote sensing (RS) and GIS have such capability to explore the nature of
such change using various spatial models like the wetland vulnerability index (W VI)
model (Defne et al. 2020), Pressure, State, Impact, Response (PSIR) framework
(Mosaffaie et al. 2021), multivariate adaptive regression spline (MARS) (Adnan
et al. 2021). Recently, data-driven and knowledge-driven models such as statistical
index (SI) (Li et al. 2020), linear discriminant analysis (LDA) (Nie et al. 2020), arti-
ficial neural network (ANN) (Paul and Pal 2020b), support vector machines (SVM)
(James et al. 2013), Bagging (Chhabra et al. 2021), Boosting (Pal and Paul 2021b),
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decision tree (DT) (Luo et al. 2021a, b), random forest (RF) (Granger et al. 2021),
Random subspace (Talukdar et al. 2021), Reduced Error Pruning (REP) Tree (Pal and
Paul 2020), boosted regression trees (BRT) (Shaziayani et al. 2021), Evidential belief
function (EBF) (Ghosh 2021), deep belief network (DBN) (Scarpiniti et al. 2021),
and naive Bayes (NB) (Costache et al. 2021) are also used to measure different spatial
phenomenon like flood and landslide susceptibility mapping (Jacinth Jennifer and
Saravanan 2021), groundwater potentiality mapping, climate forecasting (El-Magd
and Eldosouky 2021; Lin et al. 2021). Studies show that the machine learning (ML)
models have the capability to predict spatial phenomena on large datasets and give
more accurate results than traditional statistical techniques (Pal and Paul 2020).
Individual machine learning techniques also has some of their strengths and weak-
nesses, therefore, different ensemble techniques have been introduced to reduce such
weaknesses (Rabbani et al. 2021; Pal and Paul 2021a). In a multi-model approach,
validation of the model is necessary to check the accuracy level and also ensure the
performance of the employed models (Ling et al. 2021). Studies like Mohana et al.
(2021), and Qolipour et al. (2021), reported that tree-based ensemble ML algorithms
have such capability to perform better than generic algorithms. Recently, various
advanced machine learning (ML) algorithms have been incorporated for modelling
various environmental phenomena, but the tree-based multi-model approach for
wetland vulnerability mapping is rare, especially in this region. Therefore, in this
present study, we have attempted to employ multiple tree-based machine learning
techniques for modelling wetland vulnerability in the moribund deltaic part of India.
Different matrices and an extensive field investigation have been done to validate the
performance of the employed models.

Previously, it is mentioned that the moribund of the Ganga—Brahmaputra deltaic
region is prone to rapid wetland loss and hydrological transformation due to
rapid anthropogenic pressure and infrastructural developments. Previous studies like
Mandal and Pal (2017), Paul and Pal (2020a, b), and Everard et al. (2019) focused
on only the transformation and dynamic nature of wetlands but no study focused on
the degree of risk faced by the habitat or habitat risk areas which have a long-term
effect on habitat ecology and ecosystem services of the wetland. Therefore, this study
attempts to identify vulnerable areas of wetland with the help of multiple tree-based
machine learning algorithms.

2 Study Area

The present study area, moribund deltaic region, is a part of the great Ganges—
Brahmaputra delta of Indo-Bangladesh. It extends from 24°30" N/88° E to 23°
N/89°45' E with a total area of 7685.99 km?. The extension of our present study
is 23°24/35” N/88°15'50" E to 23°42/30” N/88°33'20" E with an area of 3927 km?
(Fig. 1). The Ganges—Brahmaputra delta is divided into three geomorphological
units and spread across an administrative unit of India and Bangladesh (Bagchi and
Mukherjee 1983). The Wetland of this region is enriched by fertile alluvial soil



166 S. Pal and S. Paul

TUOUE B0UTE UTE ) 88°1 5'0-E ) ) ssuapuan )
=z z
: 5 5
= f=3 =l
8 % o
] &
£ z
g g
-1 = 4 L.
= =
=] o
[Ip= o STy}
el =
§ g o el
H ™ o
88°00°E 89°00] 90°00°E 91°00E ] L
A R I :
N (/5 B necive Deta | nagis District| S
|| mature Detta [llSea £ T
£l o [T Active Delta ——Rivers £ Q =
=S § [ Ticel deita  —gleational | S ] A
&l —— &
- ¢
¥ o ¥ B -
z z
=) =]
Z I~ ez W =
g4/ S & ]
2 ( ﬁ o™ o™
\ 1l Wetlands r
4 ——District Boundary
& = |nternational boundary
== Rivers : i
z Z % Elevatjon (m) %
8 8 1405 131 =
A — EOE ?
™ 10 5 10 20 L
- ] Lid i 111l Jkm )
88°00°E 89°00°E 90°00°E N00'E " 88°15'0°E " 88°30'0°E " 88°45'0°E

Fig. 1 Geolocation of the study area, moribund delta (Indian part)

and inundated water cane from rivers and depends on the seasonal rainfall regime,
and therefore, most of the wetlands are seasonal (Bala and Mukherjee 2010). Since
the region receives 80% of total annual rainfall (1450 mm) during the monsoon
season, the wetland area gets its maximum areal extent during this season. With
an interconnected network of streams like Bhagirathi-Hooghly, Jalangi, Ichamati,
and Churni, numerous active riverine morphometric structures create a thick layer
of fertile alluvium, silt, and clay layer in this region (Majumdar 1978). Agrarian
economy determines the nature of wetland transformation to a large extent.

3 Materials and Methods

3.1 Materials

For this present study, Landsat TM 4-5 imageries ETM and OLI imageries from the
United States Geological Survey (USGS) from 1988 to 2017 (Path/row: 138/43,44;
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spatial resolution: 30 m) have been used to prepare wetland map, water depth map,
seasonal dynamics of wetland, vegetation and agriculture cover map, and built-up
area map. Open Street Map (OSM) has been used to prepare a road map. Survey of
India (SOI) toposheets have been used to prepare river map. Whereas, the adminis-
trative map of Nadia district was used to demarcate the study area because all parts of
the Nadia district come under the moribund part of the Ganga—Brahmaputra deltaic
region. Extensive field surveys and high-resolution Google Earth imageries have
been used to validate wetland map, built-up map, agricultural map, and road map. A
total of 540 sites has been selected for validating the models.

3.2 Methods

3.2.1 Data Layers Preparation for Wetland Vulnerability Assessment
(WVA)

Eight spatial data layers have been considered for this present study, among which five
parameters are related to the hydrodynamics of the wetland, namely, water presence
frequency (WPF), water depth, change in WPF, hydro duration, and proximity from
the river. The remaining three parameters such as distance from the road network,
built-up proximity, and agricultural presence frequency (APF) are related to LU/LC
dynamics. For this present study, the range of available data (1988-2017) has been
divided into three phases in a decadal manner such as phase I (1988-1997), phase
IT (1998-2007), and phase III (2008-2017). Due to the lack of availability of the
change in the WPF layer for phase I, this phase has been excluded.

The normalized differences water index (NDWI) (McFeeter 1996) has been calcu-
lated for each Landsat image (1998-2017) to identify the wetlands. According to the
studies conducted by Mandal and Pal (2017) and Das and Pal (2016), the NDWI
technique of surface water detection gives better sensitivity for the Indo-Gangetic
region. The NDWI value is higher in greater water depth areas. The NDWI map is
used to prepare water presence frequency (WPF) and also wetland depth mapping
for this study. Recent NDWI layers have been validated using 987 reference sites
selected from Google earth images and field sites. The computed Kappa coefficient
(K) value ranges from 0.86 to 0.95, which indicates an excellent match between
image-based wetland map and ground reality. The equation to calculate NDWI is as
follows:

bgreen - bNIR

NDWI = (1)

green + bNIR

where NDWI = Normalized Differences Water Index; the green band is indicated
by bgreen; and the near infra-red band is indicated by bnr. The NDWI value ranges
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from —1 to 1, where pixel value towards positive 1 indicates maximum availability
of water.

Water presence frequency (WPF) indicates the frequency of appearance of water
pixels within a selected temporal frame (Borro et al. 2014). Consistent appearance
of water pixels considered high WPF and inconsistent appearance of water pixel
considered as low WPF (Paul and Pal 2020a). Therefore, WPF can be an important
indicator to determine the habitat health status of the wetland. To prepare the WPF
layer, each NDWI layer has been converted to the binary image where the presence
of water pixel is considered as 1 and non-water pixel is considered as 0. Thereafter,
images of each decade have been summed up to prepare a decadal WPF map (Figs. 2,
3). The total frequency of water presence within a temporal span is considered as
100%. The WPF has been divided into three categories such as low WPF (<33%),
moderate WPF (33-67%), and high WPF (>67%).

> NDWI
=== X

1

WPF 100 2)

Dis!an%e (km)

5475 "
——Rivers ' I Built-up area

Fig. 2 Incorporated data layers for wetland vulnerability assessment of phase II a WPF, b water
depth, ¢ hydro duration, d APF, e change in WPF, f distance from river, g distance from road, and
h distance from the built-up area
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Fig. 3 Incorporated data layers for wetland vulnerability assessment of phase 11l a WPF, b water
depth, ¢ hydro duration, d APF, e change in WPF, f distance from river, g distance from road, and
h distance from the built-up area

In this equation, Inpwr is the frequency of water presence at the Ith pixel, and N
is the total number of years.

Imaged-based change detection analysis has been done to detect the decadal
change in WPF in the ArcGIS environment. Water depth indicates the potentiality of
hydrological richness (Pal and Paul 2021b). NDWI maps have been used to prepare
the depth map for this study as the pixel value varies with water depth (Paul and
Pal 2021). 30 field-based wetland depth data have been used to calibrate the depth
maps. Hydro-duration is another important parameter that indicates the presence and
availability of saturated soil periodically (Pal and Sarda 2021). Hydro-duration map
phase II and III prepared using 1999 and 2007 for phase and 2010 and 2017 aver-
aging annual hydro-duration maps. This technique has been adopted due to the lack
of monthly data for different phases.

In this floodplain deltaic region, wetlands in the riparian region often lost their link
with feeding channels in the pre-monsoon season (Pal and Saha 2018). These small
tie channels are very important for maintaining water availability and the hydro-
ecological health of the wetland (Kundu et al. 2021). Studies made by Pal and Paul
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(2021a) and Debanshi and Pal (2020) reported that the wetlands located far away
from the perennial channels are generally unable to maintain their stable hydrological
status throughout the year. Therefore, distance from rivers can be considered as
a potential parameter to check the vulnerability status of the wetland. Phase-wise
distance map has been prepared using the Euclidian tool in the ArcGIS environment.
The rapid extension of infrastructure causes fragmentation of wetland scape and
it is caused for disconnection among the fragmented wetland units and increasing
anthropogenic pressure (Grzybowski and Glifiska-Lewczuk 2019).

The current study region comprises some populated urban areas like Kalyani,
Krishnanagar, Ranaghat, Santipur, and Nabadwip. These cities are well-connected
with very dense road networks. Therefore, distance from the road and the built-up
area is considered as a potential parameter for detecting the status of vulnerability
due to anthropogenic pressure towards the wetland area (Islam et al. 2021). Phase-
wise NDBI has been calculated to prepare the built-up distance map and Open Street
Map (OSM) road layer is used to prepare the Euclidian road distance map (Figs. 2,
3). In the floodplain region, wetland capture through agricultural encroachment is
very much visible (Pal and Saha 2018).

bNir — b
NDVI — (bNIR — Dred) 3)
(bNIR + Drea)

b —b
NDBI = M (4)

(bvir + ONiR)

Normalized Difference Vegetation Index (NDVI) from 1998 to 2017 (Eq. 3) has
been taken to prepare yearly vegetation and cropland maps. Thereafter, each NDVI
map is converted into a binary map by providing1 for vegetation and cropland and
0 for the non-vegetated area. These maps are summed up phase-wise to prepare an
agricultural presence frequency (APF) map. APF varies from 0 to 100%, where a
value near 100% often indicates a consistent cropping area (Figs. 2, 3).

3.2.2 Modelling of Wetland Vulnerability

For this study, four tree-based ML classifiers have been used, namely: Reduced Error
Pruning (REP) Tree, Gradient boosting classification model (GBM), AdaBoosting
classification model (ADB), and Bagging classification model. A methodological
overview of the employed models is discussed below.

Reduced Error Pruning Tree (REP Tree)

The reduced error pruning Tree or REP tree is considered to be a relatively fast
decision-making algorithm that uses the pruning method to reduce the complexity of
a data model and minimizes the model error (Pham et al. 2019; Sattari et al. 2021).
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This pruning process simplifies the model tunning and structurization process and
also saves more time during the training (Pham et al. 2019). The pruning process
also reduces the overfitting problem and provides better accuracy to the model (Zhar-
magambetov et al. 2021). There are two types of pruning processes: pre-pruning and
post-pruning. The pre-pruning is a relatively faster process with lesser accuracy
than the post-pruning (Shahabi et al. 2021). For this study, we have applied the
post-pruning technique to assess the wetland vulnerability.

Bagging Classification Model

Bagging or bootstrap algorithm uses bootstrapping technique to reduce the noise in
a dataset and improve the performance of the model (Luo et al. 2021a, b; Song et al.
2021). It is one of the primitive ensemble models which generates multiple randomly
to form a training set (Wen and Hughes 2020; Jain and Xu 2021; Ankar and Yadav
2021). The bagging model decreases the variance of classification error to improve
classification accuracy. For this study, we have used the SK-learn package in python
to run this model.

Gradient Boosting Classification Model (GBM)

The gradient boosting classification model (GBM) is an ensemble model which
uses a decision tree algorithm under the hood (Zhang et al. 2021; Abdi 2020). The
GBM algorithm uses boosting tree technique over the generic tree-based algorithm
for optimizing the model accuracy and performance (Yang et al. 2021). The GBM
algorithm replaces “best-fit” optimization with a “weak” learner model for staking
the model and applying aggregation of the existing dataset (Jun 2021). GBM has
high predictive power over RF, but for noisy data, sometimes it leads to overfitting
(Yang et al. 2021). For this study, GradientBoostingClassifier from the Scikit-learn
ensemble package has been used for wetland vulnerability mapping.

AdaBoosting Classification Model (ADB)

Adaptive boosting or AdaBoosting is also a decision tree-based ensemble model
designed to improve the performance and efficiency of binary classifiers (Zhar-
magambetov et al. 2021). Like other ensemble models, AdaBoosting also uses an
iterative process to learn the mistakes of multiple weak classifiers and improve
the model’s performance (Zharmagambetov et al. 2021; Walker 2021). AdaBoost
classifier tools from the SK-learn ensemble library have been used in this study.
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3.2.3 Data Preparation and Training of the Models

To construct a wetland vulnerability model, vulnerability conditioning factor layers
water presence frequency (WPF), change in WPF, water depth, hydro duration and
proximity from the river, wetland road distance, built-up proximity, and Agricultural
presence frequency) have been converted to grid cell format with a spatial resolution
of 30 m. Subsequently, the frequency ratio for each lower-class area of WPF (<33%)
and depth map has been taken to identify poor wetland habitat areas for both phases.
These maps have been used to extract training and validation datasets for the ML
algorithms.

3.24 Parameter Optimization of the Models

K-fold cross-validation technique along with hyperparameter optimization technique
like GridSearch CV method has been applied to optimize the model. All ML algo-
rithms are optimized to a certain number of iterations using the grid search technique
to generate hyper-parameters (Daviran et al. 2021). The training sets have been split
into some equal random k-sets for training and validation of the model as a standard
procedure (Wen and Hughes 2020). For better performance and accuracy, 5- and
tenfold K iterative processes for 240 candidates have been run to generate 1200 and
2400 fits for each model.

3.2.5 Evaluation and Comparison Methods

In this study, the models have been evaluated using six matrices, namely: sensitivity,
precision, FI-score, and MCC. The confusion matrix for the training and validation
dataset consisted 2 x 2 contingency table from which four types of evaluation results
have been categorized as, true positive or TP, false positive or FP, true negative or
TN, and false-negative or FN. The TP and TN are correctly classified data, whereas
the FP and FN part of datasets are incorrectly classified results. Based on these four
classification results, sensitivity, precision, FI-score, and MCC are calculated using
the following equations:

e Tp
Sensitivity = ———— (®)]
Tp+ Fn
T
Precision = P (6)
(Tp+ Fn)

precision x recall
F1—score= ——————— (7
precision + recall

Tp xTn—Fpx Fn

MCC =
N(Tp+ Fp)(Tp+ Fn)(Tn + Fp)(Tn + Fn)

®)
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3.2.6 Field-Based Validation Method to Determine Wetland
Vulnerability

An extensive field investigation has been conducted to validate and assess the perfor-
mance of the models and also for measuring the physical vulnerability status of
wetlands. For this study, 30 wetlands have been studied from different parts of this
region. The selection criteria of those wetlands include site, situation, wetland type,
and distance from the feeding channel. A total of 12 vulnerability controlling factors
like the connection with a nearby stream, wetland area change, quantity of natural
and artificial inflows, quantity of surface outflows, hydrological period of wetland,
depth (average), water level fluctuation (monthly), and wetland eutrophicated area
are the physical factors, whereas cultivation of fish, presence or absence of agri-
culture practice, area encroached for agriculture, are considered as anthropogenic
factors those are considered to evaluate the vulnerability status of the wetland. A
composite rank score has been calculated to derive a factor-wise score and then the
final score has been generated using the averaging technique in SPSS software to
generate the final wetland vulnerability index (W VI).

4 Results

4.1 Characteristics of the Parameter Layers

Before assimilating all the eight layers, spatial variation of individual parameters can
be quantified to comprehend the nature of each factor used for measuring wetland
vulnerability. The overall wetland area has decreased from 150.38 to 80.63 km?,
which means more than 45% of the wetland area was lost between phase II to phase
III. In case of water presence frequency (WPF), the area under moderate WPF has
lowered from 60.57 to 24.59 km? between phase II to phase III during the post-
monsoon season. The area under high (>5 m) wetland depth also decreases from
41.81 to 23.70 km?, which indicates that many wetlands have been dried out during
phase II to phase III. In the fragmentation dataset, the large core area decreases from
20.60 to 13.63 km? from phase II to phase III. The edge and patch areas also decrease
from 55.59 to 5.94 km? and 24.22 to 13.63 km?, which indicates growing wetland
fragmentation and increasing pressure on the human landscape. The core area of
wetlands is less affected as compared to edge and patch areas. In agricultural presence
frequency, the area under the high APF zone is increased from phase II to phase III
indicates that the low WPF areas area converted into permanent or semipermanent
agricultural land by extending agricultural areas. Similarly, the built-up area towards
the wetland is rapidly increased from phase II to phase III, which is also a cause for
rapid wetland conversion. It is the fact that all the parameters are not concentrated
in the same spatial unit or same spatial variability, therefore, to produce the final
vulnerability model, it is necessary to integrate all the spatial layers.
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4.2 Wetland Vulnerability Assessment (WVA) Modelling

Based on the tree-based machine learning technique, four vulnerability models for
phase II and phase III have been developed. Each output model is classified into
five subtypes (starting from very low to very high vulnerability) based on varying
vulnerability intensities (Figs. 4, 5). In phase II, 102.88 km? (2.64%), 102.55 km?
(2.63%), 104.55 km? (2.68%), and 106.96 km? (2.74%) areas are predicted as very
high vulnerable category by the Bagging, REP Tree, ADB and GBM models, respec-
tively (Table 1). These four vulnerability models indicate that more than 2.5% of
wetland area belongs to a very high vulnerable zone in phase II. In phase III, the
area under the very high vulnerable zone has declined to 53,67 km? (1.37%), 52.91
km? (1.36%), 55.37 km? (1.42%), and 56.12 km? (1.44%) for all four models in the
same order. The area under high vulnerable area is almost twice than the very high
vulnerable area. Wetland proximity to a perineal channel(s) tends to be hydrologi-
cally more secure than the wetland located away fromthe river. The overall wetland
area under different vulnerable zones reduces from 426.28 km? (10.92%) to 215.14
km? (5.51%). This indicates that almost 50% of the wetland area lost since phase
IT among which most of the wetlands belong to the high to very highly vulnerable
wetland category (Figs. 4, 5).

4.3 Assessing the Accuracy of the WVA Models

Table 2 depicts the model validation result for WVA using sensitivity, precision,
F1-score, and MCC. The value for the matrices ranges from 0 to 100, where a value
of 100 indicates good accuracy >88% accuracy level found in case of all the applied
models. The model’s sensitivity score is more than 89 in case of bagging and REP
tree classifiers. Whereas, the sensitivity score increases to more than 90 for ADB and
BGM models. Precision, recall, and MCC score has similarity to sensitivity scores
for all the models (Table 2). The accuracy level for k10 is lower than the k5 value.
The model’s accuracy level tends to be higher in phase III as compared to phase II
(Table 2). Among the four ML models, it is observed that the GBM and ADB models
perform better in comparison to bagging and REP Tree models for both the phases
IT and III. Apart from this, the overall performance of all ML models is good for
wetland vulnerability assessment and mapping.

4.4 Factor-Based Wetland Vulnerability Index (WVI)
Analysis Using Filed Data

Based on the average rank score, the wetland vulnerability index (WVI) has been
calculated on 30 selected wetlands in this region. The average score value has
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Table 2 Ground truth accuracies of the models

Phase Classifiers | K-fold | Sensitivity | Precision |Fl-score |MCC | Support
Phase 11 Bagging 5 89.33 0.89 0.87 0.87 40,000
10 89.76 0.86 0.89 0.88 40,000
REP tree 5 89.23 0.87 0.89 0.88 40,000
10 90.11 0.84 0.90 0.89 40,000
ADB 5 91.50 0.89 0.91 0.90 40,000
10 91.45 0.88 0.88 0.87 40,000
GBM 5 95.56 0.89 0.87 0.86 40,000
10 93.21 0.87 0.88 0.89 40,000
Phase III | Bagging 5 89.52 0.89 0.88 0.89 40,000
10 90.73 0.88 0.89 0.88 40,000
REP tree 5 90.21 0.87 0.88 0.89 40,000
10 89.71 0.86 0.89 0.90 40,000
ADB 5 91.29 0.89 0.87 0.88 40,000
10 92.46 0.88 0.87 0.87 40,000
GBM 5 93.65 0.91 0.92 0.90 40,000
10 92.86 0.89 0.92 0.91 40,000

been reclassified into five sub-categories similar to wetland vulnerability mapping
(Table 3). Wetlands like Chaldoba Beel (wetland), Gupiyar Beel, Chuchokhola Beel,
Sukna Beel, Mora Ganga, and Charganga 2 are identified as very high vulnerable
wetlands with WVI ranges from 11.75 to 10.33. Whereas, wetlands like Bachamari
Beel, Padmamala Beel, Chamta Beel, Boro Beel, Gorgore Beel, Nilkuri Beel, and
Nabadwip Municipality Lake belongs to high vulnerable wetland category with a
WVI score ranging from 9.67 to 9.00. The wetlands like Digri Beel, Chand Beel,
Anjana, Chakla Beel, Bhomra Beel, Khalsi Beel, Charganga 1, Tungi Beel, Bahluka
Beel, Majhdia Doapara Beel, and Hasnadanga Beel with well-connected recharge
points and stable hydro-ecological characteristics belong to low to very low WVI
category (Table 2). The correlation coefficient between WVI and W VA ranges from
0.88 t0 0.93 which is significant at a 0.01 level of significance. The GBM model with
a correlation value of 0.93 came out to be the most significant.

5 Discussion

Wetland risk or vulnerability assessment is a fundamental step towards wetland
management and planning. In this present study of the Indian moribund deltaic
floodplain region, seasonal hydrological alteration and human intervention towards
the wetland area are found as the major triggering factors for exposing wetland habitat
towards vulnerability. Intensive agricultural practices during the pre-monsoon season
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Table 3 Calculated wetland vulnerability score of some selected wetlands

Wetlands WVI State of Wetlands WVI | State of
vulnerability vulnerability
Chaldoba Beel 11.75 Very high Arangsartsa Beel 8.42 Moderate
Gupiyar Beel 11.67 Chokar Beel 8.25
Chuchokhola Beel 11.33 Arpara Beel 7.83
Sukna Beel 10.83 Mathura Jhil 7.00
Mora Ganga 10.33 Digri Beel 6.92 Low
Charganga 2 10.33 Chand Beel 6.58
Bachamari Beel 9.67 | High Anjana 6.42
Padmamala Beel 9.58 Chakla Beel 6.42
Chamta Beel 9.42 Bhomra Beel 6.33
Boro Beel 9.42 Khalsi Beel 6.25
Gorgore Beel 9.17 Charganga 1 5.50 Very Low
Nilkuri Beel 9.08 Tungi Beel 5.08
Nabadwip 9.00 Bahluka Beel 4.42
Municipality Lake
Gayshpurkhulia Jhil | 8.83 Moderate Majhdia Doapara | 4.17
Beel
Muktaduar Beel 8.50 Hasnadanga Beel |3.92

intensify the magnitude of wetland loss. The WPF change detection statistics indicate
that there is a huge reclamation of agricultural land for crop cultivation which leads to
extensive wetland loss. This is also supported by the statistics where more than 50%
of the wetland area has been lost during phases II to III. Whereas, the agricultural and
vegetation cover increased from 2497.85 to 2654.05 km? during phase II to phase III.
Scholars like Sampson (2021), Fickas et al. (2016), and Saha and Pal (2019a) reported
similar conversions of wetland areas due to agricultural extension in their studies
across flood plain wetland. The present study also shows that the process of wetland
conversion is deeply related to the rate of wetland fragmentation by which moderate
to moderately large wetlands are divided into many small numbers of patches with
small core areas. Small wetlands are the most vulnerable to such conversion and
loss, whereas the large wetlands with relatively stable core areas somehow maintain
their integrity. But the edge area of such large wetlands is significantly shrunken
from phase II to phase III (Figs. 4, 5). The large core area decreases from 20.60 to
13.63 km>during phase II to phase III. Extension of the built-up area and connected
transportation networks increased from 913.58 to 1094.27 km? from phase II to phase
IIT which is a reason behind wetland fragmentation in this region. Change in WPF
also indicates that a large number of wetlands converted into ortho fluvial wetland
from para fluvial wetland from phase I to II and also phase II to III (Figs. 2, 3).
Rainfall is the only source of water for these orthofluvial wetlands, which rarely
receive water from the river. Also, connectivity loss from the main feeder channels



180 S. Pal and S. Paul

and lowering of groundwater table due to anthropogenic interferences negatively
affects the habitat condition of these wetlands (Pal et al. 2020; Gémez-Baggethun
et al. 2019).

Apart from the contemporary conditioning factor, historical hydrological evolu-
tion is also a reason behind the present geomorphic setting of the wetlands. Histori-
cally (around the sixteenth century), this part of the deltaic region had gone through
massive hydrological alteration. In 1975, after the construction of the Farakka
barrage, a massive wetland conversion in this region has been occurred (Hirst 1916;
Pal 2011). Studies by Paul and Pal (2020a) reported a loss of 63.34% of wetland area
from 1987 to 2017.

This present study successfully explored the predictability of tree-based WVA
using four tree-based machine learning approaches. The result of four ML models
is compared with field-based data to check the applicability of the models. Among
the four models, ADB and GBM model performs better and gives better accuracy in
comparison to the Bagging and REP Tree model (Table 2). The overall performance
of the GBM model is better than the other three models. But overall, all four models
perform more than satisfactory as found from the accuracy assessment matrix results
(Table 2). The bagging and REP Tree model was reportedly given better results in the
studies like Pal and Debanshi (2021a, b), Talukdar et al. (2021), Pal and Paul (2020),
and Khatun et al. (2021). The accuracy level of all four models has been increased
in phase III and also for fivefold K classification. The complex ensemble models
have proved their superiority over the comparatively simple bootstrap algorithms.
Studies made by Chen et al. (2018a, b, ¢) and Han et al. (2019) also reported better
performance of ensemble models over the generic ML models. It should be mentioned
that the spatial extension of WVA zones varies through their geospatial distribution
which is similar to each other. Since the wetland habitat is a complex interactive
system, and it is controlled by different controlling factors, all the factors do not
equally impact control on the spatial extension of vulnerability. Hydrological factors
are found more dominant than LU/LC factors. This finding has further clarified that
hydrological modification is adominant reason for wetland conversion and promoting
land use transformation causing wetland loss. Pal and Paul (2021b), and Debanshi and
Pal (2020), also reported that hydrological insecurity enhances landscape insecurity.

Wetland vulnerability assessment using such advanced tree-based ML algorithms
is often rare but there is further scope for research in the future. The present study
has focused on only mapping the state of vulnerability and changing the nature of
such vulnerability without considering the parameters like river discharge, quality of
water, and ecological productivity issues. The inclusion of those factors may uplift
the quality of the result. The lack of such extensive spatial data availability restricted
us to incorporate those datasets. In future studies, the incorporation of such extensive
data regarding complex ecological phenomena can improve the acceptability of such
studies a bit more.
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6 Conclusion

This present work has assessed wetland vulnerability based on eight decisive param-
eters using four tree-based ML models. All the models have been validated using
five matrices and found to be sensitive. Among all four models, AdaBoosting (ADB)
and gradient boosting (GBM) are found as the most accurate to predict vulnerable
wetland areas. Very high vulnerable areas have increased over the phases as per all
the models. Wetland under greater exposure to the human landscape is more vulner-
able to transformation. Hydrological parameters are found to be more important for
explaining the vulnerability of wetlands. Hydrological transformation is found as a
promoting factor behind land use transformation. From the management perspective,
wetland vulnerable models are very important since it provides a database for the
future wetland restoration plan. Moreover, since the study has identified hydrological
factors are playing a decisive role in wetland habitat transformation, it will be very
good information regarding the way of wetland conservation and restoration. In addi-
tion to this, the present study tries to build a methodological knowledge addition for
wetland vulnerability study which will be helpful for other types of environmental
risk assessment studies. In this consonance, the study recommends the use of hybrid
tree-based ensemble ML models instead of simple ML models for similar works.
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Abstract Land use/land cover (LULC) change has been a key subject of modern
research techniques to manage unforeseen development in the urban environment.
This work analyzed the spatio-temporal pattern, growth, and development of envi-
ronmental landscape transformation in Kolkata Urban Agglomeration (KUA) using
an unsupervised classification technique and STAR method from 1996 to 2008 and
2008 to 2020. The primary objective of the present study was to generate LULC
maps to assess the change rate in the last twenty-four years. The results revealed
that negative changes were observed in the wetland and vegetation category which
was 7.46% and 7.63%, respectively, while the built-up class increased by 12.92% in
the last twenty-four years. The Kappa coefficient and overall accuracy value ranged
from 0.821 to 0.864 and from 84.62 to 91.63. It was observed that LULC changes
mostly occurred along the transport routes and the existing urban fringe areas. The
striking loss of natural wetland and vegetation cover coexists with an increase in
built-up cover, hence unplanned urban growth. The current research work may help
to understand the dynamics of studied environmental landscape in sustainable urban
planning.

Keywords Urban Agglomeration - STAR method + LULCC - Change Detection -
Unsupervised Classification

1 Introduction

The term LULC is used interchangeably, land cover in the area of the natural surface
that is represented for various purposes like wetland or water bodies, fallow land,
impervious surface, scrubs land, grassland, etc., and the land use indicates the area of
anthropogenic activities surface with respect to land such as metalled road, cultivable
area, commercial, industrial and residential area, etc. The social and economic condi-
tion of any area depends on the land use and land cover of the region. But the
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unusual changes on the surface of the earth are found in almost every part because
of the different natural and anthropogenic activities. The environmental and climatic
condition changes on a global level are highly connected with the man-made disrup-
tions through the transformation of land use and land cover change (Aguilar et al.
2003; Xiao et al. 2006) The rapid economic development increased pressure on
land use/land cover which have changed major portion of wetlands, vegetation, and
damaged the fragile environment, especially in prolonged dry seasons, it also influ-
ences the groundwater levels, decreases habitat heterogeneity (Brock et al. 1999;
Xiuwan 2002; Sondi et al. 2008; Zhao et al. 2010; Guan et al. 2020).

Land use / land cover are very essential to manage the wetland, vegetation, and
other significant environmental resources (Kiptala et al. 2013) as LULC changes have
occurred in both the impact of different human and natural activities. As a result, fast
and reliable data gathering is essential for protecting and planning our environment.
The environment and ecology have been changing continuously due to the negative
effect of unauthorized and illegal land acquisition and haphazard urban growth.
Urbanization has been a key factor influencing land use and land cover change.
According to the majority of researchers, more than half of the world’s population
now lives in cities and urban settlement areas (Obiefuna et al. 2013; Eludoyin et al.
2014). Around 54 percent population of the world resides in urban areas as of 2014
and is estimated to arrive at 60 percent in 2020 and 66 percent by 2050 (United
Nations 2015; Jain et al. 2016). According to UN Habitat (2010), urbanization rates
are anticipated to be higher in developing and least-developed nations, whereas Zhang
and Yifang (2008) estimated that 95% of the net growth in the global population will
occur in developing cities such as India and China. In developing countries, rapid
urban expansion is frequently linked to and driven by socio-economic problems,
and on the other hand, the progress of urbanization has a significant influence on
society’s economy which shows the reciprocal connection between urbanization
and the economy of society (Huang et al. 2005; He et al. 2006). In South Asia, the
important center for economic development is Dhaka in Bangladesh, Colombo in Sri
Lanka, Mumbai, Delhi, and Kolkata in India, which changes the LULC along with
the precious wetland areas like Gulshan lake, Ashulia wetlands, Attidiya marsh, and
Muthurajawela and the east Kolkata wetland and vegetation areas. India will be the
primary center for urban agglomeration by 2021 due to the rapid increase in the urban
population (Taubenbéck et al. 2009). The Indian cities have their distinct features.
The Kolkata urban agglomeration is very rich both historically and economically in
India. Kolkata comes in tenth place among the world’s most populous cities (UN
2011). With the increase in population and urbanization (Kumar et al. 2019; Sharma
et al. 2007) the encroachment impacts more on wetlands and vegetation leading to
land use and land cover change (Ibrahim and P.O, 2013; Okoli et al. 2016). With
its natural richness and diversity, the East Kolkata wetland, Hooghly river, ox-bow
lake, ponds, and other wetlands are all part of the Kolkata Municipal Development
Authority, which plays an important role in the economy of West Bengal (Haque and
Basak 2017). As the research region includes several wetlands (East Kolkata Wetland,
Alipur Lake, Santragachi Jhil, Nalban, and Rabindra Sarovar) and the population
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growth is rapid, therefore the landscape authorities must examine and monitor on a
regular basis (Mondal, 2009; Sahana et al. 2018).

With rising populations and developing technology, people have had an active part
in modifying the environment during the past millennium (Mangan 2014). Many
change detection techniques have been created and tested during the last twenty
years using remote sensing techniques (Rogan et al. 2002; Healey et al. 2005).
Change detection is the technique of detecting variations in the status of an object
or phenomenon by examining it at various periods (Singh 1989). In change detec-
tion, various aspects (wetlands, built-up areas, agricultural land features) collect the
information which provides better knowledge about the relationship between human
and natural phenomena, which may allow for improved the resource management in
the study area. The following information should be provided by a change detection
technique: (1) rate of change; (2) spatial distribution of change classes; (3) land cover
change trajectories; (4) accuracy assessment of change detection outcomes; and (5)
area change rate (El et al. 2016).

The past works ensure that the different organizations established by the govern-
ment like East Kolkata Wetland Management Authority (EKWMA), the Land
Use Development and Control Plan (LUDCP), Urban Development and Municipal
Affairs Department, the West Bengal Pollution Control Board (WBPCB), Calcutta
Metropolitan Water and Sanitation Authority (CMW and SA), the West Bengal
Housing and Infrastructure Development Corporation (WBHIDCO) all have separate
responsibility to monitor the environment (B. Mondal et al. 2017; Ghosh et al. 2018).
The organizations focus on town planning, wetland management, waste manage-
ment, and problems of urbanization. Despite all the KMDA rules and regulations by
the different organizations for the planned development of land, it was found that
the presence of resources is under threat due to anthropogenic activities. Remote
sensing and geographic information system (GIS) techniques can give the idea about
different susceptibility mapping, machine learning models, industrialization, urban
sprawl matrix, environmental pollution, future prediction, and so on (Sarif et al.
2021; Parveen et al. 2021). The present study is focused on conducting historical
morphological LULC evolution, growth rate, and pattern of each class with suitable
statistical techniques and the GIS and remote sensing acquisition data. Previously
many research works had been done by various researchers regarding land use and
land cover change. Though, with the help of past studies, it can be realized that the
study area is suffering from a lack of updated data to determine the change in land
use and land cover. This paper clarifies the many variables influencing the LULC
transformation, the direction in which it is occurring, and the remedial initiatives
undertaken to address the problem in the studied region.

The researcher’s major goal was to explore and evaluate the study area’s spatio-
temporal land use and land cover change rate, dynamic pattern, and growth rate. It
also determines the urban spreading out and land use/land cover conversion rates on
temporal and spatial scales. The main objectives were to create relevant land use and
land cover classification map; to determine the trends of dynamic pattern, change
rate, location of land use and land cover for the past 24 years in the Kolkata Urban
Agglomeration, and to the detailed understanding of the spatio-temporal change
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conversion throughout all decades using change matrix. As a result, the two research
questions were developed initially based on the stated objectives: what was the nature
and pattern of land use and land cover change between 1996 and 2008, and between
2008 and 2020? Secondly, is there any relationship between the landscape changes
with each other, i.e., wetland to built-up, vegetation to agriculture? Results can also
be used to quantify the nature and extent of the region.

2 Study Area

The Kolkata Urban Agglomeration (KUA) is situated at an elevation of 9 m from
mean sea level on the eastern bank of the Hooghly River. KUA is India’s third-
largest urban agglomeration with an area of 1033 km? (Census of India 2011). KUA
consists of Municipal Corporation, Municipality, a recently added area in KUA, a
newly formed municipality in KUA, and a newly added area of KMC. The entire
KUA region along with the non-municipal area is administered by Kolkata Municipal
Development Authority (KMDA) (Fig. 1). KMDA covers an area of 1886.67 km?
which extends from 22°17" N to 23°03’ N and 88°06’ to 88°52" E. KMDA has
39 municipalities, 77 census towns, 16 outgrowths, and 446 villages and is situated
80 km away from the International Border of Bangladesh. The number of wards in the
city of Kolkata is 144 and the area is 206.08 km?. The other Municipal corporations
of the agglomeration are Howrah, Bidhannagar, and Chandan Nagar (http://www.
wburbanservices.gov.in). With a population of 14.2 million in 2011, Kolkata is the
largest urban agglomeration in eastern India, with projections of 20 million in 2021
and 21.1 million by 2025 (KMDA 2011). The climatic condition of the region is
tropical wet and dry, with average temperature records at 18-35 °C and 165 cm
monthly rainfall. The Kolkata Urban Agglomeration plays a vital role in economic
development, as well as in local environmental conditions, but the area has faced lots
of problems like excessive migration, slum area development, poverty, crime, and
unplanned growth.

3 Research Methodology

The present work is based on primary and secondary data. The satellite images for
land use and land cover classification were obtained from the United States Geolog-
ical Survey, Earth Explorer (Table 1). Landsat 5, Landsat 7, and Landsat 8 satellite
images were acquired in three different years 1996, 2008, and 2020, respectively. The
shapefile of the study area was digitized from the topographical map of the Survey
of India.

The STAR method was employed in the present research work as this technique
accounts for the land use and land cover relationship and past ideas, its problem,
growth rate, distribution of land, generation of the transitional matrix, etc. (Fig. 2).
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Fig. 1 Location of the study area
Table 1 Description of satellite images
Satellite image | Month and year of | Resolution | Path/Row Source
acquisition
LANDSAT 5 February, 1996 30m 138/44 USGS-Earth Explorer
138/45
LANDSAT 7 February, 2008 30m 138/44 USGS-Earth Explorer
138/45
LANDSAT 8 February, 2020 30 m 138/44 USGS-Earth Explorer
138/45
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Fig. 2 STAR methodology

‘S’ represents the situation to understand the conditions of the Kolkata Urban
Agglomeration area with the help of a literature review. ‘T’ refers to a task where
gained knowledge, ideas about the study was determined. ‘A’ means that action where
an unsupervised classification technique was run on Landsat images. ‘R’ represents
the results where the analysis of land use and land cover maps, change detection, and
accuracy assessment were carried out.

ERDAS Imagine 14.0 software was used to run unsupervised classification to
identify land use/cover for the years 1996, 2008, and 2020. The software also helped
in the processing of layer stack, mosaic, and a subset of the study area. Landsat images
that were used in the study have 30 m spatial resolution. Unsupervised classification
is very helpful when there is no pre-existing field data or detailed descriptions of aerial
photographs are not available. The user is allowed to assign a meaningful title to each
class and each of which mimics a distinct geographical category (Jensen 1995; Das
2009). For unsupervised classification, 350 classes were selected to generate LULC
maps for the years 1996, 2008, and 2020. On-screen visual interpretation keys such as
tone, form, texture, size, pattern, and association were employed to identify various
classes. Five major classes of land use and land cover maps were identified in the
present study (Table 2).
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Table 2 Land use and land cover classification
LULC classes | Details

‘Wetland It involves ponds, rivers, lakes, ox-bow lakes, waterlogged, swamps, marsh, etc.
Vegetation Tree cover land and grassland
Built-up Settlement areas, industrial areas, and transportation

Agriculture Fallow land and cultivated land

Others Bars in the river, playground, airport, identifiable transportation, wasteland, etc.

To comprehend and estimate the changes appropriately, accuracy assessment is a
vital and most significant technique. The accuracy assessment method is the statistical
technique that is used to check the correctness of the output of the classified data.
For accuracy calculation, 100 simple random sample points were tested and verified
with the help of Google earth pro and ground truth. Producer’s accuracy was also
calculated as it indicates the probability of a pixel being correctly classified and the
total number of pixels classified in the same categories (total column) with the help
of the following Eq. (1) (Akbari et al. 2006)

PA=C;/C; x 100 (1)

where
PA = Producer’s accuracy,
C; = correct sample location in the column,

C,; = total number of sample locations in the column.

The User’s Accuracy was examined by employing the formula (2). User accuracy
indicates the total number of correct pixels in a category divided by the total number
of pixels that were classified in the category (total row) (Andualem et al. 2018).

UA = R./R;, x 100 2)

where
UA = User’s accuracy,
R, = correct sample location in a row,

R, = total number of sample locations in a row.
Overall Accuracy was calculated by dividing all correctly classified pixels by the
total number of pixels in the error matrix (3) (Andualem and Gebremariam 2015).

OA = A.JA, x 100 3)
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where
OA = Overall accuracy,
Ac = All correct classified samples from all classes,

At = total number of samples from all classes.
Kappa coefficient was computed by the following formula (4) (Foody 2002;
Lillesand et al. 2011):

r r r

k=N xii =Y (xi+.x+0)/N* = (xi +x+1) 4)
i=1 i=1 i=1

where

N = sum of all observation in the matrix,

r = number of rows in the error matrix,

xii = number of observations in row i and column i (along the diagonal),

xi, = total of observations in row i (total to right of the matrix),

x4i = total of observations in column i (total at bottom matrix).

3.1 Change Detection

After the launch of the Landsat orbital system, change detection techniques were
developed and used in the 1980s. Many change detection methods were introduced
in the last few decades, including principal component analysis, image subtraction,
changing vector analysis, post-classification change matrix, and spectral features
variance method, etc. (Lu et al. 2004). But multi-band remote sensing imagery is
widely employed as it gives appropriate information about LULC. The measurement
and identification of various classes, as well as trends of past, present, and future
landscapes could be carried out using remote sensing data of different periods. The
quantification of land use/land cover in each class was evaluated to understand the
dynamic pattern as it will assist in better administration and planning of the specific
region (5-9) (Liu et al. 2000; Yin et al. 2011).

AWGR =WG 11 — WG, /cTApy x 100 5)
where

AWGR = the annual wetland growth rate;

WG, ; and WG, = wetland growth at time ,,;and ,,
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c¢T A, = total area at time ,,; and c is the time interval (years).

AVGR =VGpi1 — VG,/cTAppi x 100 6)

where
AVGR = annual vegetation growth rate;
VG4 and VG, = vegetation growth at time ,; and p,

¢T A,y = total area at time ,,; and c is the time interval (years).

ABGR =BGy — BG,/cT A,y x 100 (7

where
ABGR = annual built-up growth rate;
BG,.; and BG,, = built-up growth at time ,,;and ,,

¢T A4 = total area at time ,,; and c is the time interval (years).

AAGR = AG p11 — AG,/cT Apyy x 100 (8)

where
AAGR = annual agriculture growth rate;
AG,,; and AG, = agriculture growth at time ,,;and ,,

c¢T A, = total area at time ,,; and c is the time interval (years).

AOGR = 0G i1 — OG,/cT A,y x 100 )

where
AOGR = annual others area growth rate;
0G,,.; and OG, = others area growth at time ,,;and ,,

¢T A,y = total area at time ,,; and c is the time interval (years).

4 Results

The land use/land cover change was generated for the years 1996, 2008, and 2020
(Figs. 3 and 4). The LULC map for the year 1996 showed that built-up was covering
36.52% of total KMDA, followed by agriculture land at 27.52%, vegetation at
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17.20%, wetland at 15.64%, and others at 3.12%. In the year 2008, built-up, agri-
culture, and other class increased by 3.85, 3.84, and 1.01% area, whereas wetland
and vegetation classes decreased by 5.39 and 3.3% area. The LULC map of 2020
manifested that built-up grew continuously; about half of the area covered by built-up
at 49.44%, wetland and vegetation reduced to 2.07 and 4.33% in between 12 years
periods (2008-2020). Between 1996 and 2020, the wetland area declined by 13,584
ha at a rate of 566 ha per year, the vegetation area started to shrink by 13,892 ha at
a rate of 579 ha per year, the built-up area increased by 23,529 ha at a rate of 980 ha
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per year, agriculture slightly decreased by 1460 ha at a rate of 61 ha per year, and
other land use/land cover class obtained by 5405 ha at a rate of 225 ha/year.

The classification cannot be completed without showing its validity, the results
of this research study included the Confusion Matrix and Cohen’s Kappa, which
had already been used by several researchers for a better result (Hollister et al.
2004). Using these reference data and the classified maps, confusion matrices were
prepared for the three periods (Fig. 5). The overall accuracy of LULC maps was
86.11%, 84.62%, and 91.63% for the period 1996, 2008, and 2020, respectively. The
user’s accuracy of the individual class ranges between 80 to 92% in 1996, 80% to
95% in 2008, and 75% to 100% in 2020. The producer’s accuracy varies between 40
to 93% in 1996, 44% to 93% in 2008, and 60% to 98% in 2020. The Kappa values
in the years 1996, 2008, and 2020 were calculated as 0.82114, 0.79, and 0.8647.

4.1 Change Matrix Analysis

The study of LULC transitions helps in determine how a certain land use and land
cover has moved from one type of land to another type. The change matrix from
1996 to 2008 was calculated and mapped (Table 3 and Fig. 6). The results showed
that 13,393.1 ha of wetland areas were unchanged, but 15,091.3 ha of areas were
converted into vegetation, built-up agriculture, and other LULC classes. So the
maximum encroachment of the wetland class by built-up areas was 6165.36 ha.
But for vegetation and built-up areas, about 10,907.5 ha and 46,101.5 ha areas were
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Table 3 Change matrix, 1996-2008
2008

Class name | Wetland Vegetation | Built-up Agriculture | Others | Total
1996 | Wetland 13,393.1 2727.54 6165.36 5232.69 965.7 |28,484.4
Vegetation 568.17 |10,907.5 9131.49 |10,127.3 590.22 |31,324.7
Built-up 2138.49 5663.16 |46,101.5 |10,313.5 2307.96 |66,524.6
Agriculture 2365.11 5707.17 |11,289.6 |29,958.1 804.96 |50,124.9
Others 219.24 301.95 985.14 1295.46 | 2874.24 | 5676.03
Total 18,684.11 | 25,307.32 | 73,673.09 |56,927.05 |7543.08 | 182,135

stable. The maximum transformation of the area in vegetation and built-up into agri-
culture was 10,127.3 and 10,313.5 ha, respectively. The maximum area was stable
in built-up followed by agriculture (29,958.1 ha). The highest conversion was taken
place in agriculture to built-up (11,289.6 ha) and others to agriculture (1295.46 ha)
in the same period.

The pixel by pixel approach was used to create the change detection matrix for the
years 2008 to 2020 (Table 4 and Fig. 7). The results showed that wetlands have been
shrinking over the year and changed into residential, cultivation, or other classes. As
quantified, the unchanged areas were 9292.56 ha, and the maximum area conversion
found in the built-up area was 4579.56 ha. Likewise, from 1996 to 2008 and 2008
t02020, it has been found that more land was transformed into built-up (8545.59 ha)
and agriculture (8106.57 ha) areas from vegetation areas. Furthermore, the transition
trend of the built-up area revealed the fact that 57,966.8 ha become unchanged. The
major portion of the agricultural class was transformed into vegetation and built-up.
Moreover, built-up occurred greatly in fringe areas because the migrants prefer to
reside in periphery areas as living costs are low as compared to main cities and along
the roadways (Reis 2008).

The overall land use and land cover transition from 1996 to 2020 was quantified
(Table 5 and Fig. 8). The areas of built-up (10,378.1 ha), agriculture (5626.71 ha)
gained the majority of the land from the wetland region, which is higher than the
earlier two transition periods (Tables 3 and 4). The transition of vegetation indicated
that all categories except agriculture gained the areas predominantly as compared
to the previous two transition matrices. The maximum conversion was observed in
built-up areas because the urban areas encroached very rapidly than the others. The
built-up class encroached the 14,769.8 ha of agriculture area within 24 years of the
interval which was the highest of all categories. Finally, the transition between classes
showed that 2168.28 ha were stable and 3507.75 ha were converted into a wetland,
vegetation, built-up, and agriculture areas.
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Fig. 6 Change detection, 19962008

4.2 LULC Expansion Rate and Change Detection

The trend of land use and land cover growth in each spatial pattern within the study
area was also examined. The positive growth was found in built-up (Fig. 8) as well
as in agriculture class. On the other hand, a negative growth rate was observed
in wetland and vegetation classes between 1996 and 2008. During 2008-2020, a
significant increase of 0.74 was seen in built-up, and a decline of —0.40 in the growth
of agriculture was ascertained. Built-up has been the most prominent growing class,
while wetland and vegetation class reduced continuously.
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Table 4 Change matrix, 2008-2020

2020
Class name | Wetland | Vegetation | Built-up | Agriculture | Others Total
2008 | Wetland 9292.59 779.94 |4579.56 | 3361.77 723.6 |18,737.5
Vegetation 1265.49 | 5697.81 |8545.59 |8106.57 1799.19 |25,414.7
Built-up 1298.97 | 4430.88 |57,966.8 |7083.9 3038.31 |73,818.9
Agriculture | 2794.68 | 6244.74 |15,535.3 |30,035 2726.64 |57,336.4
Others 309.51 378.81 | 3618 413.64 2831.04 | 7551
Total 14,961.24 | 17,532.18 |90,245.25 |49,000.88 | 11,118.8 |182,858

As shown in Fig. 9 that AWGR was found negatively because, in Panihati,
Konnagar, Uttarpara, Kamarhati, North dumdum, Baranagar wards, and Howrah
municipal corporations area in 2008 and the Mahastala wards and East Kolkata
Wetland in 2020 majorly transformed wetland into built-up and agriculture area. The
AVGR also showed a negative growth rate because deforestation was carried out
in Barasat, Mahastala, Budge Budge, Pujali wards, and in rural areas of Howrah,
Hooghly, and South 24 Parganas due to migration, increasing population, new plan-
ning of town area and creation of different recreation center. The ABGR shows that
the maximum positive growth rate was found in Bansberia, Kalyani, Sonarpur/Rajpur
wards in 2008, while the highest rise in 2020 was seen in Uluberia, Barasat,
Madhayamgram, Baruipur, Maheshtala wards, and the north part of Howrah along
the Madhayamgram-Barasat road and the NH16 by joining the Uluberia wards to
join the NH19 near Calcutta chord line west. Built-up areas act as either positive
or negative but the unplanned growth has constantly created a negative pressure on
other areas. The AAGR showed positive growth in 2008 because the vegetation and
wetland area of Uluberia, Kalyani, Gayeshpur wards, and the non-municipal area
of Howrah, Hooghly, South 24 Parganas, and the Nadia district transformed into an
agricultural area, but by 2020, it manifested the negative rate as the agriculture area in
Baidyabathi, Uluberia wards, Howrah municipal corporation and all along with the
expansion of Kolkata Urban Agglomeration captured by the built-up. The AOGR
also indicated positive growth because of the metro route and fly over construc-
tion, playground, and an increase in bare land. The concern related to shrinkage
of wetland and vegetation area simultaneously with a great increase in built-up has
raised a question on planning. Since landscape transformation is an ongoing process,
if it is not monitored and regulated properly, then it may damage the environmental
sustainability of the study area.

5 Discussions

The land use/land cover in Kolkata Urban Agglomeration changed drastically after
independence; millions of refugees (about 4 million) migrated from Bangladesh
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Fig. 7 Change detection, 2008-2020

to West Bengal between1946 and 1971. As Kolkata is the hub for employment,
education, industries, and other economic activities that attracted people from towns,
cities, and the other districts as well as neighboring states and countries in India
(Chatterjee 1990; Roy 2003; Mitra et al. 2012). Initially, the agriculture area showed
a trend of positive growth, but with time, it started decreasing and there could be a
possibility in further reduction in the area might be caused by urban expansion and
other anthropogenic activities.
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Table 5 Change matrix, 1996-2020

2020
Class name | Wetland | Vegetation |Built-up | Agriculture | Others Total
1996 | Wetland 9167.04 1842.12 | 10,378.1 5626.71 1470.42 |28,484.4
Vegetation 1438.83 7191.81 | 11,571.5 9000.99 | 2121.57 |31,324.7
Built-up 1699.74 | 3511.98 |51,376 7092.81 | 2844 66,524.5
Agriculture | 2377.62 | 453843 |14,769.8 |25,961.8 2477.34 |50,125
Others 216.63 348.12 | 1961.19 981.81 |2168.28 |5676.03
Total 14,899.86 |17,432.46 |90,056.59 |48,664.12 |11,081.6 | 182,135

The present research work manifested major changes in vegetation and wetland
with a net decrease of 13,892.13 ha and 13,584.26 ha, respectively, in the last twenty-
four years, while on the other hand; built-up grew by 23,531.98 ha. The wetland area
has been shrinking due to haphazard built-up growth, agriculture activities, industrial
sector, and other developmental activities, e.g., New Town city and the Barrackpore-
Kalyani expressway (Majumdar and Sivaramakrishnan 2020). The New Town city
plan vanished the area of both agriculture and wetland, it had been estimated that 304
hectares of land decreased within 7 years (Sardar 2013). About half of the wetland
area shrunk from 1996 to 2020 in Kolkata Urban Agglomeration (Choudhary et al.
2017). The unplanned growth of urban agglomeration has been engulfing the wetland
and vegetation in KUA. If wetlands, vegetation area, and agricultural land is not
managed properly then these will be degraded soon.

The past studies also indicated that the LULC area transformed rapidly because
of industrial development (Maity et al. 2020), tremendous pressure from increasing
population growth (Mondal and Sahoo 2021; Mandal et al. 2019), climate change
(MAS 1999), and the haphazard growth of built-up areas (Govind and Ramesh
2019) in most of biggest cities. The vegetation and wetland areas in the interior
part encroached slowly and rapidly captured the peripheral areas due to the devel-
opment of built-up classification (Naikoo et al. 2020) in the Delhi NCR region. In
their work, Chamling and Bera (2020) noted that major encroachment found in the
natural landscape due to man-made activities in Bhutan—Bengal foothill. In the Jhar-
gram district of West Bengal, the similar outcome (Kayet et al. 2019) was seen, with
an increase in built up category but a loss in agriculture and vegetation area. These
results have determined the negative impact of built-up areas on non built built-up
areas of the research area. Therefore, the huge industrial development, agriculture,
and economic growth have been the key factor to transform the LULC pattern in the
study area.
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Fig. 8 Change detection, 1996-2020

6 Conclusions

This study explored the spatio-temporal change in KMDA during 19962008 and
2008-2020 that manifested drastic transformation in LULC, the positive growth
occurred in built-up areas whether significant decline observed in vegetation and
wetland classes. The built-up area expanded toward the peripheral areas in open
land, agriculture areas, wetland area, and along the roadways from 1996-2020.
Despite several policies by the state government and non-governmental organizations
to protect the wetland and vegetation area, the haphazard built-up growth put great
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pressure on the environmental health of the study area. If this trend continues, there
will be a huge problem that may occur shortly. It could be asserted that there is a need
to protect the environment’s health and services by providing alternative works such
as wetland fishing cultivation, which is more promising because it delimits encroach-
ment from other land use classes and also provides economic support, while constant
monitoring in the study area with the help of local communities, organisations, and
municipalities could help to minimize the further degradation.
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Vulnerability Assessment of COVID )
Epidemic for Management and Strategic T
Plan: A Geospatial-Based Solution

Gouri Sankar Bhunia

Abstract Due to the regular increase of COVID, there is a need to devise a tool for
district-level planning and prioritization and effective allocation of resources. Based
on publicly available information, this analysis is being conducted to establish a
vulnerability index based on population and infrastructural characteristics to classify
vulnerable districts in West Bengal. A composite index of vulnerability at the district
level is calculated based on seven indicators across knowledge deprivation (literacy
rate), provisioning deprivation (lack of sanitation facility, lack of electricity and
safe drinking water), and population density. Pearson correlation test was used to
determine the correlation between vulnerable indicators and COVID incidence. A
geographically weighted regression index was used to perform the vulnerability
index. To measure both domain-specific and overall vulnerability, the percentile
ranking approach was used and geographically presented results in districts. The
adjusted R? is calculated as 0.87 with the Akaike Information Criterion of 111.19.
North 24 Parganas, Hooghly, Kolkata, and Howrah, located in the southeast part of
the state, were found to have high overall. While the aim of this analysis was not to
estimate a district’s risk of infection, we found correlations between vulnerability and
the current incidence rate of COVID intensity at the district level. The suggested index
seeks to help planners and decision-makers coordinate vaccine allocation regions
efficiently and enact risk reduction policies for improved preparedness and reaction
to the epidemic of COVID.

Keywords COVID - Pearson’s correlation - Geographically weighted regression *
Vulnerability index + Management strategy

1 Introduction

Coronavirus disease 2019 has been infected with coronavirus 2 (SARS-CoV-2)
extreme acute respiratory syndrome which is primarily responsible for causing
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mayhem in the entire human society (Franch-Pardo et al. 2020). With more than
11.25 million confirmed cases and more than 24,97,514 deaths reported globally,
there are significant concerns about the public health, social and economic impacts
of the virus, especially on susceptible and impoverished communities, as well as
on fragmented healthcare systems in low- and middle-income nations (https://cov
id19.who.int/; Budd et al. 2020). Asia’s densely populous nations, including India,
Bangladesh, and Pakistan, are highly susceptible to this disease due to high popula-
tion densities, inadequate healthcare services, and poverty (Kanga et al. 2020). More
than 11,077,991 confirmed cases have been registered in India as of February 26,
2021, of which about 156,069 (1.41%) were alive, 10,760,401 (97.13%) recovered,
and 156,950 (1.41%) died (https://www.covid19india.org/).

In India, state governments are preparing risk-informed lockdowns by defining
areas of differing levels of intensity, using the criteria known to control the infec-
tiousness of COVID-19 to date. In addition, unique hypothesized criteria like BCG
vaccinated individuals and women are resistant to the survivability of this infection,
which determines the community’s resistance to this disease pandemic. The total
number of doses of the COVID-19 vaccine given to clinicians and frontline staff in
the country has surpassed 1.3 cr. The COVID-19 vaccine will be applied to people
over 60 years of age and those over 45 years of age with comorbidity from 1 March
onwards. Since the weakest members of the community would suffer the impact of
an epidemic-induced economic shock, it is crucial to recognize the social status of a
nation while designing a vulnerability index. Moreover, the propensity of a popula-
tion to obtain medication and handle an epidemic is contingent on quick and reliable
access to well-equipped healthcare services, which should be included in the risk
index. There are many epidemiological variables that may place a population at risk
of a higher COVID-19 infection incidence rate and mortality, and therefore should
be included in the vulnerability index.

Indeed, traditional mapping and, more specifically, geographic information
systems (GIS) have long been regarded by health practitioners as essential resources
for monitoring and fighting contagion (Sarkara and Chouhan 2021). The pandemic of
COVID-19 is full of uncertainties and most of them have a geographical dimension
that leads to a regional and effectively mappable picture of the concepts (Ye et al.
2021). Consequently, the research needs of health science provide the ability to inter-
pret the COVID-19 phenomenon across variables of numerous types, its geographical
analysis and stochastic aspects, its spatial impact on decision-making and daily life,
and predictive analytics of the disease’s evolvement (Acharya and Porwal 2020). In
order to track the spread of the virus, assess the risks, manage services, and target
rebuttals, efficacious epidemiological surveillance is based on common geospatial
data (Juergens 2020).

In this sense, an effort was made to provide an instrument for district-level prepa-
ration and response to the West Bengal COVID-19 epidemic. To rank each district
of West Bengal through knowledge deprivation (literacy rate), provision deprivation
(lack of sanitation facilities, lack of electricity, and clean drinking water), and popu-
lation density, a series of indices were measured to rank each district of West Bengal,
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rendering them susceptible to a natural disaster in general, as well as the epidemic
of COVID-19.

2 General Description of the Study Area

West Bengal state is extended between 27°13/15” and 21°25'24” north latitudes and
85°48'20" and 89°53/04” east longitudes. There are 23 districts and 5 divisions in
West Bengal. The state also shares Bangladesh, Bhutan, and Nepal’s international
boundaries. It is the fourth-most populated state with over 91 million people and the
fourteenth-largest state by population in India. It is also the world’s seventh-largest
country subdivision, with a gross area of 88,752 km?. Kolkata, the state’s capital
and largest city, is India’s third-largest metropolitan agglomeration and seventh-
largest city. After Kolkata, Asansol in West Bengal is the second-largest city and
metropolitan agglomeration. Siliguri is a city of economic importance, geographi-
cally situated in India’s northeastern Siliguri Corridor (Chicken’s Neck). The climate
of West Bengal ranges from dry savannah in the southern part to humid subtropical
savannah in the north. Although the summer is noted for excess humidity in the
delta zone, the western highlands, like northern India, experience a dry summer.
West Bengal receives the Indian Ocean monsoon’s Bay of Bengal branch, which
travels southeast to northwest. The southern portion of West Bengal can be sepa-
rated into two regions from a phytogeographic point of view: the Gangetic plain and
the Sundarbans’ littoral mangrove forests.

3 Materials and Methods

3.1 Data Collection and Database Creation

The data for this study came from India’s Ministry of Health (MoH), which is in
support of tracking COVID-19 on a regular basis at the local level throughout the
country. The number of cases, death, and active cases was documented up to February
2021. Socioeconomic data at the district level was collected from the website and
mid-year population. Spatial units for this analysis were districts. A shapefile was
created within the GIS environment and ArcGIS Desktop 9.5 was applied to asso-
ciate the COVID cases data. Based on available current databases from the global
administrative areas database, an administrative boundary map of district borders in
shapefile format was prepared and revised. A variety of secondary datasets from the
Ministry of Human Resource Development, Government of India, were used for this
research. Various reports, such as the 2011 Census and the District Level Household
Survey Report-4, were used to collect district-level data for the indices.
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3.2 Variable Selection

A very crucial component of vulnerability evaluation is variable demarcation. There
is a variety of evidence available on the initiating mechanisms that made the
COVID-19 pandemic more vulnerable to a particular demographic condition. Many
researchers put more emphasis on social and environmental influences that can have a
direct influence on COVID-19 disease outbreaks (Tsai and Wilson 2020; Sarkara and
Chouhan 2021). Since the essence of the COVID-19 outbreak is such that both the rate
of transmission and infection-related mortality are based on population dynamics,
demography should be included in a risk index. Since high population density will
contribute to rapid group spread, population density is taken into account. The largest
number of deaths is reported among the underprivileged communities, as shown
by the percentage of households with low wages, people belonging to the back-
ward class, Scheduled caste Schedule tribe, and low workforce participation rate.
Three aspects of human deprivation have been chosen based on data availability:
(i) Knowledge deprivation, (ii) Healthcare deprivation, and (iii) Provisioning depri-
vation. Knowledge deprivation is the weighted sum of the overall rate of illiteracy
and the proportion of primary-level children not passed to the upper primary level
(Dutta 2017). Healthcare deprivation is primarily the percentage of non-institutional
deliveries. The arithmetic mean of (i) the proportion of households without access to
electricity, (ii) the proportion of households without access to latrine facilities within
the property, and (iii) the proportion of households without access to clean drinking
water is regarded as provisioning deprivation.

3.3 Geographically Weighted Regression (GWR)

QGIS version 2.3 is used for calculation, exploratory analysis, mapping, and visu-
alization. The incidence rate of COVID cases by district level from up to February.
Such statistical values were integrated as non-spatial data into the designed GIS vector
polygon map. To model spatially varying relationships, a geographically weighted
regression (GWR) analysis is performed (Mitchell 2005). As explanatory variables,
multiple demographic and health factors, such as knowledge deprivation (literacy
rate), provisioning deprivation (lack of sanitation facility, lack of electricity, and safe
drinking water), and population density were identified and chosen for the study.
The rate of occurrence as a predictive variable was used. The kernel bandwidth is
demarcated to determine the distance above which neighbors’ local projections are
no longer affected by them. A regional surface of models is generated with related
goodness-of-fit statistics and spatial parameters are estimated such as R-square, stan-
dard error, and t-values. The output illustrates potential data relationships, excep-
tions for help finding or geographic hotspots, and offers detail on the essence of the
processes being examined.
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3.4 Statistical Analysis

A descriptive characteristic (mean, median, standard deviation, kurtosis, and skew-
ness) of demographic parameters and COVID cases were calculated. The analysis
was performed in Microsoft Excel 2010. An exponential linear relationship was
calculated with the dependent variable being the incidence rate of COVID cases and
independent variables being demographic variables. A preliminary Pearson corre-
lation coefficient (r) was undertaken to select covariates with the dependent vari-
able (COVID incidence rate) and independent variables (knowledge deprivation,
healthcare deprivation, and provisioning deprivation). All the statistical analysis was
performed at a <0.05 significance level.

4 Results

Up to February 2021, a total of 574,716 COVID cases were recorded. The average
number of COVID cases per district was calculated as 24,884 with a standard devi-
ation of £33,049.62. However, the maximum number of cases were recorded from
Kolkata (128,491), followed by North 24 Parganas district (122,437) and South 24
Parganas district (37,087). The lowest number of cases were observed in Kalimpong
district (2229), followed by Jhargram district (3042) and Uttar Dinajpur district
(6651). The average number of cured cases was estimated as 24,259 + 31,994.8.
The average active cases were estimated as 181 (Table 1). The highest number of
active cases were recorded from Kolkata (1107), followed by North 24 Parganas
district (1021) and West Barddhaman district (275). The least number of active cases
were documented from Alipur Duar (12) and Dakshin Dinajpur (14). The average
incidence rate of West Bengal State is calculated as 5.36 per 1000 population. The
highest incidence rate was calculated for the Kolkata district (28.57/1000 population),
followed by North 24 Parganas (12.23/1000 population), and Darjeeling (9.95/1000
population), located in the southeast and north of the state (Fig. 1a). The lowest

Table 1 General characteristics of COVID cases in West Bengal (upto 18th February, 2021)

COVID/Descriptive | Mean Standard | Median | Standard Kurtosis | Skewness
statistics error deviation

Cases 24,884.3 6891.32 | 12,669 |33,049.62 6.90 2.74
Cured 24,258.78 | 6671.38 |12,506 |31,994.8 6.89 2.73
Active 180.87 59.83 |98 286.92 7.46 2.86
Death 444.65 163.52 | 149 784.18 7.12 2.75
Incidence rate/1000 5.36 0.81 4.20 3.88 5.43 2.19
population

Mortality rate/1000 0.09 0.03 |0.05 0.14 | 14.72 3.64
population
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Fig. 1 Incidence rate a and mortality rate b of COVID cases in West Bengal (Up to February 2021;
Source https://www.covid19india.org/)

incidence rate was calculated from Puruliya (1.729/1000 population), followed by
Bankura (2.212/1000 population), and Birbhum (2.463/1000 population), distributed
in the west and central part of the state. The highest mortality rate was calculated
for Kolkata and the minimum mortality rate was calculated for Puruliya. The high
mortality rate of COVID cases was observed in the south, southwest, and north of
the West Bengal (Fig. 1b).

Table 2 shows the descriptive characteristics of vulnerable factors of COVID
cases. In the study area, the average population density was calculated as 1685.43
+ 1575.33. However, the maximum population density was calculated for Kolkata
(7024 per km?), followed by North 24 Parganas district (4306 per km?) and Darjeeling
(3306 per km?). The lowest population density was calculated for Puruliya (370 per
km?), followed by Bankura (468 per km?) and Birbhum (523 per km?). The highest
index of knowledge, index of health service, and index of provisioning deprivation
were calculated for Kolkata, followed by North 24 Parganas and Darjeeling. More-
over, the lowest value of the deprivation index was calculated for Puruliya, followed
by Bankura and Birbhum (Table 2). The highest value was calculated.

The calculated Pearson’s correlation test between population and density and
COVID incidence rate showed a strong positive correlation of 0.45 (P < 0.05).
Pearson’s correlation test between COVID incidence rate and knowledge depriva-
tion, healthcare deprivation, and provisioning deprivation was calculated as —0.55,
—0.56, and —0.76, respectively. Figure 2 shows the exponential correlation between
COVID incidence and deprivation index of knowledge, health service, and provi-
sioning. The exponential relations between COVID incidence rate and population
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Table 2 Descriptive characteristics of vulnerable factors of COVID
Predisposing Mean Standard error | Median Standard | Kurtosis | Skewness
factors deviation
Population 168543 |328.48 1054.00 |1575.33 5.15 2.15
density (per
km?)
Index of 0.22 0.01 0.22 0.05 -0.12 -0.13
knowledge
deprivation
Index of health 0.22 0.02 0.22 0.10 0.57 0.49
service
deprivation
Index of 0.39 0.03 0.40 0.14 0.34 -0.27
provisioning
deprivation
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Fig. 2 Correlation between causative factors and COVID incidence rate

density, knowledge deprivation, healthcare deprivation, and provisioning depriva-
tion were estimated as 0.26, 0.35, 0.56, and 0.85, respectively, referred to a strong
relationship with COVID incidence.

The summary statistics of GWR are represented in Table 3, with an adjusted R?
of 0.7 and Akaike Information Criterion of 111.19. Figure 3 showed the COVID
vulnerable index map of West Bengal state at the district level. The results also

Table 3 Summary statistics of geographically weighted regression

Bandwidth

Residual squares

Effective number

Sigma (o) | AICc

R2

Adjusted R?

4.11

66.11

6.79

2.02 111.19

0.90

0.87
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Fig. 3 COVID 2019 vulnerability index map

showed the very high vulnerability district is considered as North 24 Parganas,
Hooghly, Howrah, and Kolkata. The high vulnerable district was considered as South
24 Parganas, Nadia, West Bardhamann, Puruliya, Kalimpong, Darjeeling, Uttar
Dinajpr, and Dakshin Dinajpur. The medium vulnerable district was identified as
Purba Medinipur, Paschim Medinipur, Bankura, Alipur Duar, Cooch Bihar, Maldal,
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Mushidabad, and Birbhum. The low vulnerable district was considered Jalpiguri,
East Bardhamann, and Jhargram.

5 Discussion

Owing to the lack of a vaccine or appropriate treatment, several forms of the disease
will continue to influence people around the world, even having a major economic
impact. Effective strategies and the appropriate data are required to minimize attempts
to curb the COVID-19 outbreak and control its far-reaching effects. In this report,
the District Vulnerability Index is intended to help government efforts to respond
effectively to West Bengal’s rapidly evolving COVID-19 epidemic. This data will
be used by planners to identify disadvantaged communities and offer assistance in
planning for, as well as minimizing and reducing, the health and socioeconomic
impacts of COVID-19.

The vulnerability index can be discussed from many angles. The vulnerability
index derived through GWR is simple, additive, and reliable. The results of the
study show that North 24 Parganas, Hooghly, Howrah, and Kolkata districts have
high vulnerability. This vulnerable district has a poor index of knowledge depriva-
tion, healthcare deprivation, and provisioning deprivation. There are a large number
of low-wage workers in West Bengal who travel across the country. Due to a stop
in nearly all commercial operations during the national lockdown, when lockdown
controls are relaxed, the state is seeing millions of these migrant workers return to
their districts of origin (Acharya and Porwal 2020). The bulk of these individuals
came from vulnerable states like Delhi, Uttar Pradesh, and Bihar, with Madhya
Pradesh, Punjab, Rajasthan, Uttarakhand, Jammu and Kashmir, Hyderabad, and
Chennai.

There are certain drawbacks, considering the utility of the index. Ideally,
measuring the index at the level of a block or village would be feasible. However, at
the micro-level, several significant variables used to describe vulnerability were not
available. This study is, however, confined to the district level. In order, to improve the
map, environmental criteria and other demographic characteristics must be included.
Finally, the data used in this analysis is 5 years old and may not well have captured
uncertainty in districts where rapid changes have occurred to date.

6 Conclusion

Combating a recently emerged pandemic is a daunting challenge. GIS tends to be
valuable decision-making instruments in cases where evidence is not organized and
accessible in such a manner that it can be used to examine the impact of socioe-
conomic influences on a phenomenon. An understanding of real-world conditions
can be provided by vulnerability evaluation using a GWR. Socioeconomic backward
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districts were illustrated by the vulnerability ranking. These regions will face more
serious problems with the COVID-19 pandemic because of their geographic diffi-
culties. Depending on the underprivileged demographic group, these districts should
be given higher priority. Finally, for a more detailed result, more vulnerable factors
are to be considered.
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Abstract Diversion of excess surface runoff is essential predominantly for the
potential surface runoff zones causing inundation of the area and its adjacent sides.
This eventuality can be resisted if the surplus water can be transported by some
means to the groundwater depletion zones receiving scarce surface runoff. The mode
of transporting the excess surface runoff and identifying the best suitable site for
its outfall are significant challenges. The present study introduces gravity canals.
This research aims to divert the excess surface runoff by a canal routing model
(CRM) and discharge the transported water to suitable groundwater recharge zones
by performing the site suitability model for canal outfall. The geographic infor-
mation system (GIS) associated with various supportive tools was used to prepare
these models. The criteria considered in CRM were digital elevation model (DEM),
land use/land cover (LU/LC) and lineament length density, and for the site suitability
model for canal outfall, the criteria were digital elevation model (DEM), land use/land
cover (LU/LC), lineament length density and groundwater depth fluctuation. Analyt-
ical hierarchy process (AHP) was used for multi-criteria decision making (MCDM)
in the GIS environment for both models. The study revealed three suitable gravity
canal routes to transport the surface water and three suitable groundwater recharge
zones. This research provides a vital scientific contribution to planners, decision-
makers and hydrologists to identify the groundwater depleted zones and find the best
path for groundwater rejuvenation.
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1 Introduction

Natural or anthropogenic reasons, mainly excessive rainfall result in the overflowing
of surface water bodies which inundate the adjacent areas (Ghosh 2013; Ghosh and
Guchhait 2016; Mistri et al. 2014). This impacts most of the time the economy,
society and environment of a country. The magnitude of damage varies from basin
to basin (Chandra 2003; Ghosh 2011). On the other hand, groundwater depletion
has become an issue of concern, as living beings largely depend on groundwater
resources for drinking, irrigation and industrial uses (Mahato et al. 2017). Depletion
of this resource also has an impact on climate, as in many areas of the world vegetation
sustenance is dependent on this resource (Boulton et al. 2006). Therefore, rejuve-
nating groundwater by checking surface runoff has become essential. However, it is
practised across the globe through artificial recharging mainly from in situ rainfall-
runoff (Igboekwe et al. 2011; Mukherjee 2016). That is often not efficient due to the
small catchment area. Groundwater recharge can also be facilitated by channelling
the surface runoff from nearby areas, particularly where excessive surface runoff
causes flooding (Tiwari et al. 2017). If such excessive surface runoff is diverted to
groundwater depleted nearby areas, it may serve purposes like minimizing flooding,
rejuvenation of groundwater and storing water for critical uses (Sinha and Rao 1985).
However, channelizing excess surface runoff to nearby areas should be routed opti-
mally. So, to obtain the optimum route, factors like cost, topography elevation and
land use/land cover (LU/LC) can be considered to use as input in the geographic
information system-based (GIS) model. These factors can be generated with the
help of relevant satellite data.

Several flood-related studies have revealed, i.e., Indrawati et al. (2018) show
that the diversion canal performs well in terms of lowering water levels and flood
discharge in the Ciliwung river basin. Another researcher is analysing land-use
changes and climate assessment in the upper Ciliwung river basin using HEC-HMS
modelling (Rafiei Emam et al. 2016). Studies have been attempted to find optimum
routes for transporting excessive surface runoff water in the most suitable outfall loca-
tions—low-lying areas in groundwater-depleted zones using the analytical hierarchy
process (AHP), a multi-criteria decision-making process in the GIS environment. A
gravity canal can be the most economical way of transporting water from one place to
another. In selecting the optimum path for a gravity canal only two aspects have been
considered: the cost and the slope (Pilar and Collischonn 2000). The gravity canal
route optimization can be improved by considering more parameters such as land
use/land cover (LU/LC), drainage network, topography elevation and shortest route.
The present study proposes a GIS-based model like the canal routing model (CRM)
to transport the excess surface runoff water considering the parameters: topographic
elevation, LULC including infrastructure, shortest route and drainage network. We
also attempt to identify suitable corresponding outfall locations through the site suit-
ability model for canal outfall. Both the models have been trained to work in an
ArcGIS environment.
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2 Materials and Methods

2.1 Study Area

The study was carried out on the upper part of the Damodar—Barakar river basin situ-
ated in Jharkhand state, India (Bhattacharyya 2011). The region has a total geograph-
ical area of 17,059.7 km? within 23° 40’ N to 24° 20’ N latitude and 85° 0’ E to 86° 40’
E longitude (Fig. 1). The elevation in the basin varies from 65 to 1374 m above mean
sea level (MSL). The area receives an annual average rainfall of 1200-1250 mm. The
temperature of this region varies between 40 and 42 °C in summer and 23 and 26 °Cin
winter (Chakraborty 2011). The population of this region is 2.6% of India. The basin
is suffering from a shortage of agricultural land due to the rapid growth of urbaniza-
tion (Singh and Singh 2012). The region comprises five important reservoirs: Tilaiya,
Konar, Tenughat, Maithan and Panchet which are affected by heavy siltation resulting
in reduced storage capacity (Shet 2016; Sarkar 2016). During monsoon rainfalls, the
surface runoff from the upper catchment hills quickly descends carrying a massive
amount of silt that gets deposited in these reservoirs (Kumar et al. 2016; Ganga Flood
Control Commission 2015). As a result, the storage capacity of these reservoirs gets
reduced and a huge volume of water spills out from the reservoirs. This surplus water
gets drained into the downstream areas (Ghosh and Mistri 2015; Ghosh 2014). On
the other hand, water scarcity has become another vital issue in some areas where
overpumping is common, especially in significant food-producing zones (Jharkhand
State Water Policy 2011; Central Ground Water Board 2017). Therefore, the water
table in some parts of the river basin experiences a falling trend (approximately 0.4 m
per year) imposing people to bore deeper (Singh and Singh 2012; Singh and Verma
2015).
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Fig. 1 Hierarchical location map of the study area
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Table 1 Details of the satellite data used in the study

Sensor/Satellite Year of acquisition No of bands Spatial resolution (m)
SRTM 2008 1 30
LISS-1V 2018 3 5.8

2.2 Data

Digital elevation model (DEM), land use/land cover (LU/LC) and lineament map
were three essential parameters which canal routing model (CRM) necessitates for
automatic detection of an optimum path over a surface to channelize the surface
runoff and an additional groundwater data was considered for site suitability model
for canal outfall to identify the suitable outfall locations for the delineated canals.

Shuttle Radar Topographic Mission (SRTM) DEM of 1 arc second spatial reso-
lution was downloaded from the site (U.S. Geological Survey) to generate the slope
map of the area. RESOURCESAT-1 LISS-IV imagery (2018) of 5.8 m spatial reso-
Iution and swath width 24-70 km, provided by Regional Remote Sensing Center
(RRSC-E) East of Indian Space Research Organization (ISRO) was used to derive
the necessary LU/LC for the proposed area of interest. Lineament map showing
the lineaments of Jharkhand state, provided by Regional Remote Sensing Center
(RRSC) East of Indian Space Research Organization (ISRO) was used in the study
for effective watershed management and block-wise bore well and dug well data of
25 years (1979-2014) was downloaded from the site (India Water Resources Infor-
mation System n.d.) for water table variability analysis. The details of satellite data
are provided in Table 1.

2.3 Generation of Standard Maps Using GIS Techniques

2.3.1 Generation of Standard LU/LC Map

Land use/land cover (LU/LC) map was prepared by performing a supervised clas-
sification technique with an overall classification accuracy of 90.00% and overall
kappa statistics of 0.8716. The LULC map was classified into nine classes: built-up,
cropland, dense forest, open forest, fallow, mines, open industries, water bodies, and
sand.

2.3.2 Generation of the Lineament Density Map
To generate the lineament length density map representing the total length of linea-

ments in a unit area, ArcGIS software was used to adopt a line density tool that
computed the lineament length density considering the following equation (ESRI
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2017) (Eq. 1):

>ici Li
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where L; is the length of individual lineament in the calculated unit area and A is the
calculated area (Zhumabek et al. 2017). This line density tool computes the density
of linear features in each cell of the exit grid. Density is computed in length per unit
area. The tool works while considering a radius equal to a search radius around the
centre of each grid cell. Each lineament length inside this area is summarized and
the outcome is divided by the circle area.

2.3.3 Generation of the Average Groundwater Depth Map

To prepare the average groundwater depth map, block-wise bore well and dug well
data were collected, ensuring uniform distribution of well locations. Data for 86
well locations were selected and downloaded for analysis purposes. These data were
arranged in pre-monsoon and post-monsoon format and an average of 25 years of
water table depth was evaluated for effective water table analysis. After evaluating
the average groundwater depth of the entire study area, interpolation (Kriging) was
performed in the ArcGIS environment to generate a continuous map (raster layer)
representing the groundwater table variability.

2.3.4 Generation of the Slope Map

SRTM DEM (1 arc second spatial resolution) was considered input data to generate
the slope map. A spatial analysis tool was used to generate the required slope raster
in percentage.

2.4 Operation of the Site Suitability Model for Canal Outfall

The standard slope raster, LU/LC, and lineament length density were reclassified
into nine classes. The groundwater depth map was reclassified into eight classes.
According to their importance, specific weights were assigned to each range for
each reclassified dataset. Weights were assigned to each parameter considering the
analytic hierarchy process (AHP) proposed by Saaty (2008) where each weight value
has its relative importance; hence, this approach necessitates to be deliberate. Integer
values in 1-9 scale were provided to each reclassified raster layer signifying the
suitability inside every dataset. As the location of the canal outfalls has to be in plain
areas, the minimum slope values were given the highest priority in the reclassification
procedure (Table 2). Since lineaments are geological structures, they are weaker zone
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Table 2 Weigh ts provided to Slope value (%) | Lineament length density (per sq. | Weight
the slope and lineament K
. m)

length density range
<2 <1 1
2-4 12 2
4-6 2-3 3
6-8 34 4
8-10 4-5 5
10-12 5-6 6
12-14 6-7 7
14-16 7-8 8
>16 >8 9

and act as conduits for groundwater movements (Henriksen and Braathen 2005;
Gleeson and Novakowski 2009). Hence, high lineament length density zones are
most suitable for groundwater recharge. However, the canal outfall location cannot
be selected in a high lineament length density zone, as the canal alignment may
coincide with a lineament which will eventually increase the chance of canal failure.
Therefore, in the reclassified lineament length density map the highest priority was
given to the minimum lineament density class. The least priority was given to the
maximum lineament density zone (Table 2).

In terms of LU/LC classes, the canal outfall location should be such that it does
not coincide with the (i) existing water bodies, (ii) built-up areas, (iii) industrial areas
and (iv) sands. But it can coincide with the fallow, mining areas, open forests, dense
forests and croplands (Table 3). In the case of groundwater table depth, maximum
priority was given to the higher water table depth region (Table 4). Pairwise compar-
ison matrix (PCM) as proposed by Saaty (2008) was evaluated after comparing the
selected parameters in a pairwise technique which compared the relative importance
of any two input parameters at a stage (Miller et al. 1998) (Table 5). The reclassified
raster of the slope, LU/LC, lineament length density and groundwater depth were

Table 3 Weights provided to

the LU/LC class LULC class name Weight

Mines

Crop land
Sand

Fallow

Open industries

Dense forest

Built up

Open forest
Water bodies

N=R SRR SHEN-REE NN N S N N]
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Table 4 Weights provided to
the water table depth range
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Water table depth (feet)

Weight

<4

46

6-8

8-10

10-12

12-14

14-16

16-18

N W | k|l Q0| O

>18

—

Table 5 The fundamental scale for a pairwise comparison matrix

Importance rank

Definition

Explanation

1

Equal importance

Two criteria enrich equally to the
objective criteria

3 Low importance of one over another | Judgments and experience slightly
favour one criterion over another

5 Strong or essential importance Judgments and experience strongly
favour

7 Established importance A criterion is strongly favoured and
its dominance established in practice

9 Absolute or high importance The evidence favouring one criterion
over another is of the highest
probable order of affirmation

2,4,6,8 Intermediate values between the two | When an adjustment is needed

adjacent importance or judgments

Reciprocals

If criteria i has one of the above numbers designated to it when compared

with criteria j, then j has the reciprocal

value when compared with i

assigned by 0.08, 0.2, 0.2 and 0.52 weights, respectively (Tables 6 and 7). Consid-
eration of AHP in the model was helpful to detect and compute the inconsistencies
and choose the significant factors (Saaty 1980; Garcia et al. 2014). The accuracy of
PCM was checked through the consistency ratio (CR) (Eq. 2) (Table 8):

Table 6 Pairwise comparison matrix for multi-criteria decision problems

Criteria Water table LULC Lineament Slope
Water table 1 3 3 5
LULC 1/3 1 1 3
Lineament 1/3 1 1 3
Slope 1/5 1/3 1/3 1
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Table 7 The synthesized matrix for multi-criteria decision-making

Criteria Water table LULC Lineament Slope Weight
Water table 0.5356 0.5625 0.5625 0.4167 0.5193
LULC 0.1767 0.1875 0.1875 0.25 0.2004
Lineament 0.1767 0.1875 0.1875 0.25 0.2004
Slope 0.1071 0.0625 0.0625 0.0833 0.0788

Maximum Eigen value (Amax) = 4.0525

Consistency index (CI) = (Amax —n)/(n — 1) =0.0175< 0.1
Random index (RI) = 0.90

Consistency ratio (CR) = (CI/RI) = 0.0194 < 0.9

Table 8 Random inconsistency indices (RI)
n 1 2 3 4 5 6 7 8 9 10
RI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.46 1.49

I

CR=—
RI

@)
CI refers to the consistency index and RI refers to the random index. The
consistency index and random index were also checked (Eq. 3)

Amax —n

Cl = 3)

n—1

where Amax refers to the maximum eigenvalue and n refers to the number of criteria
to be compared.

Depending on the order of the calculated matrix provided by Saaty (1980, 2008),
the random index was evaluated by the average of the consistency index (Table 8).
The value of CR was verified to be less than 0.10 for consistency as a value greater
than 0.10 may not provide a logically sound result and indicate inconsistencies (Saaty
2008). After that, each weighted raster layer was combined considering the relative
weights through the weighted sum tool in the model. The weighted sum tool is
governed by multiplying the selected field values for each input raster layer by a
specific weight, and after that, it integrates all input raster layers to produce the
output raster (Brewer et al. 2015). The weighted sum approach was suitable for
the model as it restricts the rescaling of the reclassified values and preserves the
resolution of the overall analysis (Fig. 2).

The generated weighted output raster was then classified into five classes: (i)
highly suitable, (ii) moderately suitable, (iii) marginally suitable, (iv) currently not
suitable and (v) permanently not suitable.
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Fig. 2 Flowchart representing the site suitability model for canal outfall

2.4.1 Selection of the Canal Outfall Locations

The selection of the canal outfall locations on the classified weighted output raster
was based on the suitability index of the area. Point shapefiles were created in a GIS
environment demarcating the locations of canal outfall on the suitability raster of the
proposed model. The canal routing model (CRM) used this point shapefile of canal
outfalls as primary input data.

2.5 Operation of the Canal Routing Model (CRM)

Considering the weighted and prioritized reclassified rasters of the slope, LU/LC
and lineament length density pairwise comparison matrix (PCM) was computed as
per Saaty (2008), and thereafter consistency ratio (CR), consistency index (CI) and
random index (RI) were checked as per the standard approach proposed by Saaty
(1980, 2008). The value of CR was verified to be less than 0.10 for consistency
purposes (Saaty 2008). Prioritizing each reclassified raster input was done deliber-
ately. Transportation of water is strongly influenced by the slope parameter. Hence,
conveying water through a conduit or canal can be a cost-effective approach if the
water is allowed to flow through gravity or in other words, according to the slope of
the terrain and considering this principle, weights were assigned to the reclassified
slope raster (Table 2). The weights for each class of LU/LC (Table 3) and lineament
length density (Table 2) followed the same principle as mentioned in the site suit-
ability model for the canal outfall model (Fig. 3). The details of the AHP are shown
in Tables 9 and 10. Researchers showed the combination of the weighted overlay
method and AHP is an appropriate approach to solving spatial data’s complexity
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Table 9 Pairwise comparison matrix for multi-criteria decision problems

Criteria LULC Slope Lineament
LULC 1 2 4

Slope 172 1 3

Lineament 1/4 1/3 1

Table 10 The synthesized matrix for multi-criteria decision making

Criteria LULC Slope Lineament Weight
LULC 0.57 0.6 0.5 0.556
Slope 0.285 0.33 0.375 0.322
Lineament 0.143 0.099 0.125 0.122

Maximum Eigen value (Amax) = 3.021

Consistency index (CI) = (\max — n)/(n — 1) =0.01 <0.1
Random index (RI) = 0.58
Consistency ratio (CR) = (CI/RI) = 0.0172< 0.9
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that determines the factors influencing the hierarchy of various input data (Kuria
et al. 2011; Parimala and Lopez 2012). Hence, the calculated relative weights were
converted into percentages. The total influence for all selected raster layers was
checked to be equal to 100% to perform weighted overlay method through weighted
overlay tool in the ArcGIS environment. Specific weights (referring 1-9 scale) of
each cell of the input raster were then multiplied by the corresponding percentage
influence and the subsequent cell values were integrated to produce the weighted
overlay output which was further used to compute the cost distance raster.

Canal routing model (CRM) requires two essential input data, i.e., the location of
canal origin and canal outfall. To meet these requirements files for canal origins were
needed to create. The locations of the canal origins were selected in the vicinity of
the reservoirs situated in the study area (but not coinciding with drainages, built-up
areas, industries and mining areas) to arrest the reservoirs’ surplus water, especially
during the monsoons. Thereafter, point shapefiles were created in a GIS environment
demarcating the locations of the canal origins. The vector file of canal origins and
weighted overlay output were used to generate a cost distance raster using the cost
distance tool in the ArcGIS environment. The cost distance tool computed the value
at each cell location, which represents the cost per unit distance to move through
the cells. The value of every cell location was multiplied by the resolution of the
corresponding cell to acquire the total cost while passing through the cells, thus
creating a cost raster describing the cost of moving through each cell planimetrically.
So, the cost distance tool generated a back-link raster and a cost distance raster. The
back-link raster defined the direction or identification of the succeeding cell along
the least accumulative path from a cell to reach its least-cost source. In other words,
it can be said that the back-link raster helps to determine the route or path to return
to the source point through the least-cost path. The cost distance raster identified the
least accumulative cost distance over a cost surface to the provided source location
was identified by the cost distance raster. The outputs of the cost distance tool and
the canal outfall files were further considered as input to calculate the least-cost path
from a source point to a destination point and generate an output raster that registers
the least-cost path while performing the cost path tool. The output of the cost path
tool was converted to line shapefile adopting raster to polyline tool and thereafter the
cost-effective gravity canal routes were obtained.

3 Results and Discussion

Analysing the contributing factors, the study discovered that the DEM of the study
area revealed an undulated topography with slope values ranging from 2 to >16%.
Following a relatively steep gradient, the largest coverage of considerably higher
elevation was recorded in the southwest region while the northeast zone was detected
with a relatively low elevation value (Fig. 4). Additionally, the derived LU/LC map
identified that this region comprised dense forest. Reservoirs like Tennughat and
Konar were also seen to be located along with several other drainage networks.
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Fig. 4 Slope map representing the canal outfall locations

Mining activities and open industries were also found to be situated in this region
(Khurshid 2017). As a result, the land cover type and activities were the underlying
factors for the inability to generate any canal route in this zone. Moreover, the south-
east zone was detected with a great areal extent of built-ups and mining industries.
Water pixels of reservoirs such as Maithon and Panchet, as well as various other
streams in the area, were also traced. The cropland and open forest class were seen
to be sited in this region acquiring a relatively significant area.

On the other hand, reservoir Tilaiya and different drainage networks garlanded the
northeast region of the study area. A noticeable spread of cropland, fallow and open
forest was seen in this region. Pixels of open industries and built-ups were detected
in some parts of this region but comparatively less amount of dense forest pixels
was spotted in this region. The northwest region of the study area was observed with
a distinguished land class feature where a reasonable number of pixels indicating
fallow class and drainage network was detected but built-up and open industries
were discovered to appear as clusters. The open forest class was observed to be in a
scattered pattern.

The procured map of lineament length density was able to represent the cumulative
length of the lineaments per unit area (sq. km) and the lineament length densities
were found to be in the range of <1 to >8 (Fig. 9). The regional areal extend of the
lineament length densities are provided in Table 11. The average groundwater depth
map generated from well distributed bore well locations gave a clear representation of
the groundwater depths at various places in the study area. The entire area’s average
groundwater depth (feet) was found to be in the range of <4 to >18. A widespread 6 to
>18 ft. average groundwater depth was seen in the southwest region of the study area.
Though the maximum area of the southwest region had an average groundwater depth
of 10-12 ft, higher groundwater depth was observed in some parts. Small clusters of
6-8 ft., 8—10 ft., 12—14 ft., 14-16 ft., 16—18 ft. and >18 ft. were traced in this region.
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’lli‘igellfnglt 1/: ;gled):ﬁ;(tiy()f Lineament length density Area (sq. km)
<1 8378.50
1-2 7835.24
2-3 591.87
34 119.03
4-5 64.88
5-6 32.83
6-7 19.69
7-8 16.25
>8 241

A larger portion of the southeast region was observed to have 6-8 ft. and 8-10 ft.
average groundwater depth. Few parts of this region were detected with 10-12 ft.,
12-14 ft. average groundwater depth. A large portion of the northwest region was
detected with 8—10 ft. average groundwater depth though some places were spotted
with 6-8 ft. and 10-12 ft. average groundwater depth. The average groundwater depth
of 10-12 ft. was found over a large portion of the northeast region. Some places were
detected with 8-10 ft., 12—14 ft. and 1416 ft. average groundwater depth. A small
amount of average groundwater depth pixels lying in the range of 6-8 ft. was also
noticed in this region.

The outputs of the site suitability model for canal outfall and canal routing model
(CRM) showed that the models could generate suitable sites and least-cost paths
for the proposed canal outfall locations corresponding to the derived gravity canals.
Hence, two suitable gravity canal routes were generated by CRM and consequently,
two suitable canal outfall locations were found to be useful. The outcomes of the
site suitability model for canal outfall and canal routing model (CRM) were vali-
dated precisely to check the accuracy of the model performances when verified with
each input layer. It was noticed that the site suitability model for canal outfall could
generate a coherent and meaningful output raster which was again classified into five
classes for further studies. The classified raster outcome of the model included highly
suitable, moderately suitable, marginally suitable, currently not suitable and perma-
nently not suitable classes (Fig. 5). The useful canal outfall locations were identified
to be located in moderately suitable areas (Fig. 9). When verified with the slope
raster, the canal outfalls were found to be sited in nearly level to gently sloping
terrain (https://www.agry.purdue.edu/soils_judging/review/slope.html) (Table 12).
Canal outfall at position 1 was at the slope range of 2—4% and canal outfall at position
2 was at <2% slope (Fig. 4). From this, it can be well understood that locations of
the canal outfalls were in the areas having higher surface water detention period,
hence facilitating more groundwater recharge. Verifying the canal outfall locations
with the LU/LC map, the outfall locations were spotted on the fallow class without
any hindrance on cropland, forest area, built-ups, mining and industrial areas and
as a benefit the fallow zones were found to be re-used (Fig. 8). The canal outfall
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Fig. 5 Site suitability map showing canal outfall locations
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Table 12 Slope class,

percent and description Slope (%) Slope class Description
0-2 A Nearly level
3-6 B Gently sloping
7-12 C Moderately sloping
13-18 D Strongly sloping
19-25 E Moderately steep
26-35 F Steep
>35 G Very steep

locations when verified with the lineament length density map, the outfall positions
were identified in the lineament length density range of <1 km per sq. km (Fig. 9).
The limitation of lineament length density was previously mentioned and with
that understanding, it was clear that the canal outfall positions might not cooperate
with the chance of canal failure. Concerning the average groundwater depth, canal
outfall positions were traced in the zone of the widespread 10-12 ft. (Fig. 6). It can
be perceived that a reasonable demand for groundwater was present in that region.
These outfall locations were an essential input in the canal routing model (CRM).
From the generated outcomes of CRM, it can be said that the model was able to
produce rational and significant results. Two gravity canal routes referring to the
least-cost paths were generated by the CRM. The canal routes were further validated
with their input layers to check the model’s efficiency. While verifying with the slope
raster, it was observed that the model was unable to create any route in the southern
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Fig. 6 Average groundwater depth map showing the canal outfall locations

part of the study area because of its topographic condition as the top portion of the
southern region is covered by highly undulated terrain.

On the other hand, the northern part of the study area was less undulated; therefore,
the model was able to create only two routes, i.e., canal route one and canal route two
which were entirely located in the northern part of the study area (Fig. 7a, b). It was
noticed that the derived canal routes run along the natural slope of the topography
(higher elevation to lower elevation) to meet their respective canal outfall positions.
When verified with the LU/LC of the study area, the canal routes did not intersect
any water body, built-up, mining or industrial area. The maximum run of the canal
routes was found to be in the fallow class though some portion laid in open forest
class and successfully met their respective outfall locations (Fig. 8). While verifying
the canal routes with the lineament length density map, canal route 1 was observed
to run its maximum length in <1 km per sq. km. and canal route 2 was found to run
nearly half of its length in <1 km per sq. km to meet their respective outfall locations.
The remaining length of both canal routes was noticed to run through a lineament
length density of 1-2 km per sq. km (Fig. 9).

4 Conclusion

The study’s purpose was mainly focused on diverting the superfluous surface runoff
from the places that were flood-prone through gravity canals to the groundwater
depleted zones of the study area, proposing a site suitability model for canal outfall
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and canal routing model (CRM) exclusively built-in ArcGIS environment. The site
suitability model for canal outfall combined factors like DEM, LU/LC, lineament
and water table depth of the area of interest, whereas canal routing model (CRM)
considered DEM, LU/LC, and lineament for its performance. Both models were able
to produce coherent and meaningful results that might be helpful to the planners,
decision-makers, and hydrologists for cost-effective routing of surface water. The
quality and accuracy of the model outputs were assessed through the validation
process followed by precise verification of the end products with their corresponding
input layers. ArcGIS was found to act as a potent tool for integrating numerous
information and evaluating them to meet the aim of the study. The ArcGIS tools
were highly efficient in screening the entire study area with greater accuracy and
generating economical canal routes. It might be beneficial to incorporate soil texture
data to generate a more accurate site suitability map for canal outfall in future work.

Acknowledgements The authors are thankful to Shri Raj Kapoor Sharma, Executive Engineer,
DVC Study Cell, Irrigation & Waterways Directorate, Kolkata, Dr. Virendra Singh Rathod, Asso-
ciate Professor, and Dr. A.P. Krishna, Professor, Remote Sensing, Department of Remote Sensing,
Birla Institute of Technology, Mesra, Shri Y. K. Srivsatava, Scientist / Engineer —SF, RRSC — East,
NRSC, ISRO, Kolkata for providing support and encouragement for the study. We duly acknowl-
edge the United States Geological Survey (USGS) for providing SRTM DEM and RRSC-East,
ISRO for providing LISS-IV data and lineament map. We also acknowledge the Department of
water resources, RD & GR, Ministry of Jal Shakti, Government of India for the well data.

References

Bhattacharyya K (2011) The Lower Damodar River, India: understanding the human role in
changing fluvial environment. In: Advances in Asian human-environmental research. Springer
Science & Business Media. ISBN: 9400704674, 9789400704671

Boulton SJ, Robertson AHF, Unlugenc UC (2006) Tectonic and sedimentary evolution of the
Cenozoic Hatay Graben, Southern Turkey: a two-phase model for graben formation. Geolog-
ical Society, London, Special Publications, 260(1), 613—-634. https://doi.org/10.1144/GSL.SP.
2006.260.01.26

Brewer J, Ames DP, Solan D, Lee R, Carlisle J (2015) Using GIS analytics and social preference
data to evaluate utility-scale solar power site suitability. Renew Energy 81:825-836. https://doi.
org/10.1016/j.renene.2015.04.017

Central Ground Water Board (2017) Ground water year book. Ministry of Water Resources, River
Development and Ganga Rejuvenation, Faridabad. Government of India

Chakraborty R (2011) Mammalian and Avian faunal diversity in Damodar Valley under DVC project
area. Rec. zool. Surv. India, Occ. Paper No., 328 1-38 (Published by the Director, Zool. Surv.
India, Kolkata)

Chandra S (2003) The associated programme on flood management- integrated flood management
case study 1, W.M.O/GWP associated program on flood management. Igboekwe Magnus U,
Ruth Adindu, May 2011, Groundwater Recharge through Infiltration Process: a case study of
umudike, Southeastern Nigeria, https://doi.org/10.4236/jwarp.2011.35037 Published Online May
2011 http://www.SciRP.org/journal/jwarp

Collischonn W, Pilar JV (2000) A direction dependent least-cost-path algorithm for roads and
canals. 14(4):397—406. https://doi.org/10.1080/13658810050024304


https://doi.org/10.1144/GSL.SP.2006.260.01.26
https://doi.org/10.1144/GSL.SP.2006.260.01.26
https://doi.org/10.1016/j.renene.2015.04.017
https://doi.org/10.1016/j.renene.2015.04.017
https://doi.org/10.4236/jwarp.2011.35037
http://www.SciRP.org/journal/jwarp
https://doi.org/10.1080/13658810050024304

Auto-generated Gravity Canal Routes for Flood Mitigation ... 239

Environmental Systems Research Institute (ESRI) (2017) ArcGIS Release 10.2.1. Redlands, CA

Ganga Flood Control Commission (2015) Summary recommendations of comprehensive master
plans. Ministry of Water Resources, River Development & Ganga, Government of India

Garcia JL, Alvarado A, Blanco J, Jimenez E, Maldonado AA, Cortes G (2014) Multi-attribute
evaluation and selection of sites for agricultural product warehouses based on an analytic hierarchy
process. Comput Electron Agric 100:60-69

Ghosh S (2011) Hydrological changes and their impact on fluvial environment of the lower damodar
basin over a period of fifty years of damming The Mighty Damodar River in Eastern India.
Procedia Soc Behav Sci 19:511-519. https://doi.org/10.1016/j.sbspro.2011.05.163

Ghosh S (2013) Estimation of flash flood magnitude and flood risk in the lower segment of damodar
river basin, India. Int J Geol Earth Environ Sci 3(2): 97—114. ISSN: 2277-2081 (Online)

Ghosh S (2014) The impact of the Damodar valley project on the environmental sustainability of
the lower Damodar basin in West Bengal, eastern India. ISSN 1923-6654 (print) ISSN 1923-6662
(online). http://www.ssrn.com/link/OIDA-Intl-Journal-Sustainable-Dev.html

Ghosh S, Guchhait SK (2016) Dam-induced changes in flood hydrology and flood frequency of
tropical river: a study in Damodar River of West Bengal, India. Arab J Geosci 9(2). https://doi.
org/10.1007/s12517-015-2046-6

Ghosh S, Mistri B (2015) Geographic concerns on flood climate and flood hydrology in monsoon-
dominated Damodar River Basin, Eastern India. Geogr J 2015:1-16. https://doi.org/10.1155/
2015/486740

Ghosh S, Mistri B (2014) Geographic concerns on flood climate and flood hydrology in monsoon-
dominated Damodar River Basin, Eastern India. Hindawi Publishing Corporation Geogr J Article
ID 486740 2015:16. https://doi.org/10.1155/2015/486740

Gleeson T, Novakowski KS (2009) Identifying watershed-scale barriers to groundwater flow: linea-
ments in the Canadian Shield. Geol Soc Am Bull 121:333-347. https://doi.org/10.1130/B26
2411

Henriksen H, Braathen A (2005) Effects of fracture lineaments and in situ rock stresses on ground-
water flow in hard rocks: a case study from Sunnfjord, Western Norway. Hydrogeol J 14:444-461.
https://doi.org/10.1007/s10584-017-2001-5

India Water Resources Information System (n.d.) Groundwater data. https://indiawris.gov.in/wris/#/
dataAvailability. Accessed 19 Oct 2018

Indrawati D, Hadihardaja IK, Adityawan MB, Pahrizal SF, Taufik F (2018) Diversion canal to
decrease flooding (Case study: Kebon Jati-Kalibata Segment, Ciliwung River Basin). In: MATEC
web of conferences, vol 147, p 03006. EDP Sciences

Jharkhand State Water Policy (2011) Water Resources Department. Government of Jharkhand, India

Khurshid I (2017) Impact of mining on the water scarcity and food security in Jharkhand: a case
study of freshly mined zones of Hazaribag and Chatra Districts. Period Res 5(4). P: ISSN No.
2231-0045 RNI No. UPBIL/2012/55438 E: ISSN No. 2349-9435

Kumar A, Kumar S, Khosla M (2016) Sedimentation in Damodar river system. Int J Sci Eng Appl
Sci 2(1)

Kuria D, Ngari D, Withaka E (2011) Using geographic information systems (GIS) to determine
land suitability for rice crop growing in the Tana delta. J Geogr Reg Plan 4(9):525-532

Mahato MK, Singh G, Giri S, Mishra LP, Tiwari AK (2017) Quantitative assessment of groundwater
resource potential in a coalfield of Damodar River Basin India. Sustain Water Resour Manag.
https://doi.org/10.1007/s40899-017-0133-4

Miller W, Collins W, Steiner FR, Cook E (1998) An approach for greenway suitability analysis
landscape and urban planning. Int J Geogr Inform Sci 42(2—4):91-105

Mukherjee D (2016) A review on artificial groundwater recharge in India. SSG International Journal
of Civil Engineering. 3(1):60-65

Parimala M, Lopez D (2012) Decision making in agriculture based on land suitability-spatial data
analysis approach. J Theor Appl Inf Technol 46(1):17-23


https://doi.org/10.1016/j.sbspro.2011.05.163
http://www.ssrn.com/link/OIDA-Intl-Journal-Sustainable-Dev.html
https://doi.org/10.1007/s12517-015-2046-6
https://doi.org/10.1007/s12517-015-2046-6
https://doi.org/10.1155/2015/486740
https://doi.org/10.1155/2015/486740
https://doi.org/10.1155/2015/486740
https://doi.org/10.1130/B26241.1
https://doi.org/10.1130/B26241.1
https://doi.org/10.1007/s10584-017-2001-5
https://indiawris.gov.in/wris/#/dataAvailability
https://indiawris.gov.in/wris/#/dataAvailability
https://doi.org/10.1007/s40899-017-0133-4

240 S. Sengupta et al.

Rafiei Emam A, Mishra BK, Kumar P, Masago Y, Fukushi K (2016) Impact assessment of climate
and land-use changes on flooding behavior in the Upper Ciliwung River, Jakarta, Indonesia. Water
8(12):559

Saaty TL (1980) The analytic hierarchy process: planning, priority setting, resource allocation.
McGraw Hill International, New York, NY

Saaty TL (2008) Decision making with the analytic hierarchy process. Int J Serv Sci 1(1):83-98

Sarkar BC (2016) A GIS approach to morphometric analysis of Damodar river basin and ground-
water potentiality mapping in Jharia coalfield. Bhujal News Q J. https://hindi.indiawaterportal.
org/node/53233

Shet TK (2016) Flood hazard management in lower Damodar area: a case study of selected blocks
of Haora District, West Bengal, India. Int J Innov Res 5(12):56-64

Singh SP, Singh B (2012) Water resource management in a hard rock terrain—a case study of
Jharkhand State, India. APCBEE Proc 1:245-251. https://doi.org/10.1016/j.apcbee.2012.03.040

Singh SP, Verma RAK (2015) Water resource management in a hard rock terrain for sustaining
irrigated agriculture — a case study of Jharkhand, India. Int J Environ Sci Dev 6(10):795-798

Sinha B, Rao PR (1985) A study for optimum utilization of the Damodar water resources. Sadhana
8(3):273-290. https://doi.org/10.1007/bf02811290

Tiwari AK, Lavy M, Amanzio G, De Maio M, Singh PK, Mahato MK (2017) Identification of
artificial groundwater recharging zone using a GIS-based fuzzy logic approach: a case study in
a coal mine area of the Damodar Valley, India. Appl Water Sci 7(8):4513-4524. https://doi.org/
10.1007/s13201-017-0603-8

U.S. Geological Survey (2008) Shuttle radar topographic mission data. https://earthexplorer.usgs.
gov/. Accessed 18 March 2018

Zhumabek Z, Assylkhan B, Alexandr F, Dinara T, Altynay K (2017) Automated lineament analysis
to assess the geodynamic activity areas. Procedia Comput Sci 121:699-706. https://doi.org/10.
1016/j.procs.2017.11.091


https://hindi.indiawaterportal.org/node/53233
https://hindi.indiawaterportal.org/node/53233
https://doi.org/10.1016/j.apcbee.2012.03.040
https://doi.org/10.1007/bf02811290
https://doi.org/10.1007/s13201-017-0603-8
https://doi.org/10.1007/s13201-017-0603-8
https://earthexplorer.usgs.gov/
https://earthexplorer.usgs.gov/
https://doi.org/10.1016/j.procs.2017.11.091
https://doi.org/10.1016/j.procs.2017.11.091

Assessing the Impact of Disasters )
and Adaptation Strategies in Sundarban T
Biosphere Reserve, India: A Household

Level Analysis

Mehebub Sahana, Sufia Rehman, Raihan Ahmed, and Haroon Sajjad

Abstract Frequency of climate change-induced multi-hazards has increased,
making coastal areas at greater risk. Thus, devising the suitable adaptation strategies
is essential for reducing the impact of such hazards on local communities. Most of
the earlier studies touched upon different aspects of vulnerability to coastal disas-
ters, community-based adaptation remained under unnoticed in the existing litera-
ture. In this paper, an effort has been made to examine the impact of disasters on
coastal communities and explore appropriate adaptation strategies in the Sundarban
Biosphere Reserve, India. Data related to various aspects of coastal disasters were
collected through questionnaire from 570 households in the study area. The find-
ings revealed that cyclone and flood and their associated effect salinity intrusion
and coastal erosion have largely affected the coastal communities. Participation
of communities, early-warning system, monitoring of flood hazards, establishment
of cyclone centers, construction of embankment, adequate healthcare facilities and
diversification of livelihood are suggested for future hazards mitigation.
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1 Introduction

Climate change and resultant global human migration are pertinent and impera-
tive challenges these days. Climate change-induced migration stems from disrup-
tion of natural disasters and acute changes in the geo-ecological conditions of any
region. However, climate change-induced human mobility is quite less understood
and received scant attention from researchers (Reuveny 2007). Intergovernmental
panel on climate change (IPCC) signified that cyclone and drought are the two
main climate extremes leading to human migration globally (IPCC 2007). These
two natural events are not related to migration directly but their resultant impacts are
seen as losses, outbreak of diseases and poverty. All these consequences push the
local communities to migrate ex situ. It is reported that any increase in sea level rise,
inadequate water supply and potable drinking water and food insecurity will likely
to displace 143 million people from Asia, Sub Saharan Africa and Latin America
and render them as climate refugees (World Bank 2018). Sudden strike of natural
disasters in East Asia and Pacific region has displaced nearly 7 million people in
2017. Intensive floods in Malaysia have displaced around 15,000 people in January
2018. Bangladesh, India and Pakistan are at highest risk of disasters displacement. In
2017, disasters have displaced around 3 million people in India, Nepal, Bangladesh
and Sri Lanka (IDMC 2018). The debate on climate change-induced out-migration
has usually been perceived to have arisen from failure of in situ adaptation by an
individual or acommunity. In many cases, out-migration is also caused by the miscon-
ception of future climate change impacts. Though various scholars have attempted
to assess the nature of climate change-induced migration (Lohrmann 1996; Tacoli
2009; Methmann and Oels 2015), still in-depth analysis is required for documenting
suitable strategies for adaptation.

Climate change-induced migration has gained mome