
123

Smart Innovation, Systems and Technologies 307

Lakhmi C. Jain
Roumen Kountchev
Kun Zhang
Roumiana Kountcheva   Editors

Advances in Wireless 
Communications and 
Applications
Wireless Technology: Intelligent Network 
Technologies, Smart Services and 
Applications, Proceedings of 5th ICWCA 
2021



Smart Innovation, Systems and Technologies

Volume 307

Series Editors

Robert J. Howlett, Bournemouth University and KES International,
Shoreham-by-Sea, UK

Lakhmi C. Jain, KES International, Shoreham-by-Sea, UK



The Smart Innovation, Systems and Technologies book series encompasses the
topics of knowledge, intelligence, innovation and sustainability. The aim of the
series is to make available a platform for the publication of books on all aspects of
single and multi-disciplinary research on these themes in order to make the latest
results available in a readily-accessible form. Volumes on interdisciplinary research
combining two or more of these areas is particularly sought.

The series covers systems and paradigms that employ knowledge and intelligence
in a broad sense. Its scope is systems having embedded knowledge and intelligence,
which may be applied to the solution of world problems in industry, the environment
and the community. It also focusses on the knowledge-transfer methodologies and
innovation strategies employed to make this happen effectively. The combination of
intelligent systems tools and a broad range of applications introduces a need for a
synergy of disciplines from science, technology, business and the humanities. The
series will include conference proceedings, edited collections, monographs, hand-
books, reference books, and other relevant types of book in areas of science and
technology where smart systems and technologies can offer innovative solutions.

High quality content is an essential feature for all book proposals accepted for the
series. It is expected that editors of all accepted volumes will ensure that
contributions are subjected to an appropriate level of reviewing process and adhere
to KES quality principles.

Indexed by SCOPUS, EI Compendex, INSPEC, WTI Frankfurt eG, zbMATH,
Japanese Science and Technology Agency (JST), SCImago, DBLP.

All books published in the series are submitted for consideration in Web of Science.

More information about this series at https://link.springer.com/bookseries/8767

https://springerlink.bibliotecabuap.elogim.com/bookseries/8767


Lakhmi C. Jain • Roumen Kountchev •

Kun Zhang • Roumiana Kountcheva
Editors

Advances in Wireless
Communications
and Applications
Wireless Technology: Intelligent Network
Technologies, Smart Services
and Applications,
Proceedings of 5th ICWCA 2021

123



Editors
Lakhmi C. Jain
KES International
Shoreham-by-Sea, UK

Kun Zhang
Hainan Tropical Ocean University
Sanya, Hainan, China

Roumen Kountchev
Technical University of Sofia
Sofia, Bulgaria

Roumiana Kountcheva
TK Engineering
Sofia, Bulgaria

ISSN 2190-3018 ISSN 2190-3026 (electronic)
Smart Innovation, Systems and Technologies
ISBN 978-981-19-3485-8 ISBN 978-981-19-3486-5 (eBook)
https://doi.org/10.1007/978-981-19-3486-5

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2022
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse of
illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721,
Singapore

https://doi.org/10.1007/978-981-19-3486-5


Preface

This book is the second volume with high-quality peer-reviewed research papers
presented at the Fifth International Conference on Wireless Communications and
Applications (ICWCA 2021) which was carried out in Hainan, China, during
December 17–19. The volume is focused on the presentation of the newest trends
and achievements in the development of intelligent evaluation methods and
implementations, aimed at: Optimization of the communication network topology,
optimization control for sensing terminal of power IoT platform, data fusion for
abnormal network traffic, edge computing facilities in 5G power network, and also
ship intelligent navigation, security of web applications, intelligent security moni-
toring system design, coastal water transportation and communication network
based on 5G technology, network attack detection, and many others.

The aim of the book is to present the latest achievements of the authors to a wide
range of readers: IT specialists, engineers, physicians, PhD students, and other
specialists in the area.

Acknowledgments: The book editors express their special thanks to book chapter
reviewers for their efforts and good will to help for the successful preparation of the
book. Special thanks for the Honorary Chair of ICWCA’21 International confer-
ence, Prof. Lakhmi Jain, General Chairs Prof. Dr. Chong Shen, Prof. Dr. Roumen
Kountchev, and Prof. Dr. Kun Zhang, and Program Chair Prof. Dr. Srikanta
Patnaik.

The editors express their warmest thanks to the excellent Springer team which
made this book possible.

Lakhmi C. JainMarch 2022
Roumen Kountchev

Kun Zhang
Roumiana Kountcheva
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Equipment Terminals Optimization Control
Method for Sensing Terminal of Power IoT

Platform

Boxiang Shang1(B) and Xiaoyan Guo2

1 State Grid Tianjin Electric Power Company, 39 Wujing Road, Hebei District, Tianjin, China
sbxsl123@163.com

2 Information and Communication Company, State Grid Tianjin Electric Power Company, 153
Kunwei Road, Hebei District, Tianjin, China

Abstract. Nowadays, with the massive terminal access, which leads to data con-
gestion and energy imbalance problems in power grids, regions have implemented
equipment terminals shedding or power restriction measures due to technical and
national strategic reasons, congestion or energy shortage, which bring certain
negative impacts on regional economic development despite the simple rotation
strategy to ensure resource equity. In this paper, we propose a equipment terminals
optimization control method for the sensing terminal of the smart IOT platform,
which uses adaptive scheduling methods and operational constraints to achieve
minimal power loss in order to overcome overall data congestion, power-energy
shortage and resource waste. Through the experimental simulation, the method
can effectively optimize the scheduling of the imperial platform sensation equip-
ment, reduce power energy loss, and ensure business service needs. It guarantees
source-end data integration and business online in real time to improve safe grid
operation, enterprise lean management and customer quality service.

Keywords: Smart grid · Load optimization · IoT platform

1 Introduction

With the advancement of digital reform, most of the traditional power grids today are
being transformed and upgraded into smart grids, which are the belonging and busi-
ness integration of power grids and two-way communication network systems [1–3].
Demand-side management (DSM) is an important to realize electric energy manage-
ment in smart grid [4]. The DSM is to encourage electric devices to reduce electricity
consumption during peak periods to make the regional electric equipment terminals
curve appear flat [5]. The existing access to the IoT platform sensing terminal devices
have low device data integration efficiency, high power consumption, and high cost due
to deployment requirements, which brings great inconvenience to the regional energy
deployment [6]. Therefore, there is an urgent need to propose a power equipment ter-
minal scheduling method to make the regional grid terminal equipment terminals shift

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2022
L. C. Jain et al. (Eds.): ICWCA 2021, SIST 307, pp. 1–9, 2022.
https://doi.org/10.1007/978-981-19-3486-5_1
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with time so that the devices can better match the power demand and supply without
expanding the power loss [7, 8].

In this paper, we proposed an optimizationmodel for equipment terminals scheduling
of sensing terminals in the smart IoT platform, which can optimize equipment terminals
scheduling according to different tips. The model could be adapted to other prefer-
ences in the power equipment or smart grid. At the same time, it takes into account the
balanced situation of both incentives, distributed renewable energy systems (DRES),
and fully coordinates the combination of development (cost, peak equipment terminals,
and customer usability) to solve the equipment terminals problem in perspectives [9].
Therefore, this model can extend to be applied to smart grid in other geographic areas
and communities. In this paper, the model is applied to the smart IOT platform sensing
terminal to realize the grid equipment terminals scheduling in intelligent management
[10].

2 Related Work

This paper focuses on the power consumption and equipment terminals scheduling prob-
lems on the demand side of the IoT platform. Renewable energy losses in smart grids
are achieved with the help of optimization methods.

The literature [11] introduces the IoT architecture and clarifies the positioning and
important role of the IoT platform, analyzes each functional component of the IoT plat-
form, and points out the direction of the convergence development of the IoT platform
software. The literature [12] proposes a hybrid optimized load balancing algorithm for
the load balancing scheduling problem, which makes full use of the advantages of both
artificial bee colony and ant colony optimization algorithms and applies the percolation
technique to load balancing. The migration efficiency and performance are improved.
The literature [13] addresses the optimization problem of satellite terminal load topology
and establishes a topology model. Then, the load balancing network topology optimiza-
tionmethod is proposed based on the navigation constellationmodel, which improves the
load balancing performance. The literature [14] addresses the characteristics of electric
vehicle power consumption rate affected by the load size, and constructs a band vehicle
path optimization model to optimize on the vehicle sensing load and drive unit, yielding
significant advantages. In the literature [15], facing the load problem of transformers
in distribution networks, a spatio-temporal balancing optimization method is proposed
to effectively reduce the network loss and improve the node voltage quality of distri-
bution clusters by flexibly adjusting the node voltage of distributed power optimization
distribution clusters.

This paper proposes an equipment terminal scheduling optimizationmodel that com-
bines the terminal types addressed by the IoT platform with an optimized scheduling
approach to optimize equipment terminals scheduling. Themodel uses adaptive schedul-
ingmethods and operational constraints to minimize power losses, combines power con-
sumption records of different sensing terminals for fast analysis and decision making,
optimizes device control allocation and integration with the cloud-based terminal archi-
tecture of the IoT platform, and achieves intelligent management of network equipment
terminals scheduling.
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3 Perception Terminal Multi-service Equipment Terminals
Optimization Method

3.1 Multi-service Scheduling Optimization Architecture

According to the access types of sensing terminals in the IOT platform, this paper designs
a smart grid middleware containing an equipment terminal scheduling module to realize
equipment terminals scheduling. Where each sensing terminal k (k1…, K) define a set
of devices and was applied in energy. There exists a huge number of access terminals
including smart meters and other devices in each region, which are connected through a
centralized scheduler (CS).

The model algorithm by the CS to issue instructions, terminal bill costs and peak
equipment terminals are generated and communicated to the grid master control busi-
ness middle office. The CS optimizes the equipment terminals meters of each terminal
based on the business demand analysis taking into account development, feeds back
the equipment terminals schedule to customer’s smart meter. Figure 1 represents the
equipment terminals optimization control method.

Fig. 1. Sense terminal equipment terminals scheduling optimization architecture

3.2 End-Equipment Terminals Presets

First a set ofK sensing terminals in the region is defined in categories, eachwith a flexible
set of equipment terminals/devices Mk in time range T, the start time of the equipment
terminals/devices is determined. Each sensing terminal is flexibly supplied, where i =
1,…,Mk , has a duration. In the process of accessing the sensing layer of the IOTplatform,
each sensing terminal establishes a statistical assessment of power consumption, and the
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power output of each device at each time period t can be calculated. Therefore, each
transferable equipment terminals Si, k as the time point in time range [ri,k − Xi,k , ri,k +
Xi,k]; Deploy the terminal in time [Li,k ,Ui,k], the start time of each equipment terminals
as Eq. 1 and Eq. 2:

L̃i,k = max(ri,k − Xi,k) ∀i, k (1)

Ũi,k = min(T − di,k + ri,k + Xi,k) ∀i, k (2)

3.3 Multi-service Equipment Terminals Optimization Methods

As shown in Fig. 2, the overall process of equipment terminals optimization for the per-
ception layer devices of the IoT platform, the optimization criteria are obtained through
the processing of data combined with business requirements. By obtaining the multi-
constraint weights, and then realizing the adjustment of power loss and online time of
equipment terminals devices, the business adjustment of sensing terminal devices is
realized (as shown in Fig. 2).

Where, k represents the terminal data of the terminal device of the IoT platform, s
represents the energy standard calculation rule, d represents the device priorityweighting
in the adjustment feedback process, e represents the energy loss of the device, and t
represents the feedback scheme of the final device access.

Fig. 2. Flow chart of equipment terminals optimization algorithm

Adaptive Equipment Terminals Constraint. How to decrease equipment terminals
peak is the important of DSM, thereby improving the sustainability of the grid. The peak
equipment terminals can be expressed as Eq. 3.

PL = max
t ∈ [1,T ]

⎛
⎝N (t) +

K∑
k=1

Mk∑
i=1

ei,k(t)

⎞
⎠ (3)
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This is used as a criterion for scheduling in order to develop an equipment terminal
plan that minimizes peak equipment terminals as Eq. 4.

min
u

s1 = PL (4)

For energy cost calculation is solved based on electrical energy losses, the energy
cost SC(t) of the planned equipment terminals in any time period t. c(t) represents the
calculated function of the total duration t in the evaluation time, can be carried out as
Eq. 5:

SC(t) = SG(t) · c(t),∀t (5)

The cost of energy demanded by the sensing terminal at each time period is
represented by NC(t) and can be expressed by Eq. 6.

NC(t) =
{
(SC(t) − PVG(t)) · c(t), SC(t) − PVG(t) > 0

0, SC(t) − PVG(t) ≥ 0
,∀t (6)

The dispatch time is calculated as Eq. 7.

TNC =
T∑
t=1

NC(t) (7)

The minimization of perceived end-use energy losses can be expressed as Eq. 8.

min
u

s2 = TNC (8)

The deviation of the equipment terminals plan from the terminal power adjustment
can be defined based on the business demand for sensing terminal uptime and power
consumption. It is mainly measured from the perspective of time or power. The smaller
the deviation of the equipment terminals from the preferred start-up time, the more
effectively the sensing terminal can meet the grid operation and maintenance business
requirements. The higher the demand can be to achieve the adjustment of regional power
loss.

Therefore, the power required by the sensing terminal k can be calculated as Eq. 9.

SLuck (t) = Nk(t) +
∑Mk

i=1
ei,k(t), ∀t, k (9)

The squared deviation of the preferred plan can be measured as Eq. 10.

Dk =
∑T

t=1
(Qk(t) − SLuck (t))2,∀k (10)

whereQk(t) is the total power of the equipment terminals rescheduled by the sensing ter-
minal, based on which the objective optimization function is established as the objective
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function of the equipment terminals scheduling model to realize the control of energy
loss as Eq. 11 and Eq. 12.

D =
∑K

k=1
Dk (11)

min
u

s3 = D (12)

Equipment Terminals Optimization Model. In addition, most existing models have
incentives, such as TOU tariffs, that do not allow effective integration of DRES andmost
existing models set an objective function. Therefore, this paper considers the application
limitations of existing models and develops different combinations of dispatch criteria.
Based on this, an equipment terminal scheduling model is proposed.

The scheduling model is developed for the type of perceptual layer terminal access.

min s = w1s1 + w2s2 + w3s3 (13)

For the purpose of device terminal scheduling, we optimize the model with con-
straints on the peak value of the device terminal (sl), the power loss (s2), and the termi-
nal service (s3). The device terminal scheduling is optimized according to the needs of
different business scenarios, and the scheduling scheme is obtained by weighting. The
optimization scheme of the scheduling model in time T is shown in Eq. 14.

T∑
t=1

ei,k(t) = di,k · pi,k , ∀i, k (14)

The formula indicates that the equipment terminals i of the sensing terminal k can
be scheduled to be identified in a continuous time period starting from t = v up to v +
dik – 1 as Eq. 15. And the load-optimized scheduling algorithm is designed in Table 1.

v+di,k−1∑
t=v

ei,k(t) =di,k , pi,k , ∀i, k; v ∈ [L̃i,k , Ũi,k ] (15)

4 Experimental Simulation

4.1 Model Business Performance Evaluation

To judge the effectiveness assessment of the model in terms of business requirements,
the experimental part is oriented to the evaluation of the working effect of six types of
sensing terminals under an urban transmission scenario business. The uninterrupted and
normal operation and maintenance of the original business is achieved with less power
cost loss.
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Table 1. Load-optimized scheduling algorithm.

Fig. 3. Time-series diagram of model business performance evaluation

As shown in Fig. 3, the results of power loss monitoring of four smart IoT platform
terminal equipment terminals in the test area over a 12-h period, it can be concluded from
the figure that the actual power loss is up to 20% excess loss with time series analysis
compared to the three individual intermodulationmodels. Therefore, the implementation
of themodel can produce greater efficiency in business maintenance and energy resource
saving.



8 B. Shang and X. Guo

4.2 Business Scenario Validation

To demonstrate the wide applicability of the proposed equipment terminals schedul-
ing model, this paper collects real equipment terminals data of power-using equipment
according to several business scenarios in an urban area and conducts a case study. The
experiment includes a case study of two scenarios: substation equipment, and office area
terminal equipment. The figure shows the power consumption analysis of the equipment
terminals scheduling of the scenario under the condition that the business requirements
of the scenario are satisfied (see Fig. 4).

Fig. 4. Model business scenario power consumption timing diagram

5 Conclusion

In this paper, an equipment terminals optimization control method is proposed in com-
bination with the perception layer access terminal of the smart IOT platform, which
combines the consumption of different device terminal records for fast analysis and
decision making, effectively minimizing power loss and meeting the business require-
ments of actual scenarios. Through experimental verification, the model can reduce the
power energy loss of existing sensing terminals by 20%, while having portability for
different scenarios, and can achieve effectivemitigation of overall power data congestion
and energy loss. While maintaining the normal operation and maintenance of the power
system, it achieves the effective promotion of the digital transformation of the power
grid.
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Abstract. In order to make a comprehensive evaluation of the vehicle intelli-
gent obstacle avoidance function by changing lanes, the evaluation index system
was improved from the aspects of whether the function is available and how well
the function performs. Then, the combination weights of each index were deter-
mined by improved G1 method (improved order relation analysis method) and
CRITIC method (Criteria Importance Though Intercrieria Correlation method),
followed by comprehensive quantitative evaluation by fuzzy comprehensive eval-
uation method. Finally, the method was applied to the comprehensive evaluation
of the vehicle intelligent obstacle avoidance function by changing lanes of three
intelligent commercial vehicles. The total scores of the three test vehicles were
92.7, 97.1 and 49.0, and the evaluation grades were excellent, excellent and fail,
respectively. The results obtained by this method corresponded to the performance
of the vehicles in the test. The results show that the improved evaluation index
system is more comprehensive and can determine whether the vehicle has the
intelligent obstacle avoidance function and evaluate its performance.

Keywords: Unmanned vehicles · Avoiding obstacles · Changing lanes ·
Improved evaluation index system · Improved G1 · CRITIC · Fuzzy
comprehensive evaluation

1 Introduction

After unmanned vehicles have been developed and verified, a more complete system is
formed and its functions are perfected, then it needs to be tested and evaluated in order
to obtain the performance of the vehicle, so as to help developers find the shortcomings
or defects of the functions and improve them in a targeted manner [1]. The intelligent
obstacle avoidance function, as one of the core functions of safe driving of unmanned
vehicles, plays a crucial role in ensuring the safety of occupants, reducing traffic acci-
dents and improving traffic efficiency. According to the avoidance action, the non-stop
obstacle avoidance is divided into two scenarios, lane change obstacle avoidance and
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lane borrowing obstacle avoidance. Lane change refers to the vehicle changing lane to
avoid obstacles, and lane borrowing refers to the vehicle borrowing part of the adjacent
lane, fine-tuning the driving direction to avoid obstacles. This paper firstly focuses on
the intelligent obstacle avoidance by changing lanes.

The premise of comprehensive evaluation is the selection of evaluation indexes,
which should follow the principles of systematicity, feasibility, and science. In terms of
overall vehicle intelligence evaluation, Sun [2] constructed an evaluation index system
from safety, intelligence, and smoothness to make a comprehensive quantitative evalua-
tion of the intelligent behavior of unmanned vehicles. Li [3] analyzed the test content of
Future Challenges, and constructed an evaluation index system from safety, systemic,
smoothness and speed to make a comprehensive intelligent quantitative evaluation of the
autonomous vehicles. In terms of single capability or behavior evaluation, Fang [4] com-
bined the test items of Future Challenges to evaluate the vehicle turnaround behavior.
Zhang [5] constructed an evaluation index system of intelligent vehicle target detection
capability in terms of both target classification and recognition capability. Most of the
current studies on the evaluation indexes of unmanned vehicle intelligence focus on the
overall performance of the vehicle [6], and there are few studies on the evaluation of
a single function, and there are problems of incomplete evaluation. The evaluation of
a single function should be evaluated in terms of whether the function is available and
how well it performs.

The evaluation index system of intelligent obstacle avoidance by changing lanes has
been constructed in the previous period, but it is more applicable to the evaluation of
vehicles with intelligent obstacle avoidance function, which has the problem of incom-
plete evaluation. In order to comprehensively evaluate the intelligent obstacle avoidance
function by changing lanes of vehicles, the evaluation index system is modified from
two perspectives of whether the vehicles have this function and the performance of
this function. Based on the improved evaluation index system, the combination weights
are obtained by improved G1 method [7] and CRITIC method [8], and the evalua-
tion model is established to make a comprehensive evaluation of the vehicle intelligent
obstacle avoidance function by changing lances, which provides a basis for the further
development of its function.

2 Comprehensive Evaluation

2.1 Improved Evaluation Index System

The test conditions of the vehicle intelligent function of obstacle avoidance by changing
lanes in the closed field are divided into straight road test condition and curved road test
condition.

Straight Road Test Condition. The test road is at least a one-way two-lane long
straight road. The test vehicle travels at a certain speed along the road that meets the
requirements of the test road. When the vehicle recognizes the obstacle in front of this
lane and determines that the adjacent lane meets the lane change condition, it performs
lane change to avoid the obstacle. The schematic diagram of this test condition is shown
in Fig. 1.
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Obstacle

Fig. 1. Diagram of intelligent obstacle avoidance by changing lanes test conditions in the straight
path.

Curve Road Test Condition. The test road is at least a one-way two-car curve with a
radius of curvature of 500 m. The test vehicle travels at a certain speed along the road
that meets the requirements of the test road. When the vehicle recognizes the obstacle in
front of this lane and determines that the adjacent lane meets the lane change condition,
it performs lane change to avoid the obstacle. This test condition is divided into the
same direction as the curve lane change obstacle avoidance and reverse lane change
obstacle avoidance with the curve. Take the left curve as an example, the same direction
is pointing to the left lane change to avoid obstacles, as shown in Fig. 2(a), and the
reverse direction is pointing to the right lane change to avoid obstacles, as shown in
Fig. 2(b).

Fig. 2. Diagram of intelligent obstacle avoidance by changing lanes test conditions on curves. (a)
Left curve, change lanes to the left to avoid obstacles (b) Left curve, change lanes to the right to
avoid obstacles

The process of obstacle avoidance by changing lanes refers to the process fromwhen
the turn signal is turned on to when the vehicle completes the lane change to avoid the
obstacle and the turn signal is off. The preparation stage refers to the stage from when
the turn signal is turned on to when the outside of the front wheels touches the inner
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edge of the lane line. The execution stage refers to the stage from when the outside of
the front wheels touches the inner edge of the lane line to when the rear wheels of the
vehicle completely cross the lane line. The completion means that the vehicle enters
the target lane, completes the lane change action to safely avoid obstacles, and drives
steadily in the current lane.

Based on the above test conditions, specific parameters were selected from different
stages, including smoothness, maximum lateral acceleration, average lateral accelera-
tion, preparation time, and full time. Maximum lateral acceleration and average lateral
acceleration evaluate smoothness and lateral control. The full time evaluates the effi-
ciency and longitudinal control. The smoothness of avoidance by changing lanes means
that there is no obvious interval delay in the process, and the lane change action is
continuous.

The weights of the indicators under the three test conditions were obtained by ques-
tionnaire and actual measurement data of two intelligent commercial vehicles as shown
in Table 1. The indicators in descending order of importance are maximum lateral accel-
eration, full time, preparation time, average lateral acceleration, and smoothness, in
which the weight of smoothness is the smallest and is less than 0.15 in all three working
conditions. Therefore, two indicators are added to evaluate the process and comple-
tion status of obstacle avoidance, namely, whether collision occurs with obstacles and
whether the line is pressed after lane change. If it happens, the corresponding indicator
will be recorded as 0 points, otherwise the corresponding indicator will be recorded as
full points.

Table 1. The weights of the original evaluation index system.

Weights of straight
road

Weights of changing
lanes in the same
direction as the curve

Weights of changing
lanes in the reverse
direction as the curve

Smoothness 0.148 0.143 0.148

Maximum lateral
acceleration

0.246 0.269 0.269

Average lateral
acceleration

0.182 0.185 0.186

Preparation time 0.198 0.197 0.189

Full time 0.226 0.204 0.208

The improved evaluation index system of vehicle intelligent function of obstacle
avoidance by changing lanes is shown in Table 2. The evaluation index system includes
two primary indexes, which are straight road test condition and curve road test condition.
The curve road test condition is divided into changing lanes in the same and reverse
direction as the curve. Under each level index, there are 5 secondary indexes including
whether collision with obstacles occurs, whether the line is pressed after lane change,
maximum lateral acceleration, average lateral acceleration, preparation time, and full
time.
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Table 2. Evaluation index system of vehicle intelligent function of obstacle avoidance by
changing lanes.

Target level Element level A Indicator level B

Vehicle intelligent
function of obstacle
avoidance by changing
lanes

Straight road test condition (A1) Whether collision
with obstacles occurs
(B11)

Whether the line is
pressed after lane
change (B12)

Maximum lateral
acceleration (B13)

Average lateral
acceleration (B14)

Preparation time
(B15)

Full time (B16)

Curve road test
condition (A2)

Changing lanes in the
same direction as the
curve (A21)

Whether collision
with obstacles occurs
(B211)

Whether the line is
pressed after lane
change (B212)

Maximum lateral
acceleration (B213)

Average lateral
acceleration (B214)

Preparation time
(B215)

Full time (B216)

Changing lanes in the
reverse direction as the
curve (A22)

Whether collision
with obstacles occurs
(B221)

Whether the line is
pressed after lane
change (B222)

Maximum lateral
acceleration (B223)

(continued)
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Table 2. (continued)

Target level Element level A Indicator level B

Average lateral
acceleration (B224)

Preparation time
(B225)

Full time (B226)

2.2 Fuzzy Comprehensive Evaluation Method Based on Combination
Assignment

Improved G1. Improved G1 method specifically consists of the following steps.

Determining the Sequential Relationship Between Indicators. Experts are invited to
score the importance of each indicator, and the scoring criteria are referred to Table
3. According to the importance scores given by the experts, the indicator sets at each
level are reordered. If the score of indicator Xi is higher than that of indicator Xj, then it
means that indicatorXi is more important than indicatorXj, and it is recorded asXi > Xj,
and the sequential relationship is obtained accordingly.

Table 3. Expert scoring criteria.

Importance Score

Particularly important 9–10

Relatively important 6–8

Generally important 4–5

Unimportant 1–3

Ratio of Importance of Adjacent Indicators. Taking the scoring of an expert as an exam-
ple, the ratio of the importance scores of adjacent indicators is used as the ratio of the
weights of two indicators, as shown in Eq. (1).

rk = xk−1

xk
= ws(k−1)

wsk
(k = m,m− 1, · · · , 2) (1)

where, m is the number of indicators at the corresponding level, xk is the score of
the importance of indicator Xk by an expert, rk is the ratio of the weights of adjacent
indicators, and wsk is the subjective weight of indicator Xk based on the score of an
expert.
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Calculating Subjective Weights. The formula for calculating the subjective weight wsk

based on this expert scoring is shown in Eq. (2).

wsk =
(
1+

m∑
k=2

m∏
k=2

rk

)−1

(2)

The subjective weights of the other indicators can be obtained according to the
recurrence relationship, as shown in Eq. (3).

ws(k−1) = rkwsk(k = m,m− 1, · · · , 2) (3)

Finally, the subjective weights of each index based on that expert are obtained,
and then the scoring weights of all experts are averaged to obtain the final weights
wsk = {ws1,ws2,ws3, · · · ,wsm}.
CRITIC. CRITIC method specifically consists of the following steps.

Dimensionless Treatment. Equation (4) is used for positive indicators with higher
indicator values, and Eq. (5) is used for negative indicators with lower indicator values.

xik = Xik −min(Xk)

max(Xk) −min(Xk)
(4)

xik = max(Xk) − Xik

max(Xk) −min(Xk)
(5)

where, Xik is the i-th original measured data of index Xk , xik is the dimensionless
processed data.

Calculating the Standard Deviation of Each Indicators

σk =
√√√√ 1

n− 1

n∑
i=1

(xik − xk)2 (6)

where, xk is the mean of the measured data of index Xk, n is the number of measured
data of index Xk , and σk is the standard deviation of measured data of index Xk .

Constructing the Correlation Coefficient Matrix. The linear correlation coefficient rkj
between indicator Xk and indicator Xj is calculated as shown in Eq. (7).

rkj =

m∑
k=1

(xk − xk)(xj − xj)√
m∑

k=1
(xk − xk)2

m∑
j=1

(xj − xj)2
(7)



Comprehensive Evaluation of Intelligent Obstacle Avoidance Function 17

Calculating the Amount of Information for Each Indicator. The formula for calculating
the information quantity Ck for each index is shown in Eq. (8).

Ck = σk

m∑
j=1

(1− rkj) (8)

Calculating Objective Weights. The objective weights wok of each indicator is calcu-
lated as shown in Eq. (9).

wok = Ck
m∑

k−1
Ck

(9)

Combination Empowerment. After obtaining the subjectiveweightswsk and objective
weights wok , the combination weightsWk are calculated according to the multiplicative
synthetic normalization method as shown in Eq. (10).

Wk = wokwsk
m∑

k=1
wokwsk

(10)

Fuzzy Comprehensive Evaluation. Fuzzy comprehensive evaluation method specifi-
cally consists of the following steps.

Building Fuzzy Sets. Firstly, the factor set of the evaluation object is determined, includ-
ing m evaluation indicators at this level. Secondly, the evaluation set of comprehensive
evaluation is established, which is the evaluation of the state of each indicator.

Determining the Relative Affiliation Matrix. The measured data of n evaluation objects
and m evaluation indexes are used as the original matrix and are dimensionless by row.
If the row is a positive indicator, the original data is divided by the maximum value of
the row. If the row is a negative indicator, the minimum value is divided by the original
data. The relative affiliation matrix R is shown in Eq. (11), where r is the value of each
indicator after dimensionless processing of the original data.

R = rm×n =

⎡
⎢⎢⎢⎣
r11 r12 · · · r1n
r21 r22 · · · r2n
...

...
. . .

...

rm1 rm2 · · · rmn

⎤
⎥⎥⎥⎦ (11)

Fuzzy Comprehensive Evaluation. The combined weight setWk is synthesized with the
relative affiliation matrix R to obtain the fuzzy comprehensive evaluation model of each
index, as shown in Eq. (12).

E = Wk · R = (W1,W2, · · · ,Wm)

⎡
⎢⎢⎢⎣
r11 r12 · · · r1n
r21 r22 · · · r2n
...

...
. . .

...

rm1 rm2 · · · rmn

⎤
⎥⎥⎥⎦ = (e1, e2, · · · , en) (12)

The composite score S under the percentage system is calculated by S = 100E.
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3 Example Analysis

3.1 Calculating Combination Weights

Three experts were invited to score the importance of each index of the improved eval-
uation index system to obtain the subjective weights. In Python, the objective weights
were obtained from the test data. According to Eq. (8), the combination weights of each
indicator in this example were calculated as shown in Table 4, where the details of each
indicator in the first column are shown in Table 2.

Table 4. Weights of each evaluation index of vehicle intelligent obstacle avoidance function by
changing lanes.

Evaluation indicators Subjective weights Objective weights Combination weights

A1 0.511 0.526 0.536

A2 0.489 0.474 0.463

A21 0.524 0.479 0.503

A22 0.476 0.521 0.497

B11 0.217 0.152 0.201

B12 0.204 0.176 0.218

B13 0.163 0.144 0.143

B14 0.131 0.195 0.155

B15 0.130 0.202 0.160

B16 0.153 0.131 0.122

B211 0.212 0.156 0.201

B212 0.199 0.168 0.204

B213 0.180 0.152 0.167

B214 0.128 0.189 0.147

B215 0.128 0.194 0.151

B216 0.149 0.142 0.129

B221 0.212 0.151 0.196

B222 0.199 0.151 0.184

B223 0.180 0.168 0.186

B224 0.128 0.201 0.157

B225 0.128 0.185 0.145

B226 0.149 0.145 0.132
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3.2 Fuzzy Comprehensive Evaluation

The evaluation starts from the indicator level and goes up the hierarchy. Take the indi-
cator level of the element straight road test condition as an example, which contains 6
evaluation indexes. The elements of the evaluation set are excellent, good, general, pass,
and fail. The evaluation level is divided as shown in Table 5.

Table 5. Evaluation level classification.

Evaluation level S

Excellent [90, 100]

Good [80, 90)

General [70, 80)

Pass [60, 70)

Fail [0, 60)

The test data of the three vehicles and the standard data were used as the original
data matrix, and after dimensionless processing, the relative affiliation matrix RA1 was
obtained, as shown in Eq. (13).

RA1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1.000 1.000 1.000 0.500
1.000 1.000 0.000 0.500
0.875 1.000 0.554 0.187
0.840 1.000 0.339 0.210
0.947 1.000 0.750 0.360
0.826 0.758 0.606 1.000

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(13)

According to Eq. (12), the comprehensive evaluation result of this level was obtained
as shown in Eq. (14).

EA1 =WA1RA1

= (0.201, 0.218, 0.143, 0.155, 0.160, 0.122)

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1.000 1.000 1.000 0.500
1.000 1.000 0.000 0.500
0.875 1.000 0.554 0.187
0.840 1.000 0.339 0.210
0.947 1.000 0.750 0.360
0.826 0.758 0.606 1.000

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

= (0.927, 0.969, 0.527, 0.448) (14)

Similarly, the results of other levels and comprehensive evaluation can be obtained,
as shown in Table 6, where the details of each indicator in the first column are shown in
Table 2.
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Table 6. Comprehensive evaluation results of intelligent obstacle avoidance function by changing
lanes tests of C1, C2, and C3.

C1 C2 C3

A21 94.9 97.7 67.6

A22 90.5 97.2 21.9

A1 92.7 96.9 52.7

A2 92.7 97.5 44.9

Total score 92.7 97.1 49.0

Evaluation level Excellent Excellent Fail

3.3 Analysis of Evaluation Results

The comprehensive evaluation method based on the improved evaluation index system
was used to evaluate the vehicle intelligent obstacle avoidance function by changing
lanes, and the results of the comprehensive evaluation were consistent with the actual
test conclusions. The evaluation grades of C1, C2 and C3 are excellent, excellent and
fail respectively. The test showed that C3 was not equipped with the intelligent obstacle
avoidance function by changing lanes because it pressed line after changing lanes under
the three test conditions and a collision occurs under the curve road test condition. C1
and C2 did not crash and did not press the line, and both received excellent. Among
them, C2 outperformed C1 in all test conditions. The improved evaluation index system
can distinguish whether the vehicle has the intelligent d obstacle avoidance function by
changing lanes and evaluate the performance of this function.

4 Conclusion

In order to make a comprehensive evaluation of the intelligent obstacle avoidance func-
tion by changing lanes of the unmanned vehicle, the evaluation index system was
improved from two aspects of whether the vehicle has the function and the perfor-
mance of the function. Then, based on the improved G1 method and CRITIC method,
the combination weights were obtained by multiplicative synthesis and normalization,
and the fuzzy comprehensive evaluation model was established. Finally, the test data
of three intelligent commercial vehicles under three test conditions were verified. The
results show that the improved evaluation index system can provide more comprehen-
sive, scientific and reasonable evaluation results for the intelligent obstacle avoidance
function by changing lanes of vehicles, and can provide a basis for the improvement of
this intelligent function. It is necessary to further study the comprehensive evaluation
method of vehicle intelligent obstacle avoidance function by borrowing lanes, and form
a comprehensive evaluation method of vehicle intelligent obstacle avoidance function.
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Abstract. This paper designs a wireless communication key performance evalua-
tionmethod through receiving the signal transmitting by itself. The device includes
a transmitter and a receiver. The receiver performsmessage analysis and transmis-
sion and measures the consumption of time when processing each message. The
transmitter measures the total duration of each message’s sending and receiving
and counts the number of the messages. The basic parameters measured by the
receiver and the transmitter can be used for the quantitative evaluation of com-
munication delay and packet loss rate. This paper proposes a clock frequency
deviation calibration method that integrates the internal and external characteris-
tics of the Microprogrammed Control Unit (MCU) crystal oscillator to improve
themeasurement accuracy. The receiver uses a clock frequency deviation dynamic
calibration method based on the real-time temperature. Besides, the transmitter
further uses the Pulse Per Second (PPS) signal to dynamically estimate and cal-
ibrate clock frequency deviation based on Kalman filter. The evaluation method
has the characteristics of high measurement accuracy and low device cost.

Keywords: Communication performance · Receiving the signal transmitting by
itself · MCU clock frequency calibration

1 Introduction

Autonomous driving has always been a hot topic in the intelligent transportation system.
In order address the problem that autonomous driving is hard to meet the requirements
of safety and reliability at this stage, developing the intelligent vehicle-infrastructure
system and allowing ‘smart’ roads to support some of the functions of autonomous
vehicles is an effective way to achieve the high degree of automation of cars through the
coordinating operation between cars and roads or between cars and cars [1, 2].

Wireless communication has become one of the key basic supporting technologies
[3], which can be regarded as a pipeline connecting of ‘vehicle to infrastructure or
‘vehicle to vehicle’. The performance of wireless communication will directly affect
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whether the vehicle-to-road and vehicle-to-vehicle cooperative system can be operated
normally.

When evaluating wireless communication performance, a normalmethod is to install
devices that can provide time reference information at the transmitter and the receiver
respectively [4, 5], measuring the sending time and the arriving time of the messages to
measure the communication delay; analyzing the messages received and sent within a
certain period of time, and the frequency of message sending can also be obtained. This
method uses a high-precision unified time reference (generally provided by the timing
equipment based on the global navigation satellite system) at the transmitter and the
receiver, which can ensure high measurement accuracy, but it also leads to troublesome
installation and high cost. When the satellite signal is blocked, the time accuracy will
be reduced, and the measurement accuracy will be affected.

This paper designs a new type of wireless communication performance evaluation
method. The method adopts the way of receiving the signal transmitting by itself and
uses the low-cost MCU high-speed internal oscillator clock source to measure the basic
parameters required for evaluation. Because the crystal oscillator of the MCU is easily
affected by the environment temperature and produces cumulative errors [6], this paper
proposes a clock frequency deviation calibration that integrates the internal and exter-
nal characteristics of the crystal oscillator of the MCU, and according to the working
characteristics of the receiver and the transmitting end, different strategies are adopted
for dynamic clock frequency calibration to improve the measurement accuracy of the
parameters required for evaluation. The method in this paper can perform segmented
statistics on the transmission time and analysis time of wireless communication mes-
sages, and uses a local clock signal, which is not affected by environmental occlusion,
supports the evaluation of multiple communication standards, has the characteristics of
good environmental adaptability, high accuracy, and low cost.

2 Evaluation Plan Design

This paper designs a method to evaluate the key performance of wireless communica-
tion by the way of receiving the signal transmitting by itself. Both the transmitter and
receiver are used in the evaluation. The receiver sets up the message analysis and trans-
mitting mechanism and measures the time for analyzing and transmitting each message.
The transmitter measures the total time of each message’s sending and receiving and
counts the number of messages. The transmitter and receiver respectively use the MCU
crystal oscillator for measurement and statistics of the basic parameters required for
evaluation. The clock frequency deviation calibration method that integrates the internal
and external characteristics of the MCU crystal oscillator is used to improve the accu-
racy of the counter clock reference, including the clock frequency deviation dynamics
based on real-time temperature as well as Calibration and Kalman filter dynamic esti-
mation method of clock frequency deviation based on PPS signal, achieving accurate
and reliable evaluation of the key performance of wireless communication.

The MCU is a kind of integrated circuit chip, which adopts super-large-scale inte-
grated circuit technology to integrate the central processing unit with data-handling
capability, random access memory, read-onlymemory, multiple I/O ports, timer/counter,
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analog-digital converter, a small and completemicrocomputer systemcomposed of oscil-
lator clocks and other components integrated on a silicon chip, is widely used in the field
of industrial control. In this paper, both the receiver and the transmitter use MCU as
the main control unit. The MCU model used in this paper is STM32F107VCT6. The
MCU contains multiple 16-bit-counters, temperature sensors, analog-digital converters,
commonly used I/O ports and other functions. It also supports serial ports, Universal
Serial Bus (USB), network ports, Controller Area Network (CAN) bus interfaces, and
other communication methods.

TheMCU of the receiver is connected to the wireless device through one of the serial
port, USB, network port, and CAN bus interface, to obtain the message received by the
wireless device, and can judge whether the wireless device has received the message.
The working process of the MCU at the receiver is as follows:

➀ Initialize theMCU at the receiver and set the clock frequency of counter 1 as 50 kHz.
➁ Wait for the receiver to receive the message, when the receiver receives the

information from the transmitter, it immediately starts counter 1.
➂ Dynamic calibration of counter 1 clock deviation. The receiver needs to count the

time of analyzing and transmitting time.When calculating the communication delay,
this part of the time needs to be subtracted to obtain the real transmission delay.
Therefore, the accuracy of the counter 1 clock frequencywill also affect the accuracy
of communication time evaluation. This text adopts the clock frequency deviation
dynamic calibration method based on real-time temperature to improve the clock
frequency accuracy of the MCU counter in the receiver.

➃ Analyze the received messages, and pack all the analyzed messages with the time of
the last frame of messages’ analyzing and transmitting, and send them to the receiver
interface, and then send them back from the receiver to the transmitter.

➄ Record the count-value n1 of counter 1 at this time and reset the counter, then the
time consumed for analyzing and transmitting this time t1 = n1/50 ms, save t1 and
send it back after being packed with the next frame of the message.

The MCU at the transmitter is also connected to the transmitter through one of the
serial port, USB, network port, and CAN bus interface, to obtain the message received
or sent by the transmitter and can judge whether the transmitter has received or sent a
message. The working process of the transmitter is as follows:

➀ Initialize the MCU at the transmitter and set the clock frequency of counter 2 as
50 kHz.

➁ When the transmitter sends out the first message, it starts the counter 2 of the MCU
at the transmitter, and at the same time adopts the clock frequency deviation dynamic
calibration method based on real-time temperature similar to the receiver to set the
clock adjustment register, and set the message value N1 to 1.

➂ Judge whether the message has been received. When the message is received, save
the count value n2 of counter 2 and reset the counter, and at the same time add the
value of N1 by 1, to analyze the message processing time t1 of the previous frame
contained in the message.
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➃ Judge whether a message has been sent. When a message is sent, start the counter
2 and then enter the cycle of judging whether the message is received. Every time
the counter 2 is started, the clock frequency deviation dynamic calibration method
based on real-time temperature is used to set the clock adjustment register.

Using the clock frequency of n2 and counter 2, we can get t2, which is the total time
of a message sent from the transmitter and processed and sent back by the receiver.

3 Clock Frequency Deviation Calibration Method

3.1 Dynamic Calibration Method of Clock Frequency Deviation Based
on Real-Time Temperature

The receiver needs to count the time consumed by analyzing and transmitting messages.
When calculating the communication delay, this part of the time needs to be subtracted
to obtain the real transmission delay. Therefore, the accuracy of the counter 1 clock
frequency will also affect the accuracy of the evaluation of the communication time.
This text adopts the clock frequency deviation dynamic calibration method based on
real-time temperature to improve the clock frequency accuracy of the MCU counter at
the receiver.

The temperature sensor inside the STM32F107VCT6MCU is connected to the input
of the analog-digital converter 1. Every time the counter 1 is started, theADconversion of
the analog-digital converter 1 is also started to obtain the current temperature information,
which is used to calculate the frequency deviation DFi:

DFi =DFA + DFB ∗ (TMPDAT − Toff ) + DFC ∗ (TMPDAT − Toff )2

+DFD ∗ (TMPDAT − Toff )3 + DFE ∗ (TMPDAT − Toff )4 (1)

Among them, DFA/DFB/DFC/DFD/DFE are the compensation coefficients, TMP-
DAT is the output value of the temperature sensor, and Toff is to correct the temperature
sensor offset.

DFi can be used to set the internal high-speed clock adjustment register HSITRIM
to realize clock deviation dynamic calibration inside the MCU.

3.2 Clock Frequency Deviation Kalman Filter Dynamic Estimation Method
Based on PPS Signal

The accuracy of the clock frequency of the MCU counter at the transmitter directly
affects the accuracy of t2 and will also determine the accuracy of the evaluation of
communication delay. Therefore, the transmitter introduces the PPS signal for dynamic
calibration of the clock frequency of the MCU and statistics of the total duration of the
evaluation. Since t2 is significantly bigger than t1, t2 is also more affected by the clock
frequencydeviation. The transmitter not only uses the clock frequencydeviation dynamic
calibration method based on real-time temperature to correct the clock deviation inside
theMCU, but also uses the PPS signal to observe the external characteristics of the clock
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frequency. Perform clock offset correction again to further improve the measurement
accuracy of t2. PPS signal is an accurate pulse signal which is one second for one time
[7], which can be derived from the internal satellite positioning system receiver of the
transmitter or the external satellite positioning system receiver.

The I/O interface of the MCU of the transmitter is connected with the PPS signal, to
realize the capture of the PPS signal, and MCU at the transmitter performs the working
process of clock frequency dynamic calibration and total time statistics evaluation is as
follows:

➀ Initialize the MCU at the transmitter, set the clock frequency of counter 3 to be the
same as that of counter 2, which is 50 kHz.

➁ When the first PPS signal is received, start the counter 3, and use the clock frequency
deviation dynamic calibrationmethod based on real-time temperature to set the clock
adjustment register, and set the PPS count value N2 as 1 at the same time.

➂ Judge whether the next PPS signal is captured. When the next PPS signal is cap-
tured, save the count value n3 of counter 3 and N1 at this time, and add 1 to N2,
restart the counter. Every time counter 3 is started, use clock frequency devia-
tion dynamic calibration method based on real-time temperature to set the clock
adjustment register.

➃ Continue to judge whether the next PPS signal of the loop is received.

The time interval between the two PPS signals is exactly 1 s, so the count value n3
is the clock frequency observed with the PPS signal. Counter 3 is a 16-bit counter, the
maximum count value is 65535.When the clock frequency is 50 kHz, n3 should be about
50000, and there will be no overflow that the maximum count value is exceeded. The
clock frequency deviation of counter 3 observed by the PPS signal is (n3 – 50000). Since
the clock frequency set by counter 2 and counter 3 are the same and belong to the same
MCU, (n3 – 50000) can also be regarded as the observation value of clock frequency
deviation of counter 2, and based on Kalman filter, perform counter 2 clock frequency
deviation dynamic estimation:

The matrix form of the discretized Kalman filter state equation is:

X(k) = ϕ(k, k − 1) · X(k − 1) + W(k − 1) (2)

In Eq. (2), k represents the discretization time; the system state vector quantity is X
= [� f ], that is the estimated counter 2 clock frequency deviation;W(k − 1) represents
the system white Gaussian noise vector quantity of zero mean value, the system noise
covariancematrixQ(k−1) corresponding toW(k−1) is:Q(k−1)= [σ 2

w],σ
2
w represents

the variance corresponding to the system white Gaussian noise w of; the state transition
matrix is ϕ(k, k − 1) = [1] (unit matrix). This is because the clock frequency deviation
in a short time has good consistency, so it can be considered that the clock frequency
deviation at the current sampling time is equal to the clock frequency deviation at the
next sampling time.

The discretization matrix form of the Kalman filter observation equation is:

Z(k) = H(k) · X(k) + V(k) (3)
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In Eq. (3), Z is the observation vector,H is the observation matrix, and V is the zero
meanvalue observationwhite noise vector quantity that is not correlatedwithW. Because
both the observation vector and the state vector are both clock frequency deviation, so,
H(k) = [1], Z(k) = [fo], fo is the clock frequency deviation measured by the PPS signal,
fo = n3 – 50000, and the observing noise variance matrix R corresponding to V can be
expressed as R = [σ 2], σ 2 represents the variance of the observing noise.

For the system state equation and measurement equation described in Eq. (2) and
(3), the Kalman filter theory is used to establish the following standard filter recursion
process [8]:

State one-step prediction equation:

X̂(k, k − 1) = ϕ(k, k − 1)X̂(k − 1)

One-step prediction error variance matrix:

P(k, k − 1) = ϕ(k, k − 1)P(k − 1)ϕ′(k, k − 1) + Q(k − 1)

Filter gain matrix:

K(k) = P(k, k − 1) · H′(k) · [
H(k)P(k, k − 1)H′(k) + R(k)

]−1

State estimation:

X̂(k) = X̂(k, k − 1) + K(k)
[
Z(k) − H(k) · X̂(k, k − 1)]

]

Estimated error variance matrix:

P(k) = [I − K(k) · H(k)] · P(k, k − 1)

After the above recursion calculation, the clock frequency deviationΔf of the counter
2 can be estimated in real time.

Use �f to get the calibrated clock frequency f = 50 + Δf KHz, and then use the
dynamically calibrated clock frequency to calculate t2, t2 = n2/f .

4 Key Performance Indicator Calculation Method

After obtaining the time-related parameters t1 and t2, as well as the number of sent
messages N1 and the number of received messages N2, the evaluation of wireless
communication performance can be realized.

In each evaluation, the first PPS signal captured time is used as the initial point of
the evaluation, and the analyzing and transmitting consumption time of the ith message
is t1i, and the sending and retrieving time of the ith message is t2i, i = 1, 2, …, N1, the
communication delay of the ith message is:

τi = t2i − t1i
2

(4)
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The communication delay of this evaluation is:

τ = 1

N1

N1∑

i=1

τi = 1

N1

N1∑

i=1

t2i − t1i
2

(5)

The packet loss rate of this evaluation is:

η = N1 − N2

N1
× 100% (6)

5 Experimental Verification

In this paper,ANPU-Link5200-30NHD, an industrial self-organizednetwork equipment,
is used as the test object to verify the proposed evaluation method. The evaluation
equipment is shown in Fig. 1.

Fig. 1. Tested wireless communication equipment.

The software interface of the evaluation process is shown in Fig. 2.

Fig. 2. Evaluation results.

The above-mentioned equipment has been tested and evaluated many times, and the
test results are relatively stable. The delay is 909 ms and the packet loss probability is
0%, which is consistent with the nominal value of the product.
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6 Summarize

This paper adopts the method of receiving the signal transmitting by itself to realize the
evaluation of wireless communication performance. It does not need to unify the clock
standard of the transmitter and the receiver, and there is no requirement for the wireless
communication mode. According to the working characteristics of the receiver and the
transmitter, different strategies are used to perform dynamic clock frequency calibration
to improve the measurement accuracy of the time-related parameters required for the
evaluation. The transmitter is less affected by the clock frequency deviation due to
the shorter measurement time. thus, the clock frequency deviation dynamic calibration
method based on real-time temperature is used. The measurement time required by
the transmitter is relative long. In addition to the real-time clock frequency deviation
dynamic calibration, the PPS signal is further used to perform the Kalman filter dynamic
estimation of the clock frequency deviation, realizing the clock frequency deviation
calibration that integrates the internal and external characteristics of the MCU crystal
oscillator. This paper achieves an accurate evaluation of the key performance of wireless
communication.
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Abstract. This Paper studies the reliability of communication network. Taking
the communication network of peer-to-peer structure as the research object, from
the perspective of topological structure, the reliability optimization model of com-
munication network is constructed, and an improved genetic algorithm is pro-
posed to solve the model. For the objective function based on natural connectivity,
the paper designs variable coding, improves the selection operation, and defines
the crossover operation and mutation operation. Experiments show that as the
number of iterations increases, the natural connectivity value shows an upward
trend, and the network topology changes from “dispersed periphery” to “closer
core-periphery”. The simulation analyzes the structural attributes of the optimized
communication network, and verifies the effectiveness and feasibility of the com-
munication network topology optimizationmodel and the use of genetic algorithm
to solve the model. After the network topology is optimized, the network degree
distribution is changed, in which the number of low-degree nodes increases, while
the number of high-degree nodes decreases. The reliability of the communication
network after the optimization of the algorithm proposed in this paper is improved
under both random and deliberate attacks.

Keywords: Communication network · Reliability · Genetic algorithm (GA) ·
Topology optimization · Natural connectivity

1 Introduction

The network structure (i.e., network topology) of the communication network [1] gen-
erally refers to the geometric connection shape of network nodes and transmission lines,
which is related to the problemof network connectivity [2]. It is an important requirement
to explore the communication network with high reliability from the internal structure
of the network in various practical applications.

At present, many achievements have been made in the research of communication
network reliability. Literature [3] proposes a communication network topology opti-
mization method to realize navigation sharing, establishes the MCCN topology model
of navigation sharing in order to find the communication network topology with themin-
imum number of communication connections (MCCN) under different conditions, and
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designs the corresponding methods, which theoretically proves the effectiveness of the
algorithm. Literature [4] proposed the reliability analysis and optimization algorithm of
power communication network (PCN) based on resource correlation characteristics, and
improved the reliability of power communication network through resource redundancy
and expansion strategy. Literature [5] proposes a power communication network fault
recovery algorithm based on service characteristics and node reliability. By comparing
with traditional algorithms, it is verified that this algorithmcan improve the fault recovery
rate and profit of power communication network, which has great practical application
value. Literature [6] takes complex networks as the research object and establishes a
network reliability and node importance evaluation model based on redundancy. The
results show that the model algorithm can provide a solution to the construction prob-
lem of high reliability networks under certain constraint cost. Literature [7] uses FCM
algorithm to identify and backup key resources of power communication network, thus
improving the reliability of power communication network.

This paper constructs the reliability optimization model from the perspective of the
communication network topology structure, which belongs to NP-hard problem and is
difficult to solvedirectly.Aiming at the objective function, this paper designs an improved
genetic algorithm, a heuristic method to solve the model. The coding process is that the
network is transformed into the adjacency matrix. The optimized variable is the coding
in the form of the adjacency matrix of the graph. Roulette, truncation and sorting and
grouping are selected as the three selection operations. The simulation results show that
the algorithm can improve the reliability of the communication network effectively.

2 Communication Network Reliability Optimization Model Based
on Natural Connectivity

In this paper, the natural connectivity is used as the network reliability measure index
to optimize its topology [8, 9]. The basic assumptions for the communication network
graph G are as follows:

(1) The communication network is an unauthorized and undirected simple graph, Set
aij as {aij = aji = 1|e(vi, vj) ∈ E(G)} and {aij = aji = 0|e(vi, vj) /∈ E(G)}.

(2) It satisfies the connected graph, that is, the subsmall eigen root of its Laplace matrix
μ > 0.When the network size increases, the solving time of subsmall characteristic
roots is too long. To facilitate processing, the function is defined in this paper.

C(G) =
{

> 0, μ > 0

≤ 0, μ ≤ 0
, C(G). traverse every node through depth-first search, and

the result of traversing all nodes can connect any other nodes.

Natural connectivity is defined as follows:
Assume that in one network, the number of ways of length k between any node vi

and vj is nkij, and then sum over the relation of i, j, k:

S =
N∑
i=1

N∑
j=1

∞∑
k=0

nkij (1)
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The value of S reflects the number of redundant paths in the network. Obviously, S will
be a complex expression, expressed by the number of vi closed paths of length k starting
and ending as follows:

S =
N∑
i=1

∞∑
k=0

nki =
∞∑
k=0

nk (2)

The contribution of closed paths is measured by dividing S by the factorial of the length
between nodes as k. Shorter closed paths have a greater impact on the redundancy of
alternative paths, which is expressed as follows:

S ′ =
∞∑
k=0

nk
k! (3)

the number of all closed channels nk of length k in the network, which can be expressed
as:

nk =
N∑
i=1

μk(i) =
N∑
i=1

λki (4)

So:

S ′ =
∞∑
k=0

nk
k! =

∞∑
k=0

∑N
i=1 λki

k! =
N∑
i=1

eλi (5)

λi is the eigen root of the network adjacency matrix.
There are many factors that affect the reliability of network [10]. When the number

of network nodes is certain, the number of links in the network becomes the main factor.
The natural connectivity value is strictly monotonically increasing with respect to the
increase of the edge. If there is no limit on the number of network links, the fully
connected network topology will be the most reliable network. But in fact, the network
construction will be limited by the cost and so on. Obviously, the more the number of
links, the more the network cost will be. Therefore, it is necessary to study the problem
of network reliability when the number of links W is certain. In this paper, it is assumed
that the constraint conditions of the number of links in the communication network are
as follows:

W = |E| = 1

2

N∑
i=0

N∑
j=0

aij, (7)
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Based on the above analysis, the topology optimization model of the communication
network can be established:

max
G

λ̄ = ln(
1

N

N∑
i=1

eλi )

s.t.
N∑
i=0

N∑
j=0

aij = 2W

aij = 0 or aij = 1

aii = 0

aij = aji
C(G) > 0

(8)

where, λi is the eigen root of the adjacency matrix A (G) composed by aij.

3 Communication Network Reliability Simulation
and Optimization Method Based on Genetic Algorithm

The above model (8) belongs to the nonlinear 0–1 integer programming problem and
is a typical NP-hard problem, which cannot be solved directly by using some current
solvers. Traditional methods to solve NP-hard problems include using similar problems
to replace the original problem, which is complicated and difficult to solve and cannot be
solved directly, and looking for problemswith high similarity and easy to solve to replace
them. The other method is to use the heuristic search method [11]. Swarm intelligence
algorithm is preferred in this paper. Since the adjacency matrix of network graph is
0–1 matrix, the genetic algorithm is chosen in this paper to search the problem for the
convenience of coding method.

3.1 Variable Coding

As mentioned above, the communication network can be represented as a simple graph
with no right and no direction, and the graph itself can be represented by 0–1 adjacency
matrix, which is appropriate to be directly regarded as a chromosome. Therefore, each
adjacency matrix is the optimization variable of the genetic algorithm, namely, the code
of the solution.

3.2 Selection Operation

In order to find the communication network topology with higher reliability, the indi-
viduals with larger results are selected according to the objective function value in
each selection operation. In this paper, roulette selection, truncation selection, sorting
and grouping selection were selected for comparison and analysis of three different
operations.

The truncation selection method sorted the individuals in the population in descend-
ing order according to the value of the objective function (solving Max) and selected the
first N individuals to enter the next generation. The algorithm was operated as follows:
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(1) Calculate the objective function value of each individual (adjacency matrix) in the
initial population;

(2) Rank in descending order according to fitness value;
(3) Intercept the top n best individuals to enter the next generation.

The idea of sorting, grouping and selection is graphically represented as follows:

➀ Set an initial population with 9 individuals as an example, the data in the table is the
individual fitness value of the population

5.53
5.47 4.88 5.36 4.81 5.30 5.19 6.03 6.00 

1   2   3   4   5    6   7 8   9

➁ The individuals of the population were arranged according to the fitness value from
the largest to the smallest

6.03 6.00 5.53 5.47 5.36 5.30 5.19 4.88 4.81 

8    9   1   2    4    6   7    3   5

➂ On average, three segments were taken from the arrayed individuals
➃ Each segment is selected at random in a different proportion.
➄ Selected individuals

6.03 6.00 5.53 5.47 5.30 5.19

8    9   1    2   6    7

➅ Select from the beginning the individual that was lost due to the selection operation.
➆ Insert the head individual selected in step ➂ into step ➄ to form a new individual

6.03 6.00 5.53 5.47 5.30 5.19 6.03 6.00 5.53 

8 9   1    2   6    7   8    9   1

Comparedwith the initial population, the average fitness value of the final population
was improved. The three selection algorithms selected in this paper are easy to operate.
After calculating the fitness value, the superior individuals can be selected only by
sorting, grouping, inserting and other basic operations.

3.3 Cross Operation

Selecting different adjacency matrices to exchange the intermediate elements of the
matrix to carry out gene location transformation in the crossover position. The specific
operation steps are as follows:

(1) Conduct random pairing operation on population individuals;
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(2) Set the same position crossing points for the paired chromosomes;
(3) Match each other according to the set cross probability P (Fig. 1).

Fig. 1. Cross process

3.4 Mutation Operation

This paper mainly uses single-point mutation, that is, only a certain bit in the gene
sequence needs to be mutated, taking binary coding as an example, that is, 0 becomes 1,
and 1 becomes 0. Mutation is a process of randomly selecting individuals from a popu-
lation and getting new individuals by mutation with a certain probability. For example,
mutate an individual by the following method:

X [i][j] =
{
X [i][j], p > v_c
1 − X [i][j], p ≤ v_c

(9)

X [i][j] is an element in the adjacency matrix, P is a random number located between
[0, 1], and V_c is the mutation probability.

4 Algorithm Improvement and Model Constraint

4.1 Algorithm Improvement

The traditional genetic algorithm is prone to the problem of slow convergence speed.
This paper improves the local optimization strategy, as follows.

(1) Local search: at the end of each iteration, local search optimization is carried out
for each chromosome in the population. The specific operation of local search is
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the inverse operation of any bit of the adjacency matrix represented by the current
chromosome, which can be expressed as the function N (G). The update of staining
by local search can be expressed as:

G(next)
k =

{
N (Gk),F(Gk) < F(N (Gk))

Gk ,F(Gk) ≥ F(N (Gk))
(10)

where, (G) represents the fitness of chromosomes and the local optimization times
of fixing each chromosome, such as 50 times.

Parameter adaptation: in order to ensure the diversity of the algorithm in the
early stage and the concentration in the later stage, this paper adaptively adjusts the
crossover probability and mutation probability:

P(i)
c = Pcρ

i
1

V (i)
c = Vcρ

i
2

(11)

where ρ1 and ρ2 are constants less than 1 respectively, i denoting the number of
iterations.

4.2 Model Constraints

Because the optimization model contains a large number of constraints, most of which
are strong constraints, such as the limit on the number of edges of the graph is constant,
such constraints will make most chromosomes do not meet the conditions and will be
eliminated, resulting in too few or even zero number of offspring chromosomes in the
early iteration. Therefore, in this paper, the method of repairing infeasible solution and
penalty function are combined to deal with the constraint conditions of the problem. The
details are as follows:

(1) Undirected simple graph constraint of network graph. In population initialization,
crossover, mutation and local optimization, the adjacency matrix of graph may not
satisfy the undirected simple graph constraint, like aij �= aji. Therefore, in this
paper, the adjacency matrix is repaired by successive scan after each operation
involving changing the graph structure.

(2) Constraint on the number of edges in the network graph. Since almost any operation
will change the number of edges of the graph, this paper chooses to repair the
infeasible solution of the graph. The repair method is: Assume that the number of
edges is

(3) W ′ = 1
2

∑N
i=0

∑N
j=0 aij,�W = |W ′ − W |, W ′ − W > 0, �W element

{a1, a2, . . . , a�W}, the value of each element in the set is 1, and the subscript in the
original adjacency matrix is satisfied j ≥ i. The value of the elements in the set is
changed to 0, and then the undirected simple graph repair operation in satisfying
(1) is performed. On the contrary, ifW ′ − W < 0, do the opposite operation.

(4) Connectivity constraints on graphs. It is difficult to repair the connectivity of graphs.
In addition, through experiments, it is found that the probability of randomly gener-
ated graphs being connected is more than 95%, which means that only a relatively
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small number of graphs are not connected graphs. Therefore, in the training process,
if the solution does not meet the connectivity constraint, the solution is abandoned,
that is, the penalty function method is used, and the fitness value of the solution
that does not meet the constraint is set as negative infinity.

5 Simulation Experiment and Analysis

5.1 Experimental Simulation of Optimized Topology Structure

In order to verify the effectiveness of the network topology optimization algorithm
proposed in Sect. 2, the simulation running environment is: 64-bit Windows10 operating
system, Python 3.8, Intel i7 9570H processor, main frequency 2.6 GHz, memory 16 GB,
and parameter Settings are shown in Table 1. Firstly, the initial communication network
is constructed to obtain its adjacency matrix A (G). Then initialize the genetic algorithm
through the parameters set in Table 1. Then the optimal value of natural connectivity is
obtained according to the steps of genetic algorithm in Sect. 4.

Table 1. Parameter settings

Parameter The values

(W) 50

The population size (POPU_NUM) 100

Number of genetic iterations (ITER_TIME) 100

Crossover probability (PC) 0.88–0.92

Crossover probability diminishing parameter (ρ1) 0.995

Mutation probability (Vc) 0.008–0.012

Variation probability decreasing parameter (ρ2) 0.995

Number of local optimization search iterations (ITER_LOCAL) 50

5.2 Network Topology Analysis

In the process of simulation, ER random graph was selected as the research object. The
basic parameters were defined as: the number of nodes N= 50 and the probability of side
connection p = 0.12. The generated ER network (connected graph) topology structure
and degree distribution were shown in Fig. 2.



38 P. Yu et al.

(a) Network topology before optimization

 (b) Network degree distribution before optimization

Fig. 2. Network topology and degree distribution

With the number of network nodes and links unchanged, the topology and degree
distribution of the communication network before and after optimization are shown in
Fig. 3 and Fig. 4 respectively. As the number of iterations increases, the natural connec-
tivity values all show an obvious upward trend, as shown in Fig. 5. Therefore, genetic
algorithm can be used to solve the topology optimization model of communication net-
work, and the advantages of fast convergence of algorithm are used. The horizontal axis
shows the distribution of degrees and the number line is the probability in Fig. 3.

(a) Optimized network topology

(b) Optimized network degree distribution

Fig. 3. Network topology and degree distribution

Based on the above simulation results, the following basic conclusions can be drawn:

(1) Simulation analysis verifies the effectiveness of the communication network topol-
ogy optimization model and the feasibility of using genetic algorithm to solve the
model.

(2) After optimization by genetic algorithm, the degree distribution of the communi-
cation network is changed, in which the network nodes tend to be connected with
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the degree nodes, and the number of degree nodes increases while the number of
degree nodes decreases.

(3) According to Fig. 3(b) and Fig. 4, the degree distribution of the network is basi-
cally a binomial distribution before optimization, while the number of nodes with
high medium value increases after optimization, and the number of nodes with
high degree decreases successively from low to high degree. Therefore, after the
optimization of ER network topology, nodes with low degree tend to connect with
nodes with high degree.

Fig. 4. Iterative optimization of natural connectivity

6 Conclusion

In this paper, the topology optimization model of the communication network is estab-
lished, and the solution method based on genetic algorithm is proposed. The feasibility
of the model and method is verified by simulation analysis. The main work includes:
1) establishing a combinatorial optimization model for the reliability of communication
network, which takes the natural connectivity degree as the objective function and the
number of edges as the constraint condition; 2) A simulation and optimization algo-
rithm of communication network reliability based on genetic algorithm is proposed.
Variable coding is designed, selection operation is improved, crossover operation and
mutation operation are defined, and the algorithm flow is given. 3) analyzed the net-
work topology structure and the distribution properties before and after optimization,
the research shows that the optimized network presents obvious correlation patterns with
match degree, degree of small nodes tend to be connected to the degree of the node, a
relatively high number of nodes gathered themselves together, and connection between
the high number of nodes is more, most of the connection between the nodes is less,
present a “core - periphery” network topology structure. Through the reliability anal-
ysis, it is found that the communication network optimized by genetic algorithm has
higher anti-damage ability when facing random de-point attacks and de-edge attacks
according to the number of mesas, while the anti-damage ability is relatively poor when
facing deliberate de-point attacks. Therefore, in practical application, the initial commu-
nication network topology should be constructed according to the adaptability of attack
strategies.
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Abstract. The intelligent ship is drawing increasing attention with its advantages
of safety, reliability, energy-saving, environmental protection, and economic effi-
ciency. Compared with traditional ships, the intelligent ship is manifested based
on autonomous situational perception, risk identification, and intelligent decision-
making functions. The realization of these functions depend on the support of an
efficient, reliable, and stable ship-to-shore communication network. Therefore,
network security risk analysis of intelligent ship navigation becomes critical. This
paper comprehensively analyzed the intelligent ship navigation network security
attacks and risks. Firstly, the intelligent ship and some typical schemes such as
Advanced Autonomous Waterborne Applications (AAWA) were introduced, and
the technical framework and functionalmodules of intelligent ship navigationwere
presented. Then the network security requirements from system potential threats
and external malicious attacks were analyzed, four security risks including dam-
age, misdirection, obfuscation, and denial of service were classified.Meanwhile, a
risk analysis model to quantify the risks from different modules was envisaged and
a case study was carried to verify this model. Finally, we drew some interesting
conclusions and prospects.

Keywords: Intelligent ship · Ship intelligent navigation · Cyber-attack · Risk
analysis · Potential threats

1 Introduction

In recent years, intelligent ships incorporate new technologies such as modern informa-
tion and artificial intelligence, which own outstanding characteristics such as safety, reli-
ability, energy-saving, environmental protection, and economic efficiency [1]. They are
extensively applied in maritime transportation, ocean research, maritime rights protec-
tion, andmilitary fields [2], which become the key direction of the future ship researches.
Aiming to improve the safety of marine operations and reduce consumption of ship fuel,
countries around the world are actively carrying out research on related technologies and
accelerating the transformation of the role of the crew on board. In the future, drivers
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working in shore-based control centers can remotely control multiple remote ships at the
same time. In the meantime, each ship can automatically perceives the ship’s status and
surrounding environment, make a certain degree of navigation decision, timely upload
relevant information to the shore-based control center, and obtain relevant support infor-
mation from the shore-based as needed. Therefore, compared with traditional ships, the
intelligent ships are mainly manifested in the intelligent navigation function based on
autonomous situational perception, risk identification, and intelligent decision-making
techniques. Ship-to-shore communication networks support the future development of
intelligent ships in the direction of autonomy and unmanned [3]. Hence, intelligent ship
navigation poses a higher challenge to network security risk management and control.
Nowadays, cyber security incidents in the shipping industry are increasing [4]. In 2015,
the London Shipowners’ P&I Association announced that the number of ship online
frauds is increasing, including intercepting the mail of ship agents, hacking their email
accounts to implement plans to replace the original payment account with a new bank
account. In 2017 and 2018, Petya’s cyber virus hit the world, as a result, the IT systems
of many well-known shipping companies’ offices and some business units around the
world failed and suffered heavy losses. There is a research gap to analyze and moni-
tor the network security risk of ship intelligent navigation. This paper comprehensively
analyzes the research status of the ship intelligent navigation network security attacks
and risks, the organization is as follows: Sect. 2 introduced the intelligent ship and some
typical schemes such as AAWA and presented the technical framework and modules
of ship intelligent navigation. Section 3 analyzed the network security requirements
from system potential threats and external malicious attacks, 4 security risks including
damage, misdirect, obfuscate, and Denial of Service (DoS) were classified. Section 4
envisaged a risk analysis model to qualify the risks from different modules mentioned
in Sect. 3. Section 5 drew the conclusion and prospects.

2 Background

Intelligent ships apply multiple techniques such as sensors, communications, and the
internet of things. Specifically, seven techniques including information perception, com-
munication and navigation, energy efficiency control, route plan, condition monitoring,
and fault diagnosis, intelligent navigation are connected in the intelligent integration
platform [5–10].

Ship intelligent navigation is to use perception, communication, network informa-
tion, big data, and artificial intelligence techniques to represent the eyes, ears, brain,
hands, and mouth of the pilot. According to the technological evolution of intelligent
navigation, International Maritime Organization (IMO) divides the level of autonomy
of intelligent ships into four levels, level 1 means seafarers are on board with automated
processes and decision support, level 2 means seafarers are on board and ships can be
remotely controlled, level 3 means ships can be remotely controlled but the seafarer is
not on the ship, level 4 means fully autonomous ship. There are three kinds of typical
scenarios for intelligent navigation, remote driving, automatic berthing, and unberthing,
autonomous navigation. The technical framework of intelligent ship can be found in Ref
[11].
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The core of the ship is the intelligent navigation system, it automatically plans the
route according to the navigation task firstly. Then situation awareness system is applied
to detect the surrounding targets during the route execution. After the target is found,
the collision avoidance decision module generates safe collision avoidance, meanwhile,
this module continuously verifies the ship’s state and evaluates the current control mode.
Once the problem is found, and the intelligent navigation system cannot process it. The
alarm information is uploaded promptly to the shore-based control center through the
data link, the shore-based control center will take over the ship. During the entire process
of the route execution, the shore-based control center can remotely monitor the ship’s
state and location, environment, and the ship through the data link, so that a single control
center can monitor and control multiple intelligent ships.

3 Network Security Requirements

The network security issues of ship intelligent navigation contain two categories, one is
to maintain the integrity and availability of information and systems to ensure business
continuity and the continuous use of the system. The other is to prevent hackers from
accessing systems and information, to avoid the loss of confidential information and
control. Therefore, the analysis of ship intelligent navigation network security require-
ments is mainly carried out from two aspects. One is the system potential network threats
generated by the system’s design, and the other is the external malicious attack that the
system may suffer.

3.1 System Potential Threats

In Sect. 2, the functional modules are presented in ship intelligent navigation, including
route planning, situation awareness, collision avoidance decision, state definition, data
link, and remote control.

Route Planning
(1) Tampering of the current location, mainly comes from the positioning system, such as
Global Navigation Satellite System (GNSS) deception. (2) Invalidation of current posi-
tion, mainly comes from the positioning system, such as GNSS interference. (3) Tam-
pering of destination location, mainly comes from data tampering. (4) False risk infor-
mation on the route ahead, for example, receiving false Navigational Telex (NAVTEX)
navigation warning information, air guidance services, chart correction information, etc.

Situation Awareness
(1) Falsification of the electronic nautical chart, for example, if the modified map data is
tampered with, such as the water depth value is maliciously increased, the underwater
obstruction is maliciously deleted, etc. (2) False targets of Automatic Identification
System (AIS), for example, adding a virtual aid to navigation in front of the route will
cause the intelligent navigation system to be induced by false targets. (3) Tampering
of the AIS data, which cause the ship to misroute, and bring risks to the subsequent
route execution risk and action. (4) The false target of ship radar, false radar targets will
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likely lead to errors in module, which in turn will bring risks to route execution and
collision avoidance operations. (5) Tampering of anemometer data, which brings risks
to the ship’s maneuvering, especially the ship’s entrance and exit ports, berthing, and
departure ports. (6) Tampering of the log data, the tampered log data will cause serious
accidents such as the ship colliding with the dock.

Collision Avoidance Decision
(1) Falsification of parameters such as collision risk assessment, whichwill lead to delays
in avoiding collisions, wrong decisions, and serious consequences such as urgent situa-
tions, urgent dangers, and collision accidents. (2) Falsification of ship maneuverability
assessment data, which will lead to misjudgment of the ship maneuverability.

State Definition
(1)Tamperingof intelligent navigation state data, for example, the state definitionmodule
always believes that the ship is in a safe state and does not need to be taken over by
remote control. (2) Tampering of Voyage Data Recorder (VDR) data, for example hiding
traces of attacks, and affecting accident investigation.

Data Communication
(1) Functional failure: the route planning module, situation awareness module, collision
avoidance decision module, and state definition module cannot obtain various informa-
tion from sensors, and themodules cannot exchange data. (2) Data is collected viciously:
the data transmitted between ship and shore, ship and ship was collected viciously, caus-
ing data leakage, and ship dynamic data such as ship location, voyage plan, ship states,
and other information were stolen. (3) Data transmission is unavailable: ship-to-shore
data transmission is unavailable, which means that the ship cannot report distress alarms
and business data to the shore-based control center, and cannot obtain instructions from
the shore-based control center, causing the intelligent ship to lose connection and control.

Remote Control
(1) Tampering of the remote monitoring command, which will cause the intelligent ship
cannot execute the route according to the expected target, and the tampering of the key
parameters of safe navigation will cause serious collisions, groundings, and other acci-
dents. (2) The remote-control function denies service. The control commands issued
by the remote-control system cannot be accurately received and executed by the ship-
side intelligent navigation system. (3) An unauthorized third party obtains remote con-
trol authority. Third-party attackers obtained control of the ship through illegal attacks,
resulting in the hijacking of the ship.

The above potential threats can be classified into 4 categories including damage,
misdirect, obfuscate, and DoS. In the route planning module, tampering of the current
location, tampering of a destination location, and false risk information on the route ahead
belong to obfuscation and misdirect, invalidation of current position belongs to damage.
In the situation awarenessmodule, falsification of the electronic nautical chart, tampering
of the AIS data, tampering of anemometer data, and tampering of the log data belong to
obfuscation and misdirect, false targets of AIS and false target of ship radar belong to
obfuscation. In collision avoidance decisions, falsification of parameters such as collision
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risk assessment and falsification of ship maneuverability assessment data belong to
misdirect. In state definition, tampering of intelligent navigation state data and tampering
of VDR data belong to obfuscation and misdirect. In the data communication system,
functional failure belongs to damage, data is collected viciously and data transmission is
unavailable belong to damage and DoS. In the remote control system, tampering of the
remote monitoring command belongs to obfuscation and misdirect, the remote-control
function denies service belongs to DoS, an unauthorized third party obtains remote
control authority belongs to misdirect.

3.2 External Malicious Attack

Section 3.1 analyzes the potential threats of the system from the perspective of the sys-
tem’s structure and business design. This section analyzes the network security require-
ments from the perspective of external physical attacks that the system may suffer. The
attack motives of different attackers were explored, including attack cost and attack
reward, to determine the security requirements of the ship intelligent navigation.

Attack Cost
Attack cost means the cost that the attacker must pay when the system is attacked.
When determining the cost of an attack, personnel and environmental factors play an
important role. For example, the experience and awareness of personnel can prevent or
allow cyber-attacks to occur. In addition, the ship’s configuration (such as firewalls) and
physical locationmay also determine the likelihoodof an attack. For example, In the areas
with frequent pirates will mean an attack advantage at these coordinates. If data theft
is the target of an attacker, certain ports and networks with weak anti-virus capabilities
will increase the risk of being attacked. This paper applies a five-layer structure based on
traditional computing systems to indicate the level of “hacking ability” and the available
resources required for utilization, more details can be found in Ref [12].

Attack Reward
In addition to the attack cost, attack rewards are also a factor when executing an attack.
To fully understand the psychological factors of cyber attackers, it is necessary to deeply
analyze the types of hackers and their motivations. BIMCO divides the cyber attack-
ers in the existing standard security environment into 5 categories including activists,
competitors, criminals, terrorists, elitists.

Activists are also called “hacktivists”, the ideal goal of radical groups is to achieve
ideological influence. Their attack actions contain disrupt activities, disclose informa-
tion to change the targeted behavior. Although these actions are not offensive, their
activities may create opportunities to benefit other attackers or cause accidental damage
or leakage. Competitors mean competing companies, and even opposing countries, who
may apply cybercrime to increase their market influence in the global economy. In most
non-extreme situations, the expected goal is to obtain information. In addition, it is also
an incentive to interfere with competitors’ ship operations to damage their financial sta-
tus or reputation. Criminals can range from individuals to groups of different sizes and
levels of complexity.Most criminals hope to profit frommaterial theft, fraud, smuggling,
and extortion. Simple cyber-attacks can obtain the direct economic benefit, meanwhile,



46 Y. Zang et al.

it is organized to sell network tools to all types of attackers to obtain indirect economic
benefits. Terrorists’ attack purposes are always to seek casualties and property damage.
In a more sophisticated attack, the ship may become an asset for a long-range cyber-
attack. Elitism always invades the system to test or show off their abilities, such attacks
rarely show negative results and are not considered in this paper.

4 Network Security Risk Analysis

4.1 Risk Analysis Model

Section 3.1 analyzed the potential threats and external attacks from different modules in
ship intelligent navigation. This section tries to build the risk analysismodel for identified
threats and attacks. A two-dimensional quadrant risk analysis framework was applied to
quantify the threats and attacks. Tam [12] investigated a model-based method to provide
a comprehensive analysis of maritime cyber-risks and the risks can be displayed in
2D and 3D projections separately, the case studies were carried based on the physical
structure includes the GNSS, electronic chart display and information system, automatic
identification system, etc. For example, misdirection and damage are risks from GNSS.
Compared with that, this paper adopted the method proposed by Tam to analyze the
risks from different functional scenarios, new ideas are listed as follows: (1) network
security risks were analyzed when the ship is navigating from the technical/situational
perspective. (2) systempotential threatswere discussed from the route planning, situation
awareness and other functional scenarios. For example, GNSS deception and receiving
false NAVTEX navigation warning information both belong to the risks from route
planning functional scenario. (3) this research is oriented by the intelligent navigation
functional scenarios, which can complement the research conducted by Tam, and finally
provide advice on the safety of the ship’s intelligent navigation network.

axiss, axise, and axisr represent the potential threats, attack cost, and attack reward.
Two variables Attackera and Targett are considered to model an attack. The attributes
of these two variables are shown in Eqs. (1) and (2).

Attackera = (avector, agoal, atype, aresources) (1)

Targett = (tvulnerabilities, teffects, ttype, tresources) (2)

For Attackera, there are 4 variables. avector means the attack object such as vulnera-
ble web application, agoal means attackers’ expected results such as stolen information
and physical collision. atype means the type of attackers. aresources means the ways for
attackers to acquire skills, time, money, and members. ForTargett , there are 4 variables
too. tvulnerabilities means the system vulnerabilities such as outdated operation system or
firewall. teffects indicates the possible impact such as loss of navigation after exploiting
the vulnerability. ttype means the object type such as ferry. tresources represents expe-
rienced crew, anti-virus, and other factors that can stop or catch attackers. These 8
variables are not independent of each other. Attackers will decide the avector according
to thetvulnerabilities. Combination of agoal and teffects can determine whether an attack
succeeds. Four variables such as atype, aresources and ttype, tresources should be considered
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simultaneously, then an attack can be evaluated accurately. Two-dimensional quadrant
risk analysis is to model the function between the Attackera, Targett and axiss, axise,
axisr, which is shown in Eqs. (3) and (4).

axiss = fvulnerability(avector, tvulnerabilities, teffects) (3)

axise = fease(atype, ttype, aresources, tresources) (4)

axisr = freward (atype, ttype, agoal, teffects) (5)

Based on Eqs. (3), (4), and (5), an action with attacker and target can be quantified
from three aspects axiss, axise, axisr also means vulnerability fvulnerability, ease fease, and
rewards freward . The projection formula is shown in Eq. (6)

Faction(attacker, target) = I(axiss, axise, axisr)

= I(fv(a, t), fe(a, t), fr(a, t))) (6)

Each vulnerability in different modules in ship intelligent navigation can be modeled
by ease and rewards as shown in Fig. 1.

Reward

Ease

Fe

Fr

High reward 
Low cost

Low reward 
High cost

Fig. 1. 2-D mapping of risk quadrant for ship intelligent navigation.

In Fig. 1, each risk can be projected to a 2D risk quadrant, evaluators compare the
risks of various systems numerically, and they can also consider a series of factors such as
attacker types, goals, and effects. The risk also can be assessed by the distance between
the data point and the origin. Figure 2 characterized the risk by quadrant to which the
vulnerability is mapped. Vulnerabilities in the first quadrant have a high risk because the
attackers can get rich rewards for the lower cost. Vulnerabilities in the third quadrant
have a low risk because the attacker has the higher cost but the lower reward. If the
analysts only own limited resources to mitigate the threat, then filters Fe and Fr can be
introduced to filter out the risks that have low rewards but a high-cost investment. In this
way, security efforts can be focused on the most likely network security risks.
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4.2 Network Attack Analysis Based on Risk Analysis Model

Based on the risk analysismodel constructed in Sect. 4.1,when all variables inAttackera,
Targett are fully considered, the two-dimensional quadrant risk model will become too
complicated for effective and comprehensive evaluation. Therefore, this paper specifies
2 Targett variables and 4 Attackera variables. In Sect. 3.1, four potential threats are
concluded from different modules in ship intelligent navigation include damage, mis-
direct, obfuscate, and DoS. Experts from ship intelligent navigation score the potential
risks for attackers contain activists, competitors, criminals, and terrorists, and different
modules, all the data is shown in Table 1.

Table 1. Scores of potential risks for different attackers and modules.

Module Risk Hr He Cor Coe Crr Cre Tr Te

Route planning Damage 2 4 3 3 4 2 4 2

Misdirect 2 3 3 3 5 3 5 3

Obfuscate 1 4 3 3 4 3 4 2

Situation awareness Misdirect 2 3 3 2 4 2 4 2

Obfuscate 2 4 3 3 3 3 3 3

Collision avoidance
decision

Misdirect 3 3 4 2 5 3 5 2

State definition Misdirect 2 3 4 2 4 2 4 3

Obfuscate 1 4 3 3 3 3 3 3

Data communication DoS 2 3 3 4 4 2 3 4

Damage 3 3 3 3 4 2 4 3

Remote control DoS 2 3 3 3 4 2 4 2

Misdirect 3 2 4 2 5 1 5 1

Obfuscate 2 2 3 3 5 2 5 1

According to Table 1, different projection views can be calculated to visualize the
cyber risk of ship intelligent navigation. Evaluation based on the two-dimensional quad-
rant risk analysis method is not for a risk assessment of a single module, but a summary
of the risks associated with each consequence to determine the most likely outcome of
a cyber-attack. Figure 2 shows the risk analysis results of the ship intelligent navigation
based on the two-dimensional quadrant risk analysis method.

Figure 2 shows the risk identification for different attackers. For all attackers, theDoS
and damage belong to the low-reward and high-cost area, which is low risk. For activists,
misdirect is in the high-reward and low-cost area, which is high-risk, obfuscate is in the
high-reward and high-cost area, which is a great reward for the attacker, but it requires
more cost. For competitors, misdirect and obfuscate have the same reward, but the cost of
misdirect is lower. For criminals, the rewards for misdirect and obfuscate are roughly the
same, but the cost of obfuscate is lower. For terrorists, misdirect can take advantage of
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Fig. 2. Summary of risks focused on effects.

lower costs to obtain higher rewards, while obfuscate requires additional cost investment,
and there is no way to obtain the same return as the misdirect. In summary, for the four
types of attackers, the misdirect and the obfuscate are both high-risk threats.

5 Conclusion

Compared with conventional network security analysis methods, this paper focused on
the unique risks that arise in the process of traditional ship navigation networks and intel-
ligence. First, we comprehensively analyzed the current research status of ship intelligent
navigation network security, including intelligent ship technology and various typical
intelligent ship solutions, intelligent navigation technology, and its typical functional
modules. Then we analyzed the security requirements of the ship intelligent naviga-
tion network for each typical functional module, designed a two-dimensional quadrant
risk analysis method to quantitatively analyze the network attack and risk of the ship
intelligent navigation system, including risk analysis model construction and network
attack analysis. Finally, the high-risk threats of ship intelligent navigation networks were
determined and concluded, which can provide the theoretical guidance for actual on-site
operations.

However, there are few limitations, only two variables are applied in the two-
dimensional quadrant risk analysis method, 2 target variables, and 4 attacker variables.
So, the risk cannot be fully depicted. In the future, all variables in target and attacker
should be considered or selected according to scenarios.

Acknowledgment. The paper is financially supported by National Key R&D Program of China
(2018YFB1601500, 2018YFB1601504).
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Abstract. 5G network has attracted much attention from the vertical industry
since its commercial use. Compared with previous generations of mobile com-
munication technologies, 5G bandwidth, delay and other communication KPI
indicators have been greatly improved. 5G network has three typical application
scenarios of large bandwidth, low delay and wide connection. In the power grid
scenario, it can meet the needs of various power grid business access. As the key
technology to realize 5G, multi-access edge computing (MEC) plays an important
role in high-speed and low delay wireless data transmission network and has made
indelible contributions to improving end-to-end service quality. In view of today’s
increasingly complex network security environment and changing attack means,
security attacks against MEC systems and applications have become endless. In
order to dealwith large-scale andvarious attacks, this paper studies themicro appli-
cation security reinforcement and independent application security reinforcement
technology deployed in edge computing facilities in the environment of 5G power
network, proposes the security reinforcement model of MEC, and strengthens the
source code of edge computing facilities based on the so file confusion technology
of OLLVM, so as to ensure the safe and stable operation of MEC.

Keywords: Mobile edge computing ·Micro application security reinforcement ·
Independent application security reinforcement

1 Introduction

The new generation of communication technology promotes the change of network
architecture. As an extension of cloud computing, multi-access edge computing (MEC)
has become the key technology to realize 5G communication network with its strong
network management ability, high bandwidth data transmission ability and low delay
business response ability in order to realize the efficient processing of massive data
generated by a large number of devices [1].

However, edge computing nodes carry vertical industry applications, they are het-
erogeneous, and the network scale is relatively small compared with the core cloud,
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once the attacker successfully controls the edge node, the application of the whole edge
node will be affected. In addition, the edge computing node is close to the user, and the
introduction of third-party app will increase the exposure surface, and edge computing
will introduce new security risks [2]. Specifically, the security risks faced by edge com-
puting include infrastructure security, network security, data security and application
security. Infrastructure security risk: due to the distributed deployment of edge com-
puting nodes, dependence on remote operation and maintenance, and untimely upgrade
and patch repair, attackers will exploit vulnerabilities; Network security risk [3]: due
to the large number of access devices, it is easier to implement DDoS attacks, and the
newly introduced MEP and edge computing orchestration system have become impor-
tant attack objects of attackers; Data security risk: due to the limited resources of the
edge computing node and the lack of effective data backup, recovery and audit mea-
sures, the attacker may modify or delete the user’s data on the edge node to destroy some
evidence; Application security risk: because edge devices may contain multiple apps,
there is a security threat of illegal access between apps. Therefore, the introduction of
edge computing brings more challenges to the security protection and security operation
management of edge computing.

Edge computing deployment modes such as 5G network edge computing technology
and multi station integrated data center station not only provide business convenience,
but also produce new security risks due to their deployment location and application
characteristics [4]. Firstly, the edge computing node sinks the computing power of the
cloud data center to the network edge. Compared with the security environment of the
core network, the security capacity of the network edge is limited. The edge computing
node is easy to be exposed to the untrusted physical environment [5], and is more likely
to be attacked; Secondly, 5G network edge computing nodes will adopt technologies
such as open application programming interface, open network function virtualization
and deployment of third-party applications. The introduction of openness is easy to
expose 5G network edge computing nodes to external attackers; Thirdly, the edge com-
puting node can deploy multiple applications, and the isolation mechanism between
applications is easy to break through. Due to the sharing of relevant resources between
applications, once the protection of an application isweak, it will affect the safe operation
of other applications on the edge computing platform. In order to deal with the above
security risks, the edge computing node of 5G power network needs to make use of the
existing cloud and virtualization security technologies, and strengthen the third-party
authentication and authorization management and user data protection to build the edge
computing security of 5G power network [6].

Me app is an important part of edge computing services. The me app can obtain
information from the MEC platform and provide external services through the MEC
platform. On the one hand, me app may provide illegal services through MEC platform,
or maliciously consume MEC platform resources. On the other hand, me app may be
attacked, resulting in data leakage or life cycle management destruction. The security
threats of me app are as follows: malicious third-party app can access the network to
provide illegal services; Attackers can illegally access me app, resulting in the disclosure
of sensitive data of the application; There is a risk of illegal creation, deletion and
update in the life cycle management of me app; The me app has the risk of maliciously
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consuming the resources of the MEC system, resulting in the unavailability of other
services of the MEC system; The overload traffic generated by me app after being
attacked will cause DoS attack on MEC system.

2 Application of Security Reinforcement Technology in Edge
Computing Facilities in 5G Power Network

2.1 Security Reinforcement Technology of Micro Application JS Code Based
on Source Code Confusion

With the large-scale popularization of 5G technology, its large bandwidth and low delay
characteristics will bring great changes to the operation mode and R & D ecology of the
mobile application industry. Traditional mobile applications store code executable files,
a large number of library files and resource files on the user client. Such schemes pose
a great challenge to the hard disk space of the user’s mobile terminal and the research
and development of application multi platform. The cross platformH5micro application
based on JavaScript as the development language stores the application executable source
code and a large number of resource files on the server for users to download and call,
which greatly reduces the application R & D cost, significantly shortens the adaptation
cycle of different operating systems and terminal manufacturers, and makes full use of
5G ultra-high-speed bandwidth to meet users’ smooth application experience.

However, compared with traditional mobile applications, micro applications are
always facing security threats closer to web penetration attacks. An attacker can obtain
the JS application source code downloaded from the server through technical means,
analyze the vulnerabilities based on the interpretation of the original logic of the code,
and attack the micro application through SQL injection, XSS, js-hook, browser mali-
cious debugging and other means. Therefore, it is necessary for this paper to carry out
the following research on the safety reinforcement technology of micro application.

Step 1: Study the confusion technology of structural complexity of JS source code.
At present, the complexity of source code structure can be improved mainly through
two aspects of research. In terms of source code transformation technology based on
control flow flattening, control flow flattening essentially deforms the control flow of
program source code, transforms the relationship between basic blocks into a flattened
structure, and drowns the code logic in a large number of code blocks by transforming
the if else logic relationship into a large number of while switch types, Increase the
complexity of JS source code; In the aspect of JS based waste code injection technology,
a large number of meaningless false control flow instructions are inserted into the JS
source code, which significantly expands the reference of the JS source code and greatly
reduces the readability of the code.
Step 2: Study a diversified protection mechanism based on JS source string. JS code
string is often used to record key, IP, random number seed and other application sen-
sitive information. By taking protective measures for JS code string, it can effectively
prevent attackers from stealing application key information from the source code by static
scanning. Firstly, by studying the fission protection function of JS string, the string in
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JS code is disassembled into several fragments and stored in multiple array blocks of
JS. When the application logic is executed to the calling string part, the string will be
restored through the corresponding code block; Secondly, in the research of JS string
array protection mechanism based on matrix transformation, the selected string is trans-
formed into string matrix through the selection of a certain probability, and the elements
of string matrix are displaced or disrupted and reorganized through correlation matrix
operation, so as to hide the original appearance of character string.
Step 3: Study a protection scheme for global variables and function names of JS source
code. By obtaining the function name and global variable name of JS source code, a
one-to-one mapping relationship between function name, global variable and random
hexadecimal character is established, and the mapping relationship is hidden in the
confused code. Finally, the attacker cannot infer the source code logic by analyzing the
function name and global variable name.

2.2 5G Independent Application Safety Reinforcement Technology

With the large-scale commercialization of 5G technology and the continuous sales and
promotion of 5G terminals in themarket, how tomaximize the security protection ability
of mobile applications on the basis of ensuring the excellent user experience of 5G appli-
cations has become a major topic of mobile application security protection in the future
5G era. For Android applications, although the traditional methods of DEX shelling and
function extraction can meet the reinforcement needs of mobile applications in the past
to a certain extent, with the continuous development of mobile application reverse tech-
nology, some free reverse and shelling tools with high automation and low threshold
gradually appear on the market, The cost of cracking a generally reinforced Android
application is almost zero. Moreover, the inherent performance loss disadvantage of
traditional reinforcement schemes will be further amplified in 5G application scenarios.
Therefore, it is particularly important to study a lightweight and high-strength Android
mobile application security scheme suitable for 5G scenarios.

Step 1: Research on Android application security reinforcement technology based on
Virtualization instruction protection. The core of this research is realized by software
technology based on Virtualization protection. Virtualization protection technology uses
a newbytecode instruction “language” to translate the original code. This “language” can
only be understood by a custom virtualmachine engine.Without any referencematerials,
it is extremely difficult for crackers to fully master this “language” in a limited time. By
converting the Java function to be protected into a native function, and converting the
bytecode of the Java function to be protected into a new bytecode format, we can achieve
the effect of deep Protection of Java source code. Further, the Android reinforcement
engine can build multiple different virtualization interpretation engines at the same
time. Different methods use different virtualization execution engines to further improve
security in this way.
Step 2: Research on Android source code reinforcement technology based on local layer
transformation. At present, most of the mainstream Android applications on the market
are developed by the Java language. DEX file is the executable file of Android sys-
tem, which contains all operation instructions and runtime data of the application. The
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Android java source code is transformed into bytecode after compilation and encap-
sulated into DEX executable files for interpretation and execution by Dalvik virtual
machine. Due to the inherent characteristics of bytecode, theDEX executable of Android
is very easy to decompile and get all the source code. However, after the native local
layer code represented by C/C++ is compiled into so library file, it is extremely difficult
to decompile. Therefore, the local layer conversion technology can be used to convert
the Java code in the DEX file into C or C++ code and compile it into so library for
execution, So as to effectively improve the decompilation difficulty of Android applica-
tion package (APK) and achieve the purpose of protecting DEX. Moreover, the Android
source code is strengthened by local layer transformation, which is much better than
the Virtualization Management Platform (VMP) reinforcement scheme in performance,
and is more suitable for scenarios with more stringent requirements for bottom delay in
5G scenarios.
Step 3: Deeply study the self-security detection technology of Android applications
with multiple policy integration. Even after reinforcement, Android applications may
face multiple attack threats from attackers, such as professional shelling attacks using
xposed, Frida and even customized ROM, and black box malicious debugging attacks
directly on applications without shelling. If the application needs to resist these potential
attack threats at its own level, multiple security detection capabilities can be implanted
through the security reinforcement link. First, the reinforcement application itself should
have the ability to preventmalicious debugging, including preventing process attachment
and memory dump of malicious debugging tools such as Java debugger(JDB) and Frida;
Second, the reinforcement application itself should have perfect terminal environmental
security detection capability, and the environmental detection strategy should cover
but not limited to terminal root detection, simulator detection, WiFi agent detection,
etc. Third, the reinforcement application should realize the encrypted storage of local
sensitive data files based on private high-strength encryption algorithm, and realize the
application’s own anti tamper detection based on file summary verification means.

3 Security Reinforcement Model for Edge Computing Facilities

3.1 Security Architecture Design of Edge Computing Facilities

In 5G power network, by studying the micro application security reinforcement technol-
ogy and independent application security reinforcement technology of the above edge
computing facilities, this paper establishes a security reinforcement model for edge com-
puting facilities to ensure the safe and stable operation ofMEC. The security architecture
design of edge computing facilities is shown in Fig. 1.

According to the layers in the edge computing facilities, the security reinforcement
requirements of each layer are analyzed, and the security reinforcement model of edge
computing facilities is designed. In the service security layer, the functions of storage
and encryption of local data, logs and sensitive information are used to solve the problem
of local storage security of terminal private key; In the source security layer, through the
security shell of ELF files, code confusion and other technologies, the business logic is
protected from exposure, and the application package is not implanted with malicious
code, advertisements and viruses; In the environment security layer, continue to use
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Fig. 1. Security achitecture design of EGE computing facilities

the application detection and monitoring technology for the environment, and timely
find the unsafe root permission of the terminal, application attack framework process,
application dynamic debugging, etc. This paper focuses on the security reinforcement
of source code security layer.

3.2 Research and Effect of so File Confusion in OLLVM

Next, according to the characteristics of edge computing facilities, we use the so file
obfuscation technology of OLLVM to carry out security research on the source layer.
Control flow flattening, false control flow and instruction replacement are common code
protection methods used in OLLVM. Firstly, this paper studies and practices the control
flow flattening function:

Step 1: Judge whether it can be flattened. If you can, jump into flatten method to execute.
At the beginning of the function, use lowerswitchpass to remove the switch and replace
the switch structure with an if structure. Save all basic code blocks. If there is only
one basic code block, it will not be processed; If the end of the first basic block is a
conditional jump instruction, it needs to be split and saved to origbb;
Step 2: Create two basic blocks to store the instructions of the loop head and tail. Then
move the first BB to the front of the loopentry, and create a jump instruction to jump
from the first BB to the loopentry. Then an instruction to jump from loopend to loopentry
is created. Finally, the switch instruction and switch default block are created, and the
corresponding jump is created.
Step 3: Delete the jump instruction of first BB, instead jump to loopentry, add all basic
blocks to the switch structure, and calculate the switch variable according to the original
jump.

In the control flow flattening mode, add the source code of so file in the edge com-
puting facility to the parameter - OLLVM Fla. the effect is shown in Fig. 2 (left). It can
be seen that the program logic is disrupted and many branches appear, but fla will only
deal with the functions with branches. After the modification, the switch feature can be
removed by inserting more garbage code in the switch branch and garbage code in the
backbone function, as shown in Fig. 2.
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Fig. 2. Before inserting garbage code after inserting garbage code

Next, combined with control flow flattening, false control flow and instruction
replacement to realize code confusion, the security of the source code of edge com-
puting facilities is strengthened. The one-time processing effect is shown on the left of
Fig. 3, and the customized confusion code after modification is shown on the right of
Fig. 3.
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Fig. 3. Combined use of confusion Custom obfuscation modified obfuscation

4 Conclusions

In order to realize flexible security protection mechanism under the condition of rapid
change and continuous security threat, this paper studies the application of security
reinforcement technology of 5G grid edge computing facilities, analyzes their security
reinforcement requirements from the business security layer, source code security layer
and environmental security layer, and designs the security reinforcement model of edge
computing facilities. Focusing on the source code security layer, this paper studies and
practices the control flow flattening function based on the so file obfuscation technology
of OLLVM. Finally, combined with the control flow flattening, false control flow and
instruction replacement, this paper realizes code obfuscation, and strengthens the source
code of edge computing facilities, so as to ensure the source code security of edge
computing facilities.
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Abstract. The participation of power grid enterprises is essential to meet the
requirements of new energy reform for carbon neutralization. Aiming at the multi-
dimensional sensitivity of power grid enterprises, this paper proposes a digital
technical and economic analysis model for power business needs and a digital
benefit technical and economic evaluation method based on multi-dimensional
index sensitivity analysis, which can meet the requirements of safe and stable
operation of power grid, intelligent operation management of enterprises, con-
struction of energy Internet ecosystem, economic accounting of energy Internet
industry Driving the demand for the benefit evaluation of digital construction from
the aspects of integration economic impact, innovating the production mode of
power grid enterprises and the construction of energy Internet service system has
important practical significance to improve the economic benefits of power grid
enterprises, so as to provide an economic evaluation method for realizing carbon
peak.

Keywords: Economic evaluation · Sensitivity analysis · Digital technology

1 Introduction

The digital platform will play a great role in the future energy system. The automatic
control system, management system, market system, settlement system and operating
system of “net + grid + net” and “source network load storage integration” of smart
energy in the future will change the existing digital mode. The establishment of the
new system requires strong enterprise informatization and digital platform cooperation,
as well as the establishment of new digital system, data platform and mathematical
model. However, at present, the research on technical and economic evaluation of digital
construction benefits of power grid enterprises is still blank. In recent years, companies
in the global power industry are undergoing digital transformation. At present, there
are many research work related to digital construction, but the technical and economic
evaluation research on the benefits of digital construction of power grid enterprises has
not been carried out. There is no targeted, quantifiable and systematic benefit evaluation
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method and technical and economic evaluation model. There is no forward-looking
research on quantifiable technical and economic evaluation of the digital construction
effect of power grid enterprises to adapt to different application scenarios, no scientific
and complete benefit evaluation index system required for the benefit evaluation of
enterprise digital construction has been established, and there is a lack of quantifiable
dynamic evaluation control methods.

Therefore, based on the research on the economic benefit optimization of power
grid digital construction project, this paper introduces the design idea of technical and
economic evaluation methods such as sensitivity analysis and quantitative control, com-
prehensively considers various factors such as digital system and cross domain data
reuse, establishes the index system of enterprise digital economic benefit evaluation, and
constructs the digital economic benefit evaluation model and analysis model, Further,
under the constraints of enterprise digital architecture, the dynamic theory of quantitative
control is introduced to establish an intelligent quantitative control analysis model.

2 Digital Technical and Economic Analysis Model for Power
Business Demand

2.1 Multi Source Correlation Method for Digital Development of Power
Enterprises

Firstly, it analyzes the demand of social development for digital development from the
aspects of basic resource operation, power data value-added service and digital platform
ecological construction. According to the construction principles of digital architecture
flexibility, applicability and sustainability, it designs the hierarchical divisionmechanism
of enterprise level digital architecture, and uses brainstorming method Delphi method
creates a multi-source association table between business requirement scenarios and
digital architecture [1].

Brainstorming. Use collective thinking to guide everyone participating in the meeting
to speak widely around the central topic and stimulate inspiration. Each new idea can
arouse the association of others, produce a series of new ideas, produce chain reactions,
and form a pile of new ideas, which provides more possibilities for creative problem-
solving and give full play to their creative thinking ability to the greatest extent, Express
independent opinions freely and collect typical business demand scenarios of digital
construction as far as possible.

Delphi Method. Eliminate the influence of authority in a back-to-back way, consult the
prediction opinions of the expert group members, after several rounds of consultation,
make the prediction opinions of the expert group tend to be concentrated, finally make a
prediction conclusion in line with the future development trend, and analyze and build
a typical business demand scenario of digital construction facing the new industry, new
business form and new business model of energy Internet, The requirement tracking
matrix method is used to construct the technical association table of typical business
requirement scenarios.
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Secondly, based on the abstract expression of enterprise business process and digital
system facilities, the enterprise level digital architecture scheme is designed by com-
bining work breakdown structure and business process reengineering method according
to the needs of enterprise digital socio-economic development, industry and enterprise
under the new industry, new business format and new business flow of energy Inter-
net. Then, the value engineering method is used to complete the preliminary screening
of digital planning scheme, the digital project economic benefit evaluation technology
based on sensitivity analysis is used to complete the financial test of digital planning
scheme, and the digital benefit technical and economic evaluation model based onmulti-
dimensional index sensitivity analysis is used to complete the comprehensive evaluation
of digital planning scheme [2]. The model realizes business demand scenario - Technical
and economic analysis rules - Technical and economic evaluation model - new industry,
new business form, new business model variable factors - digital technical and economic
evaluation model information integration and fusion technology.

2.2 Technical and Economic Analysis Flow of Multi-source Correlation Between
Power Business Demand Scenario and Digital Architecture

Based on the abstract description of enterprise business process and digital system facil-
ities, the enterprise level digital architecture scheme is designed by combining work
breakdown structure and business process reengineering method according to the needs
of enterprise digital socio-economic development, industry and enterprise under the new
industry, new business format and new business model of energy Internet for carbon
neutralization. Then, the value engineering method is used to complete the preliminary
screening of digital planning scheme, the digital project economic benefit evaluation
technology based on sensitivity analysis is used to complete the financial test of digital
planning scheme, and the digital benefit technical and economic evaluation model based
on multi-dimensional index sensitivity analysis is used to complete the comprehensive
evaluation of digital planning scheme. The model realizes the business demand scenario
- Technical and economic analysis rules - Technical and economic evaluation model -
new industry, new format, new business model variable factors - digital technical and
economic evaluation model information integration technology, and uses the model to
carry out technical and economic analysis [3].

The process of technical and economic analysis method of digital project associated
with economic business demand scenario and digital architecture is shown in Fig. 1.

The technical and economic analysis method of digital project with multi-source
correlation between business demand scenario and digital architecture proposed in this
paper innovatively studies the correlation between business demand scenario - Tech-
nical and economic analysis rules - Enterprise Digital Architecture - digital planning,
and constructs a digital benefit analysis model with multi-source correlation between
business demand scenario and digital architecture based on variable factor integration
According to different business scenarios such as power data value-added service and
digital platform ecological construction, dynamic adjustment of technical and economic
evaluation indicators and weights can more accurately complete the digital economic
benefit evaluation of power grid enterprises [4].
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Fig. 1. Flow chart of technical and economic analysis method of digital project related to business
demand scenario and digital architecture.

3 Technical and Economic Evaluation Method of Digital Benefits
Based on Multi-dimensional Index Sensitivity Analysis

3.1 Multidimensional Index Sensitivity Analysis

Sensitivity analysis refers to the analysis of the impact on financial or economic eval-
uation indicators when the main uncertain factors of power grid construction projects
change, the calculation of sensitivity coefficient and critical point, the identification of
sensitive factors, the determination of their sensitivity, and the analysis of the project’s
bearing capacity when the factor reaches the critical value. It can be divided into single
factor sensitivity analysis and multi factor sensitivity analysis [5].

Single Factor Sensitivity Analysis. The so-called single factor sensitivity analysis
method refers to the analysis of the impact of the change of a single uncertain fac-
tor on the economic effect of the scheme. The general steps are as follows: determine
the sensitivity analysis index. Select the uncertain factors to be analyzed. Analyze the
fluctuation degree of each uncertain factor and its possible increase or decrease to the
analysis index. Identify sensitivity factors. Calculate the critical point of variation factor.
Scheme selection.

Multivariate Sensitivity Analysis. Multi factor sensitivity analysis method is to cal-
culate and analyze the impact of two or more uncertain factors on the economic benefit
value of the project under the assumption that other uncertain factors remain unchanged,
and determine the sensitivity factors and their limit values.Multi factor sensitivity analy-
sis is generally conducted on the basis of single factor sensitivity analysis, and the basic
principle of analysis is roughly the same as that of single factor sensitivity analysis.
However, it should be noted that multi factor sensitivity analysis must further assume
that several factors that change at the same time are independent of each other, and the
probability of change of each factor is the same [6].
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3.2 Data Basis of Power Grid Digital Technical and Economic Evaluation Model

On the basis of fully collecting massive historical data such as investment amount,
performance, technology, function points, economic benefits, data scale, social benefits
and environmental benefits of power grid digitization projects, this paper understands
the digitization development trend and demand of power grid enterprises, calculates the
weight value of evaluation indexes by using subjective and objective weight methods,
and obtains the weight range of each index, Then, the Monte Carlo simulation method
is used to randomly generate the weight value of the evaluation index, obtain the multi
index weight sample set, and realize the optimal decision-making of the digital project
according to the sensitivity of the project evaluation results to the weight, so as to
complete the construction of the digital technical and economic evaluation model based
on multi-dimensional index sensitivity analysis [7].

3.3 Technical and Economic Analysis Model of Multi-source Correlation
Between Business Demand Scenario and Digital Architecture

Based on the comprehensive and in-depth analysis of the impact of new energy Internet
industries, new business formats and new business models on the enterprise level digital
architecture, the hierarchical division mechanism of enterprise level digital architecture
is designed, the support planning scheme for the development needs of the digital system
construction foundation of power grid enterprises is created, and the value engineering
method and the digital project economic benefit evaluation technology based on sen-
sitivity analysis are applied The technical and economic evaluation model of digital
benefits based on multi-dimensional index sensitivity analysis completes the construc-
tion of technical and economic analysis model related to business demand scenario and
digital architecture.

3.4 Technical and Economic Evaluation Method of Digital Benefits Based
on Multi-dimensional Index Sensitivity Analysis

Based on the data of digital technology of power grid enterprises, this paper ana-
lyzes the functional and technical composition of digital system and identifies the cost-
effectiveness of digital system. This paper studies the correlation between digital system
and projects in multiple application scenarios, identifies project constraints and judg-
ment standards, and constructs the scheme of power grid digital system and the financial
evaluation model of the project, Complete the technical and economic analysis of digital
economic benefits of power grid enterprises, carry out the sensitivity analysis of the
impact of uncertain factors on the economic benefits of digital projects, and establish the
economic benefit evaluation technology of digital projects based on sensitivity analysis.

Firstly, through investigation and interview, system decomposition and intelligent
mining technology, this paper analyzes the functional and technical composition of the
digital system of power grid enterprises, and comprehensively combs the existing digital
system. The system decomposition method is used to refine and decompose the com-
position of power grid digital system from multi-dimensional, and the support vector
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machine and particle swarm optimization algorithm are used to accuratelymine the func-
tion points of each part. Then, by consulting the software quota, using the functional cost
method, service charge price calculation and cost decomposition, the preliminary iden-
tification of cost-benefit is completed. Secondly, identify the technical, scale and quality
requirements of infrastructure, enterprise platform, business application, value ecology,
safety protection and operation guarantee, form the development parameters of digital
projects, analyze the independent, interdependent, mutually exclusive and complemen-
tary relationship between digital projects, and analyze the financial flow according to
the input of digital projects, Formulate project feasibility judgment criteria. Complete
the financial evaluation according to the steps of identifying financial costs and bene-
fits, estimating financial costs and benefits, preparing financial statements, calculating
financial indicators, etc. For different project types, financial evaluation indicators are
selected for analysis and demonstration [8].

Finally, a digital evaluation model based on two-dimensional normal cloud is
designed [9], which is used to deal with the uncertain transformation between qualitative
concept and quantitative description. Let u be the quantitative domain of the advantages
and disadvantages of the benefit evaluation index expressed by accurate numerical value,
that is, C is the fuzzy description on u, that is, the primary, intermediate and advanced
evaluation of the digital benefit level. If one of the scores x is a random realization in the
score U of the overall level of digital benefit, and X is the random number of the stable
tendency of C, then x can be called cloud drop, and the distribution of X in the quanti-
tative domain is cloud. The reverse cloud generator is used to realize the transformation
from the evaluation score obtained by the evaluation index to the grade division of the
evaluation index, and the steps are as follows:

As a cloud drop, the index value of each evaluation index is divided into quantitative
value xi, its membership degree is yi, and then the expression mode of a cloud drop is
(xi, yi).

If there are n indicators for evaluation„ calculate the sample mean (1), first-order
sample absolute central moment (2) and sample variance (3) of the index score of each
evaluation index.

X = 1

n

n∑

i=1

xi (1)

1

n

n∑

i=1

∣∣xi − X
∣∣ (2)

s2 = 1

n− 1

n∑

i=1

(
xi − X

)2
(3)

The sample mean is the expected value Ex, which is the most typical sample from
qualitative to quantitative evaluation index.
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In combinationwith the samplemean value, the entropyEn is obtained by the formula
difference (4). Entropy represents the degree of dispersion of index scores, and its value
also reflects the value range of index scores that can be accepted by concepts in the
universe space.

En =
(π

2

) 1
2 × 1

n

n∑

i=1

∣∣xi − X
∣∣ (4)

From the above sample variance and entropy, the super entropy He is obtained
through formula (5). the greater the super entropy, the greater the dispersion of the
evaluation index, and the randomness of the membership degree also increases.

He =
√
s2 − E2

n (5)

The technical and economic analysis and evaluation method of digital economic
benefits of power grid enterprises applies the single factor sensitivity analysis and multi
factor sensitivity analysis methods to calculate the critical value and sensitivity coeffi-
cient of each uncertain factor, analyze and demonstrate the tolerance of digital projects
to uncertain factors, Finally, the digital evaluation model based on two-dimensional
normal cloud design is used to analyze the super entropy of the influence of uncertain
index factors (such as function, technical method, data integration, security protection,
performance, infrastructure, construction objectives, operation guarantee, etc.) on the
dispersion of digital projects (such as investment, cost, income, life cycle, etc.).

4 Summary

The traditional economic benefits are often based on the economic analysis module of
cost and income. Facing the digital economic benefit evaluation scenario of power grid
enterprises, this paper studies the digital new technology, new industry, new business
form, new business, economy and technology innovation based on fuzzy theory and
sensitivity analysis Social coupling relationship and digital economic benefit evalua-
tion method based on multi-dimensional index sensitivity analysis. Compared with the
existing technology, the quantitative evaluation model of digital benefits of power grid
enterprises based on multi-dimensional index sensitivity analysis in this paper can more
accurately complete the economic benefit evaluation of digital technology of power grid
enterprises, and provide the methodological basis of economic evaluation for future
energy carbon neutralization.
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Abstract. With the iterative development of information technology, the use of
mobile terminals, application software and middleware has penetrated into all
aspects of life. At the same time, many new security issues have also been raised.
Attackers can use loopholes in the system to steal users’ personal privacy infor-
mation and account information. Attackers can also carry out malicious attacks,
causing the background system to be paralyzed and causing economic losses to
individuals and businesses. This paper takes the abnormal network traffic detec-
tion system Snort and the power system state estimation method as examples.
First, the traditional power system bad data detection based on state estimation
is introduced. Then, a Snort-based grid communication flow anomaly detection
and grid data credibility evaluation method is proposed. Finally, how to guide the
power system state estimation through the credibility of the measurement data is
discussed in detail to realize the detection of data attacks in the power Internet of
Things network.

Keywords: Heterogeneous data · Fusion method · Abnormal network traffic ·
Attackers

1 Introduction

With the iterative development of information technology, the use of mobile terminals,
application software and middleware has penetrated into all aspects of life. People’s
daily work, social interaction and entertainment are all carried out by software, and
the popularity of computers and mobile phones has greatly improved the efficiency
of handling daily affairs. On August 20, 2018, the China Internet Information Center
released a report indicating that as of June 30 of that year, the number of Internet users
in my country had reached 802 million, and the Internet penetration rate reached 57.7%,
of which the number of mobile phone Internet users accounted for about 98%, which
was 7.88 Billion [1]. Netizens’ reliance on this convenient interconnection technology
is increasing day by day, and it has also caused many new security issues. Attackers
can use system vulnerabilities to steal users’ personal privacy information and account
information, or they can carry out malicious attacks, causing the background system
to be paralyzed and causing economic losses to individuals and businesses. In 2017,
hackers used the vulnerability tool Eternal Blue leaked by the National Security Agency
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to targetWindows operating systemusers and spread the ransomware “WannaCry” to the
public and intranet through port 445 for file sharing [2]. Nearly 100 countries around the
world were quickly affected by the ransomware virus. Important infrastructure including
governments, banks, power systems, and medical systems were all attacked, causing
significant losses. On December 23, 2015, the power grid of the Ivano-Frankivsk region
in western Ukraine was attacked by BlackEnergy malicious code. This caused 7 110
kV and 23 35 kV substations to fail, resulting in a large-scale blackout in Ukraine,
affecting 1.4 million people. The entire blackout lasted for 6 h. Through analyzing and
investigating actual power grid security cases, as well as recent smart grid security
research, it is found that the above-mentioned attacks mainly consist of two parts. First,
use network attack technology to conduct attacks on power system information networks
such as detection, intrusion, privilege escalation, and control. Second, tampering with
the configuration parameters, measurement data, control commands, etc. of the system
(data tampering attack) for the work process and security protection mechanism of the
power system. The target and main process of the power grid attack reflected in the
data tampering attack is the main difference between the power grid attack and the
information network attack.

2 Related Research

Many scholars have conducted a lot of research in the face of various attackvulnerabilities
arising from irregular software code writing. Zhao et al. proposed a method combining
two-wayGRU and attentionmechanism to effectively detect the code [3]. The advantage
of this method is that it can effectively suppress the high false alarm rate and false
alarm rate of traditional algorithms. In addition, the method proposed by Zhao et al.
also compares the performance of two mature products. The comparison results show
that this method has much better performance than these two mature products. On the
corresponding data set, the performance of this method is 5.22% and 4.29% higher than
that of other scholars’ F1 Score, respectively. Static defense has always been a pain point
for the power grid. How to switch from passive defense to active defense is a hot topic
that scholars have always studied. Zhao et al. proposed a defense strategy to look at the
power grid from the perspective of attack [4]. They used the means of game analysis
to analyze and research the greatest benefits of the power grid. Finally, a defense plan
with great reference significance is given to the grid side. In addition, research on power
grid information network attacks has shown that the emergence of new components,
equipment and structures has introduced more uncertain factors and risks to the power
system [1]. Davis et al. studied the security analysis of smart grid devices and introduced
a smart meter worm at the hacker conference (Black Hat). These viruses can propagate
themselves in smart devices and cause power grid security threats [2]. Sargolzaei et al.
introduced a “time delay attack” in the power system dynamic model. By modifying the
signal timestamp, this attack can delay the delivery of the state feedback signal of the
dynamic system state space model, thereby destroying the stability of the power system
[5]. For the possible secondary frequency modulation control signal (AGC) attack in the
power system, Sridhar et al. formally model it, and further divide it into four types: zoom
attack, climb attack, pulse attack and random attack. These scholars then analyzed the
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impact of AGC attacks on power system frequency stability and powermarket operations
[6–8]. Liu et al. proposed that remote coordinated control of the on-off status of multiple
circuit breakers in the power grid can interfere with the operation of the generator,
thereby destroying the stability of the power system [9].

Stable operation is the core security requirement of the power grid.Howcyber attacks
damage the stability of the power grid is a hot topic for power grid security this year.
In 2009, Liu et al. studied from the perspective of power system state estimation and
data verification, and proposed that by constructing specific power measurement data,
the false data detection of the power system can be bypassed, which caused tampering
attacks on the measurement data in the smart grid. Wide attention of researchers [10].
Shange et al. proposed an electricity meter vulnerability mining and propagation model,
which can evade the collection of electricity charges by the power company bymodifying
the observation value of the electricity consumption of the electricity meter [11]. Kim
et al. proposed to tamper with the power measurement data and topology data of the
power system at the same time, bypassing the anomaly detection of the power system
[12]. In the case of incomplete grid information, Liu et al. proposed a local power flow
redistribution algorithm, which can inject local error data into the grid without being
discovered. Later, under the condition that the grid information was deleted, it was
proposed how to construct wrong data for the local grid to avoid the detection of wrong
data.

3 HeteData Fusion Method

Based on the detectionmethods of abnormal flow of power grid information network and
abnormal data of power system, this paper explores the coupling relationship between
abnormal network flow and abnormal data of power system in the process of smart
grid data tampering attack. The focus is on the heterogeneous data fusion method of
various abnormal network traffic and abnormal grid measurement data (HeteData fusion
method). This paper takes the abnormal network traffic detection system Snort and the
power system state estimation method as examples. First, the traditional power system
bad data detection based on state estimation is introduced. Then, a Snort-based grid
communication flow anomaly detection and grid data credibility evaluation method is
proposed. Finally, how to guide the power system state estimation through the credibility
of the measurement data is discussed in detail to realize the detection of data attacks in
the power Internet of Things network.

3.1 Bad Data Detection of Power System Based on State Estimation

State estimation is widely used to reduce the observation error of the power system for
the purpose of detecting bad data and monitoring the real-time operating status of the
power system. The redundancy of the quantity measurement can also be used to reduce
the influence of transmission errors on the estimated state. In state estimation, node
active/reactive power and line real-time power flow can be used as measurement data.
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Let z be the measurement vector, the power system measurement model is:

z =

⎡
⎢⎢⎢⎣

z1
z2
...

zm

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

h1(x1, x2, · · · , xn)
h2(x1, x2, · · · , xn)
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hm(x1, x2, · · · , xn)

⎤
⎥⎥⎥⎦ +

⎡
⎢⎢⎢⎣

e1
e2
...

em

⎤
⎥⎥⎥⎦ = h(x) + e (1)

where x is the state of the system, including the voltage amplitude and phase angle of the
node; hi(x) is the non-linear function between the i-th measured value and the system
state value; e is the measurement error.

The model is implemented byMaximumLikelihood Estimation (MLE). In weighted
least squares estimation, the optimizationgoal is tominimize theweighted sumof squares
of the residuals between the estimated value of the measured data and the true value.
The common likelihood function is:

J (x) =
m∑
i=1

(zi − hi(x))
2/Rii = [z − h(x)]TR−1[z − h(x)] (2)

In order to achieve the optimization goal, the first derivative of the likelihood function
needs to be 0:

g(x) = ∂J (x)

∂x
= −HT (x)R−1[z − h(x)] = 0

H (x) = ∂h(x)

∂x
(3)

Expand the nonlinear function g(x) into a Taylor polynomial and omit the high-
order terms (usually only one term is retained), and then use Newton-Raphson iteration
to solve the state to be estimated. State estimation utilization measurement redundancy
can eliminate the influence of errors to a certain extent. However, large measurement
deviations may cause errors in the state estimation results. Some bad data can be checked
by the laws of physics such as energy conservation. Therefore, in most cases, it is
necessary to usemore advancedmethods for baddata detection (Chi-squaresTest).Under
normal circumstances, the measurement error is considered to be a set of independent
random variables obeying a zero-meanGaussian distribution, then the objective function
of weighted least squares:

J (x) =
m∑
i=1

(ri)
2/Rii =

m∑
i=1

(zi − hi(x))
2/Rii =

m∑
i=1

(
z − hi(x)√

Rii

)2

(4)

J(x) satisfies the chi-square distribution of m–n degrees of freedom under normal
conditions. This is because the power system measurement model is an equation group
with m measurement equations and the independent variable is an n-dimensional state
vector. The formula for calculating the cumulative and area of the probability density
function of the chi-square distribution is:

Pr{x ≥ xt} =
∫ ∞

xt
χ2(u) du (5)
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When bad data exists, the residual between the true value of the measured value and
the estimated value will be abnormal, and the cumulative sum of squares is likely to not
obey the chi-square distribution.

3.2 SmaGrid AbnFlow and Credibility Calculation Method

Here, we propose a smart grid abnormal flow detection technology and grid data credibil-
ity calculationmethod (SmaGridAbnFlow andCredibility CalculationMethod). Snort is
a widely used intrusion detection system that provides a simple way to protect the system
from intrusion by interpreting thework logs of network devices such as routers, firewalls,
and servers. It can detect unauthorized access, use, and attacks on systems, networks,
equipment, and related resources. As a conventional information security strategy, the
target object of Snort at the beginning of the design was a computer network, and it
did not consider the needs of the power system. This makes it not directly applicable to
power critical infrastructure.

Therefore, it is necessary to use Snort’s rule customization function to support the
analysis and monitoring of smart grid communication control protocols. Aiming at the
Modbus/TCP communication protocol used by smartmeter devices, through the analysis
of communication data packets and network traffic characteristics of several typical
attack behaviors, it is found that typical attack cases targeting smart power devices
generally have the following characteristics:

(1) The target of the attack is usually the key register of the power equipment storing
sensitive information. Take the smart meter used in the smart grid as an example. Its
key parameters such as current mutual inductance ratio, voltage mutual inductance
ratio, andmeter connection type are stored in different registers. The primary current
information of SiemensSERTRONPAC4200 smartmeter is stored in registerC35B.
The connection type of the electric meter is stored in the register C351. Since the
primary current information and the connection typeof the electricmeter are directly
related to the measurement and calculation of power consumption data, these key
register locations are potential targets and targets of malicious attackers.

(2) Different attack types and attack behaviors have obviously different data and traffic
characteristics. For a typical attack case of a smartmeter, the behavior of amalicious
attacker to decipher the password will cause frequent read requests to the smart
meter’s password status register. Malicious users tampering with the smart meter’s
mutual inductance ratio and “stealing electricity” will cause write operations to the
registers that store the “primary current” and “secondary current”. These different
types of security attacks will present different access operation behaviors, which
can be used as pattern characteristics and identification basis to detect different
types of attack behaviors. According to this, intrusion detection suitable for smart
grid information network is based on the conventional Snort definition of related
detection rules about the communication flow of electricity meter equipment and
the Modbus/TCP communication protocol. So as to monitor the read and write
operations of the sensitive registers of the smart power equipment. By parsing
network data packets and analyzing traffic behavior through rules, we have realized
the detection of attack behaviors such as smart meter password blasting, mutual
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inductance ratio tampering, and connection type modification. The attack types
and threat indicators of abnormal traffic alarms are recorded in the alarm log. This
can quantify the impact of abnormal network traffic and generate an information
network impact factor.

All abnormal traffic information of any power equipment node can be traced back
through the IP address. At the same time, the corresponding attack types and threat
indicators can be determined. Therefore, based on the information/physical topology of
the power system, all the alarm records of any terminal node i in the system will be
aggregated, and the corresponding influence factor will be calculated.

3.3 EstCredibility Measurement Method

Here, we propose a power system state estimation method guided by the credibility
of measurement data(EstCredibility measurement Method). Considering that when an
attack occurs on the smart grid, both the tampered data and the attacked devicewill gener-
ate specific communication messages. These messages can be analyzed using abnormal
traffic detection technology, and based on the influence factors of the abnormal traffic of
each node. In turn, the trustworthiness of the data reported by each node can be evalu-
ated. The information influence factor matrix of n equipment nodes in the power system
defines � = DiagonalMatrix(�1,�2, . . . �n). The information impact factor matrix
can be directly integrated into the objective function J(x) of formula (5) as additional
weights, namely:

min
x

JATSE(x) = min
x

[z − h(x)]T (�R)−1[z − h(x)] (6)

4 Conclusion

In short, this paper proposes a HeteData fusion method to solve the problem of difficult
data fusion for power grid attacks. First, the traditional power system bad data detection
based on state estimation is introduced. Then, a Snort-based grid communication flow
anomaly detection and grid data credibility evaluation method is proposed. Finally, how
to guide the power system state estimation through the credibility of the measurement
data is discussed in detail to realize the detection of data attacks in the power Internet of
Things network.
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Abstract. In order to increase the security and convenience of access control
system, a contact-free access control system based on voiceprint recognition is
designed and has been tested for many times. This system takes the speaker’s
voiceprint feature as the “key”, and it contains an Android-based voiceprint recog-
nition APP—which is related to voiceprint registration, voiceprint verification,
model addition or deletion and other functions—and a self-designed control sys-
tem which communicates with the APP through Bluetooth technology. During
functioning, a random 8-bit dynamic number was obtained from the cloud through
the networkAPI interface provided by IFLYTEK(Chinese information technology
company) as the text password, and then the voiceprint information was uploaded
to the cloud for identification, and the result was transmitted to the hardware con-
trol module through Bluetooth. By testing, the similarity between the speaker’s
voiceprint information and the corresponding model is more than 97%, and the
negative rate of recognition was 0%, with the average recognition time less than
0.4 s.

Keywords: Voiceprint · Recognition access control system · Bluetooth
communication

1 Introduction

With the innovation of computer technology and the development of Internet Of Things
technology (IOT), traditional keys and locks are gradually replaced by the card access
control. However, access control card has unavoidable security risks. For example, it’s
easy to lose access control card and the access control card can be cracked and copied.
While the access control system based on the voiceprint recognition technology takes
people’s voiceprint characteristics as the password, and judges the identity of the speaker
by the voice, which can effectively increase the security and convenience of the access
control system [1].

Voiceprint recognition, also known as speaker recognition, is to extract the speaker’s
personality characteristics from a speech of the speaker, and to identify or confirm the
speaker through the analysis and recognition of these personal characteristics. People’s
vocal characteristics aremainly determined by two factors. One is the shape, size, dimen-
sion and position of various organs in the vocal cavity, which determines the tension
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of the vocal cords and the size of the frequency range of the sound. The other is the
sound characteristics produced by the coordination and movement of the vocal organs
[2]. Voiceprint recognition technology collects people’s unique voiceprint characteris-
tic information to establish voiceprint models, which serve as the discriminant basis of
identity authentication.

The voiceprint recognition technology is applied to the door guard system, and the
security of the door guard system is greatly improved by comparing the voiceprint
characteristics and the voice pattern model and distinguishing the voice content and the
text content. At the same time, compared with card access control, voiceprint access
control can change and delete users’ permissions at any time, making the system more
convenient to use and have lower cost.

2 System Design Scheme

Voiceprint recognition system refers to a system that can identify and verify the speaker’s
identity according to the speaker’s voice. Based on the analyses of the basic require-
ments of the system, the design of the system is based on mobile platform, and the
application scenario is access control system. For the consideration of security, the con-
tent of identifying people’s speech should be random dynamic password. Therefore, the
whole voiceprint recognition system is a mobile platform based on text-related speaker
identification system [3].

According to the basic requirements of the system, the design process of the system
is roughly shown in Fig. 1: During the process of training, users are required to register
first and input their identity information, and then the background checks whether the
user information exists. If it already exists, the user is not allowed to register his or her
voiceprint. If the user’s information does not exist, the user is required to register the
voiceprint according to the dynamic password prompted by the text and then he or she
will be informed whether the registration is successful. In the process of identification,
the user is required to input the identity information first, and then the background checks
whether the user’s voiceprint model exists. If the voiceprint model does not exist, the
user is regarded as an invalid user and is not allowed to perform voiceprint verification.
If the voiceprint model exists, the user is required to perform voiceprint verification
according to the dynamic password prompted by the text, and the verification result
is returned and informed to the user [4]. Considering the stability and security of the
verification result transmission, Bluetooth technology is used to communicate with the
self-designed hardware module.

The basic principle of voiceprint recognition is as shown in Fig. 2. voiceprint recogni-
tion is mainly composed of preprocessing, endpoint detecting, feature extracting, model
building, calculation matching and judgment recognizing [5]. Voiceprint recognition
includes two stages: training stage and recognition stage [6]. The training stage is also
called as voiceprint registration. Each speaker of the system speaks several training
statements, according to which the system establishes the template or model parameters
of each user [8]. In the recognition stage, the voice of the person to be recognized after
feature extraction is compared with the model generated by system training, and the
speaker corresponding to the speaker model with the smallest matching distance of the
test voice is taken as the recognition result [9].
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Fig. 1. Flow chart of system design

Fig. 2. Flow chart of principle of voiceprint recognition system

In order tomeet the accuracy and real-time performance of voiceprint recognition, the
systemwill adopt the Software development Kit (SDK) provided by iFLYTEK for devel-
opers and conduct voiceprint recognition in the cloud by calling the API interface of the
cloud platform of iFLYTEK. As a national backbone software enterprise specializing in
intelligent voice and voice technology research and voice information service, iFLYTEK
has in-depth research in the field of voiceprint recognition. The interface of voiceprint
feature extraction provided by its SDK can extract a variety of feature parameters as the
voiceprint model, which has a high recognition rate in the voiceprint verification and
can quickly and accurately identify the speaker in a relatively quiet environment. At the
same time, the SDK also provides an interface to obtain 8-bit random dynamic numeric
password from the cloud, which meets the security requirements of the work design.

The hardwaremodule consists of STM407ZET6 core board, steering gear, Bluetooth
module, serial screen, infrared ranging.WhenSTM32 is connected to theBluetoothmod-
ule, it communicates with the mobile phone APP. If the phone’s voiceprint is identified
successfully, the message will be returned to STM32 and STM32 controls the steering
gear to control the door switch after receiving the message. Meanwhile, the correspond-
ing human-computer interaction interface will be displayed on the serial port screen.
When people walk through the threshold, the infrared tube will detect the change of
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distance, so as to determine whether people have entered. After entering, the door will
be closed through the steering gear.

3 Module Analysis

The whole system can be divided into software part and hardware part, and the software
part (seeFig. 3)mainly includes voiceprint registration, voiceprint recognition,Bluetooth
communication and other functional modules.

Fig. 3. The main interface

3.1 Voiceprint Registration Module

The running process of voiceprint registration module system is shown in Fig. 4. The
specific processes are as follows:

1. Call initUi() function to initialize UI interface, Button control, dialog box control,
and input box control.

2. Initialize each listener, including the following listeners: PcmRecordListener, Down-
loadPwdListener and EnrollListener and so on. A listener is a callback function, and
the function of a listener is thatwhenever your button or other components are clicked
on by the mouse, it will generate an event, and that event requires us to listen for it.
After listening for it, we give the code that needs to be executed to the clicked event
[7].

3. Determine the session scenario type. SST_ENROLL indicates a voiceprint registra-
tion scenario, and SST_VERIFY indicates a voiceprint verification scenario.

4. Configure defined parameter variables, including user ID, session type, password
type, password, model operation command, and registration times and so on.

5. Input AuthID. The AuthID is the unique identifier of the user’s identity information.
A user input the AuthID manually and the getAuthid() function is called. After the
user input the AuthID, the ModelListener (model operation listener) listens to the
AuthID and determine whether the model corresponding to the ID exists. If the
model exists, the user is not allowed to register and then the user is required to input
the AuthID again.
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6. Call the downloadPwd() function to obtain a string of random numbers from the
cloud, for example, 13587459–89732657-6548 7321–9568412348915198. Divide
the string into five 8-bit numeric strings, each as a password for five registrations.

7. Start recording. Start the recorder and save the sound input by the user in “*.wav”
format.

8. Determine the number of registrations. In the voiceprint registration stage, users is
required to register for five times according to the five digital passwords obtained
from the cloud.

9. Upload the voice information input by the user to the cloud platform. The cloud
platform extracts the voiceprint feature parameters and returns them to the client.
After the client establishes the voiceprint model, it is stored in external memory.

Fig. 4. Voiceprint registration flow chart

3.2 Voiceprint Verification Module

The running process of the voiceprint verification module and the voiceprint registration
module is roughly similar. The running process of the voiceprint verification is as shown
in Fig. 5 and the specific steps are as follows:

1. Initialize the UI interface, button control, dialog box control and input box control.
2. Initialize PcmRecordListener, DownloadPwdListener, and VerifyListener and so

on.
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3. Determine the type of the session scenario.
4. Configure defined parameter variables.
5. Input AuthID. As the unique identifier of user identity information, AuthID is used

in all modules of the system and is the most important parameter in the entire
system [10].

6. Check whether the voiceprint model corresponding to this AuthID exists in the
voiceprint library. If not, ask the user to input the voiceprint model again.

7. Call the downloadPwd() function to obtain the authentication password from the
cloud. Unlike voiceprint registration, voiceprint authentication only needs to read
the password once, so the password obtained from the cloud is an 8-digit dynamic
password.

8. Start the recorder and start recording.
9. Upload the voice information of the person to be recognized so that the voice pattern

model will be matched in the voice pattern library and be calculated its similarity
in the cloud.

10. The cloud will return the recognition result and similarity to the client.
11. After receiving the verification result, the client sends specific command characters

to the access control through Bluetooth communication.

Fig. 5. Flow chart of voiceprint recognition
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3.3 Model Operation Module

Model operation module has two session scenarios, namely model query and model
deletion. When ModelListener (model operation listener) listens to voiceprint registra-
tion and voiceprint verification, model query operation is performed when the event that
the user has input AuthID occurs. When ModelListener listens to the event that “delete
voiceprint” button is pressed, the model deletion operation is carried out. The specific
workflow is shown in Fig. 6.

Fig. 6. Operation flow chart of model operation module

3.4 Hardware Implementation Module

STM32 is mainly responsible for the control of the door and the display of human-
computer interaction after receiving instructions [11]. When the voiceprint is recog-
nized successfully, the mobile phone will send a command character “F” via Bluetooth
communication. When the STM32 receives the characters, it will control the steering
gear to revolve the supporting shaft of the door, thus to control the door open. At the
same time, related interaction information will be displayed on the serial port screen,
such as “Welcome home” “Successful Recognition” and so on. When the user is going
through the door, the infrared sensor will measure the distance. If someone passes, the
distance will be sharply reduced, so as to judge that someone passes. When the distance
is restored, the door will be closed by controlling the steering gear, so as to complete
the control of the whole hardware part [12]. Below are model diagram and schematic
diagram of the main control module (Fig. 7).

4 Test Results

In order to test the performance of the Android-based voiceprint recognition APP
designed in part of this software, the mobile phone is connected to the Android Stu-
dio platform to build a real machine testing environment and carries out a comparative
test on recognition similarity and training time [13]. In addition, the recognition effect
of speakers of different genders will be tested, and acceptance rate and misrecognition
rate will be analyzed to verify the performance of the design [14].
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Fig. 7. Model diagram and schematic diagram of the main control module

4.1 Test Environment

This test will be conducted on the Android Studio platform connected to the real com-
puter. During the process of debugging, we can find the similarity of voiceprint recog-
nition and receive information by viewing logs [15]. The space around the test site is
relatively open, and the influence of environmental noise on the test results is limited.

4.2 Test Contents

Table 1. The test result

Serial number Average
similarity (%)

True positive
rate (%)

False positive
rate (%)

Negative rate
(%)

Average
recognition
time

1 97.500 100 0 0 391 ms

2 98.380 100 0 0 323 ms

3 8.050 0 100 0 297 ms

4 29.269 0 100 0 305 ms

There were 40 participants in this experiment, 20 male students numbered from 1 to
20 and 20 female students numbered from 21 to 40. The objects of test 1 are 20 males
Student1 to Student20, and the test models are corresponding to each object. The test
object of test 2 is 20 female Student21 to Student40. The test model is the corresponding
model of the test object. The test object of test 3 is male Student1 to Student5, and the
test mode is female Student21 and Student22. The test object of test 4 are male Student1
to Student5, and the test models are male Student11 and Student12. All test results are
shown in Table 1 above.
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4.3 The Analyses of Test Result

In Test 1, all the test objects were male, and the test model was corresponding to each test
object. The recognition result was “Accepted”, and the average similarity of recognition
was 97.500%. In Test 2, all the test objects were female, and the test model was the
correspondingmodel of each test object. The detected recognition resultwas “Accepted”,
and the average similarity of recognition was 98.380%. In Test 3, all the test objects are
male, and the test model is the corresponding model of the female non-test object. The
recognition result is “Rejected”, and the average similarity of recognition is 8.050%. In
Test 4, all the test objects are male and the test model is the corresponding model of the
male non-test object. The recognition result is “Rejected” and the average similarity of
recognition is 29.269%.

Compared with the experimental results above, the similarity between the voiceprint
information of the person to be identified and the model of the corresponding voiceprint
reached more than 97%, the negative rate of recognition was 0%, which meets the
accuracy requirements of the system design. The average time of the four tests were 391
ms, 323 ms, 297 ms and 305 ms respectively, and the average test time was less than
0.4 s, which meets the real-time requirement of the system design. At the same time, the
text-related voiceprint recognition method is designed in this paper. The 8-bit random
digit password obtained from the cloud is used as the recognition text, which meets the
security requirements of the system design.

5 Conclusion

This paper introduces the overall design of this design in detail.With the technical support
of iFLYTEK cloud platform, a contact-free access control system based on voiceprint
recognition has been successfully designed. voiceprint recognition and voiceprint ver-
ification can be carried out successfully in this work, and the work can communicate
with hardware through Bluetooth. After testing, the similarity of recognized voiceprint
model is above 97%, the negative rate of recognition was 0%, and recognition time is
within 0.4 s.

There are also some deficiencies in the voiceprint recognition access control system
designed in this paper. First, a relatively quiet environment is required, the robustness
of the system needs to be further improved, and the noise reduction scheme can be
improved. Second, the verified voiceprint features have not been added to the training
database. To realize the real-time update of the feature model database, optimization of
the training algorithm can be considered.
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Abstract. In recent years, the number of software vulnerabilities has been on the
rise. Attackers can use vulnerabilities to gain access to the system or network to
perform malicious actions. This paper relies on CVE, Exploit Database (vulnera-
bility database website) and other platforms to automatically grab information on
the vulnerability platform through Python crawlers and scripts to obtain all vul-
nerability information with POC. At the same time, we take the code before and
after the modification given by the vulnerability platform as positive and negative
samples, and locate the modified position. According to the classification stan-
dard of CWE (Common Weakness Enumeration), vulnerabilities are classified
into buffer overflow, conditional competition, UAF, information leakage, XSS,
SQL injection, CSRF, etc. In order to build a database of vulnerability samples
for the study of malicious attacks.

Keywords: Establishment · Vulnerability sample database · Network attack
environment · CVE

1 Introduction

Software vulnerabilities, also called vulnerabilities, are caused by the negligence of soft-
ware developers when developing software or by the programming language limitations.
For example, the C language family is more efficient than Java but has more vulnerabil-
ities. Usually refers to the defects in the computer system, or problems arising from the
use of the system. According to the definition of the authoritative vulnerability publish-
ing organization CVE, vulnerabilities refer to calculation logic errors found in software
and some hardware components (for example, firmware). When an attacker exploits this
weakness, it will have a negative impact on one of the three elements of information
security (confidentiality, integrity, and availability) [1]. Attackers can use vulnerabilities
to gain access to the system or network to perform malicious actions. In recent years,
the number of software vulnerabilities has been on the rise. According to CVE data, the
number of vulnerabilities recorded in CVE in 2010 was approximately 4,600. By 2018,
the number of vulnerabilities had increased to more than 100,000. The number of vul-
nerabilities has increased rapidly since 2017. According to the 41st “Statistical Report
on Internet Development in China” [2] released on January 31, 2018, in 2017 alone,
CNVD [5] collected a total of 15,981 security vulnerabilities. Compared with 10,821
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in 2016, an increase of 47.7%. In the Internet industry, competition is fierce, software
development cycles are getting shorter and shorter, and security issues are becoming
increasingly prominent. Undercurrents in the field of network security are surging, and
the trend of attacks continues to rise. T-level DDoS attacks have broken out many times,
data breaches have emerged one after another, and ransomware has become popular. In
addition, with the advent of a new wave of “going out to sea” in my country’s Internet
industry, the surge in overseas business has stimulated a large number of overseas hack-
ers to join the “cake-sharing” team. In addition to increasing sources of attacks, the range
of targets being attacked is also expanding.More andmore attacks are appearing in more
segmented industry sectors that were previously rare. Websites in various industries are
facing a more severe security test. Take DDoS attacks as an example. Know that the
network attack and defense data of Chuangyu Cloud Defense Platform focuses on the
display and analysis of DDoS attacks and web attack data in 2018. The collected data
showed that the peak value of DDoS attacks exceeded the T level. The industry’s highest
peak of defensive attacks has reached 1980Gbps, a year-on-year increase of up to 200%.
At the same time, the emergence of new types of reflection attacks indicates the severity
and difficulty of DDoS attacks.

2 Related Research

Code data is the basis for studying vulnerabilities. Foreign research on database con-
struction is earlier, and there are many vulnerability databases with greater international
influence. The more common ones are NVD, Exploit-Database, Bugtraq, OSVDB, and
so on. NVD (National Vulnerability Database) [3] is the representative of a standards-
based vulnerability management database used by the US government using the Secure
Content Automation Protocol (SCAP). The database can automate vulnerability man-
agement, security measurement, and compliance requirements. NVD not only includes
security list references (i.e. CVE), but also includes software-related code vulnerabilities,
misconfigurations, product names, and gives indicators of the impact of vulnerabilities
(i.e. CVSS). Exploit-Database [4] is a database composed of public vulnerabilities com-
patible with CVE and corresponding vulnerable software. The database also provides a
wealth of test examples for vulnerability researchers to study and learn. The database
obtains the most comprehensive exploits by collecting direct submissions from users
and other public resources, and presents them in a freely accessible and easy-to-navigate
database. Users can search by CVE number, OSVDB number, vulnerability description,
etc. OVSDB (Open Sourced Vulnerability Database) [5] is an open source vulnerability
database that provides accurate and detailed vulnerability information. It has more than
64,000 vulnerability information, rich data resources, and provides complete vulnerabil-
ity retrieval functions and vulnerability classification browsing methods. In addition, it
also provides vulnerability data in different formats for users to download, and a detailed
vulnerability description is attached to the vulnerability.

SARD (Software Assurance Reference Dataset) [6] is a database led by the National
Institute of Standards and Technology (NIST). Its purpose is to provide a set of known
security flaws for users, researchers and security engineers, and to provide test cases for
test evaluation and software development. These test cases include framework design,
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source code, binary files, etc., which come from all stages of the software life cycle. The
data set includes code test cases from industry and academia, including various vulnera-
bility types, programming languages, system platforms, compilers, etc. The SARD data
set also provides test cases for users to learn and reference. Since the standards of each
database are different, it has caused great difficulties in data sharing among vulnera-
ble databases. This requires a common vulnerability standard to solve the compatibility
problem between various databases. SCAP (security content automation protocol) is a
set of information security assessment standard system widely used internationally [7].
SCAP is composed of a series of common open standards that work together to compre-
hensively define, describe, and evaluate vulnerabilities. Among the many vulnerability
standards, this project focuses onCVE, CWE andCVSS. CVE (CommonVulnerabilities
and Exposures) [8] is a list of common identifiers for network security vulnerabilities
known to the public. CVE is now the industry standard in the field of vulnerabilities.
More than 100,000 vulnerabilities are covered in the CVE, which is available for users to
download. All vulnerabilities in CVE use the CVE number as a unique identifier, which
is compatible with other vulnerability databases. CWE (Common Weakness Enumera-
tion) [9] is a list of common software weakness types, often used as a common language
for describing software security weaknesses in architecture, design or code. In addi-
tion, some scholars study power grid security from the perspective of code security and
attackers [10, 11].

3 Vulnerability Sample Database Construction

3.1 Ideas for Constructing Vulnerability Sample Database

The construction design of the vulnerability database in this paper is shown in Fig. 1.
Relying on CVE, Exploit Database (vulnerability database website) and other platforms,
through the means in Fig. 1, all the vulnerabilities with POC and their information are
obtained. At the same time, we take the code before and after modification given by the
vulnerability platform as positive and negative samples, and locate themodified position.
According to the classification standard ofCWE(CommonWeaknessEnumeration), vul-
nerabilities are divided into buffer overflow, conditional competition, UAF, information
leakage, XSS, SQL injection, CSRF and other categories. The standards are shown in
Fig. 1 below:

NVD is a standards-based vulnerability management database represented by the
US government using the Secure Content Automation Protocol (SCAP). This data can
be used to automate vulnerability management, security measurement, and compliance.
NVD includes the database referenced by the safety checklist, safety-related software
defects, misconfigurations, product names and impact indicators. The vulnerabilities
in NVD are rich in resources, and the vulnerabilities are described in detail. In addi-
tion, Json files and XML files are provided for users to download and use. The Exploit
database is an archive of CVE-compatible public vulnerabilities and corresponding vul-
nerable software for use by penetration testers and vulnerability researchers. By directly
submitting the mailing list, it can be presented in a freely accessible and easy to navigate
database. Users can search by CVE number, OSVDB number, vulnerability description,
etc. CVE, Common Vulnerabilities and Disclosures, is a list of common identifiers for
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Fig. 1. Schematic diagram of vulnerability database construction

network security vulnerabilities known to the public. CVE is now the industry standard
for vulnerabilities and exposed identifiers.More than 100,000 vulnerabilities are covered
in CVE, and XML files are provided for users to download. All vulnerabilities in CVE
are uniquely identified by the CVE number, which is compatible with other vulnerability
databases.

Fig. 2. Construction of positive and negative samples

According to the vulnerability classification, the vulnerability information and its
POC are stored in the database to complete the preliminary construction of the vulner-
ability database. The construction of training positive and negative samples is shown in
Fig. 2.

By analyzing the code before and after the modification of the vulnerable program,
we can construct program slices through the statements before and after the modifica-
tion (Fig. 3). Finally, the program slices are used as positive and negative samples for
subsequent training.
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Fig. 3. Before and after modification of the vulnerable program

3.2 Structural Modeling of Vulnerable Code

(1) Program slice
The code in the vulnerable code library is usually large in scale, and it is necessary to
simplify the code with the help of program slicing technology to track the processing
of input variables. On the basis of program fragmentation, code modeling can reduce
very large amount of calculation and redundant information. This paper adopts the
program slicing method based on graph reachability algorithm. The program code is a
sequence composed of computer operating instructions in a certain order. Based on this
sequence, two types of information can be directly obtained, control flow information
and data flow information. In the final analysis, these two types of information are the
program execution sequence relationship between the basic blocks of the program and
the definition-reference relationship of different statements in the program to the same
variable. These two types of relationships are essentially dependencies between the two
sentences. Here, the dependency between the two is defined as the control dependency
and the data dependency. Control dependence refers to the dependence of the two basic
blocks of the program on the program flow. Let G be the control flow graph of the
program, where a and b are two nodes in G. When a and b meet the following two
conditions, then b → a_cd, which means that b control depends on a (Fig. 4).
➀ There is an executable path from a to b. For all nodes on this path except a and b,
node b is a necessary node thereafter.
➁ Node b is not a necessary node of a.

By controlling the dependency relationship, the control dependency graph G_c =
(V, C) can be defined. Where V is the combination of all statements in the code, and C
is the edge set of the control dependency graph. If there is b control that depends on a,
then the edges from a to b are added to the edge set. The attributes of the control flow
graph refer to the attributes inside the flowchart nodes and the attributes between nodes.
The specific parameters are shown in Table 1:
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Fig. 4. Schematic diagram of program slice

Table 1. Control flow graph properties

Type Attribute name

Properties inside the node String constants

Numeric constants

No. of transfer instructions

No. of calls

No. of instructions

No. of arithmetic instructions

Attributes between nodes No. of offspring

Betweenness

4 Conclusion

In summary, this paper builds a vulnerability database through various means and meth-
ods, which can provide a reference for vulnerability rules for preventing a new round of
attacks. This paper relies on CVE, Exploit Database (vulnerability database website) and
other platforms to automatically grab information on the vulnerability platform through
Python crawlers and scripts to obtain all vulnerability information with POC. At the
same time, we take the code before and after the modification given by the vulnerability
platform as positive and negative samples, and locate the modified position. According
to the classification standard of CWE (CommonWeakness Enumeration), vulnerabilities
are classified into buffer overflow, conditional competition, UAF, information leakage,
XSS, SQL injection, CSRF, etc. In order to build a database of vulnerability samples for
the study of malicious attacks.
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Abstract. Modern web applications are heavily influenced by security advance-
ments. Protecting open web applications is a common term for these programs,
which are often referred to as the protection project. Amechanism for establishing
security cooperation would be: When providing services through the internet, this
is what you’d use. According to a recent study, millions of online services and
applications produced using digital technology would be utilized by millions of
websites and people every day. They want to adopt a safe method of building web
applications that are used by people and people together.

Keywords: Web application · Internet security · Technology management

1 Introduction

Advances in web technology and a changing market climate mean web application in
corporate, public, and government agencies are becoming more prevalent today. While
web applications can be convenient and effective, there are various kinds of safety
threats that can pose significant risks to an Information Technology (IT) infrastructure
if not properly managed. The exponential growth in the deployment of web applications
has made it more dynamic and distributed. More difficult to protect and manage IT
infrastructures. Web applications rely on network-perimeter protection mechanisms, for
example, firewalls, to secure IT infrastructure, in one way or another, over more than a
decade. In the process of creating web apps, such as injection, more and more attacks
target security vulnerabilities, conventional network security measures are not enough
to defend applications against new dangers. Threats often arise from untrusted users,
non-session protocols, the dynamic design of web technologies, and vulnerabilities in
network layers [1–3].Customer software typically cannot bemanagedby theowner of the
application for web applications. There is also no absolute confidence and processing of
the user’s feedback from a program running the client. An attacker may create an identity
that looks like a lawful client, reproduces an identity of a user, or creates fraudulent
messages and cookies. A web-based application may be described as a web browser-
based application. It can also be described as a message on the website that would be
used to process the data in a simple word processor or table. The web application or
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software referencing the person using the application or that is used in the client/server
environment, may also be represented as a client-server application. The creators of the
web application will be responsible for the development of a client with a particular type
of device, which can also be used as a computer system and which will operate on IBM
machines or any other user-willing operating system. The browsers used to create a web
application which includes Internet Explorer, Firefox, Google Chrome, or a special form
of browser that would allow the development developer to access the server-side script
combination using languages such as, ASP, ASP.Net, PHP, etc. [3–5].

In the creation of the Web application, the client of the program should concentrate
on the information the client receives from the server-side script, which is used as
information passed on to another computer from one computer to the next. Youmay push
the application in various ways. Modern technology uses e-mail services from providers
including Gmail, Yahoo, Hotmail, etc., which are also known as e-mail customers and
allow users to connect via the internet. The users’main concern is that the protection they
want is maintained because they want to communicate personal data over the internet
and that application providers need to ensure safety in any way that data is protected.
[6].

In the production and integration process of the design and the entire application
cycle, web application protection should be included. It’s a given that the application’s
final product is a significant component. Safety testing for online applications and testing
of new products go hand in hand. Even though web application tools and processes
rely heavily on technology features, the human factor is important to their success. As
a management team, we must guarantee that stakeholders and contractors as well as
project managers and developers are well-informed on the game. [5, 6].

Told the general management team and related risks associated with web security
applications, some proposals still impede complete comprehension and take the right
decision for an environmental protection network. Some suppliers of security solutions
and the willingness on the part of the network professionals to ensure customers and to
explain their views to the network’s public safety networks help with a range of miscon-
ceptions, such asweb security applications. Conversely, the particular steps implemented
can include sensitive data applications and solutions, credibility, and faults. What does
any request have and more technology was initially created to make the details fully free
to use, and, unlike web-based applications, there are no built-in authentication systems,
management tools, and vulnerabilities in access control. Pirates typically only detect
and take advantage of vulnerabilities by a simple web browser authentication. To help
you avoid confidential data, you can build SSL technology such as payment details in
plain text on the web. SSL site logo for the commercial certificate. Once e-commerce
begins, the media are optimistic and the browser locks on the status bar are familiar to
consumers. The source of the (faulty) SSL certificate must be readily accessible and
safeguarded. [7–12].

Assessment of the papers focused on network creation and network protection and
their own mistake based on the analysis studies. The programmers perform all factors
of the Internet application. For the following reasons: access to external expertise, save
time, cut costs. Rethinking the above scenario may be applied in whole or in part.
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2 Security Threats Reviews

1) An attacker injects malicious code into a database or web server from web applica-
tions and systems. By tracking the outbound pages such as references to information
leaks, businesses can use the Web Application Firewall.

2) It is like an injection attack as well. Malicious scripts were inserted into legiti-
mate websites in cross-site scripting attacks. The development of policies should be
focused on the appropriate organizations addressing the issue of input validation.

3) Password improvements and recovery activities, including solid authentication cre-
dentials for bad cause management practices. Good authentication and session
administration organizations should strive to establish a collection of controls.

4) If the data is not encrypted and the data objects may be exposed through the applica-
tion, which is called a device design flaw. For example, Uniform Resource Locator
(URL), drop list box, Java applications, and JavaScript’s are available.

5) A secret zone, including an unexpected token, is suggested to prevent Cross Site
Request Forgery (CSRF) from being part of the transaction. At least one token must
be unique to each user session on request.

6) A security disorder exists if the device is improperly designed to compromise aWeb
server, application server, or web application. To lower the effort to create a healthy
environment, the mechanism should be automated.

7) To ensure that the risk environment is assessed by organizations and confidential
information should be secured. It should also be stored off-site support arranged and
encrypted with various keys.

8) The safeguarding of communication programs that often fail to encrypt user infor-
mation is very important. Even if they can do so, expired or invalid certificates should
be checked. To prevent non- Secure Socket Layer (SSL) page requests from SSL
Pages, some pages need to be redirected to SSL.

9) The open web framework guides users to malicious websites and transmits them
to them. Unsecure data should be forwarded and victims can be sent to malicious
websites by the hacker.

3 Evaluation and Critical Reviews

Evaluation and critical analysis include threat modeling, spoofing, denial of services
(DDoS), and tampering. [13–19].

1) Security of software now has a significant role to play in the reliability of the sys-
tems. Hackers employ various methods to use the software programs for the device
and features. The challenges faced by software developers are that they are more
concerned first of all with the functionalities and functionality. This approach to
development leads to devise manipulation and a hacker may attack. The developer
needs to concentrate on the threats listed briefly below to build a safe web app.

2) A spoofing attack happens in a way where the attacker embodies the authentication
of identity and attempts to connect with the recipient. To transport fraud on the
Internet, it uses bogus websites and emails. An attack happens if the attacker creates
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a fake website close to the original website and uses emails to lure the user to the
site. If you enter all of your important data, such as your username and password,
the hacker stole all information. This technique used by hackers is not known to
immature users.

3) The keyway the hackers are using MSN, QQ is to send malicious website links
using the chat tool (Ali Wangwang). Marketing campaigns use their customers to
connect them to our websites. Emails are transmitted to the phishing site for bank
password recovery while all information is transmitted to the hacker account when
the user enters his/her correct information. The user must take great care in entering
URL, when the user is transferred to a fishery website as if he/she mistakenly types
facebok.com, hotmal.com, etc.

4) Spoofing can also be amethod in that the hacker can render it impossible by accessing
the person’s device and attempting to use his credentials to personalize himself from
a user’s point of view. From a broader point of view, we may say that the individual
might recognize the fraud and try to collect the data utilizing cookies and affect all
the modification.

5) A distributed denial-of-service (DDoS) attack is enabled to take place in an appli-
cation where a hacker compromising communication ports is used, which directly
affects the data on bandwidth and computers. The application will find the solution
in open port mode to protect an attack on the communication port while the appli-
cation is in the DoS attack mode. We can also make a shift by hopping the app and
synchronizing the solution and understanding the protocol between the customer
and the server. The harbor and the dos assault might pursue the attacker himself,
would be in a vulnerable position.

6) In creating web apps, safety plays a major role in disrupting one of the securities
threats the device could obtain, which could be converted into that which could
modify/delete the resource without the person’s permission. A platform where a
user enters the website and wants to modify the files, for example. In other words,
the user attempts to use a way that is specifically influenced by the script or the
website coding.

7) The use of a connection would be disguised by the user or malicious user and the
data would be manipulated. The program will also have the minimum right of even
a database affected by the malicious user.

4 Conclusion

Security implementation is just part of the solution. Vigilance is also an essential factor.
Even if your system has several safety assurances, you need to track it carefully: monitor
the event logs of your system. See if your device is constantly logged into or unnecessary
requests are made on your web server. Keep your application server constantly up to date
with the most recent security patches or other data sources you might use. It is impera-
tive that upstream Web applications are protected. Customer security requirements and
records should be made clear to them, so they don’t have any doubts. These issues are
critical for consultants. In this case, the supplier argues that the security architects and
frameworks of the file security architecture and the security of web applications are fol-
lowing its developers and that the Developer Guide is dedicated and that the guarantee
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of paying the writing of code or components contained in (OPEN) during the application
life cycle has to be made.
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Abstract. In IT, projects have become more complex as technologies rapidly
change and end-users demand greater ease-of-use and flexibility. The most com-
mon today’s challenging competitive landscape by ensuring that all your tech-
nology projects and operations are led by effective digital strategies. But there is
complexities and interdependencies of large-scale, long-term, diverse IT projects
are among the most challenging issues of IT projects. Effective technology portfo-
lio, program and project management enables clients to see how technology assets
are performing, and ensure they’re aligned to business strategies. It maximizes the
value of your assets, reduce any potential exposure to risk and ensure technology
project is delivered on time and within budget.

Keywords: Project management · ICT · Digital strategies · Effective technology

1 Introduction

The management of the projects is a means for preparing, coordinating, encouraging,
and managing resources to reach desired objectives [1]. Due to the review of the pro-
grams, two separate methods are presented to work together. The entire project life
cycle demonstrates the work done to describe, create and produce the product. The
project life cycle varies from the lifetime of some goods and services. Project manage-
ment involves the use of expertise, experience, resources, and strategies in projects to
fulfill the project specifications, usually on time and on budget. The development and
incorporation of the project management systems, grouped in five separate phases (also
called process groups), leads to Project Management including conception, planning,
execution, performance, and closing of the project [2].

1) The idea accepted for the project is carefully analyzed to decide whether or not it
is useful for the company. The correct decision-making team of the project thus
determines the viability of completing either project.

2) The work should be performed in writing for the project definition and preparation
to detail the work to be carried out. A proper project team can prioritize the project
as well as calculate the projected estimate budget and schedule.
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3) All the tasks are initially distributed in the team during the start of the project and
the team is aware of the tasks. The important details relating to project management
should be a good time to note.

4) The project manager is dependent on the actual schedule to verify the status and
success of the project. The project manager must check and change the schedule to
ensure that the project is on track in this process.

5) When the project is done. The customer must enjoy the results. To this end, it is
important to assess the progress of the project and the study project.

Project management and project management systems differ between organizations.
As there are several project components. The ultimate purpose of offering a product
and improving a method or solving a problem to ensure that the business continues to
benefit. In public administrations, however, the Information and Communication Tech-
nology (ICT) [3–5] project management does not employ the full range of procedures,
resources, and strategies for project management [6–9]. This is because the contractor is
responsible for particular procedures and the project manager of the company is solely
interested in quality management and/or approval. Furthermore, there may be project
management procedures that are the responsibility of the contractor and do not yield
structured project outcomes. They may therefore be regarded as internal to the project
management methodology of the contracting company and do not need the attention
or involvement of the project manager of the organization. Its knowledge area includes
integration, scope, time, cost, quality, communication, risks, and procurement.

1) Integration Management comprises activities and processes which include the var-
ious components. Where the project management process is typically specified,
organized, and combined

2) Scope management requires a mechanism that determines the job criteria for the
project and only the project completion requirement.

3) Time Management covers all procedures relevant to the project’s completion time.
4) Costmanagement requires all procedures involved in project planning and budgeting

to be performed in a given budget.
5) Quality control requires responsibility for the project to fulfill its needs and

objectives.
6) Communications Management encompasses the mechanism that concerns project

information with time, storage, compilation, and final disposal.
7) Risk management consists of a mechanism that deals with the state of project risk

management
8) Procurement accounting covers procurement, operation, and management systems

results and contracts.

2 Critical Analysis and Future Perspectives

Promoting an improvement culture is an intrinsic and ongoing processing solution that
is easy to pay off quickly as this mentality does not only increase the efficiency of
individual projects/programs but can also quickly contribute to the overall results [10–
14]. The approach to achieving greater success during the entire project life cycle could
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be improved by critical best practices. But the improvement of the output begins from
above. Some further perspective and analysis include: the education of executives, fund
seeking, retain the right talent, be realistic, and harmonize the resources.

1) Management recognizes that every day the ICT project manager cannot understand
the way good projects are handled at an early age. To educate top management at
the same level of project management, it seems that priesthood would have an effect
and advantage on small businesses or medium-sized businesses and value consumer
concerns and increased Return on Investment (ROI).

2) If you can purchase funds to enhance the management of your project, useful and
appropriate value-added solutions, such as training and testing, are essential for the
next step. Learning has never been successful in helping training efforts, but it can
also help boost long-term returns on investment from the post-evaluation guide.
Future learning in your company reveals that a well-trained project manager will
potentially make a better decision [15].

3) We have found that even the best ideas always go wrong, without the right people in
the right positions or places of work. Does it give a better chance to find a new way,
but also to acquire the best talent and improve skills? Four out of five Information
Technology (IT) professionals say they would need to quit their jobs to find a higher
level, and in their operator, it is doing so in an organized manner according to the
research weekly computer.

4) Project management is a long-term objective in horizontal maturity. According to
the annual Project Management Office (PMO) by Engineering System International
(ESI), the sophistication of project management is a primary predictor of five pro-
grammer’s/project management officers using only portfolio management. Is a fact
when setting improvement goals to better control the standards of the organization
on all levels. Moreover, the key problem is that most organizations do not want
to use any maturity model to recognize how advanced their project management
levels [16]. In reality, the company’s plan is seldom formally contacted. But how
can an individual be told that the organization does not have the right ideas? Using
appropriate modeling; suitable maturity programs instigated in line with company
budgets and goals can be used. The main factor is to choose a certain approach to
increase maturity and to obtain rapid deliveries.

5) There is still a lot of light in the resources of your company, needing a smart assailant
or a balance between them. To focus on the company-wide system, talent, tools, and
processes and to build and design project management plans. Can this supply a
company? Can it be removed? With business priorities, the business knowledge and
maturity can be optimized and cost reduction while increasing efficiency.

6) It is to believe that every projectmanagement cycle shall have five phases of develop-
ment as shown in the Fig. 1 namely project initiation which includes mission, vision,
scope, risk and resources; project planning which includes budget statements and
road maps; project execution which includes problem management; project control
and monitoring; and project closure.
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Fig. 1. The key elements involve in project management cycle.

3 Discussion and Conclusion

Most businesses have shown a variety of advantages of introducing ICTs for project
managers as well as a wide range of information to support information flows, simple,
fast, and enhanced communication. ICT promotes collaborative events, too. To better
prepare for the potential adoption of ICT applications and concerns for the slow accep-
tance of ICT needs, efficient use or distribution of ICT by organizations must be handled.
Due to the diverse perspectives of project team members, challenges may be techno-
logical, management, cultural, social, and political. At the business, organization, and
people level, holistic studies are required. This is more applicable to the use of ICT in
the industry because it has proven difficult for the company to obtain quantity bene-
fits for project management from ICT adoption. However, still some principles need to
be concern further for ICT projects to be successful, such as participation, ownership
policies, development of capacity, technology involvement, partnerships, alignments,
leaderships, competitive environment, sustainability, and consideration of risks.

1) Individuals involved in the project should take part in any stage from the initial
monitoring of needs. Participation and demand-driven approach to the increase in
ICT activities.

2) They must be locally owned, along with human and organizational capacity growth
programs for sustainable development. Only efficient ICT access and use of the ele-
ments are effective. Physical access. Local ownership and capacity building can
ensure that individuals, communities, and organizations can use and sustain IT
structures and use them to increase their income.

3) Technology choices can depend largely on the context. Further exploration is needed
for the relationship between the consumer or public and the particular media. By
taking the necessary technical decisions to assess the potential of ICTs for the benefit
of the disadvantaged.

4) The use of ICT can have spillover effects across agencies and services, which will
dramatically increase advocacy and distribution of resources. The need for more
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capital and the fact that developing is a matter for all sectors of society, multi-
stakeholder collaborations are the difficulty of the challenge, multi-level interaction,
and effective response.

5) ICT activities are likely to have greater benefits for the poor, especially those linked
to efforts to reduce poverty. more demand-driven development partners have.

6) It is very important to feel owned and led by partner agencies. Although the Pilot
Program often provides individuals with successful ICT technology, the initiative
needs to be extended institutionally so that coverage and number of participants are
increased.

7) A comprehensive information and communication technology infrastructure speci-
fications, including the final mile in investment for service growth, including local
content, as well as Open-Source solutions, including freedom of speech, diversity,
or the free flow of information.

8) The economy should from the beginning of the planning phase be able to accomplish
sustainable projects, with all possible costs and revenue. The problems of social
sustainability and the set local ownership and capacity building are also of equal
importance. Social and financial security must be considered.

9) The possible and unintended consequences, including how to benefit from ICTs
can be unevenly distributed and have even their desired impact, that of raising the
economic, social, and cultural split ratio to poverty reduction, must be considered
and carefully monitored to encourage interventions.
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Abstract. With the development of information technology in Colleges and uni-
versities, the traditional data integration scheme has been unable to meet the
needs of colleges and universities in dealing with massive unstructured and semi-
structured data and various types of structured data integration and fusion analysis.
Based on this, this paper uses MPP and Hadoop to build university data platform,
which can not only meet the needs of deep analysis, complex query and rapid
response of structured data, but also meet the performance requirements of mas-
sive unstructured data in storage, loading, conversion and other aspects. At last,
the paper selects the log data of a university’s online behavior, carries out data
storage, preprocessing and analysis query, verifies the performance advantages of
the platform in massive data processing, and provides a new idea and method for
the construction of university data platform.

Keywords: Hadoop · MPP database · Hybrid architecture · Data analysis

1 Introduction

With the rapid development of Internet, cloud computing and Internet of things tech-
nologies, the era of big data has come [1]. After years of development, educational
informatization has experienced the construction from digital campus to smart campus.
After years of construction, colleges and universities have relatively complete manage-
ment information systems and accumulated a large amount of structured data such as
teaching, scientific research, office and assets. In addition, a large amount of unstructured
data such as video, audio, images and documents are also distributed in different digi-
tal resource management systems such as resource base, knowledge base and archives,
There are also a large number of semi-structured data such as log documents, behavior
records and location information generated by mobile Internet and Internet of things
related systems. These data are the precious wealth of colleges and universities, but
these data also have the characteristics of diverse forms, heterogeneous and complex.
How to integrate and use these data with high quality and efficiency has become an
important problem to be solved in the current information construction of colleges and
universities.
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2 General Thought

At present, most colleges and universities have established data integration systems for
data storage, data exchange and data sharing to varying degrees. The data integration
system can collect the structured data in the databases of various business systems in
Colleges and universities, integrate and process the data, and provide data exchange
and sharing services. However, in the big data environment, the massive non relational
data generated by the Internet of things and mobile Internet environment is increasing
day by day. When dealing with these massive semi-structured and unstructured data,
the traditional data integration solutions can not effectively deal with them [2]. Com-
bined with Hadoop and MPP (massive parallel processor) technology, this paper uses
Hadoop and MPP mixed mode to design and implement the university data platform
system. Hadoop ecosystem has very superior performance in massive data processing.
Therefore, for unstructured and semi-structured data with low value density and huge
amount of data, HDFS (Hadoop distributed file system) and MapReduce of Hadoop
technology system are used to complete storage and calculation [3], The structured data
with high value density of the source business system and requiring frequent reading and
writing can be processed by MPP relational database system. Compared with Hadoop,
MPP database has obvious advantages in flexible query, complex association summary
and in-depth analysis. It is suitable for complex logic processing scenarios such as data
mining, self-service analysis and data association in data platform application scenar-
ios. Moreover, MPP database can respond to small-scale queries faster, so as to provide
higher throughput. At the same time, the unified Structured Query Language (SQL)
provided by MPP database has obvious advantages [4], and there is no need for cus-
tomized development like Hadoop. It can effectively reduce the migration of original
SQL applications and the development cost of new SQL applications. Using hybrid
architecture to build university data platform can effectively meet the new needs of uni-
versity data services. It can not only ensure the migration cost and processing efficiency
of the original structured data applications, but also take into account the storage and
calculation of massive unstructured and semi-structured data. See Fig. 1 for MPP and
Hadoop technology positioning.

3 Architecture Design

The university data platform based on hybrid architecture combines the advantages of
Hadoop and MPP and adopts a three-tier structure, including source data layer, data
processing layer and data application layer.

(1) Source data layer: this layer is the original data of each system. According to the
different data generation mechanisms of the system, the data structure is mainly
divided into three categories, namely, the structured data from the traditional busi-
ness system database and the massive unstructured and semi-structured data (such
as security log, Internet behavior data, etc.) generated by various network devices
and security devices (Systems) [5].
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Data Management

•Data loading
•Data backup
•Unstructured data storage and processing

•Real time data processing
•Data statistical analysis
•High reliability and low latency data access

• Teaching data
• financial data
• Office data
• Student data
• .

Structured data

• Network device log
• Online behavior log
• Video, voice, picture
• Office documents, text
• XML/HTML

Unstructured data

•Data exploration
•Log analysis
•Internet behavior analysis

•Business process management
•Intelligent operation and maintenance

•Batch data processing
•Data preprocessing and cleaning

Data Processing

IT Operations Management

Fig. 1. MPP and Hadoop technology positioning

(2) Data processing layer: this layer is the core layer of the whole data platform, mainly
including data ETL processing module, Hadoop data storage and processing mod-
ule, MPP database module, unified data encapsulation and sharing module. The
data ETL processing module extracts data from the source data layer, performs
data conversion, loading, association and other operations according to the actual
needs, completes data cleaning, removes noise data, generates standard data, and
then stores the standard data in HDFS andMPP database of Hadoop respectively. At
the same time, the data in Hadoop is calculated and aggregated to form structured
data with high value density, and then integrated with the relevant data in MPP
database. The results are stored in MPP data to complete the basic data processing
process.

(3) Data application layer: in the application scenario of big data, conventional data
statistics and data analysis can no longer meet the actual needs of colleges and
universities. The data application layer can not only provide routine data query,
data report, chart display and other functions, but also meet the needs of colleges
and universities for data mining and online analysis. It can cope with different types
of users and provide different data services.

(4) Data quality control: metadata is the basic data of the platform. It describes the
structure and construction method of data stored in the data platform. With the
increase of data, the association and flow of different types of data can easily lead
to data confusion. Paying attention to and establishing metadata management can
effectively ensure the quality of data integration and processing efficiency. Combine
metadata management and data life cycle management, establish and improve data
monitoring and data operation andmaintenancemanagement, and realize the whole
process control of university data quality [6].
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4 Data Processing Flow

After using Hadoop and MPP database to build university data platform, the processing
of unstructured and semi-structured data has become a key problem to be solved by
the platform. In Colleges and universities, the main source of unstructured data is the
massive log data generated by network equipment such as network security equipment
and Internet behavior management. The general process of processing these log data
is: first upload the log data to the HDFS storage system, then use MapReduce to clean
the original log data in HDFS, extract the data items concerned by users, and carry out
standardized processing [7]; After that, Hive is used for statistical analysis of the cleaned
data; According to the actual needs, the statistical results can be imported into the MPP
database using the data interworking tool, and users can also view the data details with
HBase.

Cleaning the original data with MapReduce is a key link in the processing flow.
Firstly, the log data types and structures generated by different equipment or systems
are different. If the equipment is replaced or added, new data types may appear, which
requires that the MapReduce data preprocessing and cleaning of the university data
platform can meet the needs of dynamic configuration. Regular expression has obvious
advantages in text data processing. It is flexible, efficient and convenient to use. It is
widely used in character search and program compilation. In this paper, different types
of log data are described by regular expressions to form amaintainable regular expression
rule set. In the process of MapReduce data preprocessing, we first need to determine the
type of log data, find out the regular expression description rules in the configuration
file according to the class information, then extract the rule, read the specific log data
content in HDFS, and complete the matching and parsing of the log data by using the
regular expression description rule. Then the parsed data are normalized and output. The
processing process is shown in Fig. 2.

MapReduce Start

Determine data category

Read configuration file

Call regular Expression rule

Call external JAR package

Data cleaning process

Regular expression rule set

Read HDFS log data

Normalized data sorting
output

Execution error
Error report

Fig. 2. MapReduce data preprocessing process
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MapReduce data preprocessing separates the regular expression describing log data
from specific data parsing and cleaning through the configuration file, and carries out
unified maintenance and management in the maintainable regular expression rule set.
When the log data type changes due to device changes, you only need to update the corre-
sponding regular expression description in the rule set, Themain program ofMapReduce
will not be affected, and there is no additional impact on the whole data preprocessing
process. Data cleaning mainly realizes the verification, splitting and replacement of data
strings in the target log using regular expressions. At present, most development lan-
guages provide good support for regular expressions, which are very convenient to use,
and can greatly improve the development efficiency and quality.

5 Data Platform Implementation

A. Platform construction principles and Strategies
Based on the above analysis, the university data platformbased on hybrid architecture

is built by Hadoop + MPP. In the actual implementation process, different construction
principles should be followed according to the different characteristics of MPP and
Hadoop. The operation in MPP database is characterized by multi node concurrent
calculation, during which there may be loading, data redistribution, replication or data
broadcasting between nodes, and finally the result summary. Therefore, MPP database
architecture has high requirements for the network quality between nodes, and it is
necessary to ensure the point-to-point 10 Gigabit Ethernet bandwidth. In addition, disk
capacity evaluation is also an important link in the construction of MPP database. The
specific estimation steps are as follows:

(1) The file system space provided after the hard disk of each data node is formatted
FD = L(raw disk space) − R (image loss space) − F (format loss space);

(2) Each data node removes the use space of operating system and application software
DD = FD-O (operating system space and application software space);

(3) Considering the ratio of file system to database space (T), generally speaking, the
two copies are 50%, and the final database space G = DD * T;

Comprehensive formula: G = (L-R-F-O)*T*U = K*KR/C;
In the case of two copies, compression is not considered. The ratio of raw disk space

to available data space ofMPP database is 3.4:1. If compression is considered, more data
can be loaded, but the calculation of compression rate is very different due to different
database products and stored data, so it needs to be measured.

A complete Hadoop cluster should contain three role nodes: client, master and slave.
The client is deployed in the application node used to interact with Hadoop; The mas-
ter node is used for cluster management. It mainly communicates with the client and
allocates available slave nodes to the client. At the same time, the master will main-
tain each operation parameter reported by the slave node; Slave node is the executor in
Hadoop. The main modules include datanode for storage and nodemanager for paral-
lel computing. In terms of storage capacity estimation, compression ratio, number of
copies and redundancy are the main factors affecting storage capacity. The reference
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estimation formula is: (business estimated data volume * compression ratio * number
of copies)/redundancy. When the remaining space of HDFS is small, the performance
will be affected. It is recommended to set the redundancy to 30%. The compression
algorithms and characteristics that can be used in HDFS of Hadoop are shown in Table
1. However, high compression rate usually means long compression and decompression
time, so different compression methods should be selected in different scenarios.

Table 1. Compression algorithm and its characteristics in HDFS

Tool Algorithm File extension Multiple files Severability Compression ratio

snappy snappy .snappy Y Y About 37%

gzip DEFLATE .gz N N About 25%

zip DEFLATE .zip Y Y About 22%

bzip2 bzip2 .bz2 N Y About 18%

lzop LZO .lzo N Y About 35%

B. Platform construction and performance test
The platform is built with X86 physical architecture, and five nodes are allocated

for Hadoop cluster, including one control node and four data nodes. The node hardware
configuration is Intel Xeon CPU (4 cores), 8 GB memory and 100 g hard disk; The
node software environment is CentOS 7 operating system, the Java environment is jdk-
8u161-linux, and the Hadoop version is Hadoop 2.8.3. The MPP database is Greenplum
4.3.9.0, which is composed of one master node and four data nodes [8]. The RDBMS
used for performance comparison is Oracle 11 g.

The data source selected in this paper is the online behavior log data of a university.
There are 12000 students in the school, and the amount of online behavior log data per
day is about 2.6 GB. Each log record includes client access IP, user ID, user, access time,
request page, request status, size of returned file, jump source, browser, etc. Based on
the log data format, you can write the regular expression matching the log as follows:

([∧]∗)([∧]∗)([∧]∗)(\[.∗\])(\′′.∗?\′′)(−|[0 − 9] ∗)(−|[0 − 9] ∗)(\′′.∗?\′′)(\′′.∗?\′′)

Using this regular expression, each column of log data can be matched. By matching the
log data of one day, a total of 1.26 million valid data records are obtained. The data is
loaded into hive, and then the data is loaded into MPP database and Oracle database by
means of external tables [9], At the same time, the performance of the three technical
schemes in executing multi table Association query is tested and compared, and the
results are shown in Table 2 .

From the comparison results of data loading and multi table associated query, the
distributed structure has obvious advantages over the traditional database construction
method. With the same number of processing nodes and hardware configuration, MPP
database has certain performance advantages over Hadoop platform for the data level of
millions of records. In general, Hadoop has advantages in processing unstructured data
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Table 2. Comparison of data loading and query efficiency of different technical schemes

Technical scheme Number of nodes Loading time (seconds) Query time (seconds)

Hive 5 118.67 45.89

MPP 5 80.019 27.103

Oracle − 601 152.42

and semi-structured data, especially suitable for application requirements such as data
storage and query (detailed order storage and query), data batch processing, unstructured
data analysis (log analysis, text analysis), etc. MPP is suitable for replacing big data pro-
cessing under the existing relational data structure, multi-dimensional data self-service
analysis, data mart, etc. Therefore, building a hybrid architecture data platform can give
full play to the advantages of MPP and Hadoop in massive data processing and analysis
.

6 Conclusion

Use MPP database and Hadoop technology to build a university data platform, store all
business data in a centralized way, and complete data cleaning, governance and inte-
gration.It effectively solves the problems of low processing efficiency, difficult fusion
analysis and slow data loading faced by colleges and universities in the integrated pro-
cessing of all kinds of heterogeneous data. The mixed construction of university data
platform withMPP and Hadoop can not only ensure the analysis efficiency of traditional
relational data, but also effectively ensure the storage and computing performance of non
relational data, and provide more comprehensive data support for the rational allocation
of university resources and scientific decision-making.
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Abstract. Vigorously developing safe and civilized school construction is the
requirement of constructing harmonious society. Under the severe social security
situation, it is necessary to establish and perfect the safety and civilized school
safety monitoring network system. How to solve the specific situation of campus
security and build tomeet the needs of the school securitymonitoring network sys-
tem prevention function and reliability is an urgent task to be solved. The design of
safe campus system should follow the principle of advanced technology, complete
functions, stable performance and cost saving, and consider the maintenance and
operation factors comprehensively, so as to leave more space for future develop-
ment, expansion, transformation and other factors. Therefore, the system design
content framework is complete, the design scheme is scientific and reasonable,
with operability.

Keywords: Campus · Security · System design

1 Introduction

To effectively solve the existing problems of campus security and ensure campus security
has become an important part of the work of creating a safe society. It is the goal of
security prevention system to use advanced technology to alert possible intrusions in
a certain area, to capture, process and record relevant images of alarm events in time,
to automatically record the entry and exit of important departments, and to provide
effective protection for important areas. According to the national standard of school
safety construction, in line with the requirements of high standard and high quality,
the intention of the builder is fully reflected in the design, and considering the user’s
future maintenance, in order to use conveniently, the planning and design of the safety
monitoring system.

2 System Design Objectives

General image in the monitoring system can only be stored in the control room of the
school, real-time images of the watch inside the school, only if an emergency need to
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draw on, the public security department due to obtain first-hand information in the first
time distance, therefore, need to establish a corresponding monitoring center in real time
monitoring, emergency command, coordination, security management platform system
deployed in the monitoring center, Realize unified equipment management, unified user
scheduling and other functions, better serve the school management and emergency
command. In the design of this system, a second-level monitoring screen is added,
which can be assigned to each second-level college or functional department to provide
monitoring video access on their office computers, and local videos can also be viewed
through mobile APP to achieve the effect of quickly finding and solving problems.

3 Detailed System Design

The system includes five parts: front-end monitoring design, transmission network
design, monitoring room design, monitoring center design and alarm system design.

3.1 Front-End Monitoring Design

The front-end monitoring effect is mainly determined by the positioning and selection
of the front-end camera. The front-end camera is the original signal source of the entire
security defense system and is mainly responsible for the collection of on-site video
signals at each monitoring point and transmission to the video processing equipment.
The basic requirements of the camera are: clear and true image, adapt to complex envi-
ronment, easy installation and debugging. In addition, it is recommended that the camera
be powered centrally by the UPS to ensure clean power supply and prevent crosstalks.
There are also the following requirements in the front-end monitoring design:

3.1.1 Selection of Monitoring Points

Because of the video monitoring system is mainly composed of the front camera, need
according to the different environment and application of site selection of different
cameras, at entrances to choose the infrared camera and fast ball machine, infrared gun
camera is set in the stairs and corridors, the perimeter can choose the infrared camera and
fast ball machine, choose in campus outdoor open areas outside spherical camera, etc.
Basic Settings and type selection should be determined as described below. As shown
in the Fig. 1, the whole campus monitoring system can be divided into three lines of
defense:

The first line of defense: campus perimeter, gate and entrance, this part mainly adopts
the perimeter guard alarm + perimeter monitoring + entrance and exit monitoring to
achieve.

The second line of defense: inside and outside the campus, including the playground
and main intersections, this part mainly adopts outdoor fastball cameras.

The third line of defense: all teaching buildings, office buildings, dormitory rooms,
etc., are monitored by different types of cameras such as infrared cameras installed at
gates, entrances and exits, stairways and corridors.

The basic configuration of the school video surveillance system is shown in the
following Table 1:
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Fig. 1. Layout of monitoring points

Table 1. Basic configuration table of school video surveillance system

Number Installation area or coverage area Type of equipment selected

1 School entrance Hd camera, HD smart ball machine

2 School office The alarm button

3 School perimeter Infrared camera, intelligent ball machine,
infrared shooting

4 Outside the campus Smart ball machine

5 Entrance and exit of each building
(including dormitory entrance)

Infrared camera

6 Stairway, corridor Infrared camera

7 Parking lots, bicycle sheds Infrared camera

3.1.2 School Entrance and Exit

Campus school of import and export, socialworkers are often through the school entrance
breaking into the school, is the area of the campus security is important, in order to
strengthen the management of campus in and out of the vehicle and personnel, should be
set up at the gate of the each point, should be considered when installing the camera light
dark of night, and asked each to see clear point to point in and out of the vehicle license
plate and appearance of personnel, Provide factual basis for campus management. The
system designed high-definition network camera and high-definition fastball machine,
real-time record school entrance and exit information. The entrance is the first line of
defense, should be as far as possible to intercept hidden dangers outside the first line
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of defense, so in the case of conditions allow (such as network bandwidth and other
requirements), should choose high-definition network camera. Horizontal resolution up
to 2 M (1600 × 1200), real-time image output, line by line scanning CCD; Capture
motion image without sawtooth, using advanced video compression technology, high
compression ratio, and processing is very flexible, support SD/SDHC card local storage.
As shown in the Fig. 2:

Fig. 2. School arrangement

3.1.3 Campus Perimeter

Most of the walls around the campus are polygonal, but the campus wall is the area
with the weakest security protection, in the whole considering wall at night light is
very poor, and each can monitor the large range of point to point, at the same time in
order to achieve a good level of protection, this system adopt the fastball model camera
and infrared camera to cooperate with each other to realize all-round, no blind spot
monitoring of 24 h a day. The camera should be installed within the perimeter protection
range without blind spots, as shown in the Fig. 3:

Fig. 3. Perimeter arrangement outside the campus

Due to the large amount of personnel activities outside the campus, it is also easy
to have disputes. In serious cases, fights may occur, which seriously affects the normal
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management of the school. Therefore, it is necessary to set up a monitoring point here.
as shown in the Fig. 4:

Fig. 4. Campus outdoor layout

Campus outdoor monitoring point design: due to the wide range of outdoor mon-
itoring, it is necessary to adopt integrated intelligent high-speed ball for panoramic
monitoring. This scheme adopts high speed intelligent ball machine.

3.1.4 Entrances and Exits of Each Building

The entire campus security is one of the key areas on campus import and export of
various building, dormitory doorway, inward and outward quantity, personnel flow too
much, in order to strengthen the management of the detached wing in and out of the per-
sonnel, should be set up at the gate of the detached wing area, point to point considering
requirements can see clear in appearance, this region have all-weather work demand, so
choose the infrared camera. as shown in the Fig. 5:

Fig. 5. Building entrance layout

3.1.5 Stairways and Corridors

Staircases and corridors are easy dead ends,In order to strengthen the floor channel
management, reduce the labor intensity of the patrol, to monitor real-time monitoring
to the floor channel situation, found that warning instance can be processed in a timely
manner, to the teaching building floor channel locale monitoring points, to provide
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factual basis for safety management of the building, the requirements of this region have
all-weather work, so choose the infrared camera. as shown in the Fig. 6:

Fig. 6. Stairway, corridor layout

3.1.6 Parking Lots and Bicycle Sheds

The campus parking vehicle area is wide, is the weak link of the whole campus security
prevention, in order to manage, reduce labor intensity, let the monitoring personnel real-
time monitoring of the parking lot, single carport, found that the police situation can be
handled in time. Set up monitoring points in the parking lot and single carport area and
select infrared cameras.

3.2 Transport Network Design

In the monitoring system, the transmission of video signal is a very important part of the
whole system. Although the cost of this part is small, it is related to the image quality
and use effect of the whole monitoring system. Therefore, an economical and reasonable
transmissionmode should be selected. At present, themost commonly used transmission
media in the monitoring system are coaxial cable, twisted-pair, optical fiber and so on.
Different transmission modes should be selected for different occasions and different
transmission distances.

3.3 Design of Monitoring Room

The monitoring room realizes the unified management and control of the monitoring
and alarm system, including digital hard disk video recorder, display system, alarm host
and management and network equipment.

3.4 Design of Monitoring Center

In order to realize systemmanagement, video storage and image display, the monitoring
center arranges servers, storage devices, decoders andTVwalls. The video flowdirection
is as shown in the Fig. 7:
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Fig. 7. Monitor central system flow

Fig. 8. Alarm linkage



Pingan Campus Intelligent Security Monitoring System Design 119

3.5 Alarm System Design

Monitoring and alarm linkage: the alarm host is connected with the alarm input port of
the digital hard disk recorder through the alarm linkage module, and the video image
linkage through the semaphore. as shown in the Fig. 8:

When the detector detects abnormal conditions, the alarm signal will be transmitted
to the alarm host. After receiving the alarm, on the one hand, the alarm host alarms
through the sound and light integrated alarm number to notify the staff on duty room,
and at the same time, the monitor jumps from the normal multi-screen browsing to the
corresponding image of a camera. If it is a ball machine, it can immediately switch to
the preset position. All the above actions are transmitted at the speed of current. There
is no interval between the determination of alarm and the completion of all response
actions, so as to achieve timely response. After the alarm is eliminated, the alarm host
will automatically cut off the relay output and the system will return to normal working
state.After submitted to the system startup, the secondary monitor screen (that is, the
secondary school branchmonitoring port)will have the bounce, according to the interface
monitoring personnel can control the first time any endpoint security situation, at the
same time, the administrator mobile terminal also can receive an alarm, to find and solve
problems quickly, foolproof security prevention and control.

4 Conclusion

The system uses analog camera and hard disk video recorder combined with the front-
end monitoring storage system, monitoring center centralized management and part of
the storage technology route. The second level monitoring screen is added, which can
be assigned to each second level college or functional department to provide monitoring
video access on their office computers, and local videos can also be viewed through
mobile APP to achieve the effect of quickly finding and solving problems. And other
equipment specific hybrid DVR combined with hd network camera and analog cam-
era mode of architecture, the system structure with local key protection, mature and
reliable, good stability characteristics, using infrared camera and outdoor fastball, meet
the requirements of 24-h monitoring, and according to the different parts of the secu-
rity requirements, Different cameras are arranged to achieve the purpose of all-round
monitoring; And the system can also access the anti-theft alarm system, access control
system and the original construction of the monitoring system, can achieve unified man-
agement, alarm linkage, so as to achieve the purpose of unified coordination command,
rapid emergency response.
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Abstract. A centralized intelligent patrol system based on edge data center sta-
tions is proposed. By building new digital infrastructures such as edge data center
stations, the centralized management of brainy patrols of plant stations in various
industry scenarios can be realized. The online intelligent patrol level of each plant
and station is improved, and the work pressure of grassroots operation andmainte-
nance personnel is reduced. This kind of system has lower cost, higher deployment
efficiency, and better inspection task management than the independent deploy-
ment of inspection equipment at the factory site. The system gives full play to
the advantages of edge computing technology, improves the level of centralized
operation and management of plants and stations, and provides a new inspection
mode for the construction of intelligent plant and station management systems.

Keywords: Edge data center · Intelligent inspection system · Factory
management

1 Introduction

With the rapid development of industrial intelligence, traditional plant operation and
maintenance management models are gradually challenging to adapt to the require-
ments of lean management. Various industries have vigorously developed a centralized
management model based on factories in recent years. State Grid Corporation requires
the implementation of the “Equipment-owner system” in 2020, and optimizes the local
operation and maintenance mode of the substation due to local conditions, and imple-
ments the centralized monitoring operation mode of the substation [1]. As of June 3,
2020, Changqing Oilfield Improvement Eight Factory has completed 17 central stations
and 110 unattended stations, achieving full coverage of the construction of the isolated
station. The completion of these stations marks the official operation of the first rectifica-
tion digital center station in Changqing Oilfield [2]. The implementation of centralized
monitoring of plants and stations is conducive to improving the intensity of equipment
monitoring, the fineness of operation and maintenance management, and the degree of
management informatization of each plant and station, which significantly enhances the
capability of equipment safety guarantee. At present, each factory stationmainly realizes
the intelligent inspection of each factory station through the independent deployment
of inspection systems and intelligent perception hardware equipment [3, 4]. This model
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does not fully consider the centralized management of various plants and stations within
a specific range and often requires wise replacement of station-end equipment, which
has problems such as low deployment efficiency and high investment costs.

This paper proposes an intelligent inspection system based on the edge data center
station for the above problems. The system uses new digital infrastructure, such as edge
data center stations, to centrally control remote inspection and station-side analysis
services in various industries to solve the contradiction between the growth of different
sectors and the shortage of personnel. The application of the system can comprehensively
improve the intellectual level of centralized monitoring, operation, inspection, early
warning, decision-making and field control. It can be effectively stored in the digital
upgrade of the plant and lay a solid foundation for the centralized management of the
plant construction.

2 System Architecture and Characteristics

2.1 Overall Structure

This paper proposes an intelligent patrol system based on an edge data center station,
which takes dozens of plant stations (such as power plants, water plants, etc.) in different
industry application scenarios as the unit. The system uses high-definition video cam-
eras, infrared thermometers, and other sensing devices for production video surveillance
installed in key patrol positions as front-end data acquisition nodes. Unlike the traditional
construction mode of the intelligent patrol system, the system adds a new layer – an edge
data center station on top of all the clusters. The edge data center station analyzes and
processes the data collected at all stations, and manages the equipment at all stations in
a centralized manner, to realize the intelligent centralized patrol of all subordinate sta-
tions and improve the intensive level of management. The system architecture diagram
is shown in Fig. 1.
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Fig. 1. System architecture diagram

The intelligent patrol system is deployed at the edge data center station, accesses
the video data from each plant station in the system, and performs unified analysis of
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the video data; each plant station’s superior centralized management system directly
connects to the brainy patrol system.

Each factory station deploys a front-end data-acquisition device, including various
perception terminals such as cloud cameras, ball cameras, fixed cameras, micro-cameras
and infrared temperature measuring instruments. The video image data is directly trans-
mitted to the edge data center station. By deploying hardware devices such as disk array,
database server, application server, online intelligent patrol server and streaming media
server and equipped with remote smart patrol system of edge data center station, video
data of all stations can be processed, analyzed, displayed and applied in a unifiedmanner.

2.2 Data Architecture

The traditional inspection system is deployed and installed at each station. The storage
and analysis process of multi-source data generated by each station is completed at
each site. There is a lack of information interaction and linkage between each station
in this mode, and effective centralized management cannot be formed. According to
the proposed intelligent patrol system architecture and tradition, the difference of the
patrol system, this system all stations within the deployment of the terminal equipment
of multi-source data are stored in the stations, all without having to upload, edge side
patrol demand, intelligent patrol system according to the actual stand side to stand end
data acquisition, from station end data analysis, And according to the station inspection
results of the intelligent decision, at the same time store the calculation results, and the
corresponding result data feedback to the superior centralized management system.

2.3 Disposition Process

The edge intelligent patrol system proposed in this paper can realize the information
linkagebetweenoperation andmaintenance teams, stations and strategies, and effectively
improve stations’ operation and maintenance management level due to the advantages
of architecture and agile information interaction. When the edge data center makes
intelligent analysis on the video or sensor data of the station and finds abnormalities, the
abnormal datawill be transmitted synchronously to the superior centralizedmanagement
systemand the corresponding operation andmaintenance team.The excellent centralized
management system will further process the anomalous data and issue the task work
order to the corresponding operation and maintenance team. At the same time, the
operation and maintenance team can first judge the abnormal information based on
experience to improve the initiative and flexibility of the fault handling process. When
the operation and maintenance team formally receives the task work order or discovers
the abnormality after preliminary judgment, it enters the plant to handle the fault and
completes the information filing. Such a fault warning disposal process can respond to
the fault warning from two aspects of the team and a superior centralized management
system, significantly improving the flexibility and reliability of centralized management
operation and maintenance of plant and station.
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3 Edge Data Center Station

The construction of edge data center station can realize “localization” of computing and
storage business of intelligent patrol of each station and has the characteristics of low
delay, small scale, physical dispersion, and logical unification [5–7]. In addition, after
the completion of multiple edge data center stations, the interconnection between edge
data center stations can realize large-scale unified management and resource reuse. The
innovative patrol system is deployed in the edge data center station and can realize the
remote smart patrol and browse and view the patrol results through the system worksta-
tion. The brainy patrol systemmainly consists of platform software and a communication
protocol stack.

3.1 Platform Software

Fig. 2. Platform software architecture diagram of edge data center station
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The platform software adopts advanced Adaptive Communication Environment
(ACE) communication architecture, mainly divided into the network, operating sys-
tem, data, platform service, and platform application layers. The network layer uses
Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) protocols to
connect to other systems, the functional system layer uses the Linux system, and the
database layer uses the Mysql database. The platform software architecture diagram of
edge data center station is shown in Fig. 2.

The platform service layer communicates internally with patrol service and intelli-
gent analysis services to realize the philosophical analysis of patrol video. The device ser-
vice layer is responsible for interaction with other systems and devices. Communication
service realizes communication protocol conversion and survival function; Streaming
media service can discover real-time video data forwarding, video playback, video dis-
tribution control and other parts. Storage services can realize video query, video storage,
video data maintenance and other functions. Interface service can recognize real-time
monitoring and control, audio and video monitoring and upload functions; The manage-
ment service implements device management, command scheduling, user management,
system management, patrol management, and alarm management.

The software of this system platform adopts the architecture of “micro-core+ plug-
in” and supports container technology. All functionmodules adopt the way of the plug-in
to make the core program lightweight. How plug-ins and core programs are automati-
cally assembled into complete applications by containers makes the architecture more
open and flexible. The replacement and modification of any functional plug-ins will
not affect the core programs and available plug-ins running stably. They can solve the
core technology of system customized development and upgrade expansion. Based on
the advanced platform architecture and modular software structure, it is convenient to
carry out secondary outcomes when implementing future equipment data acquisition
applications.

3.2 Platform Software Communication Protocol Stack

The platform software protocol stack is defined as five layers according to the Inter-
net Protocol Address (IP) network, including application, transmission, network, link,
and physical layers. The application layer is divided into four parts by function: net-
work management, file and data transmission, signaling, and media transmission, which
correspond to different applications. The physical layer defines several possible access
modes between subsystems in the system, such asSynchronousDigitalHierarchy (SDH),
Ethemet, Token Ring, Fiber Distributed Data Interface (FDDI), World Interoperability
forMicrowaveAccess (WIMAX), 3rdGeneration Partnership Project (3GPP), andWide
Area Network (WAN), which can select one or more of these modes based on actual
requirements. The link-layer protocol consists of Point to Point Protocol (PPP), Point-
to-Point Protocol Over Ethernet (PPPOE) andMedia Access Control. The network layer
includes Internet Control Message Protocol (ICMP), Internet Group Management Pro-
tocol (IGMP), IP, Reverse Address Resolution Protocol (RARP), Address Resolution
Protocol (ARP), etc. The transport layer includes Stream Control Transmission Protocol
(SCTP), TCP, and UDP.
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4 System Functions

The new intelligent patrol system can achieve the following functions through the
construction of the edge data center station:

(1) Multi-factory station patrol equipment centralized management: The centralized
management of multiple plant inspection equipment, including the defect record,
operation, and maintenance information, account information, etc. of various plant
inspection equipment, which makes it easy for the operation and maintenance
personnel to master the critical data of inspection equipment.

(2) Patrol task customized: The system supports the unity of multi-plant inspection
tasks and the storage, return, and process unified configuration of the inspection
data. The operations team is flexible according to the work demand, timely changes
in the inspection plan.

(3) Hidden trouble timely processing and analysis: when a hidden crisis occurs, the
edge patrol system will send the fault message to the operation and maintenance
management personnel of the plant and station for thefirst time for timely processing
and scheduling and can check the processing progress through the system, grasp
the key work in real-time, prevent hidden trouble in the future, and improve the
operation and maintenance management level of the plant and station.

4.1 Comprehensive Monitoring

The intelligent patrol system based on the edge data center proposed in this paper can
centrally display the overall state of each station in the system. This function mainly
includes patrol statistics, equipment statistics, alarm statistics, station micro weather,
real-time alarm prompts, and other aspects. This function module can realize central-
ized statistics and display operation andmaintenance status information of different plant
and station equipment, and discover more advanced applications based on this function
module. Through this function, operation and maintenance personnel in various indus-
tries can improve the management level of inspection equipment at each station and
improve the overall management efficiency of enterprises.

4.2 Intelligent Patrol

This function can automatically complete the patrol task by automatically calling the
preset bit of the station-side patrol device. Through the graphics analysis module in the
intelligent analysis application, the patrol picture can be analyzed automatically, and the
patrol status can be automatically judged to achieve the goal of camera patrol instead of
manual patrol. This function displays the inspection status, inspection task execution,
and inspection task display. In addition, it can automatically collect and record the
inspection data of various devices and generate inspection reports. The inspection reports
include routine inspection, off-light inspection, special inspection, special inspection,
and custom inspection reports.
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4.3 Device Alarm Linkage

According to the configured linkage scheme, after receiving the device fault signal, the
system can automatically link the High Definition (HD) video camera and turn the preset
bit to enable linkage recording and intelligent video analysis. According to the above
functions, each station’s automatic identification of equipment status is realized, and
linkage records are saved for inquiry and traceability. In addition, the system provides
the alarm management function, which provides unified management of different types
of alarm information, facilitating operation and maintenance (O&M) personnel to view
alarm information intuitively.

4.4 State Tracking

The system provides the status tracking function formonitored devices. You can discover
the faults of devices that need special attention promptly. This function allows you to
set the tracking time range for the device that requires status tracking. Within this time
range, the preset bits of all cameras belonging to the device must be set as the watch
bits, and the video recording subject is the device when viewing the video. In addition,
this function accelerates the inspection frequency of analysis items and collects data
associated with virtual machines, and stores the collected data.

4.5 Operation Control

This part of the function provides the supervision function of safe operation in the oper-
ation area of the station. The camera can be set in the operation area to automatically
analyze whether there is an illegal operation in the operation area, improving the secu-
rity of on-site operation and maintenance. Including but not limited to the following
functions:

(1) support through face recognition, automatic control of access control station, launch
the door opening action;

(2) Record the information of incoming vehicles through license plate recognition.
(3) Support visual access control through the door to identify visitors and manually

open the door remotely.

5 Conclusion

This paper presents an intelligent inspection system based on edge computing technol-
ogy. In this system, the edge data center station is built on the upper layer of the station
in different industry scenarios to realize the intelligent patrol and centralized manage-
ment of the equipment in other scale stations. Through the innovative architecture, the
fault handling pass in each station is moved forward, which supports the operation and
maintenance personnel’s rapid and timely response and improves the station’s operation
and maintenance management level.

In the future, based on the edge data center stations in the system mentioned above,
the establishment of the critical nodes of the edge computing cluster at the station level
can further give play to the advantage of the “key connection” of the edge data center.
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Abstract. Substations are key nodes in the power grid used to change voltage
levels between higher voltage and lower voltage for power distribution. Com-
pared with general industrial buildings, substations often have more complex sys-
tems of equipment and automatic control and relatively simple building structures.
Although the Industry Foundation Class (IFC) has become the prevailing standard
for Building Information Modeling (BIM) in many industrial trades, the power
distribution companies in China recently seek alternative approaches for record-
ing BIM data in order to improve sharing information across organizations, and
a series of domestic industry standard, called Grid Information Modeling (GIM)
standards, have been published. This study first summarizes the application of
these GIM standards, and then presents the challenges of applying the GIM for-
mat in communication and collaboration with other trade in the context of City
Information Modeling (CIM). Accordingly, the method of converting the GIM
data to the IFC format has been developed. Finally, a case of a real design case
of a substation in Zhejiang province has been studied to validate the feasibility of
the data format conversion method.

Keywords: Substation · Preliminary design · Building Information Modeling ·
Industry Foundation Class · Grid Information Modeling

1 Introduction

More stringent requirements have been put forward for power production and distribu-
tion. The substation are key nodes of a power grid to realize change of multiple levels
of voltage. Most of the newly developed substations are smart substations. A smart sub-
station is a typical smart building [1] that integrated the building system of physical
components with the production/automaton system. While the structure and enclosure
system establish functional space within an industrial building, various types produc-
tion systems are allocated in such functional spaces, and also continuously monitored,
controlled, diagnosed, and protected by a collection of complex automation systems.

Moreover, compared with commercial or residential buildings, substations often
possess more complex systems of production equipment and automation device and
relatively simpler building structures. Accordingly, such production equipment as trans-
formers, switchgear, circuit breaker, and lightning arrester as well as various types of
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cubicles for automation devices, account for themajority of investment of a typical smart
substation. This means that the production and automation systems are the focuses of
3D design modeling of a substation. Furthermore, the design models contribute a major
part of information or knowledge shared by the downstream construction, operation and
maintenance trades.

The design of smart substations is often a complex and also collaborative processwith
exchange of rich information among many project participants. An effective approach
to deal with the modeling data exchange among multiple engineering disciplines is to
utilize the Building Information Modeling (BIM) technology. In this way, BIM plays
a crucial role in data exchange and information sharing along the lifecycle of a smart
building [2]. The power industry experienced many successful cases along the lifecycle
of smart substations. In addition, a number of data exchange protocols, like SV, GOOSE
[3], BACnet [4, 5], LonWorks [5], and KNX [6], have been developed for defining the
communication networks in the smart buildings.

The information modeling is process restricted by the business process and rules.
Specifically, the equipment types cannot be determined in the preliminary design stage
since the equipment contracting cannot be executed before the finalization of preliminary
design which provide the key criteria of equipment configuration. Although the detailed
product models can be acquired from equipment manufactures during the preliminary
design stage, such equipment should be represented and evaluated. The 3D model of a
production equipment, like a high-voltage transformer, are often used for layout eval-
uation and collision detection, and its relationships with architectural and structural
elements and automation systems should also be abstracted for validation of electro-
magnetic field effect, fire protection, signal transmission, and monitoring/maintenance
space. Therefore, a series of typical production equipment model should be developed
and shared by the member companies in the State Grid. This is different from the BIM
application of general commercial or residential buildings.

Although a number of previous studies have explored for the incorporation of pro-
duction/automation system into smart buildings for such purposes as design optimization
[7], operationmanagement [8], and fault detection [9]. Later, some research attempted to
connect the 2D drawings of building automation system and IFC database [10], but these
studies touch very little on the interoperability issue of the Intelligent Electrical Devices
(IED) in substation automation systems. The system design of the automation part of
substation production system should follow the IEC 61850 standard in order to realize
the interoperability of IEDs. The power grid industry experienced a lot of difficulties in
using the IFC format to share production equipment models. Nevertheless, little research
was carried out into alternative and economic information modeling approaches of the
production systems for the preliminary design of a smart substation.

Therefore, the China State Grid seek an alternative information modeling method
for the digitalization of its smart infrastructures. This study first briefs the key barriers of
applying IFC in the power distribution industry, and then presents the Grid Information
Modeling data format, alternative file format for BIM models of production system
of smart substations. Moreover, the advantages of GIM application is introduced, and
the conversion method from GIM to IFC is also developed to fulfill the data exchange
requirement in the broader context of digital twins.
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2 Challenges of Applying IFC for Production System of Smart
Substation

IFC is initially designed as an exchange format mainly used by software developers
for realizing interoperability among various BIM software. The IFC format is an open
and neutral file format specification that has been widely accepted by the Architectural,
Engineering and Construction (AEC) community. Nearly all BIM software has IFC
import and export functions. Therefore, the BIM design of substations utilize IFC as its
data exchange format for the architecture, structure, pipe, ventilation, and fire designs.
Unfortunately, there are a number of application barriers to meet the need of modeling
production and automation system of a substation.

(1) Multiple representation schema of complex equipment
Aproduction equipment in a substation, for example a high-voltage transformer,

may require thousands of 3D generic shapes, which are organized in a hierarchy
of layers. The seemingly identical model in the CAD viewport can have multiple
IFC representation, and the black-box export functions of different BIM modeling
software exacerbate the difficulties for the generation of IFC file. This flexible
nature of IFC representation make it difficult to consistently represent a complex
equipment for the viewpoint of sharing typical equipment models. Meanwhile, the
design standard of substation should follow some system decomposition rules that
are not abstracted in the existing IFC storage standards. For example, the F1 to
F4 levels of system decomposition criteria. In this regard, a strict and one-to-one
mapping between the information model and data file representation can really help
the exchange flow of equipment model.

(2) Scattered data for one component
The reference between lines of data in an IFC file is very flexible, not requiring

sequence or continuity of data lines. Such flexibility for data representation simul-
taneously increases the cost of sharing typical models, especially when a part of
model should be shared and evaluated among a number of parties. The represen-
tation of parts or components are often scattered in the IFC file exported by the
prevailing BIM modeling software, which make it costly and difficult to combine
the parts for sharing partial data of an equipment model. So, an alternative model
representation with ease segmentation of equipment model is desired.

(3) Difficult integration of 3D models and 2D schematic drawings
The current BIM design seldom consider the collaboration between the 3D

BIM models and the 2D schematic drawings, which is crucial for collaborative
design of both production and automation systems of a smart substation. Most of
existing schematic design for automation system are presented by 2D drawings
data tables with using 2D CAD tools, like AutoCAD and Excel [11]. The focus of
3D BIM design is often layout evaluation and collision detection, while the focus
of production and automation design is process flow, information flow, and control
logics. Therefore, a protocol ofmodel integration between those two systems should
be developed for saving the designers from manual linkage works.
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3 Format of Grid Information Modeling

*.dev
*.fam

DEV

*.phm
*.fam

PHM

*.mod
*.stl

MOD

*.cbm
*.fam
*.ifc
*.sch

CBM

GIM

Fig. 1. Structure of a zipped .GIM file

Figure 1 shows the organization structure of. GIM file the three-dimensional design
model of the substation project. A .GIM file is essentially a compression file containing
of a collection of XML files in hierarchical folders [12]. In the top level, there are four
folders, i.e. CBM, DEV, PHM, and MOD. In each folder, there are a number of files of
different formats.

The CBM folder, containing files of four formats, i.e. ifc, cbm, sch, fam, describe the
different types of systems. The design of architectural, structural, pipe, ventilation, and
air conditioning system are represented using the existing IFC2X3 format. At the same
time, a cbm file is used to describe a production system of a substation with specific
function(s). In the power industry, such production systems are often called primary
systems. The fam file comprises a list of key value pairs, each of which defines a single
property. Either a cbm or dev or phm file can has an associated fam file with the same
name to describe the physical, functional and performance properties of the system
element.

Meanwhile, the sch file, itself being a zipped file, describes the logic model, instead
of the physical model, of the automation systems that is often called secondary systems
in substation design. The sch file contains both spcd file and scd files. The logic model
of the secondary system mainly describes a collection of graphic symbols for system
node (of representing devices, components, parts ports, and pins) the linkage edges for
depicting the connection among those nodes. Moreover, the connection between the
primary and secondary system are also defined by the GIM predefined coding rules.

Subsequently, the DEV folder contains dev and fam files for representing an equip-
ment of its constituent sub-devices, while the PHM folder contains phm and fam files
for describing the components or parts of a device/sub-device. Lastly, the MOD folder
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contains files of both mod and stl formats, for depicting the 3D shape of a system ele-
ment. A mod file represents the parametric model of a shape, while a stl file defines the
triangulated boundary of a complex shape. The stl file format has been used in a lot of
3D modeling applications, for example, game and 3d printing. In GIM, the stl format is
used for representing complex shapes like NURBS surfaces, and such files can be easily
exported from the prevailing CAD software.

In this way, the data size of the GIM is greatly reduced compared with equivalent
IFC files, and the segmentation of a GIM file is also much more easier due to its file
organization structure.

.dev

.phm.dev .phm

.phm

.dev

.phm

.mod .mod .mod

.fam

.fam

.dev.ifc .dev .sch.ifc

.cbm

.spcd .scd

Fig. 2. Reference relationships between Files in GIM

The reference relationships between the files of the aforementioned format are illus-
trated in Fig. 2. Each cbm file contains a list of dev files, which describe the manufac-
tured devices in the production system. Each dev file describes a device with its detailed
composition in terms of its constituent components (phm files) or sub-devices. Those
constituent components/parts are depicted by phm files. In this way, the details of a com-
plex device can be hierarchically described. Furthermore, a phm file record a collection
of mod files and stl files to describe its 3D shapes.

In addition, either cbm or dev or phm file allows recursive reference. In other word,
a high-level cmb file can reference a set of low-level cbm files. Likewise, a high-level
dev or phm file can also recursively reference low-level files. In this way, the com-
plex decomposition structure of a production equipment can be modeled with multiple
decomposition layers.

Due to its stricter requirements for predefined system decomposition hierarchy, lim-
ited 3D shape definition, and compulsory engineering property assignment, the State
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Grid proposes the Grid Information Modeling approach, and until the submission of
this study, the development of the GRID has not completed. In particular, the model
representation schema of substation secondary (automation) system and its connection
with the production system are still in the progress of development. A series of standards
for 3D modeling of the primary (production) system have been published in the recent
years. Now the GIM format acts as the de facto data exchange protocol for preliminary
designs of substations, applied by nearly all the member companies of the China State
Grid.

4 Conversion from GIM to IFC

On one hand, application of the GIM format simplifies and enhances the BIM data
production, and accordingly improve the data exchange flow among the participants
along the project lifecycle. It can significantly save the time and effort of designers and
engineers. On the other hand, the GIM data should be converted to the prevailing IFC
data format in order to deliver modeling data to the other industries other than the power
grid since these companies may not invest the parser or CAD software that can view
and evaluate GIM models. Therefore, a series of templates have been developed for the
conversion from GIM to IFC.

In the following, the GIM file of a group of three GIS-5000/63 is used for illustrating
the conversion template.

ENTITYNAME = F4System
SYSCLASSIFYNAME =GIS
BASEFAMILY = 6723b462-200d-414d-8ea1-602b83b950c0.fam
OBJECTMODELPOINTER =9ae6d646-326e-42fd-b69d-ef04da0698d2.dev
TRANSFORMMATRIX = 1,0,0,0,0,1,0,0,0,0,1,0,0,0,0,1
SUBDEVICES.NUM = 0
SUBLOGICALMODELS.NUM = 0

6723b462-200d-414d-8ea1-602b83b950c0.cbm

#27= IFCELEMENTASSEMBLY('1CUTh0q2P2S94O6ukorGqx', #7,
'6723b462-200d-414d-8ea1-602b83b950c0.cbm',
$,$,$,$,$,.FACTORY.,.USERDEFINED.);
#33= IFCELEMENTASSEMBLY('38CzAOF0z29gL$9kgKbV3k',#7,
'9ae6d646-326e-42fd-b69d-ef04da0698d2.dev',
$,$,#1035,$,$,.FACTORY.,.USERDEFINED.);
#41= IFCRELAGGREGATES('10WctFsCP8_wcHmMzJ67ax',#7,$,$,#27,(#33));

IFC data lines

Fig. 3. Conversion template for cbm

Figure 3 shows the conversion template by which the cbm can be converted into the
partial ifc file. The line #27 in the IFC file indicates the Gas Insulated Switchgear (GIS)
(F4 System level) comprises one device represented by the data line #33. The former is
represented by the “6723b462-200d-414d-8ea1-602b83b950c0.cbm” file, while the lat-
ter 9ae6d646-326e-42fd-b69d-ef04da0698d2.dev. At the same time, the transformation
matrix defined in the cbm file is converted into four IFC data lines.

Figure 4 shows the template for integrating three identical integrating three identical
GIS-5000/63 devices, respectively for A, B, and C phases, respectively, into one device
group represented by the 9ae6d646-326e-42fd-b69d-ef04da0698d2.dev, which is refer-
enced by the cbmfile illustrated in Fig. 3. The systemdecomposition is represented by the
IFC class IFCELEMENTASSEMBLY. Figure 4 shows that the 3 sub-device reference
the same dev file d3b1d894-c066-4c3e-9dbd-5c7c46b99b9f.dev.

The data line #1034 uses the IFCAXIS2PLACEMENT3D entity to depict a 3D
placement coordinate. In detail, the line of #1031, #1032, and #1033 denotes the Z axis,
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Fig. 4. Template for aggregation of sub-devices

x axis, and origin of the aforementioned 3D coordination. The Y axis is not defined in
the IFC file since it can be derived from the Z and X axes.

For the transformation matrix 2 in Fig. 4, its equivalent IFC coordinate can be
calculated by the following formula:

S3×4 =
⎡
⎣
0 0 0 1
0 0 1 0
1 0 0 0

⎤
⎦ ∗

⎡
⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 1 0

10000 0 0 1

⎤
⎥⎥⎦ =

⎡
⎣
10000 0 0 1
0 0 1 0
1 0 0 0

⎤
⎦ (1)

The first row in the resultant matrix indicates the origin of the newly 3D coordination
derived from the transformation matrix in the mod file. The second row defines the Z
axis, and the third row X axis.

Fig. 5. Conversion template for dev
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Subsequently, the a single GIS device is illustrated in Fig. 5 that presents the template
for converting a dev file into the equivalent IFC codes. There are three parts composed
in the GIS device, represented by three phm files.

Fig. 6. Conversion template for phm

Figure 6 illustrates the template for converting a phm file to the corresponding IFC
data lines. The line #111 indicates that a phm file can be represented by the IfcBuildin-
gElementProxy, which is a subclass of the IfcBuildingElement. All building elements
are derived from the IfcBuildingElement. The 7th attribute of the IfcBuildingElement-
Proxy is the shape description of the building element (the base of the GIS device),
and this shape is further represented by the IfcProductionDefinationShape entity, which
references three boxes described by #83, #96, and #109, respectively.

Fig. 7. Conversion template for mod

Figure 7 provides the template for converting the mod file into IFC data lines. The
mod file in figure includes three cuboid shapes for the base. Using the top slab as an
example, the Lines #97, #103 and #109 defines the box 1000mm* 1000mm* 60mm. In
particular, the line #103 employs the IfcExtrudedSolid entity for extruding the rectangle
profile 1000 mm * 1000 mm, and the extrusion direction is defined by #98, and height,
60mm, is defined by the 4th attribute of the IfcExtrudedSolid entity. The shape is finally
defined by #109 IfcShapeRepresentation entity for further reference by IfcBuildingEle-
mentProxy entities (See Fig. 6). In addition, the conversion of transformation matrix
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and color is also presented in Fig. 7. Due to the limited writing space, the conversion
process is not elaborated here.

Manufacturer= =Nan Rui
Type= =Three phase
Gaseous medium= =SF6

9ae6d646-326e-42fd-b69d-ef04da0698d2.fam

#656= IFCPROPERTYSINGLEVALUE('Manufacturer',$,IFCLABEL('Nan Rui'),$);
#657= IFCPROPERTYSINGLEVALUE('Type',$,IFCLABEL('Three phase'),$);
#658= IFCPROPERTYSINGLEVALUE('Gaseous medium',$,IFCLABEL('SF6'),$);

Fig. 8. Conversion template for fam

Figure 8 illustrate the template for converting fam into IFC data lines. Each line of
the fam file has three items splited by “=”. The first two item are property name in both
English and Chinese, while the third item is the value of the property. IfcPropertySingl-
eValue entities are used for representing those properties. For example, the word “厂家”
is the Chinese translation of the English word “Manufacture”. Similarly, “型式” is the
Chinese translation of “Type”, and “气体介质” is the Chinese translation of “gaseous
medium”.

5 Conclusions

Compared with general industrial buildings, substations often have more complex pro-
duction and automation systems and relatively simple building structures. Although the
Industry Foundation Class (IFC) has become the prevailing BIM standard for commer-
cial and residential buildings, the power grid companies in China met several challenges
in applying IFC for describing the production and automation equipment for smart sub-
stations. So they recently developed the GIM file format as an alternative BIM format
for storing the BIM design results of production and automation devices. Meanwhile,
the template for converting the GIM to the IFC format has been developed with case
studies. Finally, a case of a real design of a substation in Zhejiang province has been
studied to validate the feasibility of the data format conversion method. The real case
study indicates that the GIM format can greatly reduce the size of 3D design model and
improve the data exchange among the project participants.
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Abstract. In recent years, distributed photovoltaics, decentralized wind power,
new types of loads, electric vehicles, etc. have been connected to the power grid
on a large scale, and the distribution network has become more active, with strong
volatility, and large peak-valley differences. The management and coordination of
distributed resources has becomemore prominent. Interaction puts forward higher
requirements. This paper first investigates the main requirements of virtual power
plants for the access of various new energy sources on the load side; then based
on the virtual power plant resource aggregation access requirements and the key
technologies of the power Internet of Things, the virtual power plant access layer
system architecture is proposed; in order to further realize the power flow, The
integration of information flow and business flow, optimize the allocation of power
resources, improve the quality of service, build a communication network with a
hierarchical control architecture based on the intelligent decision-making needs of
virtual power plants, and establish a cloud-side-end integrated digital twin model,
thereby integrating the digital twin The technology is highly integrated with the
physical power grid to provide a means for real-time control of the adjustable
resources of the virtual power plant.

Keywords: Virtual power plant · Digital twin · Resource aggregation

1 Introduction

1.1 Research Background

Driven by the strategy of clean replacement and electric energy replacement, distributed
photovoltaics, decentralized wind power, new types of loads, electric vehicles, etc. are
connected to the grid in a wide range [1]. As of the end of 2020, there have been
1.69 million distributed photovoltaic power stations nationwide with a total capacity of
more than 40 million kilowatts connected to low-voltage stations [2]. At the same time,
electric vehicles and charging facilities have entered a stage of rapid development, and
the transition from 120–180 kW (300 A) fast charging to 350–400 kW (400 A) high-
power charging. The characteristics of active distribution network, strong volatility,
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and large peak-valley difference are becoming more prominent, which puts forward
higher requirements for the management and coordination and interaction of distributed
resources.

As an effective means to solve the problem of multiple distributed power grid con-
nection, virtual power plant uses advanced control, metering, communication and other
technologies to aggregate distributed power sources, energy storage systems, control-
lable loads, electric vehicles and other different types of distributed energy sources [3]. It
realizes the coordinated and optimized operation of multiple distributed energy sources
through a higher-level software architecture. It can aggregate distributed power sources
outside the scope of the microgrid, and is more conducive to the rational and optimized
allocation and utilization of resources, and realizes the integration and distribution of
resources. It gradually participates in the operation of distributed energy in the wholesale
electricity market as an aggregate entity, and is a smart grid. It is an important way to
achieve interaction and intelligence on the energy supply and demand side.

In recent years, with the increasing acceleration of the intelligentization process, in
order to realize the interaction and integration of the physical world and the information
world, the concept of “digital twin” has emerged at the historic moment, and has contin-
ued to evolve and develop rapidly, which has greatly promoted many industries [4]. In
the process of continuous improvement and development of the concept of digital twins,
researchers have mainly carried out research on digital twin modeling, physical infor-
mation fusion and service applications, focusing on analyzing the relationship between
digital twins and related industries, establishing virtual models, and relying on twin data
Convergence analysis, service application guidelines, etc. The connotation of the digi-
tal twin is to construct a digital twin. Its final form is a complete and accurate digital
description of the physical entity, which can be used to simulate, monitor, diagnose,
predict and control the physical entity. Although digital twins are currently less used in
the power industry, learning from their applications in aerospace, automobile manufac-
turing, oil and gas pipelines and other industries will help promote the construction and
development of the energy Internet.

1.2 Purpose and Significance

With the rapid development of power substitution on the user side, there are more and
more flexible resource types, wider geographical distribution, more frequent information
interaction, and control and protection extending to the terminal. However, due to the
lack of simulation analysis and evaluation tools for flexible resource aggregation and
regulation capabilities At the same time, there are problems such as difficulty in control-
ling on-demand time delay of dispatching communication network, difficulty in precise
adjustment of users and difficulty in coordinated output, resulting in insufficient capa-
bilities such as dynamic scalability of virtual power supply capacity, real-time power
control or fast frequency modulation response, and it is difficult to meet the needs of new
power systems, adjust the power supply’s multiple time and space scales and flexible
backup requirements.
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1.3 Research Level at Home and Abroad

The development of virtual power plants is divided into three stages: the first stage
is an invitation-based stage. In the absence of an electricity market, the government
department or dispatching agency will lead the organization, and various aggregators
will participate to jointly complete the invitation, response and incentive process; The
second stage is a market-based stage. After the electric energy spot market, ancillary
service market and capacity market are completed, aggregators will participate in these
markets in a similar manner to physical power plants to obtain revenue; the third stage
is a cross-space autonomous dispatch virtual power plant, Adopting “cloud edge collab-
oration + Internet of Things technology + AI + digital twin” technology to aggregate
more diverse, more environmentally friendly and adjustable resources on the user side,
presenting a wider and wider geographical distribution, more frequent information inter-
action, and extended control to the end. Situation, with the characteristics of dynamic
expansion of energy grid, software definition of information network, plug-and-play of
terminal resources, intelligent and credible power transaction, operation control elimina-
tion and coordination, and strengthen the ability of fast, accurate and flexible frequency
modulation, and the business form is more diverse. Become an important configuration
form of the energy Internet of large cities in the future.

In fact, there have been many cases of research on virtual power plants in Western
countries. Each country has its own characteristics. Japan and Germany use energy
storage and distributed power as the main body of virtual power plants, while the United
States focuses on controllable loads, and the scale has accounted for more than 5% of
peak loads.

The construction of virtual power plants in China is in a stage of rapid development.
The State Grid Hai Power, Jibei Power, and Jiangsu Power have implemented virtual
power plant technology demonstration applications around demand-side response, clean
energy consumption, and friendly interaction between source and grid.

2 Key Technology Research

The core of the virtual power plant is the integration of source, network, load, storage,
sales, and service. The power source can be traditional thermal power, or emerging wind
power, photovoltaic, and biomass power generation; it can be either large-scale central-
ized power generation or Distributed scattered power generation can also be other forms
of energy such as cold, heat, energy storage, and controllable load. Virtual power plants
connect them in series, based on the Internet and big data, cloud computing, artificial
intelligence, digital twins and other technologies to realize self-regulation of power gen-
eration and electricity consumption andmaintain an instantaneous balance. Digital twin,
as an indispensable technical means in the research of large-scale and flexible resource
aggregation control simulation technology and platform research and development, is
a key technology to promote the digital construction of power grids and an important
measure for the digital transformation of the State Grid. The company is concerned. At
present, some provincial companies have started exploring digital twin-related projects
in substations and other scenes, collecting sensor data in real time, monitoring the oper-
ating status of the system, deducing the operating situation of the equipment system,
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and providing decision-making solutions for feedback control. Digital twin technology
is used in virtual power plants, which can assist virtual power plants to effectively aggre-
gate distributed power generation, controllable loads, energy storage systems, electric
vehicles and other resources scattered in a large area of the city, and realize the inter-
connection and sharing of various distributed resources. Better play to its economy and
flexibility in the energy market.

2.1 Business Needs Analysis

The main requirement of the virtual power plant for the access of various new energy
sources on the load side is to build an intelligent network systemwith intelligent judgment
and adaptive adjustment capabilities for unified access to the grid and distributed man-
agement of multiple energy sources. Real-time monitoring and collection, and adopting
the most economical and safest transmission and distribution method to deliver electric
energy to end users to realize the optimal configuration and utilization of electric energy,
and improve the reliability of grid operation and energy utilization efficiency. It needs to
integrate the core technology of the Internet of Things, integrate the data in the system,
and optimize the operation and management on the basis of an open system and a shared
information model.

In addition, the construction of virtual power plants must achieve a high degree
of integration of power flow, information flow, and business flow while meeting the
overall requirements of smart grids that are strong, reliable, cost-effective and efficient.
Virtual power plants have a large number of rich and diverse applications on the business
side, and different applications have different requirements for information. Therefore,
application middleware is needed to adapt between the diversity of virtual power plant
applications and the versatility of the bearer platform to perform intelligent information
processing such as data filtering, datamining, and decision support. At the same time, the
virtual power plant needs to have strict user identification, verification, and authentication
systems for user access so that different users can enjoy different levels of Internet of
Things services. Finally, because the virtual power plant directly participates in the grid
operation business, it greatly affects the safe and stable operation of the power system,
which requires the virtual power plant to have extremely high safety and reliability.

In addition, in terms of architecture, the existing virtual power plant architecture
generally uses chimney-style independent business access, which cannot meet the needs
of data sharing and unified management and control in the new form. In order to cope
with the changes in smart grid terminal access and business requirements, it is urgent
to conduct further research on this basis, build a virtual power plant terminal integrated
access network architecture based on the aggregate communication gateway, and real-
ize the “integrated access, edge intelligence, and unified construction of the terminal”.
Model, safety protection”.

2.2 Access Layer Architecture

The access layer architecture is divided into four sub-layers from the bottom to the top:
on-site collection components, the business terminals, on-site communication network
and aggregation communication gateway.
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1) On-site collection components include various sensors, sensor components and on-
site collection terminals.

2) The business terminals include various components, operating systems and hardware
chips.

3) On-site communication network includes power communication network, such as:
industrial Ethernet, EPON, etc., 2G/3G/4G/5G,wireless local area network, wireless
wide area network, etc.

4) The aggregation communication gateway layer is composed of a software layer and
a hardware layer. It is used to connect the service terminal and the platform layer
to realize various functions such as data collection, edge computing, encryption,
and transmission of the terminal. Among them, the software layer includes service
terminal open interfaces, security, unified model adaptation, edge computing, data
processing and other modules, provides standard communication protocol adapta-
tion, and provides standardized communication interfaces to support the flexible
access of multiple service terminals. The security module considers four aspects of
data, business, network, and equipment, and provides security guarantees based on
technologies such as abnormal traffic analysis, equipment evaluation, and channel
intrusion detection.

At the same time, the convergent communication gateway has multi-source data
fusion computing capabilities, protocol analysis capabilities, and behavior analysis capa-
bilities. It supports the implementation of the SG-CIM interface of the State Grid stan-
dard, and communicates with the platform layer through interfaces such as Restful and
Web Service; the hardware layer includes computing storage The hardware resource
layer such as hardware and the communication adaptation layer that provides stan-
dardized wired and wireless communication interfaces, and can flexibly adapt to local,
remote, wired, wireless, public network, private network and other network communi-
cation channels according to business needs. The converged communication gateway is
the “hub” between the field communication network and the wide area communication
network. It is used to connect the service terminal and the platform layer. It mainly real-
izes “unified access, edge intelligence, multi-dimensional perception, unified modeling,
security protection, resource Orchestration”. The various business terminals deployed
on site are connected to the aggregated communication gateway through the on-site
communication network, and finally connected to the aggregated control platform of the
virtual power plant.

2.3 Cloud-Side Collaborative Digital Twin Model

On the load side of the virtual power plant, renewable energy services, building energy
efficiency services, supply-demand interactive services, smart electricity services, and
low-carbon transportation services all put forward a higher level of diversified infor-
mation collection capabilities and flexible network access capabilities [5]. The high-
performance communication network can interconnect a large number of distributed
energy harvesting devices, energy storage devices, and various types of loads and other
energy nodes, and needs to provide wireless ubiquitous access to the energy Internet
client side; in the field of regulation, the collection of communication network carried



144 B. Xia et al.

For business and control services, the requirements for communication are "high reli-
ability, high speed, and low latency", and it requires the complete state monitoring of
the power grid generation, transmission, distribution and DC system within 60 ms; the
defense control of important disturbances and faults within 300 ms, With load classi-
fication control and equipment-level precise adjustment capabilities. Therefore, from
the perspective of the communication network, both the access side and the backbone
network side have put forward higher performance requirements for the communication
network.

The overall functional architecture of the virtual power plant aggregation control
communication network layer includes: access network, transmission network, data
communication network, business network, synchronization network, etc. The commu-
nication network layer connects the aggregate communication gateway of the terminal
layer downwards, and connects the virtual power plant control platform of the plat-
form layer upwards. It mainly realizes the functional goals of “wide coverage and large
connection, low latency and high reliability, heterogeneous network integration, and net-
work customization”. Construct a “space, space, and ground” coordinated and integrated
ubiquitous communication network, and finally form a “network as a service” power
communication network, which fully meets the goal of “full-time-space communica-
tion coverage”, and provides multi-source access, low-latency control, and high-speed
communication for virtual power plants. Bandwidth transmission provides support.

The digital twin model of the cooperative operation and control system superim-
posed on the network transmission characteristics is shown in Fig. 1. The physical part
of the semi-physical simulation model consists of analog fans, energy storage cabinets,
load cabinets, electric heaters, inverter air conditioners, fixed frequency air conditioners,
etc. The energy storage cabinet is used to simulate nodes with charging and discharging
characteristics such as batteries and electric vehicles, and the load cabinet is used to
simulate loads such as lighting loads. The physical objects are equipped with an infor-
mation collection unit and an energy collection unit. The information collection unit is
used to exchange data with the virtual power plant’s digital twin. The energy collection
unit is used to collect the energy change curve of a single component, and then aggregate
large-scale controllable resources to obtain. The electromechanical controllability of the
virtual power plant.

The core of the cloud-side digital twin model is the information flow transmission
and energy deployment of the digital twin of the virtual power plant. Through actual
components for information collection and energy collection, the virtual power plant
digital twin interacts with the actual components and the digital world in two-way
data, which can realize analog distributed power, storage batteries, super capacitors,
analog loads, electric vehicles, lighting loads, variable frequency/fixed frequency The
interconnection and expansion of various primary equipment such as air conditioners
controls the transmission, distribution, load management and power of the power sys-
tem through modeling and simulation analysis, combined with large-scale and flexible
resource aggregation to control network communication transmission, and realizes the
overall system data monitoring of the virtual power plant, Data collection, equipment
management, power control, power quality monitoring, energy efficiency evaluation,
power plan setting, economic analysis, etc.
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Fig. 1. System digital win model.

3 Conclusion

The communication network is an important support for the aggregation and regulation of
virtual power plants, which can ensure the real-time and accurate acquisition of massive
electricity/non-electricity information of the smart grid, provide a comprehensive high-
speed transmission channel for cloud computing and big data, and provide diverse and
reliable mobile applications Data and network support. Therefore, the communication
network is crucial to the development of virtual power plants.

This paper first investigates the main requirements of virtual power plants for the
access of various new energy sources on the load side; then based on the virtual power
plant resource aggregation access requirements and the key technologies of the power
Internet of Things, the virtual power plant access layer system architecture is proposed;
in order to further realize the power flow, the integration of information flow and business
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flow, optimize the allocation of power resources, improve the quality of service, build a
communication network with a hierarchical control architecture based on the intelligent
decision-making needs of virtual power plants, and establish a cloud-side-end integrated
digital twin model, Therefore, digital twin technology is integrated, which is highly
integratedwith physical power grid, providing ameans for real-time control of adjustable
resources of virtual power plant.
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Corporation of China (Research on key technologies of virtual power plant based on digital twin,
No. B3130N2100V).
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Abstract. From the perspective of user demand, 4G/5G network can meet the
construction needs of coastal traffic communication network at present and in a
certain period. Therefore, based on mobile (broadband) communication system,
this paper proposes two construction schemes of coastal water traffic commu-
nication network, namely public-private combination scheme and self-building
private network scheme. The two schemes are compared and analyzed from the
perspectives of convention, technical characteristics, investment scale, Op gener-
ation and maintenance and resource control. Finally, this paper puts forward that
public-private combination scheme is better than self-building private Net-work
Scheme.

Keywords: Coastal water · Communication network · 5G technology

1 Introduction

Fifth generation mobile communication system (5G) is an upgrade of 4G. As a new
generation mobile communication system being vigorously promoted by the state, it
is a high integration of new wireless access technology and existing wireless access
technology. The main application scenarios of 5G include enhanced mobile broadband,
large-scale machine communication and high reliability and low delay communication
[1–3]. Its main performance indicators are shown in Table 1.

Compared with 4G system, 5G technology has the following advantages:

• The transmission rate is large, 10–100 times that of 4G, up to 10 Gbps.
• The network capacity is large, and the number of devices that can be connected is
1000 times higher than that of 4G.

• The end-to-end delay is small and can reach the millisecond level.
• The spectrum efficiency is high, which is 5 to 10 times higher than that of 4G in the
same bandwidth.

• Wider frequency band.
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Table 1. Main performance indexes of 5G system

Performance index Value

User experience rate 0.1–1 Gbps

Connection number density 106/km2

End-to-end delay 1 ms

Mobility 500 km/h

Peak rate 20 Gbps

Flow density 10 Mbps/m2

4G/5G networks can meet the construction needs of coastal transportation and com-
munication networks at present and in a certain period, and various communication
equipment and terminals are very rich, which can effectively control the network con-
struction investment at this stage [4–6]. In addition, 4G will exist in parallel with 5G for
a long time in the future. Users can reasonably choose the network system according to
their actual needs.

Coastal water area (broadband) communication network is a new construction field.
Considering the coverage of 4G and 5G technology, link bandwidth, technology devel-
opment trend and macro environment, 5G technology is recommended to build coastal
water area traffic communication network in this paper.

2 System Architecture

Basedon the state-of-the-art 5Gcommunication technology, this paper proposes amobile
(broadband) communication network architecture, which is divided into four layers:
wireless access layer, access layer, switching layer and business application layer. The
flat structure shortens the time delay of the user interface, reduces the complexity of the
system, reduces the interface types, and reduces the corresponding interactive operations
within the system. The contents and functions of each layer are as follows.

2.1 Wireless Access Layer

The wireless access layer, also known as the sensing layer, mainly includes various
terminals and acquisition devices used by users.

2.2 Access Layer

The access layer mainly includes building base band unit, remote radio unit, antenna
and other equipment, which mainly provides base station and user end signal access in
the signal access system. Specifically, in order to achieve good coverage, base station
equipment usually needs to be deployed on islands and reefs. The base station on the
island and reef can relate to the shore-based network by microwave communication,
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and the land interworking can be realized through point-to-point transmission. The main
coverage scenario is to extend the network coverage along the coast (Island) line. Ships
in this area can be interconnected with the shore end in real time to maintain voice and
video communication and ensure the fluency and real-time of communication. When
the maritime law enforcement personnel perform the boarding inspection task around
the ship, they complete the voice and video communication in the on-site workflow.

2.3 Switching Layer

The switching layer mainly includes EPC core network, OMC networkmanagement and
HSS user signing server to complete user management, authentication access, routing
transmission of user data, and effective transmission of terminal data and audio and
video services in the system.

2.4 Business Application Layer

The business application layer is the highest layer in the system, which is closest
to the user. It mainly includes multimedia cluster dispatching equipment, monitoring
display equipment (encoding and decoding, audio and video matrix, etc.), geographic
location information auxiliary equipment (BeiDou Navigation Satellite System, Global
Positioning System, etc.) and audio and video storage equipment.

3 System Composition

Coastal mobile (broadband) communication system ismainly composed of core network
subsystem, transmission subsystem, base station subsystemanduser terminal subsystem.
The core network realizes the overall control of the transmission operation of the whole
network. The user terminal accesses to the core network through thewireless base station
and transmission line, and then realizes communication connection and information
interaction with other devices. Figure 1 shows the overall composition of the system.

3.1 Core Network Subsystem

The core network subsystemmainly realizes the functions of network core management,
service scheduling processing and networkmanagement. It is the core service processing
part of mobile (broadband) communication system. Firstly, the core network manage-
ment functions include cluster user management, cluster services, data services, public
services and so on. Secondly, the service scheduling processing function can realize the
real-time display of the current state of each terminal. The dispatcher can conveniently
carry out various scheduling operations and realize the communication and scheduling
of voice, instruction and video. Finally, the networkmanagement function is used to real-
ize the management of relevant network layer equipment. Its physical structure includes
server, operation and maintenance terminal, alarm terminal, operation terminal, alarm
box, management console and some networking equipment.
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Fig. 1. Composition diagram of mobile (broadband) communication system.

3.2 Transmission Subsystem

The transmission line is used to realize the interactive transmission of data between
the base station and the core network. Generally, in order to achieve longer distance
coverage, mobile (broadband) communication base stations often need to be built on
islands without network conditions, and microwave transmission mode needs to be
adopted.

3.3 Base Station Subsystem

The base station subsystem is the front end of the mobile (broadband) communication
system. Its main function is to realize the communication connection with the user
terminal in the specified frequency band, and connect it through the standard interface
and core network to meet the professional cluster, high-speed data and other business
needs of the user terminal.

3.4 User Terminal Subsystem

User terminal subsystem refers to various terminals for users to access mobile (broad-
band) communication system, including a variety of devices, such as Personal digital
assistant (PDA), Customer premise equipment (CPE), etc.

In addition, in order to better perform the water distress and safety communication
guarantee work under the jurisdiction, timely handle the water emergency communica-
tion and special communication guarantee tasks, and provide sea related users with navi-
gation information services, Hydrometeorological Information Services, alarm services,
industry supervision and other functions.
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4 Construction Scheme

This section aims to detail two construction modes of mobile (broadband) communica-
tion system. First, the public-private combination scheme relies on the infrastructure,
equipment and frequency point resources of the operator’s existing core network, trans-
mission network and wireless network to build a mobile (broadband) communication
system to meet the communication needs of coastal traffic. Second, the self-building
private network scheme relies on the existing communication transmission network
and other infrastructure and equipment resources of coastal transportation departments,
applies for private network frequency point resources, and independently constructs
mobile (broadband) communication system. Each part is described as follows in detail.

4.1 Public-Private Combination Scheme (Scheme I)

This scheme is mainly based on the operator’s existing network architecture and com-
munication resources. Special core network equipment is arranged in the transportation
management department to be responsible for the relevant businesses of private network
users. Figure 2 is presenting network structure of scheme I.

Private Core 
Network

Authentication
System

Base Station
Mobile 

Terminal

Operator Core 
Network

External
Network

Private
Network

Fig. 2. Structure diagram of scheme I.

The wireless base station in the area covered by the private network can provide
shared access for private network users and ordinary users. The authentication system
is responsible for distinguishing the types of users, guiding the private network users
to the private network core network to establish bearer, and guiding the ordinary users
to the operator core network to establish bearer. In addition, private network users can
carry out various services of the private network platform under the control of the private
network core network, and can also access the external network. Concurrently, ordinary
users can establish connections with private network users under the core network and
license and control of the private network.

4.2 Self-building Private Network Scheme (Scheme II)

The wireless base station in the area covered by the private network only provides access
to the private network terminal, which is established and carried by the private network
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core network to realize the development of various services of the private network
platform. In this scheme, two sets of core network equipment shall be configured, one
set is mainly used for internal network service bearer and one set is mainly used for
external service bearer. At the same time, the two sets of equipment can be backed up
to each other. Private network users can carry out intranet and extranet applications
through corresponding core network equipment. External users can also connect to
private network users through gateway and switching equipment. Figure 3 is presenting
network structure of scheme II.
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(Intranet Network)

Base Station
Private Network 

Terminal

External
Network

Private
Network 

Private Core Network 
(External Network)

Fig. 3. Structure diagram of scheme II.

5 Comparison and Analysis

At present, there are three most commonly used communication means for ships in
coastal waters, namely public communication network (mobile phone), VHF radio com-
munication and satellite communication. VHF communication bandwidth is limited and
the cost of satellite communication is expensive. Most of the information exchange is
through the public communication network, but the coverage of the public mobile com-
munication network is very limited. Both scheme I and scheme II proposed in this paper
are due to the current communication mode in coastal waters.

This part mainly compares and analyzes the public-private combination scheme
(scheme I) and the self-building private network scheme (scheme II) from the per-
spectives of convenience, technical characteristics, investment scale, operation and
maintenance and resource control.

5.1 Convenience

In scheme I, users do not need to purchase special communication terminals, but only
need to open the corresponding section services, so that they can use mobile phones
and other communication terminals to access the ship shore broadband transmission
private network and enjoy various business services. Scheme II requires a dedicated
communication terminal to access the private network. Therefore, scheme I has better
convenience and universality, and is easier to promote and use among social users.
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5.2 Technical Characteristics

Both scheme I and scheme II are based on 4G/5G technology system, and can carry out
various services under 4G/5G network conditions. Specifically, scheme I makes use of
the operator’s private network core network and has the conditions for smooth transition
to a comprehensive 5G communication network. Besides, in scheme II, because the
communication frequency band is limited to 1.4 ghz/1.8 ghz, the number of base stations
is limited and the spacing is too large, the construction cost of complete transition to 5G
communication network is large. Therefore, scheme I will have better scalability than
scheme II.

5.3 Investment Scale

Scheme I relies on the mature and large-scale industrial chain of operators, and the con-
struction cost of a single station is much lower than that of a private network base station.
Therefore, the total investment of scheme I is lower. Furthermore, scheme I does not
need to configure special communication terminals, and various general communication
terminal equipment widely exist in the market, and the configuration cost is much lower
than that of scheme II. Therefore, compared with scheme II, scheme I has economic
advantages in construction cost and future operation and promotion.

5.4 Operation and Maintenance

For the operation and maintenance of relevant equipment and facilities in scheme I,
the operator can be entrusted to provide corresponding services uniformly without the
construction unit bearing relevant costs. Moreover, it can provide more high-quality
operation and maintenance services for the private network and save a lot of opera-
tion and maintenance workload of the construction unit. In scheme II, the operation
and maintenance management of equipment and facilities and network system in the
later stage of the private network shall be undertaken by the construction unit. With the
continuous expansion of the construction scale, the difficulty of private network oper-
ation and maintenance will continue to increase. Therefore, in terms of operation and
maintenance, scheme I is better.

5.5 Resource Control

Most of the towers in scheme I belong to operators. Once the operators adjust the tower
layout scheme, it will directly affect the system base station layout. Meanwhile, if the
operator does not maintain some towers, it will increase the difficulty of system base
stationmaintenance. On the contrary, the base station infrastructure in scheme II belongs
to the construction unit, and the resource control is significantly better than that in scheme
I.

After comprehensive analysis, the construction of coastal mobile (broadband) com-
munication network by scheme I has more advantages in engineering construction, such
as convenience, technical characteristics, investment scale, operation and maintenance,
etc.
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Abstract. At the information network level, many researchers use techniques
such as intrusion detection and traffic analysis to discover malicious behaviors
of attackers. However, the above methods face many challenges when applied to
smart grids. This paper is based on the vulnerability sample data set, and studies
how to extract features for abstract modeling. The first is to extract the charac-
teristics of the vulnerability samples by transforming the model into a learning
vector and using artificial intelligence methods such as deep learning. The second
is to learn and train the characteristics of vulnerabilities to form a prototype of the
automatic detection principle of vulnerabilities. Finally, through the above two
steps, the discovery ability and analysis efficiency of software high-threat security
vulnerabilities are improved.

Keywords: CNN-based · Information network · Attack detection algorithm ·
Malicious behaviors

1 Introduction

Since 2018, attacks of different scales have increased exponentially, and medium-sized
DDoS attacks (10–50 Gbps) have increased by an astonishing 293.44%. The growth rate
of very large attacks (above 600 Gbps) has also reached 93.33%. On the contrary, the
number of resources that can be used to launch attacks has decreased compared with last
year, and the stability has gradually decreased. The above data has increasingly verified
that the cost of attacks is gradually decreasing. Attackers can launch DDoS attacks
with huge traffic and produce powerful destructive power with only a few resources.
The above examples only reflect a specific attack. In reality, there are endless attack
methods, all based on diversified vulnerabilities. Software vulnerability mining refers
to the analysis of the source code or executable code of the software to detect whether
it has defects that may be exploited. These flaws are exploited by attackers, which may
cause program crashes and even threaten the security of the entire computer system.

The relativelymature vulnerabilitymining technologies currently developed include:
manual detection, Fuzz technology, binary comparison, static analysis and dynamic
analysis. In a real engineering environment, vulnerability mining relies heavily on the
experience of engineers, andmany vulnerabilities are discovered based on the experience
of engineers. Therefore, traditional loophole mining has the problems of inability to
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operate in batches and poor sustainability. Unable to operate in batches means that
engineers cannot detect multiple codes at once, but can only do so in sequence. Each
piece of code needs to be analyzed separately and cannot be carried out uniformly, and
the detection efficiency is difficult to keep up with the explosive growth rate of the
code volume. Poor sustainability refers to the consistency of the engineer’s approach
to code testing. Usually a code inspection can only be done by one engineer, and it is
difficult to achieve collaboration. If a safety engineer interrupts work, it will be difficult
for the successor to keep up with the predecessor’s thinking and continue. Unlike code
development, traditional vulnerability detection cannot form amodular division of labor,
so the mode of vulnerability detection needs to be changed and innovated.

Smart grid is a typical power Internet of Things, and it is the part of themodern power
grid that has the widest distribution, the most complexity, the most types of equipment,
and the closest contact with users. These characteristics make it easy to access and
difficult to monitor, making it the most vulnerable part of the power grid. With the
introduction of the concept of ubiquitous power Internet of Things, while advancing
the in-depth integration of information resources and physical resources, and improving
the quality and efficiency of the power grid, more heterogeneous terminals have also
been spawned. This leads to a wider exposure of the power grid system, giving attackers
more angles of attack. At the same time, distribution network automation has become
the core content of the development of power grids around the world. Cyber attacks
may cause serious security risks to unattended, highly information-based smart grids.
And network security supervision is one of the main ways to ensure the safe operation
of large power grids. At present, the work is mainly carried out by means of manual
on-site inspection and verification. The existing various safety detection technologies
are not completely suitable for new applications such as electric power industrial control
systems and “big cloud, moving intelligence” and so on. These technologies also cannot
effectively discover and verify the existence of security flaws, vulnerabilities, malicious
code, security vulnerabilities and other hidden dangers.

2 Related Research

At the information network level, many researchers use techniques such as intrusion
detection and traffic analysis to discovermalicious behaviors of attackers. Fadlullah et al.
used probabilistic models to analyze power grid communication traffic and behaviors
to detect and locate malicious behaviors in smart grids [1]. Zhang et al. used Support
Vector Machine (SVM) and Artificial Immune System (Artificial Immune System) to
identify malicious data injection attacks in the smart grid, and studied a distributed
intrusion detection system [2]. Mitchell et al. proposed an intrusion detection system
based on behavior rules, and detected specific behaviors according to behavior rules.
In this system, the behavioral rules originate from the control loop linking intrusion
detection and business process, and do not rely on system operation or other tracking
data. Ten et al. used the description method of attack tree to evaluate the security of
the information system of the SCADA system [3]. In contrast, the physical-information
attack model of the smart grid constructed by Chen et al. using Petri nets can better
characterize and discover coordinated attack events [4]. Liu et al. designed an intrusion
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detectionmethod for smartmeters andusedColoredPetri net to describe the data flowand
command flow inside the smart meters. Through spying domain to protect the internal
data of the smart meter, an attack detection mechanism against the AMI network is
constructed [5]. Zhao et al. conducted a lot of research on the active defense of the
power grid, and provided new ideas for the defense of the power grid [6–8]. However,
the above methods face many challenges when applied to smart grids:

1) The higher real-time requirements of the power grid make the delay caused by the
existing authentication mechanism, attack detection and other methods affect the
operation of the power grid;

2) The power system has high standards for availability and safety, and it is difficult for
the existing technology to meet the demand for false positives and false negatives at
the same time;

3) The network topology of the smart grid is complex, and the equipment types are
diverse, which puts forward higher requirements for the compatibility and scalability
of safety technologies.

Therefore, it is necessary to study information network attack detection methods
suitable for smart grids based on a full understanding of the operating characteristics
and requirements of smart grids.

This paper is based on the vulnerability sample data set to study how to extract fea-
tures for abstract modeling. The first is to transform the research model into a learning
vector, and use artificial intelligencemethods such as deep learning to extract the charac-
teristics of the vulnerability samples. The second is to learn and train the characteristics
of vulnerabilities to form a prototype of the automatic detection principle of vulnerabili-
ties. Finally, through the above twomethods, the discovery ability and analysis efficiency
of software high-threat security vulnerabilities are improved.

3 Vulnerability Detection Model Based on CNN Method

3.1 Analysis of Similarity of Graph Isomorphism Based on MLP

Multilayer Perceptron (MLP) is the most basic multilayer neural network, that is, the
hidden layer has multiple layers. Its main feature is that the signal is transmitted in the
forward direction, and the error is transmitted in the backward direction. By continuously
adjusting the network weight value, the final output of the network is as close as possible
to the expected output to achieve the purpose of training, as shown in Fig. 1.

In this paper, the code to be tested is compared with a code database with known
vulnerabilities one by one, and similar codes that may trigger exceptions are found. The
MLP neural network of the training network used for similarity comparison performs
cosine operation on the vector transformed by the structure2vec algorithm. If the code
is similar, output 1 and output −1 if the code is different. The specific method of cosine
operation is shown in formula (1), where g represents the control flow graph, and Ø(g)
represents the structure2vec algorithm. In the training process, through error back propa-
gation, the function that needs to be continuously optimized is shown in formula (2). The
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Fig. 1. Code similarity analysis based on multilayer perceptron

MLP neural network of the training network used for similarity comparison is shown in
the figure.

Sim(g, g) = cos(∅(g),∅(g)) = 〈∅(g),∅(g)〉
‖∅(g)‖ · ‖∅(g)‖ (1)

min
W1,P1,...,Wn,Pn

∑K

i=1
(Sim(g, g) − yi)

2 (2)

3.2 Code Flow Graph Analysis Based on Convolutional Neural Network

Convolutional Neural Network (CNN) is often used in the image field. The difference
between a convolutional neural network and an ordinary neural network is that the
convolutional neural network contains a feature extractor composed of a convolutional
layer and a pooling layer. In the convolutional layer of a convolutional neural network,
a neuron is only connected to some neighboring neurons. In a convolutional layer, it
usually contains several feature planes (Feature Map). Each feature plane is composed
of some neurons arranged in a rectangle, and the neurons of the same feature plane
share weights. The weight shared here is the convolution kernel. The convolution kernel
is generally initialized in the form of a random decimal matrix, and the convolution
kernel will learn reasonable weights during the network training process. The direct
benefit of sharing weights (convolution kernels) is to reduce the connection between
the various layers of the network, and at the same time reduce the risk of overfitting.
The pooling layer will further simplify and compress the feature plane, thereby reducing
parameters and speeding up calculations. At the same time, this approach reduces the
possibility of overfitting, and there are usually two forms of mean pooling andmaximum
pooling. In this paper, for the control flow graph and data flow graph of the code to be
tested, the structure graph is transformed into a one-dimensional vector according to
the structure2vec algorithm. Then the vector corresponding to each node is filled into
a two-dimensional vector and combined into an “image”. After being transformed into
an image, the deep convolutional network can be used to learn the features in the image
and detect the code under test.
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3.3 Function-Level Code Text Analysis Based on Deep Recursive Network

RecurrentNeuralNetwork (RNN) is often used in the text field.Different frommultilayer
perceptrons and convolutional neural networks, recurrent neural networks have obvious
advantages in processing sequenceswith obvious contextual features. From the structural
point of view, the hidden layer of the recurrent neural network has an additional closed
loop pointing to itself. That is, the output at the current moment will be used as the
input to the next moment, so as to pass the sequence characteristics down. The model
structure diagram of RNN is shown in Fig. 2, Where: xt is a vector that represents the
value of the input layer. ht is a vector that represents the value of the hidden layer. U
is the weight matrix from the input layer to the hidden layer. Ot is also a vector, which
represents the value of the output layer. V is the weight matrix from the hidden layer to
the output layer:

Fig. 2. Traditional recurrent neural network structure diagram

The traditional recurrent neural network model has the defect of gradient explosion,
that is, when the length is too long, the training ability of the model decreases. In a
training text, if twowordswith relevance are far apart in the text, themodel cannot find the
relevance. This problem is also known as the long-term dependency problem. The LSTM
model is an improved model based on the RNN model to solve the gradient explosion
problem in the RNN model. LSTM adds the concept of a “gate” to the RNN model, and
uses the “gate” to control whether to forget or remember previous information. So as
to solve the problem of gradient explosion caused by long text. The model structure of
LSTM is shown in Fig. 3:

Considering that the code text is generally long, even if the network structure of
LSTM is used, there is no guarantee that it can be accurately correlated. Therefore, the
code is divided into functions, and text analysis is performed for each function. Each
function builds an abstract syntax tree (AST), and then traverses the AST according to
a depth-first search strategy. Thereby, irrelevant symbols are filtered out and new code
text is generated.

The deep recurrent neural network learns and trains the newly generated code text,
aiming to find high-risk function vulnerabilities.
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Fig. 3. Structure diagram of the adjusted LSTM

3.4 Vulnerability Detection and Verification

Based on the above principles, we have tested and verified the proposed detectionmethod
by developing a prototype of the vulnerability detection principle. The prototype of
the vulnerability detection principle detects the code under test from the above three
perspectives (ie, similarity comparison, flow graph feature recognition, and text feature
recognition). Generate logs for detected suspicious codes and submit them for manual
further testing or use dynamic detection methods for further verification. The main
function of static vulnerability mining based on artificial intelligence is to serve as an
auxiliary means to discover vulnerabilities. The most critical point is to automatically
discover potential vulnerabilities in the code through the machine, and to determine the
security of the code. This paper not only uses a multi-layer perceptron in the traditional
code similarity analysis, but also uses a recurrent neural network to directly detect the
code text. Furthermore, by establishing the control flow graph and data flow graph of the
code, and transforming the flow graph into an image, the convolutional neural network
is used for feature learning and judgment.

4 Conclusion

In short, we have proposed a CNN-based information network attack detection algo-
rithm, which can abstract the features of the code from a higher level and establish a
feature library of the vulnerable code. Compared with traditional static analysis, the
feature library obtained through high-level abstraction is more complete. Traditional
static analysis can only find local suspicious vulnerabilities based on static vulnerability
signature libraries, but cannot fully grasp the correlation between large sections of code,
which causes a large number of false positives. In this paper, through deep learning,
we can find the potential features and the context of the code, the features are more
complete, and the false alarm rate is reduced.
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Institute Project-Intelligent Recognition and Defense of Intrusion Behavior of Electric Power
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Abstract. Engineering project development requires all participants timely com-
municate explicit information. Besides the IFC file format, they also need an infor-
mationmanagement framework to support their collaboration. ISO19650 standard
series provide such a framework to establish a reliable information source. Since
the 5-part ISO 19650 series constitute a complex system, the AEC community
expect a knowledge graph to capture the key concepts and rules in those standards
in order to facilitate the application of the collaborative management framework.
Unfortunately, manual development of ISO 19650 knowledge graph is costly and
time consuming. Therefore, a NLP-based information extraction method has been
specifically developed for automatic construction of the ISO 19650 knowledge
graph. In particular, the difficulty arising from the lack of corpus is greatly over-
come by reasoning out domain semantic relationships from the syntactic rela-
tionships with the mapping rules specifically developed in this study. Finally, the
experiment verified the feasibility and usefulness of the developed information
extraction method.

Keywords: Collaboration framework · Building Information Modeling ·
Knowledge graph · Natural Language Processing

1 Introduction

In the past decade, more and more companies in the
Architecture/Engineering/Construction (AEC) industry have accepted and incorporated
the Building Information Modeling (BIM) approach in their information management
transactions. From the perspective of a digital model, BIM is the digital representation of
physical and functional characteristics of a facility during its lifecycle [1]. Many designs
and As-built drawings of buildings are recently delivered in the Industry Foundation
Class (IFC) file format [2], which is the international standard of BIM data storage
for describing the 3D geometrical, engineering, and functional characteristics of either
building components or subsystems. On the other hand, BIM also refers to a set of
information processes or transactions, which concern the explicit sharing of information
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requirement about production, usage, updating, and exchange of the digital representa-
tion of an engineering infrastructure in order to form a reliable basis for decision making
[3].

Although the IFC and other alternative file formats help the AEC industry to
achieve interoperability among various design and engineering analysis software, mul-
tiple project participants still face up with the challenge of information collaboration. In
particular, there is frequently information gap among trades, leading to no party being
responsible for delivery of crucial information or delayed integration of drawings and
as-built data. These problems have become more serious in an international project with
a number of participants who come from different countries with diverse cultures of
project management. In this regard, ISO 19650 standard series [4–7] have been pub-
lished to assist the AEC industry to smooth their information collaboration with a set of
concepts and guidelines.

The ISO 19650 standard series provide a unified framework of information manage-
ment for all the project participants to follow. In this way, they can save a lot of time on
communicating their information requirements and aligning their expectation within the
same framework. In detail, a series of standard items categorize the information man-
agement transactions along the lifecycle of a project, and in each typical transaction,
a collection of activities is formally modeled with the required production, usage and
exchange as well as security of the BIM data. Accordingly, the implementation of the
afore-mentioned framework often results in a series of templates or schemata of data,
which should be agreed by the corresponding participants at different project stages.

Unfortunately, the 5-part ISO 19650 series constitutes a complex system, which
is beyond the manual management of project stakeholders. Meanwhile, these standard
documents are written in natural language, and therefore it is a great challenge for
computer to understand or draw inference from the unstructured text. In this regard,
it may be meaningful to utilize knowledge graph for representing the key information
residing in the unstructured standard, which can further assist computer reasoning.

The concept of knowledge graph was originally proposed by Google as a knowledge
representation method to improve internet searching. Recently, a dozen of applications
using knowledge graph have been developed in various domains. Unfortunately, manual
construction of a knowledge graph for a specific domain, like the ISO 19650 standards,
is often a time-consuming and costly. So, this study attempts to automatically convert
the ISO 19650 documents into a computer-understandable knowledge graph with the
assistance of Natural Language Processing (NLP) tools. A number of deep-learning-
based NLP methods have been utilized to facilitate the construction of knowledge graph
[8–10]. The difficulty of utilizing the NLP approach lies in the lack of corpus to train the
languagemodel to recognize the named entities or concepts used in ISO 19650 standards
for many core concepts are just only coined for these standards.

Meanwhile, knowledge reasoning has recently been studied with the combination of
deep learning [11]. One typical difficulty of knowledge reasoning is that the meaning of
a name entity depends on its semantic relationships with other entities. In other word,
Different relationships connected to entities can represent different entities [12, 13], and
this greatly infects the accuracy of filtering candidate entities in the graph. Although
some research propose approach to improve the accuracy of filtering entities [14], such
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approaches are sometimes inadequate for inferring large-scale knowledge graphs, like
the one for ISO standard series.

2 Preprocessing of the ISO 19650 Documents

Figure 1 illustrate the preprocessing flow to segment sentences in the ISO 19650 standard
series into tokens for further processing. The original standards in English version are
first translated into Chinese, stored in theMicrosoft docx format. Then the preprocessing
program as illustrated in Fig. 1 is applied to extract all the sentences in each part of the
ISO standard.

Word file of ISO 19650 documents (in Chinese)

Extract text

Segment sentence

Replace terminology with hypernym

Segmented sentences

Unzip docx file

Fig. 1. Preprocessing of Word documents of ISO 19650

The docx. file is actually a compressed package of a collection of XML files that
contains both the textual content and the markup tags for its for formatting or typesetting
definition. The.docx file is unzip into a collection of XML files using the open source
ZLib library, and then the text content of the standards are extracted from those unzipped
files with removal of all the font and paragraph typesetting. In this way, the program
generates a plain text file with a list of sentences.

In general, knowledge can be divided into common knowledge and domain knowl-
edge from the viewpoint of its content. The former often focuses on capturing common
sense with generally used words in literature, textbook, journal, news and daily com-
munication, while the latter, for instance the ISO standards, should formally represent
the domain-specific concepts, rules and models with the necessary usage of a dozen
of terminologies. It is these special terminologies that exacerbate the difficulty of seg-
mentation of Chinese sentence. Different from an English sentence, a Chinese sentence
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has no space to split the characters into words, resulting in difficulties for evaluating
relationships between words.

The Jieba library is used to segment each sentence in the ISO 19650 standard doc-
uments into an array of words, each of which contains one or more Chinese characters.
Moreover, since Jieba has limited capacity to identify new word, a database of bilingual
ISO vocabulary has been specifically developed to enhance Jieba’s capacity of identify-
ing new words. For example, without using the ISO 19650 vocabulary, the word “公共
数据环境”(Common Data Environment, CDE) is often segmented into three items “公
共”(Common), “数据”(Data)”, “环境”(Environment), which is not the expected result.
So, the terminology “公共数据环境” is incorporated into the Jieba’s special dictionary
in order to enhance its segmentation capacity.

3 Evaluation of Syntactical Relationships

The structure of a sentence can be reasoned out by the dependency parsing, a process that
labels each word as a token and simultaneously determines its links to other constituent
words in the sentence. Dependency parsing aims to annotate sentences into a dependency
tree which is designed to be easy for humans and computers alike to understand. In
this study, the open source Baidu Dependency Parser (DDParser) [10] is utilized for
examining the dependencies among an array of words segmented from a sentence in the
preprocessing procedure. Dependency parsing provides a useful means for computer to
understand the syntactical relationships or grammatical structure of a sentence.

The DDParser is an extension of the graph-based biaffine parser [15] in order to deal
with the Chinese characteristics in the training dataset DuCTB. The input vector of the
ithword ei is the concatenation of both its embedding vector eword i and its character-level
LSTM vector charLSTM(wi), as shown in the following formula:

ei = ewordi ⊕ chrLSTM(wi) (1)

where chrLSTM(wi) is the concatenated vectors resulting from sequentially feeding
each character in the ith word into a BiLSTM layer.

Then, each ei is input into the 3-layer BiLSTM that produces the high-dimension
vector ri. Subsequently, the dimension of each ri vector is reduced by the Multiple-
Layer Perception (MLP). This reduction of dimension can screen the information that
contribute little to the dependency between words [15]. For applying deep biaffine atten-
tion, each word can be regarded as either a head or a dependent, and the deep biaffine
attention method is utilized for both in dependency arc classifier and relation classifier.
Accordingly, the dimension reduction results from the MLP(arc) are denoted by hh−arc

i

and hd−arc
i , whileMLP(rel) hh−rel

i and hd−rel
i . Thenwith the pairwise strategy, the ith word

and the jth word are input into the biaffine attention for calculating the scores for depen-
dency arc and relationship. Due to the limitation of writing space, the details of biaffine
attention is not elaborated herein, and interested readers can refer the literature [15]. The
biaffine attention is utilized to identify both dependency and its syntactic relationship.
By the highest dependency score of Sarc, the corresponding syntactical relationship can
be determined. For the example in Fig. 2, the syntactical relationship between “Is” and
“Information source” is derived as Verb-Object (VOB).
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Fig. 2. Framework of DDParser

The DDParser has been trained on Baidu Chinese Treebank (DuCTB), which is a
large-scale manually labeled dataset of annotated binary relations between two words.
There are altogether 24 part of speech (POS)tags of and 14 types of dependency rela-
tionships in the DuCBT. The frequently used POS tags are noun, verb, adjective, adverb,
and preposition. Table 1 lists part of dependency relationships between those POS tags.

Figure 3 illustrates an example parsing tree that is a hierarchical organization ofwords
linked by a directed arc from the head word to the modifier word. Each directed arc rep-
resents a syntactical dependency. For example, the subject “公共数据环境”(Common
Data Environment, CDE) has an arc from the predicate “是” (is), while the “信息源”
(Information Source) is also linked with the same predicate “是” (is). From these two
relationships, it can be reasoned out that the concept CDE is a hyponym of the more
general concept “information source”.
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Table 1. Frequently used dependency relationships

Dependency Explanation

HED Head/Core of the whole sentence

SBV Relationship between subject and predict (Head)

VOB Relationship between predict (Head) and object

ATT Relationship between attributive and noun (head)

ADV Relationship between adverbial and verb (head)

POB Relationship between preposition and object (head)

COO Cooccurrence between two words

(Common Data Environment) (is)

SBV
1.0

(commonly) (agreed) (of) (asset) (information source)

ADV
1.0

ATT
0.985

ATT
0.997

VOB
1.0

N V V N NADV S S

Fig. 3. Example dependency tree of a sentence

4 Inference for Semantic Relationship

Actor

Function Information

Negotiate

Fig. 4. Typical semantic relationships
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The DDParser mainly deals with the syntactic structure of the sentence other than its
semantics relationships. The syntactical relationships focus on delivering information
of grammatical structure of sentences, but the development of knowledge graph concern
the meaning of linkage between words or concepts. So, the semantic relationships are
crucial for developing domain knowledge graphs, and then further information residing
in multiples sentences can be inferred from those semantic relationships.

Firstly, three core concepts, i.e. information, actor, function are identified by manual
analysis of ISO 19650 series, and simultaneously nine semantic relationships between
core concepts are also defined (See Fig. 4). The alphabets A, I, F, O indicate the entity
types Actor, Information, Function and Other, respectively.

A set of mapping rules from syntactical relationships to semantic relationships have
been developed, and Tables 2 list the typical mapping rules. Using these mapping rules,
the syntactical relationship reasoned out by the DDParser can be converted into semantic
relationships.

Table 2. Mapping from semantic relationships to syntactical relationships

Head Modifier Syntactical relationship Semantic relationship Example trigger word

A/I/F A/I/F SVB ∩ VOB Hyponymy 是(is)/指(indicate)

A/I/F A/I/F SVB ∩ VOB Partonomy 包括(contain)

F I VOB Process 处理(process)

F I VOB Negotiate 同意(agree)

F I VOB Produce 提供(provide)

I F ATT Process 处理(process)

I F ATT Negotiate 同意(agree)

I F ATT Produce 提供(provide)

F A SVB Execute 执行(execute)

F A SVB Exchange 交换(exchange)

F A SVB Deliver 提供(provide)

F A SVB Request 需要(need, require)

I O ADJ Attribute 属性(attribute modifier)

F O ADV Qualify 限制(qualify)

A O ADJ Attribute 属性(attribute modifier)

F O ADJ Attribute 属性(attribute modifier)

Figure 5 illustrates the conversion of the syntactical relationships in Fig. 3 into
meaningful relationships that can be used for developing knowledge graph. For instance,
two syntactical relationships SBV (between “公共数据环境” (CDE) and “是” (Is))
and VOB (between “信息源” (Information Source) and “是” (Is)) are mapped into
one semantical relationship “Hyponymy” between the subject “公共数据环境” and
the object “信息源”, following the mapping rules described in Table 2. Meanwhile,
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I P F O IO

I: information     F: Function    P: Predicate    O: Other

(Common Data Environment) (is)

SBV
1.0

(commonly) (agreed) (of) (asset) (information source)

ADV
1.0

ATT
0.985

ATT
0.997

VOB
1.0

Semantic 
Relationships

NegotiateQualify
Attribute

Syntactic 
Relationships

Hyponymy

Fig. 5. Conversion from syntactical relationships into semantic relationships

the “ATT” relationship between “信息源” and “认可”(Agreed) is converted into the
“Negotiate” linkage between the two entities, and the head word “信息源” is of the
“Information” type, while themodifier “认可” is of the “Function” type, and furthermore
a trigger word for the semantic relationship “Negotiate”. In addition, the other two
syntactical relationships “ATT” and “ADV”are converted into two semantic relationships
“Attribute” and “Qualify”.

(Common Data Environment) (is) (commonly) (agreed) (of) (asset)

(information source)

After After After After After

Depend_OnDepend_On Depend_On

Fig. 6. Knowledge graph stored in Neo4J graph database

Since the ISO19650 standard documentsmultiple sentences or paragraphs, and these
sentences are interconnected with each other via shared concepts. Therefore, the graph
database Neo4J is used for description of both the semantic relationships between the
words and interconnection among sentences. Specifically, a node is used for denoting
named entities, and a directed edge for binary relationship between two nodes. Both a
node and an edge can have multiple attributes.

For example. Figure 6 shows that the sequence of the words in the same sentence
is represented by an array of “AFTER” relationships from the preceding word to the
succeeding one, while the semantic relationship is depicted by the “Depend_On” rela-
tionship from the modifier word to the head word. The type of the syntactic relationship
is represented as the attribute of the “Depend_On” edge. In comparison with the SQL
relational database, the enriched description for edge in Neo4J can greatly reduce the
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JOIN operation required by SQLdatabase, leading to faster query.Moreover, the inferred
semantic relationships are also stored in the same Neo4J database.

5 Case of Knowledge Inference

The graph structure of Neo4J database can be further used for knowledge reasoning. In
particular, when referring ISO 19650 standards for decision making, it is important to
infer the reference or dependency among the standard sentences. The attribute-enriched
path between entities is very useful for automatic identification of the afore-mentioned
dependencies.

Figure 7 illustrates a typical case of reasoning with the knowledge graph. The sen-
tence of the Sect. 3.3.15 of ISO 19650 Part 1 indicates that the Chinese word “共同”
(commonly),modifying theword “认可” (agreed), is the triggerword of the core concept
“角色” (Actor) which is defined in the Sect. 3.2.1 of ISO 19650 Part 1.Meanwhile, in the
second sentence in Fig. 7 there are 3 hyponymy relationships between “人员”(Person), “
组织”(Organization), and “单元”(Unit) and “角色”(Actor). This implies that these peo-
ple, organizations, and organizational unit involved in the process of project construction
should achieve an agreement of the composition of the CDE, a source of information
shared among the project participants. In this way, the standard Sect. 3.3.15 can refer to
3.2.1 via the following Cypher query:

MATCH(a:公共数据环境)
WHERE (a)-[*]-(b:共同)
MATCH(c:角色)
WHERE (b)-[:Trigger_Word]- > (c)
MATCH(d)
WHERE(c)-[:Hyponymy]-[d]
RETURN d

(Common Data Environment) (is) (commonly) (agreed) (asset) (information source)

Qualify
Neogociate

Attribute

Hyponymy

Part 1-3.3.15

(actor) (indicate) (attending) (construction process) (person) (organization) (unit)

Hyponymy
Hyponymy

Hyponymy

Attribute

Attribute
Attribute

Part 1-3.2.1

VOB

Fig. 7. Case of inferring dependency between standard sentences
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6 Conclusions

Engineering infrastructure development requires appropriate sharing of information
among all participants. Although the IFC standard plays a key role in unifying format of
shared BIM data, this information sharing needs an informationmanagement framework
mutually agreed by the project participants. The ISO 19650 standard series provide the
concepts, principles, procedures and rules for building such a collaboration framework
in order to establish a reliable information source. Since the 5 parts of ISO 19650 series
constitute a complex system, the AEC community expect a knowledge graph to capture
the key concepts and relationships in those standards in order to facilitate the applica-
tion of the collaborative management framework. Unfortunately, manual development
of ISO 19650 knowledge graph is costly and time consuming. Therefore, the NLP-based
information extraction method has been specifically developed to facilitate the construc-
tion of the ISO 19650 knowledge graph. In particular, the difficulty arising from the
lack of corpus can be greatly overcome by inferring domain semantic relationships from
the syntactic relationships with the mapping rules. Finally, the experiment verified the
feasibility and usefulness of the developed information extraction method.
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